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Abstract 

This thesis describes two projects which examine functional neuronal processing in the primary visual 

cortex of the mouse, from both a population and a single cell perspective. 

The first part focuses on the development of an all optical stimulation and readout biological 

preparation, for the eventual application of constructing a functional synaptic map of primary visual 

cortex. More specifically, my findings are for the characterization of opsins for this protocol using in 

vitro recordings from slices of mouse primary visual cortex and CHO cells. I show examples of well 

working opsin constructs that provide photocurrents enabling induction of an action potential, and 

how the various features of opsin viral constructs can influence their usability in the context of a 

functional connectivity project, judged based on whether the evoked photocurrent can lead to 

reliable induction of an action potential. I describe the biophysical parameters of the studied opsins 

and their influence on desired temporal patterns of action potentials. Under 2 photon holographic 

illumination, ReaChR opsin enables sub-milisecond control of single action potential, but the long 

kinetics of this opsin influences the temporal control for inducibility of the train of action potentials. 

Results with CoChR - mCardinal stress the influence of opsin expression variability in the preparation, 

which impacts effective optogenetically induced spiking. I also show how modeling studies facilitate 

understanding of the influence of biophysical parameters on the evoked current, and can provide a 

tool to predict the output of different stimulation protocols that take into account conditions 

influencing the evoked photocurrent. 

In the second part I examine visually-evoked synaptic excitatory and inhibitory responses and dissect 

their influence on the spiking cell output, thus the functional I/O transfer function, based on a large 

(~60 cell) dataset of in vivo whole-cell patch recordings in mouse primary visual cortex. This part is 

based on the development of a novel, closed-loop in-vivo protocol that uses the dynamic-clamp 

method to re-inject parameterized versions of visual-evoked responses back into the same neuron. I 

find a diverse set of dynamical relationships between visually-evoked excitation and inhibition, with 

in general weak cross-correlations across the entire response, and occasional highly synchronized 

transient responses. Inhibitory inputs are consistently larger and show stronger fluctuations than 

excitatory inputs, with overall higher frequency content. These results suggest that the dynamics of 

the neuronal code differ between excitatory and inhibitory pathways, and provide constraints on 

theoretical descriptions based on balanced states between the two. I find that the spiking response 

to both visually-evoked and steps of simulated synaptic excitation is significantly modulated both 

linearly and non-linearly by, respectively, visually-evoked and steps of inhibition, including increasing 

excitation threshold, and reducing both gain and the saturation response. Comparison of the original 

visual spiking responses to those from the dynamic-clamp protocols suggest quantitative constraints 

on the relevant time-scale for the underlying neuronal code, in particular when considering rate-

based versus spike time - based descriptions. 

KEYWORDS: Visual cortex, optogenetics, in-vivo electrophysiology, synaptic interactions, dynamic-

clamp 
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1. Introduction 
 

Feature selectivity of cortical neurons, one example of functional properties in the brain, is the ability 

of neurons to respond to particular stimulus attributes - e.g. the receptive field of a neuron in primary 

visual cortex (V1) with respect to object movement direction. This thesis contributes to understand 

how feature selectivity arises in mouse V1. It is divided into two parts, each based on distinct 

approaches to elucidate visual processing mechanisms, the first at a population level and the second 

at the single neuron level. 

 

First, on a population level, I have developed tools towards an eventual project that combines 2-

photon optogenetics, 2-photon imaging and traditional whole cell electrophysiology to map 

functional connectivity in V1. This map will provide a link between cell tuning (i.e. cell function) and 

network architecture, enabling quantitative and qualitative distinction between two extreme 

scenarios in which cells in mouse V1 are either randomly connected, or are associated in specialized 

subnetworks. Here I describe technical validation of the method, with the main focus on finding the 

appropriate biological preparation and reagents. 

 

Second, based on whole-cell patch recordings of single mouse V1 neurons in vivo, I characterize 

visually-evoked synaptic conductances and the associated neuronal input-output (I/O) transfer 

function. I employ a novel closed-loop in vivo protocol based on a combination of current, voltage 

and dynamic clamp recording modes. I first measure the basic I/O transfer function of a given neuron 

with current steps under current clamp, and with excitatory and inhibitory conductance steps under 

dynamic clamp. I then measure the visually evoked spiking output of the neuron, under current 

clamp, and its synaptic conductance input, under voltage clamp. Finally, I reintroduce variations of 

the visually evoked conductance input to the same cell, under dynamic clamp, to construct the 

functional I/O transfer function. I find that visually evoked synaptic excitation and inhibition are 

dynamically unbalanced in visual cortex, which I describe in the context of theories based on balanced 

excitatory inhibitory states. I describe and compare the different I/O transfer functions, which allows 

a characterization of the mathematical operations performed by the neuron. I find that synaptic 

inhibition based on visual responses has both a linear and divisive impact on the spiking response to 

synaptic excitation based on the same visual response. Furthermore, modifications of the relative 

scaling and the temporal characteristics of the reintroduced synaptic excitation and inhibition enables 

dissection of each component’s role in shaping the spiking output, as well as to infer overall 

differences between various physiological cell types (e.g. regular-adapting, presumably excitatory, 

versus fast-spiking, presumably inhibitory, neurons). Finally, examination of the transfer functions, in 

particular their dependence on temporal modifications, provides insights on the relationship 

between the neuronal code and the biophysical properties of neurons and their network. 
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1.1. Thesis outline 

 

The first part of my thesis is focused on the efforts undertaken towards the validation of an ‘all-optical 

stimulation and readout' protocol. Combined with the in vivo patch clamp technique, this approach 

has been developed in order to map functional connectivity of V1. In this context neuronal function 

is defined as feature selectivity, and connectivity by the pattern and strength of the synapses 

providing input to a given neuron, characterized by their individual receptive field properties. Such a 

population map is a necessary step to link network architecture and circuit function, and thus to 

understand visual processing mechanisms on a population level.  

 

To more fully understand the neuronal processing that underlies circuit function, the functional 

mapping, characteristic to systems neuroscience, needs to be supported by a biophysical study 

elucidating neuronal computation at the single cell level. This comprises the second part of my thesis, 

where I have described the transformation of synaptic input evoked during visual stimulation to the 

neuronal spiking output. This was accomplished by the application of a closed loop approach, 

combining traditional patch clamp protocols with the use of the dynamic clamp recording mode in 

vivo, enabling the systematic probing of a cell with modifications of its original “natural” synaptic 

input. This probing protocol helps to describe the different roles of excitatory and inhibitory synaptic 

components in shaping the neuronal output, and thus the mathematical operations underlying 

neuronal processing, 

Thus, contributing towards understanding the neuronal code and neuronal biophysics of 

computation. 

 

In chapter 2 I describe briefly the logic behind the technical aspects of each part of the project, the 

specific biological questions, and finally a common scientific context for both projects. Next, I will 

focus on my contributions to the functional connectivity mapping project (Chapter 3), explaining 

various aspects towards validation of the optogenetic methods. Since the thesis duration allowed 

only for contributing to technical aspects of the all optical stimulation and readout I present the 

results of my work and contribution to other lab projects in that context. 

 

In the second part of my thesis I will present my results on studying functional processing in mouse 

visual cortex, focusing on two aspects: 

-Characterization of visually evoked synaptic conductances, thus contributing to understanding visual 

circuit functioning (Chapter 4) 

-Description of the input-output transfer function of single neurons, thus contributing to general 

understanding of neuronal processing rules (Chapter 5) 

 

Although many of the techniques used in the second part were well established in the laboratory, 

which enabled more focus on the scientific problem, they are not widely used. More importantly, the 

development and in vivo application of the dynamic clamp method based on conductance 

measurements of functional responses is novel. Therefore, some sections of this thesis are dedicated 
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to explaining the method in detail, and to elaborate on important technical aspects influencing the 

interpretation of the measurements. Some part of the discussion (chapter 6) refers to the technical 

aspects, as well as compare the findings with the literature. 

 

All the tools used in both parts of this thesis project shaped my understanding of the problems and 

scientific perspective with a mutual benefit. I am closing this thesis with a small comparison of the 

two technological approaches used, stressing the limitations and possibilities they give (Chapter 6, 

section 6.6). 

 

In summary, this thesis is an interdisciplinary work, integrating different approaches to a problem, 

using different technical combinations and applying elements of theoretical investigations to the 

experimental work. 

  



 12 

2. Deciphering brain function in terms of network architecture and 

neuronal biophysics 
 

The early visual system, including V1 decomposes the visual scene into single, simple attributes. The 

cells in V1, the first major cortical area that receives visual input from the lateral geniculate body in 

the thalamus, respond selectively to these decomposed attributes - for example, to the orientation 

and direction of a visual feature. Orientation and direction selectivity (tuning) was first discovered by 

Hubel and Wiesel in the cat and was a seminal result towards understanding how visual processing 

occurs(Hubel and Wiesel 1962). Since then, an enormous body of work has been aimed towards 

understanding how the neurons in V1 are wired together and what is the role of each cell in the 

circuit. 

 

In this section I am presenting a short synthesis of the knowledge regarding both the V1 circuit 

architecture and feature selectivity. This synthesis provides the reader with the background 

knowledge about V1 circuit – the model of this thesis. 

In this first part I am only focusing on findings describing neuronal architecture or tuning in V1 

separately. In the following sections, I am describing both projects of this thesis with addition of more 

project-specific scientific context. 

 

2.1.1 Primary Visual Cortex of a mouse 

 

Neuronal circuit architecture in V1 

 

Visual cortex, as a part of the neocortex, follows the universal structure of six distinguishable layers 

of neurons, as well as the less well-defined concept of cortical columns. In rodents the cortical column 

is considered to have a diameter of 0.3 mm and contain around 7 500 neurons (Markram et al. 

2004)L2/3, which is the main focus of the thesis, lies 125-135μm below the brain surface(Xu et al. 

2016). As in other parts of the neocortex, it contains around 20-30% of interneurons and 70-80% of 

excitatory cells. This ratio varies a bit in between layers, with exception of L1, which contains almost 

only interneurons (Markram et al. 2004). 

Neocortical circuit architecture seems to follow a universal structure among different modalities, 

repeating a similar motif (Mountcastle 1997) with subtle but essential modifications are found 

between different cortical areas. In general, excitatory connections of various modalities obey a 

certain laminar organization of structure and connections. Thalamic input arrives in L4, whose 

neuronal afferents mainly contact L2/3. Descending projections from L2/3 terminate in L5 and L6 

(Gilbert and Wiesel 1979). In L2/3, excitatory pyramidal cells tend to connect with each other 

sparsely, with only a 19% probability (Hofer et al. 2011). 
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Functional properties of cells in V1 (focus on the L2/3) 

 

Description of receptive fields in cat primary visual cortex (Hubel and Wiesel 1962) initiated 

characterization of cell functional properties and tries to find the link between cell function and 

circuit architecture. Receptive fields are parts of the space within a stimulus is influencing response 

of a particular neuron. As such, receptive fields presence and shape is a consequence of a circuit 

architecture at all the previous stages. In this context, the first, very simplistic definition of neuronal 

function is to react when the stimuli will appear in the receptive field of a given neuron. This 

definition is further developed, as neurons differ between each other in the response they provide, 

depending on various stimuli characteristic. The functional properties of neurons such as orientation 

and direction selectivity, investigated in this thesis, and others, like spatial and temporal frequency, 

speed or contrast, together creates the necessary primitives for the eventual perception of a visual 

scene in higher visual areas. 

 

There is no complete agreement between authors about the exact numbers and proportions of cells 

selective to various functional parameters. These differences are usually due to different methods, 

which can favor one or another type of cells (Gao, DeAngelis, and Burkhalter 2010). The work of Niel 

and Stryker on mouse V1 receptive field properties, using silicon electrode arrays, has provided useful 

data concerning functional properties of cells in mouse V1. Indeed, the mouse model has only been 

extensively investigated in recent years, motivated by the possibility of genetic modifications that 

are impractical with the cat. Generally, the selectivity of V1 neurons in the mouse to various 

attributes of visual stimuli increases in more upper layers (Cristopher M Niell and Stryker 2008) 

(Figure 1), suggesting that these layers are fulfilling a key role in the perception of the image. These 

authors determined that 74% of cells are selective to the orientation of a drifting grating, with a 

predominance of narrowly tuned cells, especially in the upper L2/3. Analysis of direction selectivity 

(by comparison of responses to opposite directions that correspond to the same orientation) 

revealed that about 23% of orientation selective cells are also tuned for a preferred direction, with a 

bit higher selectivity for cells in L2/3 and 4. This finding corresponds to other findings in the mouse, 

rat, rabbit and macaque, with the number varying between 24-28% between different species 

(reviewed in Gao et al., 2010). 
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Figure 1 . Orientation and direction selectivity in mouse V1 (modified after C. M. Niell & Stryker, 2008). (A) 

Histogram presenting all orientation selective cells distribution of orientation selectivity index. Excitatory and 

inhibitory cells are marked in grey and black respectively. (B) Same as A, for direction selectivity index. (C) and 

(D) Layer distribution of direction and orientation selectivity index. (E) Mean OSI values for layer and inhibitory 

cells. (F) Tuning width change across layers. In more superficial layers, both the orientation and direction 

selectivity indices are higher and more sharply tuned. 

 

The same authors also report spatial frequency tuning (in cycles of a presented grating pattern per 

degree of visual field), which defines the width of the bar in the grating, in the range of 0.02 – 0.09 

c/deg, with the preferred median being equal 0.03c/deg. Similar values were recorded in L2/3, equal 

to 0.04 c/deg for excitatory neurons. The selectivity of inhibitory neurons and neurons in layer 6, is 

characterized by a significantly lower preferred spatial frequency of 0.02 c/deg. The median 

preferred spatial frequency of the mouse was found to be significantly different than in a cat (0.9 

c/deg) and macaques (1.5-4.2 c/deg), corresponding to the much lower spatial resolution of mice 

vision (reviewed in (C. Niell 2015). Additionally, in 90% of neurons, a specific cut off value was found 

that is always lower than ~0.43c/deg, above which the activity of cells decreases to 10% (Gao et al., 

2010). 

 

Temporal frequency tuning indicates the timing acuity of neurons, with more than 90% of V1 cells 

showing temporal frequency tuning (Gao et al., 2010) (median response frequency of ~2Hz, and ~4Hz 

for layer 4 cells). 

 

Interestingly, the spontaneous firing rate of neurons vary between layers and types; excitatory 

neurons in L2/3 discharging on average 1 spike in 10s (0.01 Hz), whereas for layer 5 the average is 

close to 2Hz for excitatory cells and 1 Hz for inhibitory cells. The presentation of a visual stimuli 

typically elicits response rates of around 4.7 and 14 Hz, for excitatory neurons in L2/3 and L5, and 
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inhibitory cells, respectively (C. M. Niell & Stryker, 2008). It is noteworthy to point out that the 

increase of the spiking frequency during the visual response above baseline is most dramatic for 

excitatory cells in L2/3. Moreover, inhibitory cells, and cells in L5, which have the highest 

spontaneous spiking frequency, are at the same time characterized as being least selective cells for 

various stimulation properties. This might suggest the different role of L2/3, L5 and interneurons in 

the information processing (and possibly different code). 

 

A change in stimulus contrast has a weak influence on tuning properties, rather acting as a scale 

factor for the response amplitude, with the strongest response at 100% contrast. Although it is 

worthy to mention that we can distinguish cells which respond quickly to even small changes in 

contrast tend to be characterized by steep contrast saturation curve (sigmoidal), whereas other 

neurons have a lower sensitivity to contrast change (Gao et al., 2010). Cells in L2/3 are especially 

sensitive to contrast change (C. M. Niell & Stryker, 2008). 
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2.2. Functional network architecture of primary visual cortex 

 

2.2.1. Optical interrogation of network architecture 

 

Understanding of any system requires understanding two components: the circuit architecture and 

its individual unit functions. In the context of the primary visual cortex circuit the connections 

between the cells constitute the circuit structure. The neuronal function is the ability of a neuron to 

respond selectively to a repertoire of a stimuli. Historically, researchers had access only to one 

elements of the circuit - the structure or the function (as reviewed in previous subsection), 

sometimes supplemented with indirect measurement of the other component. Usually, also the 

description in hand was limited to only a snippet of the real, physiological situation, because of 

technological limitations. This situation limited strongly the success in linking the two essential circuit 

components. 

 

In this project we had the goal to develop a protocol to perform a large scale functional connectivity 

mapping of V1, filling the gap between pure structural or functional maps by providing the link 

between the two. To achieve that a validation technique with a functional biological preparation is 

needed. The designed combination of techniques includes: 

 

• calcium imaging: use of a fluorescent probe, which reports the level of neuronal activity 

(firing) during visual stimulation. This step would provide information about the function of a 

neuron, for instance, its tuning. 

• “whole-cell” patch clamp technique: a traditional electrophysiology technique to monitor the 

membrane potential of a neuron or its currents fluctuations. This technique serves in this 

protocol for detection of synaptic connections between cells. 

• optogenetics technique: enables genetic modification of neurons to make them light 

sensitive. This technique combined with 2 - photon photostimulation gives the possibility to 

excite single or groups of neurons by light and thus, map the connections between pre- 

(stimulated by light) and post-synaptic (patched) neuron. 

• 2 - photon Computer Generated Holography - technique enabling light shaping into a desired 

spatial pattern, allowing to illuminate and photoactivate only specific neuron of interest. 

 

In the context of the combination of these techniques, my contribution to the project falls into 

developing a biological preparation which could be used effectively to apply this electro-optical 

investigation of the functional connectivity map. 

Practically, in this project my focus has been the searching of the right optically sensitive channel 

(opsin), which could be paired with calcium sensor for in-vivo recording in mouse V1. 
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2.2.2. Background based perspectives of the structure-function mapping approach 

 

The functional mapping protocol described in previous section, enables to screen an unprecedented 

high number of pre-synaptic candidates during experimental session than other existing technique, 

such as, for instance, patch-clamp pair recording. Additionally, due to whole-cell patch clamp, the 

strength of the connection and or input conductance could be assessed. Added to that anatomical 

context information about the function of the total, or at least the majority, of the cells screened for 

connection would enable us to strive today neuroscience questions by providing more accurate large-

scale description of the circuit performance. Such a description would enable us to understand how 

the function of cell emerges from the circuit architecture, how important is the wiring pattern, if it 

exists, towards creating tuning properties and finally, what are the strategies of information 

processing and how are they different between rodents and other mammals? 

 

Below, I will elaborate on some of the hypotheses existing in literature providing the experimental 

background and pointing out how the proposed combination of techniques would help to investigate 

particular aspects of functional connectivity. 

 

2.2.2.1. Functional subnetworks or random connections 

 

What is the connectivity pattern between similarly oriented cells in mouse V1? How important is the 

wiring pattern, if it exists, towards creating tuning properties? 

 

The work of (Ko et al. 2011) suggests the existence of functional subnetworks of pyramidal cells. The 

double step protocol, using first OGB calcium imaging in vivo and second multi - electrode patch 

clamp connectivity studies in vitro was applied to investigate in detail the connectivity between 

pyramidal cells in relation to their tuning. Results revealed that cells sharing the same orientation or 

direction sensitivity tend to be more frequently connected. The big caveat of interpreting of this work 

is the fact that the second part was done in vitro and thus some of the connections were cut. On the 

other hand, the number of cells examined was also low (one could investigate group of 3 - 4 cells at 

a time). 

 

Similar functional subnetwork perspective is emerging form studies of Wertz et all. GCaMP6s calcium 

imaging in the mouse shows that in about one third of pyramidal cells in L2/3, all presynaptic cells 

share the same selectivity as the target neuron (creating tuned networks) (Wertz et al. 2015). This 

study took advantage of retrograde trans-synaptic trafficking of rabies virus inducing GCaMP6s 

expression, injected to single pyramidal cell in L2/3, allowing the expression of calcium indicator that 

was restricted to a target pyramidal cell and all its pre-synaptic neurons. The remaining two thirds of 

the identified networks were untuned. The spatial distribution of the connections showed that 

majority of presynaptic cells lie in an approximately 200μm wide lateral area arising from L2/3 or L4, 

suggesting the existence of functional layer modules (at least two type, tuned and not tuned) within 

the presynaptic network (Wertz et al., 2015). On the other hand, theoretical work of (Hansel and van 
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Vreeswijk 2012) shows that in mouse V1 a totally random connectivity between the cells is enough 

to obtain orientation selectivity observed. 

 

This contrasting examples stress the need of a systematic, big-scale study investigating connectivity 

and function at the same time to learn the rules about how such subnetwork would be created and 

the tuning differences within such an ensemble of cells is still not well explained. 

 

2.2.2.2. Connectivity description and its influence for signal processing: 

 

a) Assessment of the main information flow paths 

 

An exemplary mapping study, with the use of glutamate uncaging, showed that excitatory neurons 

in L2/3 of V1 receive the strongest excitatory input from L4 and L5a, weaker from L2/3 and minimal 

from L6. On the other hand, excitatory L2/3 neurons were reported to receive a majority of inhibitory 

inputs from L2/3, L4, L5a and L1 Inhibitory connections in L2/3 were also much easier to detect, 

taking into account their high IPSC amplitude (~50 pA) and the probability of inhibitory input to 

excitatory cell was assessed to be around 50% within L2/3, and 30% if the input was from L4. 

Additionally, this study found that cells in L2/3 do not receive significant inhibitory transmission from 

deep infragranular layers (L5 and L6, low probability of connection and small amplitudes) and are the 

only excitatory population that obtain connections from interneurons in L1 (Xu et al. 2016) 

 

This work done in slices in vitro provides useful information about possible paths of information flow 

at the level of local circuit. Additionally, drafted before Connectivity in V1 can be complemented with 

the findings of other researchers focusing more in detail on particular connections examining more 

in detail their specific properties and the cell type they relate. For example, studies on rat V1 showed 

that fast – spiking interneurons preferentially connect to neighboring PCs, which in turn provided 

them with reciprocal excitation (Yoshimura and Callaway 2005). Furthermore, a fine scale circuit rule 

was noticed. Fast spiking interneurons were usually connected with two other PCs, which were also 

reciprocally connected. Such fine-scale circuits were not found in the case of adapting, inhibitory 

neurons (Yoshimura & Callaway, 2005). 

 

It is hard to integrate together precise information about the connectivity of specific cell types within 

layers because studies are done with the use of different techniques that can potentially influence 

the results (e.g. the amplitude and latency of inputs, and the percentage of connections between 

different cell types) and the consequent interpretation. Once again, this is why descriptive, mapping 

studies on a large scale are highly valuable. 

 

b) The number and role of the weakly and strongly connected subnetworks 

 

Apart from distinction to functional subnetworks, researchers described weakly and strongly 

connected subnetworks in V1. OGB imaging studies coupled with patch clamp recordings showed 
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that pyramidal cells (PCs) with correlated calcium imaging responses shared strong reciprocal 

connections in L2/3, even if there were far more weak connections, and weak connections linked 

neurons with uncorrelated responses (Cossell et al. 2015). 

 

Thanks to population and layer specific ChR2 expression, the studies demonstrated that somatostatin 

interneurons (SOM) connect to pyramidal neurons with a 43% probability, typically at a target 

location 200μm from the soma (Adesnik et al. 2012) This connection was characterized by a post-

synaptic signal amplitude (31,3±11,5 pA) that was twice as large, and a latency (1,29±0,2 ms) that 

was shorter, in comparison to PC to PC input (amplitude: 15,7±2,36 pA, latency: 3,33±0,42 ms)(Fino 

and Yuste 2011). On the other hand, fast-spiking, weakly tuned interneurons (considered to be PV 

expressing interneurons, comprising up to 10% of neuronal population) receive input from 

neighboring PCs with a high 88% probability (EPSP amplitude ~1 mV) (Hofer et al., 2011). 

 

Presented studies present a snippet of circuit architecture with insights into subpopulations building 

the circuit. Again, integration of the knowledge inferred from studies using different techniques pose 

obstacles for results interpretation and this suggest again the need a more versatile and high 

throughput investigation approach. In the context of these findings it would be especially interesting 

to ask what the proportion of suggested previously tuned vs untuned networks is and what would be 

the role of weak connections towards shaping the post-synaptic cell’s response. 

 

c) The role of the inhibitory/ excitatory populations 

 

Investigation of the inhibitory network has benefited from the use of calcium imaging. One of the 

earliest studies of GABAergic neurons with calcium imaging (using Fura-2 sensor) confirmed a 

broader tuning of interneurons in comparison to PCs (Sohya et al. 2007). This result was confirmed 

via a combination of OGB imaging and immunohistology, where broad tuning was shown to be a 

characteristic feature of all inhibitory neurons, regardless of type (PV, SOM, VIP - positive) (Kerlin et 

al. 2010). Additionally, combining OGB loading and electron microscopy has allowed for the retracing 

of connections between cells of known function, showing that inhibitory cells in L2/3 receive 

excitatory input from differently tuned cells in the neighborhood, which could explain the broad 

tuning of interneurons (Bock et al. 2011). 

 

These findings raised the question about the function of different cell types, especially in the context 

of different connection schemas between each inhibitory cell subtype and PCs. Subsequently, 

inhibitory networks started to be investigated with optogenetic tools. The combination of conditional 

expression of ChR2 in particular cell types and layers, with patch clamp recordings, allowed more 

insight on that question. PV interneurons (supposedly fast –spiking cells), which target perisomatic 

regions of PCs, were found to sharpen neuronal feature selectivity. This was an effect specific to PV 

interneurons, since expression of ChR2 in SOM or VIP interneurons did not influence the tuning 

properties of a target cell (S.-H. Lee et al. 2012). A similar hypothesis was posed earlier in an 

investigation of feature selectivity of simple cells (the majority located in L2/3(Gao et al., 2010; C. M. 
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Niell & Stryker, 2008) with the use of the dynamic clamp method. The study showed that an increase 

of inhibition delivered by the dynamic clamp sharpened tuning. In addition, a decrease of inhibition 

caused a reduction of cell selectivity (B.-H. Liu et al. 2011). 

 

In these findings the 1-Photon optogenetic combined with single patch clamp recording allowed only 

to assess the influence direction of a whole population excitation on a single cell pyramidal cell 

function and thus, provides us only a snippet of a real situation. 

 

2.2.2.3. Integration of synaptic input by the cell 

 

a) Population perspective 

 

The balance between excitatory and inhibitory inputs shapes the spiking output of the neuron. Such 

balance includes both the ratio and strength of excitatory and inhibitory synapses to the output cells, 

as well as their temporal interplay. 

 

The study comparing the selectivity of excitatory and inhibitory input conductance in cats with 

selectivity of the cell for either orientation or direction selectivity showed three possible input 

schemes, which contribute in different ways to the output response of a cell. The majority of cells 

(60% for orientation selectivity and 70% of those for direction selectivity) had both excitatory and 

inhibitory inputs tuned to the same orientation/ direction as the cell’s output, with some differences 

in input selectivity, in particular the relative width of the input tuning curves. Importantly, in general 

the temporal overlap of the excitatory and inhibitory input conductances were out of phase for the 

preferred stimulus and in phase for the non- preferred stimulus. The other two groups, less 

frequently detected but still significant, were either characterized by a complete mismatch in the 

preferred orientation / direction for both inputs and the cell output, or partial mismatch, where only 

the excitatory conductance was tuned similarly as the cell output (Cyril Monier et al. 2003). 

 

Similar measurements of the excitatory and inhibitory inputs in mouse did not show the change in 

phase observed in cats, but found that both excitatory and inhibitory inputs were similarly tuned as 

the spike output with a high correlation (r = 0.83) ( a. Y. Y. Tan et al. 2011; B.-H. Liu et al. 2011) (Figure 

2). In both of these studies, cell type was not assessed, but it is likely that taking into account the 

number of cells recorded both excitatory and inhibitory cells were represented. 
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Both of these measurements, try to relate synaptic input measured in the cell by conductance 

measurements with the cell output and function. Conductance measurements provide the 

information about summed synaptic input from all the circuit before the recorded cell but the 

information about the function of the particular presynaptic cells and the weight of their contribution 

to the postsynaptic cell is unknown. The mapping protocol could provide this context. 

 

b) Single cell perspective 

 

A study combining targeted patch-clamp in vivo and fast 2- photon calcium imaging (GCaMP6s) 

showed that neurons in mouse visual cortex have several differently tuned ‘hot spots’ in their 

dendrites, which seems to be spaced randomly. Such ‘hot spots’ could be described as areas on the 

dendrite responding selectively for visual stimulation. 72% of these ‘hot spots’ were sharply tuned, 

and were found in all recorded cells regardless of the degree of spike tuning (or lack of tuning) (Jia et 

al. 2010). Another, study utilizing GAaMP6s presented similar hot spots. Additionally, an analysis of 

spine tuning in relation to cell selectivity showed that summed synaptic input to individual neurons 

allow for reliable prediction of neuron orientation preference (Wilson et al. 2016) (study conducted 

on ferret). 

 

These studies focused on analysis of the functional profile of both the whole cell and its sub-

compartments could largely benefit by adding the information about influence of specific pre-

synaptic cell of known type and function. It would enable to ask about connections distributions and 

strength shading light into the mechanism of creation of described hot spots. In other words, one 

could verify if the hot spots are created by single cell vs. several cells input and what would be their 

origin and input strength. 

 

Figure 2 Visually - evoked conductances for cat and mouse in response to preferred(left) and orthogonal 

orientation(right). Scale bar for mouse: 5nS, for cat 2 nS. After Tan et al.2011 
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2.2.2.4. Current background knowledge synthesis 

 

Altogether, these results suggest a sparse network of pyramidal cells in V1 with some degree of 

specificity among their connections and synaptic strength (strongly connected networks of PCs, 

whose selectivity properties would be strongly correlated), contrasted with a dense but weak 

connectivity of inhibitory neurons that provide a representation of local activity that counterbalances 

the more specific excitation. Excitatory and inhibitory synaptic connectivity is spatially balanced 

across the excitatory neuronal network in V1. Statistical comparison of the location of synaptic inputs 

across cortical layers did not show a significant difference, showing that pyramidal neurons obtain a 

similar distribution of inhibition and excitation across V1 layers (Xu et al., 2016). The balanced 

distribution of excitation and inhibition is contrasted with unbalanced tuning properties across 

cortical layers, which suggest an increase in information filtering across layers (stronger selectivity in 

more upper layers), especially in the L2/3, which receives input from all other layers. Nevertheless, 

the exact mechanism and rules of information flow, especially in the L2/3, is still not well understood. 

 

The specific application of the methods developed in this project will fill several gaps in current 

knowledge, in particular because of our all in-vivo approach, in contrast to previous studies. For 

example, we will be able to derive functional connectivity data based on a larger population that 

previous work (Cossell et al. 2015; Ko et al. 2011). Comparison of synaptic conductance 

measurements between visually-evoked responses and optogenetic stimulation of candidate 

afferent neurons will allow us to gain insight in the balance description between inhibition and 

excitation on the recorded cell, in particular to decipher quantitative and qualitative differences 

between intra and interlayer connections. Indeed, it is important to perform such studies in vivo, 

among other reasons given the physiological high synaptic background activity present in the context 

of studies reporting how global brain state can significantly modify the synaptic properties of an 

investigated (Kwan and Dan 2012). 
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2.3. Synaptic-spike transduction of cortical neurons 

 

2.3.1. Electrophysiological interrogation of function - neuronal biophysics and 

experimental approach 

 

Feature selectivity differs among the neurons in V1. Although the majority of V1 neurons respond to 

differently oriented stimuli, tuning might change on cell to cell basis within the same population of 

cells (e.g. Pyramidal neurons) (Cristopher M Niell and Stryker 2008). Understanding of the link 

between the synaptic input to a cell, which might differ depending on cell function, and spiking 

output, which constitutes the signature of cell feature selectivity is crucial to understand neuronal 

processing. To characterize this link, we are asking about both the nature of synaptic input and about 

the biophysical computations performed by the neuron. The biophysical approach adopted in this 

project searches for the mechanisms that enable cells equipped with the same cellular machinery to 

vary their output depending on the input. Furthermore, it will dissect the role of different 

components important for the process and help to describe biologically relevant information for a 

given neuron. In the end, this biophysical description frames neuronal processing as mathematical 

operation/s, which can then be translated into theoretical studies. 

 

Therefore, in the second part of the thesis I am focusing on characterization of two aspects: 

 

1. The visually evoked synaptic input: In this part I am measuring variations in the amplitude and 

dynamics of synaptic inputs. Observation, of synaptic input changes as a signature of circuit wiring 

might provide insights into feature selectivity. 

 

2. The input – output transfer function of a neuron: In this part I describe how the synaptic input to 

a cell shapes the neuronal spiking output. I am searching for a universal description of a neuron as 

an integration unit. Such description should be true for neurons not only in V1 but also provide 

general insights into the nature of neuronal computation. Further, I am taking into account the 

electrophysiological firing type of the cell (FS, RA vs. bursting) eventually for describing how the 

general I/O function changes depending on the neuronal population under consideration. 

 

Experimental approach: 

 

We validate a closed-loop protocol for single cell probing in vivo in the low anesthesia regime (0,25% 

isoflurane). The protocol combines traditional whole cell protocols under current and voltage clamp 

mode with the application of dynamic clamp. Dynamic clamp performed under in vivo conditions 

constitutes the main novelty and heart of the closed loop approach enabling us to mimic synaptic 

input coming to a cell from the circuit and to provide iterative modification of that input dynamics in 

vivo. 

 



 24 

As first steps, we characterize the cellular properties of a neuron and the spiking response of a cell 

to a given stimulus direction. Next, in voltage clamp mode, we measure visually evoked conductances 

associated with the same visual stimuli. This initial part of the protocol serves to describe the 

variability of synaptic inputs occurring in visual cortex and provides the reference synaptic input 

waveforms for the next part of the closed loop. In the second part, the synaptic input waveform 

based on visually-evoked conductance measurements is iteratively modified and reintroduced back 

to the same neuron, while recording spiking output. Comparison of spiking outputs and artificially 

introduced synaptic waveforms provide the input-output transfer function of a single neuron. 

 

The subsequent modifications of the synaptic input applied during the protocol scales the amplitude 

of excitatory and inhibitory components and thus, changes the E/I ratio. This step enables the 

dissection of the different roles of excitation and inhibition in neuronal computation. Additionally, 

changes in the temporal dynamic of both components, thus changes in the integration time window, 

enables a description of the relevant resolution for the neuronal code. 

Some of the cells were also probed by the application of stereotypical conductance steps. This 

synaptic input constitutes the simplified temporal dynamics and a constant E/I ratio. As such, this 

project contributes to the question of the importance of spike timing for the neuronal code and how 

the balance between excitation and inhibition (E/I balance) determines functional responses. 

 

In summary, we are able to characterize the neuronal input-output transfer function that describes 

the mathematical operations underlying neuronal processing depending on electrophysiological type 

of the cell. 

 

Application of such a closed-loop protocol have a few important advantages. First, we are able to 

perform measurements in vivo under close to physiological conditions taking advantage of intact 

circuit architecture and the low anesthesia brain state. 

Second, we are performing all the recordings on the same cell, taking advantage of extracting 

function, synaptic input and cellular parameters at the same time. In contrast, to other studies, we 

are able to interact with the cell using a repertoire of various physiologically relevant scenarios. For 

example, we could apply synaptic input with an increased excitatory component. In the same 

manner, we could apply different input characteristics of the input in particular bandwidth. The 

impact of these manipulations on the cell enables us to infer rules of neuronal processing at 

biophysiological level. 

 

2.3.2 Perspectives based on current background 

 

One of the mysteries of neuroscience is understanding the neuronal code. 

Previous attempts towards describing the neuronal code have been restricted by the range of 

information measured, thus allowing only for eavesdropping of a particular group of cells in a 

particular situation. In contrast, the Chinese whispers (telephone) game we play with the neuron 

enables us to observe signal processing within the context of the same cell in a unique place in the 
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circuit. Providing quantitative insights into brain computation serves both basic physiological studies 

as well as identification of pathophysiological mechanisms. Additionally, this study provides 

important constraints that are applicable to theoretical studies and industrial applications, e.g. 

processor architectures based on neuronal networks. 

 

First, presented in this work characteristic of neuron allows to gain more insight into the neuronal 

code. More precisely, we were able to describe the functional I/O properties of neurons and eventual 

differences between different electrophysiological types or recording cortical layers. 

Secondly, as this work is embedded in the context of visual circuit, the results deliver insight into the 

mechanisms of visual processing in primary visual cortex of the mouse. Information about visually 

evoked conductance, has been reported in a few papers (Haider, Häusser, and Carandini 2013; B.-H. 

Liu et al. 2011;  A. Y. Y. Tan et al. 2011), and to date there is no complete agreement in the reported 

results. Our analysis of conductance measurements further contributes to the topic about synaptic 

dynamics in V1 in the context of cell selectivity at the level of its inhibitory and excitatory inputs and 

its functional spiking output. 

Presented project allows for revision of some previous findings and push the understanding of 

neuronal computation forward. 

 

2.3.2.1. Excitatory/Inhibitory balance in V1 

 

There is a common agreement in the field about balanced E/I ratio at the level of the whole circuit. 

However, the reported in various studies ratios differ depending on the definition of balance and 

conditions of study. Study of (Xue, Atallah, and Scanziani 2014) investigated E-I balance in pyramidal 

cells of V1. They establish presence of E-I balance ratio at the level of unitary postsynaptic currents 

in all pyramidal cells, even if the cell to cell amplitude of synaptic excitation and inhibition was 

varying. Similar finding providing definition of E-I balance might be find in other papers (M. S. Wehr 

and Zador 2003; Haider et al. 2006; Haider, Häusser, and Carandini 2013). On the other hand, In the 

(Haider, Häusser, and Carandini 2013; B.-H. Liu et al. 2011) the predominance of inhibition was clearly 

presented. Predominance of inhibitory conductance over excitatory was also found previously in 

anaesthetized cat intracellular recordings (M. Rudolph et al. 2007). 

In our project, we have measured the evoked conductance in almost awake animal condition. 

Therefore, we are able to discuss presented findings and provide a detailed description of excitatory-

inhibitory balance in mouse primary visual cortex. Further, we are scaling the excitatory and 

inhibitory components and probe neuron using different E/I ratios. This step, enables us to change 

the E-I ratio and see the neuronal response for eventual change. 

 

Additionally, by probing neuron with different E-I ratios we regularly probe neurons with inhibitory 

part lower than this originally recorded. Results from such ratios can be discussed in the context of 

studies applying optogenetic silencing to a distinguish role of particular population of inhibitory 

neurons in the circuit (Adesnik et al. 2012; Xue, Atallah, and Scanziani 2014). 

 



 26 

2.3.2.2. Temporal dynamics of Excitatory and Inhibitory part 

 

Temporal relation of excitation and inhibition can provide insights into circuit processing 

mechanisms. Conductance measurements in cat area 17 reveled close to 180 degrees temporal shift 

between excitatory and inhibitory components, which was confirming ‘push-pull’ theories 

constituting visual processing (A. Y. Y. Tan et al. 2011). In contrast, in mice such relation was not 

found, and only small temporal shifts was measured (majority cells smaller than 30 degrees) ( A. Y. 

Y. Tan et al. 2011)(Fig.2, previous section). Additionally, the short delay of inhibition in reference to 

excitation found in rat primary auditory cortex was found to sharpen temporary precise neuronal 

response for the sound frequency (M. S. Wehr and Zador 2003). 

Results of our project will be discussed in the context of various temporal dynamics recorded in low 

anesthesia regime. Additionally, the modifications of the temporal dynamics (conductance steps 

injections) elucidate importance of fluctuations for synaptic components. 

 

2.3.2.3. Influence on the integrative neuron properties 

 

Several theoretical and experimental studies tried to respond the question about the neuronal code. 

On one end we have the rate-based code hypothesis, according to which the information is encoded 

in the averaged spiking rate. It says that neuron act as temporal integrator. On the other end we have 

spike time-based code according to which the neuron act like coincidence detector. However, 

nowadays it is postulated that the neuron (pyramidal) operates in between these two modes 

(Rudolph and Destexhe 2003; Ratté et al. 2013). Conductance change during visually- evoked 

response varies strongly in time and amplitude fulfilling description of high conductance state 

(Destexhe, Rudolph, and Paré 2003). One of the biggest consequences of conductance change is the 

change of the neuronal time constant and resulting from it temporal window for input integration. 

Therefore, this change influences the operating mode of the neuron. On the other hand, it is also 

postulated that the input characteristic – it’s synchrony influences neuronal processing (Ratté et al. 

2013). 

 

In this study, we are measuring visually - evoked conductance and therefore will provide description 

of the synaptic input dynamics to the cell. We will investigate the amplitude of excitatory and 

inhibitory part and their ‘sharpness’ changing in time providing description of the input synchrony 

coming from the circuit (averaged over repetitions). Further, the probing applied in this study delivers 

experimental evidence about neuron output in various E/I balance conditions as well as with various 

fluctuating inputs. Thus, we are delivering direct experimental evidence of neuronal computation, 

which in turn provides further understanding of the relation between synaptic input influence on the 

neuron processing.  
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2.3.2.4. I/O transfer function 

 

Conductances shapes the spiking output of a neuron. However, there is no common agreement 

about how this phenomenon occurs. More precisely, how excitatory and inhibitory parts influence 

the output. Some of the experimental studies point to the presence of synaptic noise as to the 

modulator of neuronal gain (Destexhe, Rudolph, and Paré 2003). Other studies point out possible 

mechanisms influencing neuronal gain like the activation of particular channels was experimentally 

shown (Vervaeke et al. 2006; Graham and Schramm 2018). 

 

Here, we are asking about the role of shunting inhibition and excitation in shaping of the neuronal 

output. According to our knowledge our probing protocol investigating influence of various E/I ratios 

and fluctuation levels constitute a first experimental demonstration of this kind in vivo. We will show 

how I/O transfer function is changing upon inputs as simple as conductance steps or physiological, 

visually evoked synaptic input and its smoothed version. This description will provide a rich base of 

qualitative and quantitative parameters. 

 

2.3.2.5. Common ground of both projects 

 

The ultimate goal of all kinds of functional connectivity projects (referring to the physical 

connections, their synaptic strength, spatial arrangement or systematic description of the local 

architecture) is to understand link between the function of a cell and circuit architecture. The 

understanding of the process ultimately should deliver a description of precise neuronal computation 

process. Systems neuroscience endeavors to describe local and global architecture in order to predict 

the synaptic input and link it with various architecture arrangements.  

 

In a project where cells’ connectivity would be mapped while knowing the cell function, the goal 

would be to infer how much each projection could contribute to the cell functional response. For 

that, a characterization of connections and the statistics on their number and strength is needed 

(Figure 3, left). Reversing this question to a single cell perspective means that the connections 

characteristics can be approximated by conductance measurements (Figure 3, right) which is done in 

the I/O transfer function project of this thesis. 

 

Focusing on how the cell processes inputs from the circuit, delivers understanding on the biophysical 

operations performed by the cell, independently from the architecture of the circuit. It is 

characterizing the whole synaptic input to the cell. The functional connectivity project on the other 

hand, describes how the subparts of synaptic input contributes for cell response and from where 

physically they come from. In this context, the transfer function project complements the mapping 

project described in previous sections. Ultimately both projects results should be in agreement.  
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Figure 3 conceptual project comparison. Left – functional connectivity project. Right – I/O transfer function 

project. Functional connectivity is inferred by sequential holographic stimulation of opsin expressing 

presynaptic candidate and assessment of the post synaptic candidate current/voltage changes. The function 

of a cell is characterized based on calcium imaging step. On the other hand, the transfer function project does 

not recognize single cell inputs but the sum of the whole visually evoked synaptic input to a cell (split to a 

inhibitory and excitatory component). The cell function is inferred by assessment of spiking evoked in response 

to various direction/orientation of drifting grating. 
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3. An all-optical approach towards circuit interrogation 
 

3.1. Experimental Challenges: optical and molecular tools 

 

The achievements of an all-optical optogenetic control and monitoring of cell activity is a main 

challenge in the field of optogenetics. To tackle this problem one requires a proper combination of 

optical and molecular tools. 

 

More specifically, concerning the photoactivation of neurons, one would like first, to be capable to 

induce activity on specifically selected neurons, with single cell resolution. 

Additionally, the timing of the photoinduced should be controlled will millisecond temporal 

resolution. 

 

Here in this work we will use an optical technique, better described in the next section -  Computer 

Generated Holography, that will allow to shape light over specific cell body of interests. This 

approach, developed and widely characterized by the Emiliani’s laboratory, when applied under 2-

photon excitation, allows to photoinduce activity of arbitrary sub-ensemble of neurons deep in tissue 

with high spatial and temporal resolution (more details in the following section 3.1.1) (review from 

Oron et al. 2012). 

 

The right biological preparation, which requires the combination of a calcium sensor and an opsin 

that provides the desired precision, is under development and my first part of the thesis was devoted 

to this optimization. During the project duration I have contributed to test various opsin candidates 

for the desired performances. Additionally, my work contributed to draw the clear limitations of the 

constructs available at that time and to understand better the importance of the fundamental 

biophysical properties of light-gated channels to achieve a reliable all-optical method for circuits 

mapping. 

 

In the next sections I will introduce the reader with technical part of the protocol used for opsins 

validation as well as with basic informations about light-gated channels and calcium sensors. I will 

finish this part with the description of the desired biological preparation, and I will present the results 

of the subprojects I was working on. I finish this chapter with a short discussion of these results and 

perspectives for an all-optical circuits manipulation. 

 

3.1.1. Optical tools for optical-channels activation 

 

Together with the development of genetic tools, optical technologies are improving. In fact, the 

choice of the activation method is as important as the choice of the optogenetic tool, and there is a 

strong co-dependence between the two, as some activation methods will show better performance 

in combination with different opsins. Today, a broad range of optical designs is available to 
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researchers. 1-photon microscopy allows efficient and relatively easy activation of optical channels 

in cell populations (Boyden et al. 2005; Judkewitz et al. 2009; S. Lee et al. 2012; Tye et al. 2011). 

Together with the development of genetic tools, optical technologies are improving. In fact, the 

choice of the activation method is as important as the choice of the optogenetic tool, and there is a 

strong co-dependence between the two, as some activation methods will show better performance 

in combination with different opsins. Today, a broad range of optical designs is available to 

researchers. 1-photon microscopy allows efficient and relatively easy activation of optical channels 

in cell populations (Guo, Hart, and Ramanathan 2009; Szabo et al. 2014). However, there is still a 

wide range of applications in which single cell resolution deep in tissue is required. 

 

2- photon illumination-based techniques provide much better penetration and spatial resolution 

allowing the illumination to remain localized on the volume of the target -the opsin expressing cell 

(Packer et al. 2012; Eirini Papagiakoumou et al. 2010). However, the low 2-photon cross section of 

opsin and the small single channel conductance, made difficult to achieve the reliable triggering of 

action potential in neurons with a single static 2-photon diffraction-limited spot. To address this 

problem, enlarging the excited surface in order to target as many light-gated channels as possible in 

opsin expressing cells, has been an important goal for the development of 2-photon techniques for 

optogenetics. 

 

We can distinguish two main groups of methods aimed at improving the light delivery to the tissue: 

scanning and parallel approaches. Scanning approaches are based on quick movement of a tiny 

diffraction limited laser spot across several points in the sample. To induce sufficient current to bring 

the cell to action potential threshold, the excitation spot must “visit” several places across the cell 

membrane, stopping at each long enough to open the channels. To improve scanning approaches, 

the scanned diffraction-limited spot can be slightly enlarged by underfilling the back aperture of the 

objective, to be able to activate bigger population of channels per scanned location. Together, these 

factors have allowed for successful photostimulation of ChR2-expressing single neurons under 2-

photon illumination (Rickgauer and Tank 2009) while, more recently, simultaneous scanning of 

multiple points allowed multicell in vivo excitation expressing the slow opsin C1V1 (Packer et al. 

2015)(Yang 2016). Nevertheless, this intrinsically sequential approach, exciting point and by point 

and not simultaneously each location, can affect efficiency in current integration or can impose some 

limitation in the achievable temporal performances (Ronzitti et al. 2017). This is true particularly with 

fast opsin (with short off kinetics). 

 

On the contrary, parallel approaches are based on exciting the entire targeted area at once, typically 

the whole cell body. This can be achieved by using optical approaches based on the modulation of 

the phase of the laser beam, which allows the creation of an arbitrary shape of illumination. Two 

techniques has been developed and applied in Emiliani’s lab for this purpose: Computer Generated 

holography (CGH (Lutz et al. 2008)) or generalized phase contrast (GPC) (Eirini Papagiakoumou et al. 

2010) (Figure 4). Computer generated holography is based on the calculation of a phase hologram 

that, once projected at the rear aperture of the objective, using liquid crystal spatial light modulator 
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(LC-SLM), it reshapes the laser beam in arbitrarily defined patterns. Generalized phase contrast 

instead, is a technique based on interferences between two differently dephased parts of the laser 

beam, that can reproduce arbitrary intensity pattern on the sample plane. 

 

These two approaches, although presenting some differences, they can both reproduce pattern of 

illumination tailored over specific region of interest with micrometric lateral precision. Additionally, 

when applied under 2-photon excitation and coupled with an approach named temporal focusing 

(Oron, Tal, and Silberberg 2005), illumination can be well confined also on the axial direction, 

resulting in an excitation volume that can match the size of a typical neuronal cell body. 

 

Both the GPC and CGH techniques have been used successfully in optogenetics over past years 

(Bègue et al., 2013; Hernandez et al., 2016; Papagiakoumou et al., 2010; Szabo et al., 2014). The 

simultaneous illumination of all the light-gated channels over the cell surface allows to maximize 

current integration, exploiting at the maximum the characteristic of each opsin optimizing the 

temporal performances in the photoactivation. As a consequence, these techniques can work very 

efficiently with both slow and fast kinetics opsins. Indeed, the performance of parallel approach was 

shown in combination with ChR2 (Papagiakoumou et al., 2010), C1V1 (Bègue et al., 2013), ReaChR 

(Chaigneau et al. 2016), Chronos (Ronzitti et al.  2016) and CoChR (Shemesh et al. 2017).As will better 

discussed in the Results section, in all these preparations single cell photoactivation was achieved, 

and high temporal precision was obtained, characterized by a short AP latency (<10 ms) and jitter (<1 

ms) , and spiking frequencies up to 100 Hz was achieved for fast Chronos opsin (Ronzitti et al. 2016). 

 

However, the limitation of parallel approach could be the total laser power needed for targeting all 

of a desired group of cells, that could be either not achievable or could induce thermic damage (Picot 

et al. 2018). The use of amplified pulse lasers can overcome this limitation and significantly reduce 

the required laser power. 
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3.1.2. Light activated channels (opsins) 

 

3.1.2.1. Historical background 

 

The origin of the idea of introducing Channelrhodopsin (ChR) – an algal protein enabling phototaxy – 

into neuronal cells appears for the first time in two papers – first by Boyden and Deisseroth, who 

expressed ChR2 in hippocampal neuronal culture (Boyden et al. 2005) and second by Zhuo-Hua Pan 

and colleagues who expressed it in retina (Bi et al. 2006). An interesting anecdote is that both papers 

were first rejected by high-profiles journals, and their findings were treated with skepticism and no 

appreciation of the potential for the new technique. 

 

Although the symbolic beginning of optogenetics in neuroscience is typically considered to be in 

2005, at that moment there were already a few groups working on techniques which would enable 

the stimulation of neuronal tissue by light. Inspirations were taken from photoreceptors, whose 

signal pathways were known. This approach enabled the expression in neuronal tissue constructs, 

Laser pattern 

Laser pattern 

C. D. 

Figure 4 Parallel optical techniques for two-photon optogenetics. A: Schema of an optical holographic set up, 

and (B) few example of excitation pattern of a group of cells and its contour C: Schema of an optical GPC set 

up and (D) example of excitation shape, drawn based on a fluorescent image of the cells. (Modified after 

(Oron et al 2012)). 
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allowing light modulation of activity, but the preparations were hard to control and use. In 2002, 

Drosophila genes encoding photoreceptor composed of arrestin-2, rhodopsin and a α-subunit of G 

protein (so called “chARGe”) were expressed in neurons, but this solution had the disadvantage that 

all three components needed to be present in a cell to make it photosensitive (Zemelman et al. 2002). 

One year later the same group proposed a different system – a combination of a ligand-gated ion 

channel and its agonist in caged form which could be released by light, causing a neuronal 

depolarization. This solution was easier to control temporally in comparison to the previous one, and 

required expression of only one ion channel in the membrane (Zemelman et al. 2003). Another team 

presented a slightly different approach. Instead of trying to express receptors that already existed in 

various organisms, the group of Kramer and Trauner applied an engineering approach. They 

developed a new chemical gate (named SPARK) that conferred light sensitivity to an ion channel. The 

drawback of this method was the requirement of using two different wavelengths to switch the 

channel on and off (Banghart et al. 2004). Then, in 2005 Nagel and Bamberg introduced 

Channelrhodopsin-2 (a wild type ChR2), a “perfect” light sensor that they expressed in Xenopus 

oocytes and HEK cells and that addressed the previous disadvantages (Nagel et al. 2005). From there, 

only one more step was needed to construct a genetic sequence to express ChR2 in cultured 

hippocampal neurons. This construct was able to stably express with no supplementation 

requirements, giving depolarization upon 1-photon stimulation that elicited action potentials with 

millisecond temporal precision, the best performance at that time (E S Boyden et al., 2005). Among 

all the previously proposed solutions, ChR2 was the easiest and most precise tool. The application of 

the new tool spread quickly, with the first in vivo application, in C. elegans, published just three 

months later, showing behavioral change of an animal under 1-photon illumination, and by this result 

showing clearly the power of optogenetics (Nagel et al., 2005). Since then, optogenetics has been 

applied to study different brain regions and other neuronal tissues in a variety of species, as well as 

other than neuronal tissues (Deisseroth 2015; Han 2012; Szabo et al. 2014; Tye et al. 2011). 

 

In 2007 the second important for optogenetic field step has occurred. It became possible to inhibit 

(hyperpolarize) cells by the use of a light-driven chloride pump named Halo or NpHr (Han and Boyden 

2007; Zhang et al. 2007). Both names come from the name of archaebacterium – Natronomas 

pharaonis – in which this pump naturally occurs. 

 

Several new opsins have been discovered or engineered during the last years, with a variety of 

biophysical properties, activation wavelength and fluorescent reporter color. This diversity allows for 

different combinations of opsins in order to address specific scientific needs of stimulating neuronal 

tissue (Gunaydin et al. 2010; Klapoetke 2014; Kleinlogel et al. 2011; Mattis et al. 2012). 



 34 

3.1.2.2. Opsin characteristic based on ChR2 

 

Channelrhodopsin-2 (ChR2) was the first light-

activated channel used to depolarize neurons by 

light (E S Boyden et al., 2005). It is the best 

described opsin and is frequently used as a 

reference protein in the field. ChR2 is a naturally 

occurring protein in the green alga 

Chlamydomonas reinhardtii whereby it mediates 

phototaxis. ChR2 is composed of 7 trans- 

membrane helices, which create a pore for ion 

flow. Blue light illumination causes 

photoisomerization of the chromophore retinal 

attached to the 7th trans-membrane helix, which 

leads to a conformational change of the channel 

(Kato et al. 2012; Han 2012)( Figure 5). ChR2 is 

permeable mainly to monovalent cations and calcium ions. Although ChR2 has a low selectivity, it is 

not unspecific, because it doesn’t conduct anions (Nagel et al. 2006). The magnitude and direction of 

photocurrents change with the membrane potential according to the changes in the ion 

concentration gradient, thus a passive (ohmic) ion movement (Nagel et al. 2006)., with a single 

channel conductance around 40 fS (Feldbauer et al. 2009). In neuronal tissue, ChR2 expresses well 

enough to depolarize neurons above the action potential threshold and elicit reliable spiking up to 

30 Hz in hippocampal culture neurons under 1-photon illumination (Boyden et al. 2005). 

 

The ChR2 channel opens rapidly upon blue light illumination (~460nm), responding with a fast, 

inward current (Figure 6). Upon sustained illumination, the photocurrent decays to a steady- state 

current (desensitization phase), with the current returning to baseline after switching the light off. 

These phases have characteristic durations for a given opsin, thus τon, τdesensitization (inactivation) and 

τoff respectively. For ChR2, this kinetics are: τon ~10 ms, τdesensitization ~25ms and τoff ~12 ms (Mattis et 

al. 2011). 

 

A four-state model was proposed to describe the biophysical properties of ChR2, including two closed 

states: dark and light adapted (DA and LA respectively), together with two open states: O1 and O2. 

The first open state, O1, corresponds to the fast, outward current just after photostimulation. The 

second open state, O2, dominates after application of an extended light pulse. Thus, the steady- state 

current represents the balance between the O1 and O2 states, being smaller than the fast peak 

current at stimuli onset because of a lower sodium permeability of the O2 state (Berndt et al. 2010; 

Hegemann and Möglich 2011). Although the four-state model is broadly accepted in the field, simpler 

2- and 3- state models have also been proposed to describe the kinetics of ChR2 and other opsins. 

 

Figure 5 Cartoon of single ChR2 channel 

(Zhang et al). Channel opens under blue light 

illumination enabling passive ionic flow. 
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Figure 6 Photocurrent obtained by photostimulation of ChR2-expressing neurons in hippocampal neuronal 

culture. (A) Inward current in response for 1 second photostimulation, showing this opsin’s characteristic 

kinetics. Inset – expanded initial phase of current transient. (B) Average and SD of current amplitude comparing 

peak transient and steady state phases. (C) Ten overlaid current traces recorded from a hippocampal neuron 

illuminated with pairs of 0.5-second light pulses (indicated by grey bars), separated by intervals varying from 

1 to 10 seconds, illustrating the recovery time from desensitized state. (E S Boyden et al., 2005) 

 

ChR2 has been thoroughly studied and as such has become a reference opsin, with which new opsins 

are frequently compared (Gunaydin et al. 2010; Kleinlogel et al. 2011; Mattis et al. 2011). The 

engineering of new opsins was a natural next step to broaden the possibilities of optogenetic studies. 

For example, although ChR2 is able to reliably elicit spiking in neurons, when stimulated with 

repetitive light pulses it fails to elicit spikes at relatively high frequencies, because of slow off kinetics 

that gives a prolonged depolarization, and sometimes extra spikes in response to a given pulse. This 

limitation motivated efforts to modify the channel in order to obtain different biophysical properties, 

for example ChETA, a red shifted variant of ChR2 (Gunaydin et al. 2010). The kinetics of ChETA is two 

times faster than ChR2, allowing for reliable spiking of photostimulated cells up to 200 Hz using 2- 

ms pulses. 

 

Another interesting ChR2 mutant is the calcium-translocation channel rhodopsin CatCh, which 

exploits the activation of native membrane channels to obtain faster kinetics of the voltage response 

(Kleinlogel et al. 2011). By increasing the permeability of calcium ions, the inner membrane surface 

potential was depolarized, allowing for activation of sodium voltage-gated sodium channels. This 

indirect pathway increased the obtained photocurrent. Furthermore, the repolarization phase of the 

photocurrent induced depolarization was accelerated by calcium-activated potassium BK channels. 

 

New opsins are continuously under development, including candidates with different vectors and 

promoters for expressing the construct, different expression times, and different photosensitivities 

giving the ability to fit the opsin to a specific area or scientific question. On the other numerous 

characteristic parameters were described and the need to range and compare various constructs 
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appeared. To address this challenge recent papers have compared several opsins derived from 

various organisms and their modifications, under both 1-photon (Mattis et al. 2012) and 2- photon 

(Papagiakoumou et al., 2010) illumination and in vivo (I.-W. Chen et al. 2018). 

 

3.1.3. The “Holy Grail” opsin – characteristic 

 

Opsins make neurons light sensitive. Behind this one simple statement, there is a lot of hidden details 

and tedious work necessary in order to obtain a working biological preparation with the help of which 

neurons will indeed be sensitive to a light stimulation in the desired manner. The second part of this 

statement – the desired opsin performance – is the reason why new opsins keep emerging. The first 

characterized and used opsin, ChR2, is not universal enough to respond to all the scientific questions 

we would like to answer. As the literature portrays, the usage of the ‘right’ opsin can open new 

possibilities for a researcher, giving access to new areas of investigation (Inagaki et al., 2014; Lee et 

al., 2012; Schild&Glauser, 2015). 

 

What defines the right opsin is not an easy question to answer, and mainly depends on the scientific 

goal of the project. In some cases, the answer is additionally limited by technological development 

or the available equipment. This question needs also to be answered in the context of our project. 

Below I will review the most important features of opsins and their importance for the functional 

connectivity all - optical study. Thus, I will describe how the Holy Grail opsin for the project should 

look like, taking into account the scientific goals of the project. I will also describe particular 

experiments based on which the opsin feature would be assessed. 

 

Temporal resolution 

 

The mapping project aim to mimic the physiological neuronal communication by the use of opsin 

photostimulation. This is the main reason why the desired opsin should have fast kinetics. Short times 

of opening and closing of the channel, as well as the ability to quickly move from one state to another, 

is essential for obtaining good temporal resolution. To check the kinetics parameters, each 

investigated opsin is expressed in cells (in slices and/or CHO cells). Single, patch clamped cells are 

photo-stimulated with increasing laser power and time to find tau on, tau off, tau desensitization 

parameters and laser saturation power (power at which the photocurrent evoked is saturated). All 

of these features – opening time, closing time and desensitization time, are usually correlated with 

each other among all known opsins (Mattis, Tye, Ferenczi, Ramakrishnan, O’Shea, Prakash, Gunaydin, 

Hyun, Fenno, Gradinaru, Yizhar, et al., 2011; Prakash et al., 2012b). Therefore, some opsins are 

described as fast (e.g. Chronos), some as slow (e.g. ReaChR, C1V1) and it refers to described 

biophysical parameters of channel behavior. 

 

Ideally, we would like to reach a spike rate, which would mimic the evoked activity to a visual 

stimulus. This activity will be different between layers and among cell types. In L2/3 of V1 of a mouse, 
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overall reported spike rates are in the range of 0-20 Hz for an excitatory cell and 0- 40 Hz for 

interneurons (C. M. Niell& Stryker, 2008). Thus, the first feature of an ideal opsin would be ability to 

reliably elicit spikes up to 20 – 40 Hz (with known or predictable spike times). Additionally, opsin 

expressing cell performance should not be strongly influenced by sustained or repeated photo-

stimulations. The recovery time of the population of channels in the membrane will also influence 

the opsin performance. Evoked spiking of the neuron is checked by applying various and repeated 

photo-stimulation protocols during whole cell patch of the opsin expressing cell. From this step we 

can learn if the opsin evokes enough photocurrent to reach the spike threshold, what is the amplitude 

of evoked photocurrents, what is the probability of spike initiation, what frequency of spiking is 

possible to achieve and how precise the spiking would be in time (measuring of spiking jitter and 

latency). 

 

Opsin efficacy 

 

“Effectiveness” of the optical preparation is another commonly used term to describe the 

performance of various channels. This term encompasses a combination of features, including single 

channel conductance (which is low for optical-channels, ~40fS), opsin light sensitivity and expression 

level. This last factor is also related with the targeting of the opsin protein to the membrane. It is 

common to exclude some constructs of the opsin during engineering or the characterization phase 

of a new opsin because of poor membrane trafficking (Inagaki et al., 2014). It is an important feature, 

because end users of a given channel, cannot influence targeting to the membrane by modifying 

expressing protocols. On the other hand, functional expression level, defined as the number of 

channels per membrane area, can be slightly modified, for instance by changing the volume or the 

concentration of the injected virus that contains the opsin sequence or the expression time. We can 

also influence the expression level by using strong promoters Cre – dependent conditional 

expression, to target a specific cell subpopulation (Packer, Roska, &Häusser, 2013). Overall, 

effectiveness of opsin and performance stability would be assessed based on comparing all the 

results from opsin excitation. We would look for how big are the differences in between particular 

cells and in between animals. The smaller the differences the more reliable the opsin, ensuring that 

upon a designed light stimulation parameters the opsin will induce a particular number of action 

potentials with known, possible low jitter and latency. 

 

Light sensitivity 

 

A general term light sensitivity includes a combination of effectiveness of optical preparation and 

laser source interaction with the brain tissue. First, lasers have a limited power, which needs to be 

evenly distributed among the targeted cells (in case of stimulating several cells at a time). Second, 

laser illumination produces heat when it is absorbed by the tissue. Therefore, an excessively high 

power could perturb cell homeostasis, leading to changes in responsiveness or even to death. This is 

why the ideal opsin should be highly light sensitive (operating at low laser powers). Although 
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nowadays the available lasers allow to minimize those obstacles, these factors should be taken into 

account during design of the set up and experimental protocol. 

Assessment of the exact number of cells which we need to target in the mapping project is not 

straightforward. It is possible to image hundreds of cells in single plane nowadays (Ch’ng& Reid, 2010; 

Ohki et al., 2005), but photo-stimulating such a large group of cells simultaneously might not be 

physiological or easy to interpret. A recent study on mouse V1 investigating functional ensembles 

(defined as group of cells that are co-active during functional responses) point out that the average 

number of cells in a single imaging plane coactivated, is about 20 neurons in a 250x250 μm FOV) 

(Carrillo-Reid et al., 2016). In this context it is important to use an opsin, which is sufficiently light 

sensitive to work reliably in the range of low laser powers (e.g. below 1 mW/μm2 per cell or lower). 

This would enable us to target several cells in the investigated area. Tissue heating induced by near-

infrared laser during multiphoton microscopy is a serious obstacle for technology development. It 

was estimated that the use of 100 mW of power at the depth of 250 μm to illuminate 1 mm2 leads 

to an increase in the tissue temperature on average 1.86 ± 0.25 °C for 950 nm wavelength 

(Podgorski& Ranganathan, 2016), whereas even a 1°C rise in temperature can influence neuronal 

firing rates in vivo (Stujenske, Spellman, & Gordon, 2015). A smaller scan area will result in larger 

temperature changes at a given power. It is also important to take into account not only the single 

peak of power, but also the total exposure time for various illuminations, as there is no single 

threshold of power tolerable for the tissue (Podgorski& Ranganathan, 2016). The light sensitivity is 

usually assessed experimentally by providing the laser threshold power that elicits a single action 

potential in repeatable way. This information tell researcher how much laser power will be needed 

to elicit spiking and assess how much cells could be target at a single time. 

 

Single cell precision 

 

Ideally, the opsin expression should be restricted to the soma or its proximity. This would improve 

the chances of recording an unbiased signal from connected pairs during circuit connection mapping. 

The opsin in the post-synaptic cell processes in the proximity of the pre-synaptic cell could be 

activated during photo-stimulation of the latter. In real experiments this kind of artefact hinders the 

interpretation, especially if we take into account large number of connections between the cells. 

Single cell confinement would be tested by photo stimulating over the neuron body and its sub-

compartments to assess evoked photocurrent and change in membrane potential. This step is 

especially important for appearing constructs which expression is restricted to the soma (and 

proximal parts of processes). 

 

All-optical approach 

 

Up to now the various opsin features mentioned, aim to mimic neuronal activity. Here, I focus on 

describing features of opsin enabling pairing with calcium indicator. In the mapping project, we aim 

to combine the opsin with a calcium sensor in one functional preparation. In this context it is 

desirable to have reporters of two different colors for both optical tools. Since the majority of well-
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established in the field calcium indicators are tagged with GFP (see also below in the Calcium 

indicators section), it would be convenient to have an opsin with a red fluorescent protein attached. 

This would allow a clear distinction between cells, which express both opsin and calcium sensor, or 

only one of them. Preferably, the opsin sequence should also use a p2A linker (or other cleavage 

sequence) in between opsin gene and reporter. The advantage of p2A sequence is that it generates 

a proportional expression of both genes (Kim et al., 2011), which would then allow estimation of the 

opsin expression in the cell based on reporter brightness. Moreover, a p2A linker causes a separation 

of the adjacent parts of the sequence during transcription and translation. This results in the opsin 

targeting to the cell membrane, with the reporter staying in the cytosol, enabling easier identification 

of expressing neurons (Figure 7). 

 

 
Figure 7 . Difference between 2P image of a tissue expressing an opsin fused with a fluorophore sequence 

(right) and an opsin linked with fluorophore by p2A sequence (left). (Prakash et al., 2012a). 

 

Additionally, the desired opsin would have an excitation spectrum, which doesn’t overlap with the 

calcium sensor spectrum. An opsin excitation spectrum is describing evoked photocurrent as a 

relation of stimulation wavelength. Usually, finding the spectrum is an initial step of characterizing 

an opsin expressed in CHO cell culture. 

 

Analysis of 2-photon spectra (Figure 8) reveals the spectral overlap of some opsins with calcium 

sensors. A practical consequence of the substantial cross-talk is opsin channel activation during 

calcium imaging step. Thus, the desired opsin should be characterized by an excitation spectrum peak 

shifted towards red and/or characterized by narrower absorption spectrum, than usual opsins. 
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Figure 8 Spectral overlap between opsins and three genetically encoded calcium indicators. The 2P opsin 

spectra were measured in Emiliani lab. The green spectrum indicates GCaMP protein family spectrum. 

Substantial overlap od all the opsins pose a challenge towards combination of calcium imaging and 

optogenetics. 

 

In summary, the ideal opsin would be characterized by fast kinetics and high light sensitivity. As 

reported these two features are usually inversely correlated (Mattis, Tye, Ferenczi, Ramakrishnan, 

O’Shea, Prakash, Gunaydin, Hyun, Fenno, Gradinaru, Yizhar, et al., 2011). Additionally, the ideal opsin 

would be reported in the tissue by a red fluorophore, to distinguish it from the calcium indicator, or 

alternatively would be expressed together with genetically encoded calcium indicator, which makes 

it sure that the two proteins are expressed in the same cell. The 2-photon excitation spectrum of the 

opsin should be also separated from that of the calcium indicator. There would be a great advantage 

to use a construct whose expression is restricted to a soma part of the cell only. 

However, the ideal opsin didn’t exist at the starting point of the project, thus forcing us to seek a 

balance between all the desired features. 

 

Very recently, the opsin which seem to fulfill some of the drafted requirements has appeared – 

ChroME (Mardinly 2018). It is a soma-targeted red variant of Chronos opsin, characterized by fast 

kinetics. Under 2-photon holography it is possible to obtain currents up to 2 nA and reliably induce 

various spiking patterns in a population of cells with single cell precision. The next years will show if 

that construct will be the “Holy Grail” of optogenetics. 
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3.1.4. Calcium indicators 

 

In recent years, calcium imaging has provided vital insight into brain physiology and circuit 

connectivity. Calcium imaging has been used to record the population activity of particular circuits 

and of circuit subpopulations, during spontaneous or evoked activity (Andermann et al. 2013; Ch’ng 

and Reid 2010; Kwan and Dan 2012; Bathellier, Ushakova, and Rumpel 2012), as well as for single cell 

recordings. The most commonly used indicators for such studies are from the OGB and GCaMP 

families especially GCaMP6, since it is characterized by much higher signal- to-noise ratio and faster 

kinetics (T.-W. Chen et al. 2013). Table 1 shows an overview of calcium imaging studies performed 

on L2/3 of rodents V1 (with one exception from barrel cortex), comparing technical aspects, which 

are relevant for choosing an indicator for the current project. 

 

3.1.4.1. Mechanisms of work 

 

Calcium indicators provide an indirect measurement of the neuronal activity. Typical resting calcium 

concentration in neurons is 50-100 nM, rapidly rising to levels 10 – 100 times higher during electrical 

activity, primarily due to the opening of voltage- dependent calcium channels and release from 

intracellular stores. Together with the increase of calcium the emitted by indicator fluorescence 

increases. For this reason, calcium imaging is a reliable method to measure a neuron’s spiking activity. 

 

OGB-1 AM is a chemical indicator based on the calcium chelator BAPTA, a calcium- specific 

aminopolycarboxylic acid. BAPTA is highly selective for Ca2+ ions (Kd ~100nM at pH 7.0) and is 

characterized by fast on-off rates for metal ions binding (Tsien 1980). For population imaging 

purposes OGB calcium sensor is introduced to the tissue by glass electrode filled with the dye. 

Application of positive pressure allows to deliver the dye in the extracellular space. The molecule of 

dye is binned with acetoxymethyl (AM) ester – a hydrophobic, charged molecule which passively 

diffuse across membranes and release calcium indicator after the cleavage of AM ester by 

intracellular esterase (which is present in the cell). 

 

GCaMP6 protein family is based on single EGFP protein, which changes the level of fluorescence due 

to change of conformation after calcium binding to the molecule. As it is a protein, it can be 

genetically expressed in the tissue. This gives possibility to benefit from wide range of genetic tools 

used for protein expression to drive selective presence of the indicator in some type of cells only. 

 

3.1.4.2. OGB vs GCaMP6 comparison 

 

Both indicators have advantages and disadvantages, which need to be considered in the context of a 

specific scientific question. GCaMP6s has fast kinetics (rise time peak – 0.2 s / 1AP (half decay time 

0.6 s) and gives a wider range of fluorescence changes, thus providing a good signal-to-noise ratio. 

The GCaMP6 fluorescence change is much larger compared to other indicators. This is an undeniable 

advantage of the GCaMP6 protein family, which were designed and mutated in order to increase 
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brightness while binding calcium, as well as to enhance its sensitivity (T.-W. Chen et al. 2013), giving 

the possibility of recording the change in fluorescence level in response to single action potential. 

The fluorescence grows almost linearly with the number of spikes (Figure 9) resulting in high 

fluorescence levels (dF/F of 500-600%) for responses to preferred stimuli (Dana et al. 2014; T.-W. 

Chen et al. 2013). On the other hand, the percentage of cells responsive to the optimal visual 

stimulation is lower for GCaMP6s than for OGB-1 AM (look Table 1 at the end of the section). This 

difference could be explained by sparser expression of GCaMP, which is even more evident for 

transgenic lines. Additionally, OGB-1AM has a much smaller range of fluorescence changes (5 – 60% 

for optimal visual stimuli) in comparison to GCaMP6s, with a fluorescence change to a single spike of 

~20%. In the context of Visual Cortex activity, these different characteristics make the direct 

comparison between OGB and GCaMP6s difficult, especially if the criterion for classifying a cell as 

responsive is set to 6% of fluorescence change threshold (T.-W. Chen et al. 2013). This criterium could 

lead to an underestimation of the OGB – 1AM responding population, in particular excluding broadly 

tuned inhibitory cells. 

 

On the other hand, a possible weak point of GCaMP6 is sparseness of expression and a low basal 

level of fluorescence, especially for some transgenic lines. In particular, lower expression levels 

means, that higher laser powers must be used for recording responses (which will also activate opsin 

expressed in the cells). It has been reported that expression in transgenic lines is biased in favor of 

the pyramidal cell population, although indeed this line was constructed under Thy-1 promoter, 

which drives expression mostly in projecting neurons (Dana et al. 2014). In contrast, OGB-1 AM 

penetrates all cell types equally, with no bias within the loading area including glial cells (Stosiek et 

al. 2003). Slower kinetics than the GCaMP protein family (half decay time ~1,5s) (Akerboom et al. 

2012) might be the weak point of OGB, as well as a much narrower range of fluorescence change. 
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Figure 9 Kinetics of OGB-1 compared with GCaMP protein family. Normalized fluorescence response in time 

(A). There are no big differences between the old generation of GCaMP and OGB – 1 calcium indicators. Single 

AP fluorescence rise of GCaMP6 compared to GCaMP5 (B). GCaMP6s presents a much larger fluorescence 

change than the rest of the GCaMP family. Increase of fluorescence signal in response to multiple spikes, 

showing linear dependence. Color code as in B. Half decay time of different calcium indicators (D) left – color 

code as in A, right – color code as in B. (Modified after (Akerboom et al. 2012; T.-W. Chen et al. 2013)). 
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3.2. Strategies to obtain an all-optical preparation 

 

The biological preparation enabling the mapping project would be characterized by the presence of 

both calcium indicator and opsin channels in the highest possible percentage of neuronal population 

in V1. To achieve this goal a few strategies could be applied. We have taken into consideration a 

calcium probe (OGB or GCAMP6s) paired with a red actuator. The GCaMP6s and opsin combination 

could be achieved in two alternative ways: by using GCaMP6s transgenic mice, in which opsin 

construct is expressed after viral AAV injection in V1, or by inducing expression of both GCaMP6s and 

opsin using viral AAV injection. During the thesis duration I was working in all presented strategies in 

parallel testing various opsin constructs. 

 

3.2.1. Characterization of CoChR - mCardinal viral construct 

 

3.2.1.1. CoChR opsin - background information 

 

CoChR is an opsin naturally occurring in Chloromonas oogama algae. The characterization of CoChR 

is similar in many aspects to ChR2, which is probably the reason of the relatively small interest of this 

opsin among the community (only one paper on C.elegans model published). CoChR is an opsin with 

quite similar kinetics and excitation peak wavelength to ChR2. However, in 1 - Photon conditions, the 

turn-off kinetics of the channel (τoff) is much longer (~100ms) and the 90% time to peak is a bit 

shorter (~4.5ms) than ChR2. Additionally, CoChR recovers more from desensitization during the dark 

period (~80% during the 1st second). Furthermore, CoChR elicits a much larger current when 

compared to other opsins (3.5 nA; assuming optimal wavelength of stimulation) (Klapoetke 2014). 

 

The soma-targeted version of CoChR - GFP construct was characterized in 2-photon conditions by 

Emiliani group (in parallel to mCardinal construct testing presented in this section below), confirming 

the good efficiency of the opsin and favorable kinetics (Shemesh et al. 2017). The opening time of 

the CoChR channel (τon) was equal to 5.7±2.6ms, whereas the τoff 37±13ms. The power at the 

threshold, allowing reliable triggering of action potentials, was equal to 0.03±0.01 mW/μm2 

(amplified pulse laser), although increasing the power to 0.07mW/μm2 allowed obtaining a 15ms 

latency and spike jitter below 1ms. Therefore, the characteristic of the opsin was promising for the 

mapping project and all - optical approach. 

 

The interest in testing this opsin was mainly driven by its high photocurrents and its fast recovery 

from desensitization. In light of promising results coming from characterization of CoChR-GFP version 

we decided to characterize the 2- photon properties and expression of the opsin version fused to the 

red reporter mCardinal. This version would enable easy distinction of opsin bearing neurons in tissue 

co- expressing GCaMP6s. However, from the onset of testing it was expected that the kinetics of the 

opsin won’t be changed by combination with different actuator. However, the exact expressed 
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genetic sequence could influence the ratio of opsin expression and thus, the amplitude of 

photocurrent obtained. 

 

3.2.1.2. CoChR-mCardinal initial screening 

 

A group of 4-5 weeks c57BL mice (n=15) were injected with AAV8 hSyn-ChR86-mCardinal construct 

(titer: 1.9x10e12) in L2/3 of V1 (animals injected with the help of Nidal Bouzekri - master student at 

internship in the group). After 7-11 weeks, the brains were extracted, and tissue prepared for 

electrophysiological recordings (details in methods section). The initial screening aimed at 

characterizing opsin expression reliability between animals, amplitude of evoked photocurrents, and 

spike inducibility in the context of the mapping project.  

 

Results: 

 

Expression of CoChR-mCardinal varied across animals and cells, and a 2P-photstimulation powers, 

needed to trigger one action potential, ranged from 0,5 to 1,4 mW/μm2. Expression spread, ranged 

between 1 to 8 consecutives 300-µm slices of tissue. Targeting opsin-positive cells was not possible 

directly. The viral construct resulted in opsin and reporter expression in all neuronal compartments 

and some clusters of fluorescence was visible only. In this situation, cells were patched randomly 

within the area of high expression, judged based on the level of mCardinal fluorescence during 1-

photon imaging (Figure 10).  

 

The characterization of opsin’s kinetics was obtained under 2-photon holographic illumination at 920 

nm in voltage-clamp configuration. Spots of 15 µm were used to photoactivate the channels, 

photocurrents were recorded, and current rise and decay were fitted with a mono-exponential 

function. The results obtained are consistent with the kinetics published in (Papagiakoumou et al., 

2018): τon (currents rise time fit) = 5.7±2.6ms; τoff = 37±13ms. The dependence of currents from 

photostimulation power is shown in Figure 11. CoChR photocurrents saturated at laser powers 

between 0.55 and 0.8 mW/µm².  

 



 47 

 
Figure 10 Expression of CoChR – mCardinal in brain slices. Wide field fluorescence image of opsin expressing area. Lack o cleavage 

sequence resulted in dimmed fluorescent signal in the expressing area. Scale bar indicates 15 μm. 

 

Despite the fact that the cells were chosen randomly, the level of opsin expression was quite uniform 

and high enough to elicit single action potential in about the 70% of cells under 2-photon illumination 

in current-clamp configuration (Figure 11 inset, 8 cells out of 11). The rest of cells (about 30%) 

included situations when AP was induced once or twice but failed in the rest of 3 repetitions at the 

maximum power, or the induced depolarization was too low to reach spiking threshold at all. When 

increasing the stimulation power action potential latency decreased and spike jittering was reduced 

(Figure 12), resulting in a more reliable control of light-induced spikes timing. The photostimulation 

of neurons in current –clamp configuration was done with a threshold power (enough to allow 

reliable triggering of one action potential in 15 ms photostimulation) ranging from 0.5 to 1.5 

mW/μm2 at 920 nm (Figure 11). Additionally, in those cases where the opsin expression allowed for 

eliciting a single spike reliably with low light power, it was possible to induce trains of spiking up to 

100 Hz, although typically some spikes were missing during the train of stimulations (Figure 13). 

During stimulation with high frequency pulses, indeed, the influence of opsin τoff was visible, as well 

as the level of opsin expression together with the neuronal cell subtype: between two consecutive 

photostimulations at high frequencies a sustained depolarization, caused by the slow decay time, 

could generate extra spikes. A second behavior observed was the increase in latency and jitter values 

during trains due to the CoChR current desensitization, leading to a decrease in spike timing reliability 

and to the loss of some spikes.  

 

In some cells with a lower level of expression it was not possible to induce spiking in response to low 

powers and short (i.e. 5ms) light pulses. However, it was often possible to reliably trigger action 

potentials for longer 15 ms pulses or for higher laser powers increased at values close to saturation 

(Figure 14). Note, that examples of cells displayed at the Figure 13 and Figure 14 differs substantially 

in the power at the threshold (indicated in grey color) and evoked photocurrent averaged amplitude 

for each cell. 
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Figure 11 Photocurrent elicited by holographic photostimulation of the neurons expressing CoChR – mCardinal. 

Normalized current is plotted as a function of increasing power density (n=5). Arrows indicates the power which 

allowed for triggering an action potential for a given cell under current clamp, showing that there was a large 

variability in the level of opsin expression. Inset- overall, reliable spiking rate (blue) versus non-reliable spiking 

(red) under 2-photon stimulation (n=11). 

 

 
Figure 12 Example spiking of a CoChR-mCardinal cell with three subsequent photostimulations separated by 

40 seconds. Two different power were used: at threshold, for this cell 0,58 mW/μm2 (bottom), and a higher 

power, here 0,93 mW/μm2 (top). Decrease of spiking latency and jitter is evident for increased stimulation 

power. Red square indicates the stimulation duration (15 ms).  
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Figure 13 CoChR-mCardinal opsin expression allowed for triggering trains of action potentials up to 100 Hz in 

highly expressing cells. Example from 2 interneurons (left and right part of the picture). Upper panel shows 

photocurrent amplitude and reliable spiking of cells under illumination conditions applied for train pulses. 

Bottom panels present the response of cells to a train of light pulses with increasing frequency. Some spikes 

were lost while high frequencies trains were applied. 
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Figure 14 . Repetitive light pulse stimulation of CoChR-mCardinal opsin failed to trigger spike trains in low 

expressing cells. Example from 2 cells (left and right part of the picture). Upper panel shows photocurrent 

amplitude and reliable spiking of cells under the illumination conditions applied for train pulses. Bottom panels 

present the response of cells for a 10 Hz train of light pulses. For the cell on the left, the low level of opsin 

expression prevented spikes for 5 ms pulse photostimulation train., and only sub-threshold depolarizations are 

visible. Increasing the pulse duration to 10 ms triggered only one action potential for the first pulse. A 

subsequent increase in the light power triggered only two spikes. For the cell on the right, fast repetitive firing 

was achieved in response to a 350pA current step, but in contrast a 5 or 10 ms photostimulation pulse train 

resulted in only one or two action potentials at the maximum laser power density. 
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In summary, the CoChR-mCardinal construct appears to work well in L2/3 of V1. It is possible to elicit 

reliable spiking and in some cases trains of spikes up to 100 Hz, depending on the cell type and opsin 

expression level. In addition, we did not observe any negative effect of the red reporter on the health 

of the tissue. However, the small testing group shown variability in the obtained parameters. 

Probably a higher dose of injected viral construct could provide less variable results and parameters 

more similar to those obtained by other group members coming from CoChR-GFP (classical construct, 

not soma targeted). 

 

Finally, a soma-targeted version of CoChR-GFP construct was under testing in the team and it has 

been characterized under 2-photon holographic stimulation by Emiliani’s group, confirming the good 

efficiency and favorable kinetics of the CoChR opsin (Shemesh, et al. 2017). Therefore, the 

characteristic of the opsin under two-photon illumination were promising for the mapping project 

and applicable for an all-optical approach.  

 

In conclusion, mCardinal-CoChR opsin construct, especially a somatic version, could be further 

investigated as a candidate for investigation of functional connections. In addition, further work 

would be needed to pair this construct with GCaMP6s. 
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3.2.2. Characterization of ReaChR-tdTomato viral construct 

 

Among the several actuators characterized during my PhD, a special focus has been dedicated to the 

investigation of performances of ReachR-TdTomato. I have been implicated in this project that 

involved recording on acute brain slices and with multiple illumination sources for photostimulation. 

In 2016, these results have been subject of a publication in ‘Frontiers in Cellular Neuroscience’ that I 

co-sign and ReachR construct is currently used in the laboratory for in-vivo project enabling 2-photon 

stimulation of neurons in mouse V1. 

 

3.2.2.1. State of the art: ReaChR characteristic in 1P 

 

ReaChR (Red-activatable Channel Rhodopsin) is a variant of channelrhodopsin engineered to increase 

membrane trafficking and expression level compared to other opsins. It was designed on the basis of 

the VChR1 genome – a red shifted excitation spectrum opsin with a few changes in its genomic 

sequence. First, the replacement of the N-terminus from the first transmembrane domain with the 

corresponding sequence from the ChIEF opsin resulted in an increase in the membrane trafficking. 

Second, transmembrane domain F was replaced by the corresponding sequence of VChR2 in order 

to increase the expression level. A similar substitution was used to enhance ChR2 expression level in 

between ChR1 and ChR2 chimeras. Third, another mutation, L171I, lead to a correction of kinetic 

properties, which had suffered from a very long and poorly recovering desensitization. This 

engineering process was completed with success delivering the ReaChR opsin (Lin et al. 2013). 

 

ReaChR is characterized by excellent trafficking to the cell membrane and a high sensitivity to light, 

making it an excellent candidate to perform 2-photon stimulation. Additionally, in comparison to the 

majority of opsins, it’s excitation is red-shifted with the 1-photon peak around 600nm, favorable for 

a better penetration of stimulation light in the tissue and for a potential coupling with GCaMP 

sensors. The high sensitivity and large photocurrents come at the price of slow kinetics of the 

channels, as these two features seem to be inversely correlated (Mattis et al., 2011). Specifically, the 

characteristic current decay was estimated around 140 ms this value though significantly higher in 

comparison to ChR2, it is still shorter than another red-shifted opsin, C1V1(E122T) (Figure 15), and 
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ReaChR allowed to elicit reliable spiking in 1-photon excitation with a rate up to 30 Hz (Lin et al. 

2013).  

Figure 15 . 1-photon ReaChR characteristics. Absorption spectrum (A), color code as in C. Opsin expression in 

HEK 292 cell line (B). ReaChR traffics well to the membrane in contrast to C1V1, which tends to aggregate in 

the soma cytosol. Opening (C) and closing (D) times of ReaChR in comparison to other red-shifted constructs 

(Modified after Lin et al., 2013). 

 

3.2.2.2. ReaChR characteristic in 2P 

 

2-photon characterization of ReaChR in CHO cells and acute brain slices in our laboratory have 

confirmed previous findings and explored ReaChR potential under 2 – photon conditions (Chaigneau 

et al., 2016). Photostimulation with 2-photon holography showed ReaChR light sensitivity and good 

channel trafficking, allowing to achieve reliable spiking at unprecedentedly low laser powers 

(saturation at 0.10 ± 0.03 mW/μm2).  

 

Kinetics and spectrum: 

 

The rise time (TR) of ReaChR (extracted as the time constant of an exponential fit of the rising part of 

the current) measured in CHO cells depended on laser power and varied from 8 ± 2ms (0.3 ± 

0.1mW/μm2) to 145 ± 39ms (0.008 ± 0.002mW/μm2). Decay time (TD, defined as the exponential 

decay constant of the current after photostimulation) was independent from the power density, and 

equal to 212 ± 24ms. These values are consistent with the slow kinetics of ReaChR found under 1P 

illumination (at current saturation: TR = 20 ± 0.6ms; TD =137 ± 7.1ms (Lin et al. 2013)). 
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The obtained spectrum shows the 2-photon peak between 975 and 1000 nm, that confirmed the 

ReachR opsin as more red-shifted with respect to ChR2 (Figure 8). Even if the spectrum of ReaChR 

was assessed by tunable Ti:Sapphire laser, it was possible to effectively used ReaChR by exciting it 

with pulse amplified laser at 1040 nm. At this wavelength 75% of ReaChR current at saturation is 

evoked but because of the opsin characteristic and the design of the viral construct we used it was 

possible to excite reliably spiking.  

 

The conditions to evoke an AP in cortical layer 2/3 cells were characterized. ReaChR was expressed 

in the visual cortex of mice using AAV1 CamKII-ReaChR-p2a-YFP or AAV1 Ef1-ReaChR-p2a-dTomato. 

Constructs with the p2a sequence between ReaChR and the fluorescent reporter facilitate the 

identification of opsin-expressing cells and allow easy identification of expressing cells under 1 or 2- 

photon illumination. Expressing cells in the layer 2/3 were patched and successively target with 

holographic photostimulation spot. 

 

The AP threshold was reached for a power range of 0.02 - 0.03 mW/μm2 depending on a cell type 

(0.025 ± 0.022 mW/μm2, n=43 cells). This is about half the power needed to reach current saturation 

(resulting in on average 740 ± 210 pA of photocurrent) and corresponds to extremely low total power 

of less than 6 mW sent to the cells. This is a result of both good expression and sensitivity of the opsin 

together with the efficient amplified laser source used.  

 

Additionally, investigation of temporal performance of ReaChR opsin for single spike induction was 

done, by varying stimulation parameters such as pulse length and intensity. The amplified laser 

source together with the opsin good expression ratio resulted in fast and repeatable current 

integration. As expected, decreasing pulse length, increased light power density threshold (from 

0.025 mW/μm2 for 10 ms up to 0.09 mW/μm2 for 1 ms pulses) needed for spike induction. Taking 

into account the low powers needed for ReaChR activation allows for shortening or elongating the 

pulse within a range of parameters which will provide reliable spiking. In this context ReaChR is a 

‘flexible’ opsin, which could be applied to stimulate cells by using different photostimulation 

protocols, but also different laser sources conjoined with holographic stimulation. Similarly, 

increasing the power of stimulation shortened spike jitter and latency (Figure 16). 

 

However, similarly to the ReaChR engineers reported (Lin et al. 2013), we observed additional spikes 

or lost spikes in a train. Although this is an undeniable drawback, it was possible to find 

photostimulation parameters to accommodate the opsin performance to specific needs. In 

particular, by increasing the power it was possible to minimize the influence of long kinetics. As a 

result, more channels were open at the same time reaching the threshold for eliciting an action 

potential with shorter latency and smaller jitter (Figure 16). On average, trains of 5 APs could be 

elicited up to ~15 Hz for pyramidal cells, ~35 Hz for fast spiking cells (Figure 17). 

 

In summary, ReaChR is a very efficient opsin, working similarly well with green and red fluorophore, 

but its slow kinetics allow only for a moderate control of time - resolved cell activity. Although, good 
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temporal control is possible to achieve by using two laser sources for single spike generation, for 

train spike induction the influence of long kinetics is visible, and it is hard to control spiking 

occurrence. 

 

 
Figure 16 Conditions to elicit reliable spiking and influence of the power for latency and jitter. Laser power 

(LPD) necessary to evoke an AP with 1 to 10 ms long 2P holographic spots (A) (15 μm diameter over the cell 

soma). Individual cells (gray), average (orange bars) and s.d. (error bars). Latency (B) and jitter (C) between 

the AP evoked by 1 to 10 ms long 2P holographic spots at the LPD for AP threshold and the onset of the 2P 

stimulation. Voltage response of a L2/3 pyramidal cell expressing ReaChR (D). Latency (E) and jitter (F) between 

the AP evoked by 10 ms long 2P stimulation and the onset of 2P stimulation at various ratios of power (LPD). 

(Modified after (Chaigneau et al. 2016). 
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Figure 17 Photostimulation of ReaChR expressing cells with trains of 10 ms pulses. Evoked trains of APs in single 

L2/3 cells: example of a pyramidal cell (A) and fast spiking cell (B). Plot of the maximum AP elicited frequency 

for pyramidal cells, low threshold spiking (LTS) cells (red triangles) and fast spiking (FS) cells (green diamonds) 

(C). Maximum AP frequency reached for trains of a given number of light pulses for pyramidal cells and LTS 

cells (red triangles) and FS cells (green diamonds) (D).  (Modified after Chaigneau et al., 2016). 

 

3.2.2.3 ReaChR opsin fitting for all-optical recording 

 

The high light sensitivity and good membrane targeting of ReaChR-tdTomato opsin motivated us to 

consider ReaChR a good candidate to investigate functional connectivity.  

In this context, we performed further characterization concerning its capability to provide single cell 

resolved photoactivation. This part was my main contribution to the published paper. 

  

Characterizing spatial confinement of ReaChR within the neuron: 

 

2 - photon holography provides high spatial resolution enabling to shape the area of stimulation to 

the specific needs and take advantage of the full potential of the opsin expressed in the neuron. 

However, to apply it in connectivity experiments one need to characterize how much opsin present 
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in the distal and proximal processes will contribute to the potential change in the soma to avoid false 

positive connection detection in the real connectivity experiment. 

Stimulation of the opsin expressing pre-synaptic cells will result with EPSP in case of connection 

presence at the post-synaptic neuron. A similar in amplitude change in membrane potential might 

be also elicited by stimulation over the investigated cell processes. To distinguish the true connection 

from an artifact originating from opsin expressed in the processes it is needed to characterize what 

is the ReaChR opsin confinement within the cell and how big changes would be induced by 

stimulating outside the soma. 

 

To characterize this effect, I have performed experiments on the ReaChR-p2A-tdTomato expressing 

tissue, assessing the opsin triggered depolarization and eventual spiking. Cells were patched with the 

presence of Alexa dye in the internal solution and synaptic blockers in the external solution. First, the 

soma of the cell would be photo-stimulated (15µm spot, at 950nm) to find the power at which action 

potential can be reliably induced (spiking threshold power). Second, the stimulation area would be 

moved in various positions over processes and stimulated with the same power as in the first step. 

The stimulation in the same sequence of positions was repeated three times. 

 

The sequence stimulation induced depolarization up to 10,5mV, but usually the amplitude was 

between 1 – 4 mV (average change for all cells: 3,72 ±2,29mV, n=5 different sequences measured at 

3 different cells, 25 spots in total) (Figure 18). Depolarization was not dependent on the distance 

from the soma (varying between 20-100um), and never resulted in triggering an action potential. 

 

 
Figure 18 AP threshold with standard femtosecond Ti:Sapphire laser and spatial specificity of 2P holographic 

stimulation of ReaChR.  Widefield fluorescence image of L2/3 ReaChR-expressing neuron filled with 20 μM 
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Alexa 594 (A). Scale bar: 15 μm.  Voltage response (single recording) to a 10 ms long (red line) 2P holographic 

stimulation with a Ti:Sapphire laser at 950 nm using a circular spot on the cell soma (1 in panel A, 15 μm 

diameter) for increasing stimulation powers (B). Average voltage response (artifact) (n = 3 repetitions) to a 10 

ms long (red line) 2P holographic stimulation on numbered circular spots (15 μm diameter) in panel A (C). 

Stimulation power: 0.2 mW/μm2. Distribution of the averaged artifact amplitude (n = 3 repetitions, 25 spots, 3 

cells) (D). Distance from the soma from 15 to 100 μm, as shown in panel A. Stimulation powers were 

corresponding to the one used to reach the AP threshold for 2P stimulation on the cell soma for each cell (0.15 

to 0.25 mW/μm2). 

 

These results put in evidence some limitation in reaching single cell resolution photoactivation 

required to detect synaptic connections, which is necessary for connection assessment in functional 

connectivity project. Although the depolarizations elicited in vitro were not high enough to induce 

action potential, they would still generate artifactual depolarization during connection testing 

protocol for mapping of connections, that could be misleadingly interpreted as effective connections. 

Application of the soma restricted optical channel would undoubtedly allow for performing 

connectivity experiments in easier to interpret manner and with less artifact. 

Alternatively, designing an experimental algorithm to distinguish the artefactual potential changes 

from the true connection would be needed. Application of long light pulses could possibly be helpful 

to differentiate opsin induced potential changes by using the kinetics of the opsin (which is slow for 

ReaChR opsin, especially in contrast to synaptic activity). 

 

3.2.3. Co-expressing of multiple viruses in the V1 using AAV injection 

 

Motivations: 

 

Adeno-Associated Viruses (AAV) injection ensures harmless and long-time gene expression of desired 

protein (Betley and Sternson 2011). It is also a widely used method to deliver to the brain tissue DNA 

of optical channels and GCaMP calcium indicators. AAV induced expression involves injecting a 

portion of solution containing viral capsids in the brain tissue. The capsid contains the DNA, which 

we would like to be delivered to the neuronal nucleus where it would be integrated. The integration 

of genomic material delivered would result in protein expression. 

Each capsid type is morphologically different, and this results in a different capability to invade the 

cells. This difference is expressed by the virus serotype (Aschauer, Kreuz, and Rumpel 2013). On the 

other hand, the expression strength and the specificity of the expression in a given cell population 

depends on the promoter at the beginning of the DNA sequence. 

Thus, for obtaining co-expression of GCaMP6s and opsin we decided to test if injection of two mixed 

viruses (one for opsin, second for GCaMP6s) of the same serotype and promoter will allow to obtain 

a functional biological preparation suitable for an optical interrogation of circuit connectivity. 
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In order to reach this goal, we worked together with the team of Deniz Dalkara from the Institute de 

la Vision, who designed and produced the opsin and GCaMP6s constructs that we describe and 

characterize in this section. 

 

Action: 

 

This project was split into three tasks: 

 

1) Checking the co-expression of the opsin and fluorescent reporter (no GCaMP expression in this 

step), by in vitro (cortical brain slice) patch-clamp recordings of photo-stimulated reporter-positive 

cells. Besides establishing the population overlap of reporter and opsin expression, I aimed for 

functionally responsive opsin expression, allowing reliable inducement of action potentials. 

During the whole project duration, I have tried two serotypes of virus – AAV2.7m8 and AAV 9.2YF, 

and three opsins subsequently – CatCh, Chronos and CoChR (precise sequences and their titers are 

described in the methods section). 

 

First, opsin and actuator viruses were freshly mixed before the surgery (2:1 proportion), and total 

volume of 3 μl was injected into cortex targeting L2/3 of V1. Patch-clamp recordings of tdTomato – 

positive cells in cortical brain slices 5-9 weeks after injection were made to evaluate opsin and 

reporter co - expression. 

Second, the opsin efficiency of some of the viral constructs were first assessed in CHO cells culture 

transfected with the constructs before testing in animal tissue. 

 

2) Checking the co-expression ratio of GCaMP6s together with fluorescent reporter 

 

3) Combination of all three viral sequences to obtain a high co-expression preparation of light 

responsive cells overlapped with GCaMP6s expression, and assessment if the presence of fluorescent 

reporter is crucial for obtaining functional protocol 

 

Results: 

 

High co-expression was present for both CatCh and Chronos opsin (89% for CatCh, 25 cells of 28 

reporter expressing cells; 84% for Chronos, 16 cells of 19 reporter expressing cells) when the 

AAV2.7m8 serotype was used. This serotype showed a dense and spatially confined expression 

restricted to small area around the injection site (Figure 19). Nevertheless, while there was 

satisfactory co-expression, the amount of opsin expression was too low to induce reliable spiking 

(Figure 20). Data obtained under 1 – photon illumination showed that only half of the CatCh 

expressing cells were able to trigger an action potential. Under 2 – photon illumination, elicited 

photocurrents were insufficient to induce action potential in all cells. Chronos-expressing cells gave 

slightly better results. Under 1 – photon illumination, spikes could be elicited in 71% of cells, although 

the experimental group was small (n=7). Under 2-photon illumination, reliable spiking was observed 
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in only 22% of cells (consistent action potential response over three trials). Additionally, only a single 

action potential could be elicited in 22% of cells despite increasing stimulation power. In the case of 

remaining 56% of reporter expressing neurons it was not possible to trigger an action potential in 

response to 2- photon stimulation, with only low amplitude currents observed under voltage clamp 

(Figure 21). 

 

In parallel to this work, a pilot cohort of injections with GCaMP6s together with CatCh opsin and 

reporter were performed. This showed promising results, with a co-expression of around 80% based 

on confocal image analysis. However, we decided to first work on the proper level of opsin expression 

before further development of a more complicated injection protocol using three sequences. 

 

 
Figure 19 Wide field fluorescence images presenting CatCh and Chronos expression in L2/3 of mouse V1 brain 

slices. Scale bars – 15 μm. 
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Figure 20 Summary of co-expression obtained by opsin and reporter (tdTomato) sequence injection into mouse 

primary visual cortex, using AAV2.7m8 serotype. Picture shows two opsins - CatCh (left part of the cartoon) 

and Chronos (right part of cartoon). 

Top: Opsin – reporter colocalization assessed by targeted patch of reporter-positive cells and photostimulation 

pulses for CatCh (A, n=28) and Chronos (B, n=19). Blue color indicates cells expressing both – opsin and reporter, 

red color indicates cells expressing only the reporter. 

Middle: Inducibility of action potentials under 1-photon conditions. Example spikes induced by short 1–p 

holographic illumination of CatCh (C) and Chronos (E) expressing cells. Scale bars 100 ms and 20 mV. Summary 

plots presenting the ratio among of all opsin expressing cells of reliable spiking cells (blue) and those with 

subthreshold photocurrents (red) - CatCh opsin (D) (n=15), Chronos opsin (F) (n=7). 

Bottom: Inducibility of action potentials under 2-photon holographic illumination. Example spikes induced in 

Chronos expressing cell (G) and the ratio of successfully spiking Chronos expressing cells (H, light blue – one 

spike, dark blue – reliable multiple spiking, red – failure, n=9).  The photocurrents of CatCh expressing cells 

were too low to induce action potentials. 
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Figure 21 Current elicited under 2-photon illumination on Chronos expressing neurons (n=9).  Circles – cells 

photostimulated with amplified pulse laser; squares – cells photostimulated with Ti:Sapphire laser. Arrows 

points to elicited photocurrents, which triggered reliable spiking. Different colors indicate data from different 

cells. 

 

Our next step was to test the AAV9.2YF capsid serotype, as this step should provide a larger spread 

of expression. We first compared the expression of tdTomato following injections in mouse V1 of the 

same tdTomato containing sequence encapsulated with either the AAV2.7m8 and AAV9.2YF serotype 

viral capsids. Expression was assessed by analysis of fluorescent images taken on both experimental 

set ups used for the study (1 – photon 3i set up, and 1-photon imaging, 2-photon stimulation set up 

(described in the methods section)). Special care was taken to ensure the same illumination 

conditions for the images obtained from the two set ups. We found that the tdTomato reporter 

expression with the new serotype AAV9.2YF was spread in a larger tissue volume compared to the 

AAV2.7m8 serotype (~700μm and ~400μm from beginning to the end of expression area length in 

anterior-posterior direction measured in L2/3 respectively) and sparser, but still with sufficient 

expression to easily identify labeled cells in both set ups. Expression of the AAV9.2YF serotype was 

also faster (after 4 weeks reached maximal brightness), although after 4 weeks we observed fast 

bleaching of the reporter (after exposure for around 1-minute period of epifluorescent illumination 

the difference in tissue brightness was visible). Finally, AAV2.7m8 serotype showed increased cell 

expression after 5 weeks after injection (in comparison to the level of fluorescence measured after 

4th week) (Figure 22). 
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Figure 22 Comparison of tdTomato expression induced by two serotypes of the virus – AAV2.7m8 (left column) 

and AAV9.2YF (right column) at 4 (top) or 5 (bottom) weeks after injection. Expression linear spread using the 

AAV9.2YF serotype was twice as large, as well as expressing with a shorter incubation time. AAV2.7m8 

expression was more confined and less sparse. The level of expression increased between 4th and 5th week 

resulting in higher fluorescence levels measured on the somas, whereas AAV9.2YF fluorescence level did not 

change noticeably between the 4th and 5th week. 

 

Taking into account these results, we decided to continue with the AAV9.2YF serotype. 3 groups of 

animals were injected with the AAV9.2YF –tdTomato sequence mixed with AAV9.2YF – Chronos 

(either 1,5; 2,25 or 3 μl total injected volume, 1:2 proportion). Animals were injected with three 

different volumes of the mixed virus taking into account the higher titer of the new viruses. 

Additionally, the new injection set up was installed in the meantime, which forced the changes in 

injection speed (thus duration of the injection). In such new conditions injecting of 3 μl were hard to 

perform and some injections were finished before injecting full volume to prevent the animal death. 

Tests were started on animals injected with 2,25 and 3 μl of injection mixture, as the level of 

expression should be the highest in these groups. Surprisingly, a small group of reporter-positive cells 

showed either no or only small (~20 pA) photocurrents, even when high power density of light was 

used. Examination after a longer post-injection time (8th week) did not give better results. In 
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addition, a non-tdTomato expressing cell patched as a control, also responded to photo-stimulation 

with similarly low current (Figure 23). Thus, the opsin expression level was too low with this serotype 

to continue. Additionally, the co-expression ratio could also decrease, but the data set is too small to 

conclude on this point definitely. 

 

 
Figure 23 Expression of AAV9.2YF-Chronos virus in the neuronal tissue. Left: tdTomato expression labels the 

neurons enabling targeting. Scale bar 15 um. Right: Photocurrent elicited by holographic stimulation with 

maximal power density. tdTomato-positive neurons photocurrents were negligible taking into account the 

high-power density used and post injection period. Additionally, a tdTomato-negative neuron (cell6) also 

responded to photostimulation with a small photocurrent of 10pA, which may indicate that population 

expressing reporter and population expressing opsin are no longer overlapping so highly as before. 

 

As a third step, we decided to check the performance of the sequences in a more efficient manner 

using CHO-K1 cell culture, as this preparation was familiar for the laboratory members. CHO (Chinese 

Hamster Ovary) cells are a line of epithelial cells that is a widely used system for evaluating the 

mammalian expression of plasmids, in particular with patch clamp electrophysiology to study the 

biophysical properties of trans-membrane channels. Specifically, the lack of tight junctions between 

cells, and a low expression of endogenous ion channels, thus a high intrinsic input impedance, allows 

for good separation of expressed channel currents (Gamper, Stockand, and Shapiro 2005; Vacher and 

Dufy 1994), which is very important for the investigation of light sensitive channels. The native cells 

present very little current at typical voltage clamp command potentials, usually within 50 -100pA. 

The resting membrane potential was measured to be in the -10 - 0 mV range (supported also by my 

measurements). This preparation allowed us to assess the level of opsin expression by measuring 

photostimulation elicited currents, as well as to assess if the opsin is well trafficked to the membrane 

by the presence of fluorescent clusters in the cells. We have tried two constructs that were prepared 

for us, both of which contained a p2A linker: tdTomato-p2A- CoChR and tdTomato-p2A-Chronos. 

Cells containing plasmid were detected by observing expressed tdTomato reporter in the cytosol 

(Figure 24). 
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Figure 24 Wide field fluorescence images of expression of tdTomato –p2A-CoChR(left) and tdTomato-p2A-

Chronos(right) plasmid expression in CHO cell culture. 

 

In my experiments, CoChR expressing CHO cells responded to photostimulation with small currents, 

especially in comparison to another green version of the CoChR plasmid (CoChR-YFP, Ed Boyden lab) 

(Figure 25). Some of the data from the two opsins was collected on the same day in order to ensure 

the same experimental conditions for comparison of tdTomato-p2A-CoChR and CoChR-YFP. Cells 

expressing the green version of the opsin responded with high photocurrents, whereas the current 

amplitude from cells expressing the red version were very small, with a maximum about 100pA using 

high power and an illuminating shape that covered the entire cell.  

 

 
Figure 25 Comparison of results obtained from CHO cells culture transfected with either tdTomato –p2A-CoChR 

or CoChR-YFP. Example current traces with different light power densities obtained by holographic stimulation 

with a 10 μm diameter spot on cells expressing tdTomato –p2A-CoChR (Left) and CoChR-YFP (Right). Note the 

large difference in photocurrent amplitude between the cells. 
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Chronos expressing CHO cells also nicely expressed the tdTomato reporter. The fluorescence level 

was strong, allowing for fast identification of cells for patching (Figure 24). However, while the 

tdTomato expression was good, without any visible abnormalities, the elicited photocurrents were 

negligible and often absent (Figure 26). This could be caused by a low level or total lack of expression 

of the opsin part of a sequence, or by problems with membrane trafficking. 

 

 
Figure 26 Summary of results of tdTomato-p2A-Chronos expressing CHO cells. Example traces recorded from 

CHO cells: Upper – photostimulation shape covering whole cell area, Ti:Sapphire laser. Middle – no 

photostimulation. Bottom –photostimulation with 10μm diameter spot, amplified pulse laser. Different colors 

indicate increasing power of stimulation as indicated by the legend. 

 

3.2.4. Discussion on boosting expression 

 

There are various factors influencing the expression level. Some of them could be controlled by 

changes introduced by experimenter; some require changes in the design of the construct sequence 

and should be precisely planned before starting the optimization of expression. 

 

The AAV serotype is the first important choice to be made, as different serotypes of AAV present 

various tropisms, expression levels and spread in the tissue. For gene expression in the mouse brain 

tissue a few existing serotypes were compared in terms of transfection efficiency and spread 

(Aschauer, Kreuz, and Rumpel 2013). The emerging consensus from the literature points to AAV1 (in 

other notations: AAV2/1), AAV8 (AAV2/8) and AAV9 (AAV2/9) as the strongest expressing serotypes 

in the neocortex of a mouse, characterized by a spread in between all cortical layers. The AAV2 
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serotype was characterized by a quite low efficacy of expression, and as well as a confined area. In 

my work I was using viruses provided by collaborators – AAV2.7m8, AAV9.2YF (Co-expressing of 

multiple viruses), AAV8 (CoChR-mCardinal opsin) and AAV1 (ReaChR opsin). The AAV2.7m8 serotype, 

is based on the AAV2, but the changes introduced in the capsid structure (addition of 7m8 protein) 

improves the transduction in the retina and striatum of a factor of 2 (Khabou et al. 2016). Both 

versions of the AAV2 serotype – the classical one and modified, are characterized by small spread in 

the tissue. This is in agreement with our results, as both AAV2.7m8-CatCh co-injected with 

AAV2.7m8-tdTomato, and AAv2.7m8-Chronos co-injected with AAV2.7m8-tdTomato constructs 

showed confinement expression. I cannot judge the increase in terms of expression level in 

AAV2.7m8 in visual cortex, as I have not worked with the classical version of this serotype. 

Nevertheless, the expression level provided by the construct based on AAV2.7m8 serotype was low. 

AAV2.7m8-CatCh expressing cells were triggering spikes only in 50% of the cases (1-photon 

holographic stimulation), whereas AAV2.7m8-Chronos elicited low photocurrents in comparison to 

other Chronos version tested in our lab (AAV8-Chronos-YFP). This was not a satisfying result, but I 

decided to continue the Chronos test on another set up under both 1 – and 2-photon illumination. 

This was motivated by the fact that the 1-photon peak on the Chronos absorption spectrum is at 

500nm, and that the 1-photon set-up that I used previously was providing only illumination with 

405nm, which according to the spectrum elicits only 25% of the photocurrent. After the change of 

the set up and stimulation of the opsin expressing cells with a closer to the peak wavelength, I 

obtained spiking under 1-photon illumination in 71% of neurons (at 470-500 nm) and 22% using 2- 

photon illumination (at 950nm) (Figure 20). 

 

The second serotype I worked with was AAV9-2YF, which is based on the AAV9 serotype, which 

strongly expresses in the neocortex. The improvement of serotype transduction efficacy was due to 

the introduction of additional point mutations on two of the seven surface-exposed capsid tyrosine 

residues (Dalkara et al. 2012). The expression induced by tail vain injections of AAV9 and AAV9-2YF 

showed that the modified capsid resulted in 4 times larger expression assessed by mRNA extraction 

from the retina. In the same paper, the cortical level of expression was assessed by image 

comparison, and as in previous case there was a visible significant increase in expression. The 

comparison of the serotypes AAV2.7m8 and AAV9-2YF in the V1 of a mouse showed that the latter 

serotype results in a larger area of expression, and the fluorescence level was visibly higher after 4th 

week after injection. After the 5th post-injection week the fluorescence level was similar. On the 

other hand, testing of co-expression of the AAV9-2YF-Chronos and –tdTomato co-injected viruses 

was terminated quickly, due to the extremely low photocurrent induced by 2-photon holographic 

stimulation and the observation that expression of tdTomato was sparse and wide, especially in the 

case of animals examined 8 weeks after injection. 

 

AAV1 and AAV8 serotypes are characterized by a similar level of expression in neurons (Murlidharan, 

Samulski, and Asokan 2014). Indeed, in the results obtained in our lab, the level of expression of the 

constructs based on these serotypes was similar. However, the data from the tissue expressing AAV8-

CoChR-mCardinal presented variability in terms of cellular level of expression, which was not 
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observed to the same extent in the expression of other constructs. It is worth mentioning that the 

injection protocol and set up was changed during the time of this opsin screening, which could 

possibly influence our results and make the reported comparisons less precise. Specifically, for the 

red CoChR construct, we injected 1μL of virus, as compared to 1,5 μL for the AAV8-CoChR-GFP 

(ChR86) and AAV1 Ef1α-ReaChR-p2A- tdTomato. We could possibly obtain better results by higher 

volume injections, as the injected volume and titer could boost the expression level. This could be 

explained by an increase in the probability of uptake by the cell due to introducing a higher quantity 

of viral particles in the intracellular space. 

 

The injected volume and titer is the next important aspect to take into account during the 

optimization of opsin expression. Indeed, according to the literature, to obtain an expression of AAV 

mediated gene one needs to inject a volume of virus containing at minimum concentration of 1010 

viral particles/ml, and usually a concentration of 1012-13 is advised (Watakabe et al. 2015; Aschauer, 

Kreuz, and Rumpel 2013; Tye et al. 2011). This is in agreement with our observations. The second 

trial of AAV2.7m8-Chronos and –tdTomato mixture characterized by lower number of particles/ml 

than desired, resulted in negligible expression which was not visible in the tissue. 

 

The choice of promoter is another aspect, which should be taken into account because it can drive 

the expression of the gene specifically to a cell type (Betley and Sternson 2011). A comparative study 

investigating various AAV serotypes and three widely used promoters, CMV, SynI and CaMKII, 

provided useful insight in effects of various combinations of the serotype and promoter for the 

expression in brain tissue of marmoset, mouse and macaque (Watakabe et al. 2015). All the 

promoters show tropism towards neuronal expression. However, the CMV promoter was expressing 

in both glial cells and neurons, with low cellular level of expression in neurons. SynI and CaMKII 

provided expression only for neuronal cell types with predominance of interneurons (SynI) and 

pyramidal cells (CaMKII). This is in agreement with our results. Data collected on AAV8-hSyn-CoChR-

mCardinal show higher expression rate allowing for spike triggering for interneurons (7/9) than in 

pyramidal cells (2/4). Although this confirms the tendency, the number of patched cells was too low, 

(especially in the pyramidal cells) to draw firm conclusions. During work on this serotype I was mainly 

focusing on interneurons, as these data could provide help for other projects in our group. The CMV 

promoter, which was attached for CatCh (n=26) and Chronos (n=17) opsin constructs tested, showed 

however unequal proportions between tdTomato expressing patched pyramidal cells (~30% in both 

variants) and interneurons (~ 70% in both variants). Although tdTomato expression in those cells was 

clearly visible, it is hard to judge the general level of expression between the subpopulations, because 

the opsin expression was too low to induce spiking. Additionally, the level of tdTomato expression 

was not assessed and as it is a very bright fluorescent protein, the cells with various level of 

expression were visible and targeted for patch recordings. 

 

The fluorescent reporter enables recognition of cells expressing the target protein. In my study I was 

using constructs comprising tdTomato or mCardinal, which are red fluorescent proteins. The red 

actuator in tested constructs was desired to enable easy distinction between calcium indicator in the 
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cell and expressed opsin. Theoretically different fluorescent markers do not influence performance 

of the protein to which they are attached. However, depending on sequence design, a reporter can 

impair the expressed protein function and trafficking to the final destination (Jensen 2012; Snapp 

2005). This influence could have an indirect character, as it might be caused by different steric 

interactions in the folded protein in the situation when the fluorescent reporter is bigger than the 

expressed protein. If we consider size of the opsin (25-30kDa for type I opsin protein form algae) and 

most common fluorescent reporters (GFP-26.9 kDa, mCherry-28.8 kDa, tdTomato – 54.2 kDa), we 

see that this could take place in the case of the tdTomato reporter. Another harmful influence of the 

reporter for expressed protein may be an effect of attaching the reporter directly to the N instead of 

C terminus, or the usage of linkers, which are too long (therefore there would be not enough space 

in a plasmid for following protein) or too short (therefore the actuator might provide a physical 

obstacle for anchored in the membrane opsin channel). However, a detailed knowledge about the 

structure of the sequence and potential influence of each part is beyond the topic of my thesis. I will 

then summarize my observations in a descriptive manner. 

 

In agreement with the paper introducing mCardinal reporter (Burg et al. 2014) I have not observed 

any negative influence of mCardinal or tdTomato reporter on my data in cases when the opsin was 

effectively working. Additionally, the fact that mCardinal and GFP reporters are characterized by 

similar size together with lack of reported harmful influence of widely used for protein tagging GFP 

can support my observations. 

 

The size of tdTomato might, on the other hand, explain negative results obtained during the plasmid 

testing (multi virus co-expression). Despite equipping the sequence with a p2A linker, which splits 

the reporter part from the channel before they fold therefore any steric influence of the two 

components is excluded, the large tdTomato dimer occupies a significant place in the AAV vector 

limited capacity. To big construct inserted into the plasmid might affect in low expression and 

problems during plasmid amplification. We examined plasmid sequences containing first the 

tdTomato sequence with the opsin as a second gene after p2A linker. Test of these plasmids showed 

a good expression of tdTomato but presented very small photocurrent. Additionally, the plasmid 

concentration was smaller than the plasmids obtained from different sources, which could explain 

some problems with the production efficacy of consecutive construct portions. As additional support 

of this hypothesis is delivered by the good results provided by the ReaChR opsin. This construct was 

first containing the opsin and after p2A linker tdTomato was working efficiently. On the other hand, 

both CoChR and Chronos sequences delivered by other collaborator were fused to the fluorescent 

tag. These plasmids expressed in CHO cells provided high photocurrents. From an informal 

communication, we have learned that this opsin could be targeted to the membrane more efficiently 

when fused directly with reporter than without one, which would also explain our results, as well as 

the poor photocurrent obtained by AAV2.7m8/AAV9-2YF –Chronos virus co-injected with -tdTomato 

virus. 
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Application of p2A or IRES cleavage sequences between the fluorescent reporter and an opsin could 

improve cell recognition during experiments. These sequences are recognized by ribosomes during 

translation, enabling editing of the same RNA chain from two starting points and thus splitting the 

two (Goedhart et al. 2011; Kim et al. 2011). They are commonly used to express more than one gene 

under the same promoter. The useful difference between the p2A and IRES sequences is the ratio of 

expressed gene before and after the sequence. P2A sequence efficiency is close to 90% and both 

genes are expressed at very close to equal level. It is also small (18-22 aa = 60 nucleotides) in 

comparison to IRES (~500 nucleotides), which helps save limited space in the AAV capacity. In 

comparison, IRES provides non-equal expression in favor of the upstream gene. Potentially this could 

be useful for designing a construct containing opsin- IRES-GCaMP6s, as GCaMP6s expression would 

be around three times smaller than the opsin and still provide a fluorescent tag. In such scenario 

higher opsin expression would allow to use lower laser powers for optogenetic stimulation. 

Alternatively, a flipped construct combining GCaMP6s-IRES-opsin, could possibly provide higher 

expression of GCaMP6s allowing for application of lower imaging laser powers and at the same time 

lower opsin expression could enable less opsin activation during imaging. The AAV capacity could be 

however a problem in both scenarios and other DNA vectors would need to be taken into account.  

 

The main goal of multi virus co-expression project was obtaining co-expression of both GCaMP6s and 

opsin. We first tried to induce expression of ‘naked’ opsin together with tdTomato marker (by co-

injection of two viruses sharing the same AAV serotype and promoter). A similar test of the 

expression of two fluorescent reporters under the same CMV promoter was presented in (Goedhart 

et al. 2011) on HELA cells transfected with strong transfecting reagent (Lipofectamine). They 

obtained a 0.6 correlation coefficient but various level of expression for both expressed reporters. In 

comparison, insertion of the IRES or p2A linker (correlation coefficient 0.8 and 0.9, respectively) 

resulted in a much smaller variability in the expression level obtained in different cells. Usage of such 

linkers would provide higher stability of our preparation and increased control of expression level. 

We obtained 80-90% co-expression level. This could be explained by a small spread of the AAV2.7m8 

serotype, which undoubtedly influenced the probability of virion uptake by cells. As the serotype of 

virus and promoter was the same for the tdTomato and opsin sequence, we could assume that by 

random uptake cells will contain a mixture of sequences close in proportion to the injected value (2 

parts of opsin to 1 part of tdTomato). This hypothesis could be supported by the data obtained from 

the test of AAV9- 2YF, whose bigger spread seems to influence the emerging co-expression ratio 

between tdTomato and opsin. 
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3.3. Characterization of opsin kinetics in CHO cells: towards the modeling of 

photocurrents 

 

In this section I describe performed two photon holographic excitation and patch clamp recording on 

CHO cells expressing different opsin to investigate their kinetics parameters. These data have been 

recently published in a book (Two-photon optogenetics by computer-generated holography. In: Stroh 

A (ed) Optogenetics: a roadmap. Springer, New York.) and, integrated with the theoretical work of 

another PhD student of lab, are currently the basis in the ongoing implementation of a model capable 

of simulating 2P-induced currents under different illumination conditions. 

Motivations: 

 

The broad repertoire of opsins enables us to take advantage of their different properties and 

combine them with the best light delivery technique. 

Nevertheless, as I discussed in the previous sections of this thesis the low cross section of opsins and 

small volume of excitation under confined 2-photon illumination, requires careful optimization to 

achieve photoinduced spiking in a reliable way and with high temporal precision. Optimization that 

needs to take into account several aspects, from opsin properties and expression level to the proper 

light delivery technique. 

 

In this context, it’s particularly important to understand the biophysics underlying elicited 

photocurrent dynamics and a fine characterization of the kinetics of the photoinduced current 

observed for different opsins. 

In the literature, the main focus has been dedicated to characterization and modulization of ChR2 

induced currents (Schneider, Grimm, and Hegemann 2015; Schneider, Gradmann, and Hegemann 

2013) and, expect few cases (Rickgauer, Deisseroth, and Tank 2014) mainly under 1- photon 

condition. 

 

A fine characterization, and eventually, the capability to model and simulate photoinduced curves 

from multiple opsins under 2-photon excitation is still missing and will be particularly useful to 

interpret and design optogenetic experiments. 

 

For instance, as described in section 3.1.1, 2P excitation is typically performed either under 

holographic or spiral scanning excitation. The knowledge and prediction of the response of different 

opsin could allow to optimally choose the most convenient technique and the respective illumination 

parameters. 

 

In the following section I briefly present my contribution in the characterization of the kinetic of 3 

different opsins, (ReachR, CoChR, Chronos) and I show how these data, analyzed and coupled with 
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the theoretical work of another PhD student in the group, allowed the calibration of simplified model 

to simulate photocurrents. 

 

Experimental strategy: 

 

The investigation of photocurrents’ kinetics has been performed with electrophysiological recording 

on opsin transfected CHO- K1 cellular culture. This preparation, lacking endogenous channels, limit 

influence of other intrinsic conductances during recordings. 

Performance of three opsins - ReaChR(n=13), CoChR (n=22) and Chronos (n=20) was examined in this 

study. The opsins were chosen based on their kinetic parameters, to represent slow, intermediate 

and fast channel respectively.  

 

 
Figure 27 Expression of three different opsins in cellular culture. Scale bar indicates 15 μm, each photo size: 

200x200 μm. A clear difference between the constructs is seen. ReaChR opsin contains a p2A linker and the 

reporter is filling the cytosol of the cells. Chronos and CoChR do not contain p2A linker – the opsin expressed in 

membrane is visible as the fluorescent shape of the cell. 

 

Under epifluorescent illumination the opsin expressing cells were identified and patched (Figure 27). 

During recording the access resistance was checked frequently, often between each stimulation. 

Only cells patched with no leak current and in which the change of access resistance was lower than 

20% were taken into account (Figure 28). The same conditions were maintained for recordings from 

different opsins as well as between each recorded cell. We also screened our data set to identify the 

cells providing similar current amplitudes in response to the same laser power density stimulation 

between sets of photo-stimulations, to make sure that we incorporated a similar number of channels. 

Additionally, an interval of at least 1-2 minute between stimulations was kept allowing for full opsin 

recovery from desensitized state. 
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Figure 28 Native CHO cells electrophysiological parameters. Exemplary trace of patched cell in whole cell 

configuration under 10 mV potential steps application (averaged over 100 repetitions) (A). Large transient 

current and fast tau value is characteristic for CHO cells. I-V curves of two CHO cells (B) obtained by applying 

different potential values. Resting membrane potential is equal – 12mV and -26mV for cell 1(blue) and 2 (green) 

respectively. The average access resistance and membrane capacitance values for native cells are: 12, 43±3,11 

MΩ and 16,91±5 pF. 

 

The photostimulation protocol used consisted on performing long stimulation (typically from 1 to 4 

s) under various excitation power. The use of long illumination time allowed to explore the complete 

dynamic of the photocurrent. As observed in the exemplary traces in Figure 29, during 

photostimulation we can identify 3 different regimes. An initial rise of the current, a first decrease 

until the reach of an intermediate steady state, and a final decrease toward zero current value due 

to the closing of the channels after the photostimulation. A monoexponential fit of the current in 

these three regimes will allows us to characterize and quantify the differences in the kinetics among 

different opsins. Such time constant will be defined as respectively, τon, τinact, and τoff.  

 

Additionally, we also applied some stimulation protocols consisting on train of short (<100 ms) 

illumination pulses at different frequencies to better investigate the effect of both slow off kinetics 

and channel inactivation.  

 

 

 

 

τ
on

 

τ
inac

 

τ
off

 

Figure 29 Example of the shape of a typical 

photocurrent induced by a long (2s) photostimulation 

light pulse. Transients between different regimes can 

be identified by characteristic times: τon for the rising 

time of the current, τinac, for the decay from peak to 

the intermediate steady state, τoff for the final decay 

of the current. 
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Results and general remark 

 

Photocurrents for multiple cells were recorded, corresponding to various illumination intensity. This 

allowed at first to extract the dependence of the peak current as a function of power and identify 

the saturation power density for the 3 different opsins, obtaining:  

0,28 mW/µm2 for ReachR, 0,54 for mW/µm2 for CochR   and 0,86 mW/µm2 for Chronos.  

 

Saturation powers allowed to define an absolute power scale between the 3 opsins and then 

compare their kinetics accordingly.  

Consequently, the criterium we followed was to analyze and compare currents kinetics of different 

opsin when excited at its own saturation power density.  

 

Example of photocurrents corresponding excitation at or close to saturation power density are 

reported in Figure 30.  

 

 
Figure 30 Example of photocurrents recorded under holographic photostimulation at a power density 

corresponding (or close to) the saturation one. (Excitation performed at 950 m with a Ti:Sapphire laser, rep. 

rate 80 MHz, pulse width 1000 fs). The red curves are simulated curves based on a three states model 

(described in the next section). 

 

As described before, exponential fit of the different region of such curves allows me to define some 

key parameters that characterize the kinetics of the opsin. The obtained results are reported in the 

Table 2. 

 

Table 2 Kinetics parameters measured for Chronos, CoChR and ReaChR opsins. 
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These parameters put in evidence very clearly the differences between the different opsins and 

confirmed previous 1-photon based investigation underlining, for instance the fast responses of 

Chronos and the slow kinetics of the ReachR. More generally, these kinetic parameters can provide 

some practical boundaries on the spiking pattern possible to obtain with a given opsin. For instance, 

the τon parameter, characteristic time for the opening of the channels, will influence the light pulse 

duration necessary to evoke an action potential. On the contrary, the τoff characteristic time for 

closing of the channels, will determine the minimal delay between two different light stimulation and 

therefore will influence the maximal frequency of photoinduced spiking. 

 

But in order to better understand the meaning of these parameters, the behavior of the channels 

and to achieve the possibility to model and predict photoinduced current, the data were used to 

develop and validate a simplified model of the channel dynamic, parallelly implemented during the 

PhD of Alexis Picot, another student of our laboratory. 

 

Modeling of photocurrent dynamics: 

 

The results described in this section comes from the work of A.Picot. Therefore, I am only briefly 

describing the results to which I have collected the data. 

 

Based on electrophysiological recordings a population model was built to investigate the dynamics 

of the photocurrent in time. 

The model predicts the current according to the well-known (Koch 1999) equation: 

 

! = #(%& − ()*+) 

 

Where, the reversal potential, Erev for majority of opsins is around 0. Prediction of the current evoked 

is however more complicated than it would be seen from this equation as the conductance of the 

channel depends on several interacting nonlinearly parameters like e.g. stimulation wavelength and 

conditions like temperature or pH (Evans et al. 2016). The conductance we measured comes from 

population of channels expressed and activated during photo-stimulation and thus varies from cell 

to cell. At the same time, our recordings were performed with stable temp, pH, wavelength and 

power conditions. Therefore, the final equation used in our model is defined: 

 

!(-) = #./(0, -)%& 

 

where g’ constitute not the conductance of the channel sensu stricto but the conductance evoked by 

the activated channels population in a given conditions and j describes the stimulation power in 

mW. Vm parameter was kept constant during Voltage clamp experiments at -40 mV. Therefore, the 

evoked current depends on j and time and the function f essentially represent the total number of 

activated channels during time.  
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In literature, few models have been developed to reproduce the precise photocycle of opsins, in 

which the molecules evolve across different conformation, some of them representing conducting 

states. Although the more accepted models are based on 

photocycle made of 4 or 6 possible states (Nikolic, 

Degenaar, and Toumazou 2006), here, for the sake of 

simplicity and practicality, we will consider a simplified 3 

state model: two non -conducting state, the ground 

closed state (C) and the Desensitized on (D), on open 

conducting state (O). Only the channels in the open state 

contribute to current. The possible transition between 

states are represented in Błąd! Nie można odnaleźć 

źródła odwołania.. Importantly the transition from closed to 

open state is driven by light absorption.  

 

A set of differential equations describes the interactions 

between the population of channels in a given state in time: 

 

2̇ = 	5678 +	5:6: −	567(;)2	 

8̇ = 	567(j)2 +	5768 −	57:8 

<̇ = 	57:8 +	5:6< 

8 + 2 + < = 1 

 

Transitions between the states are described by transition probabilities (‘G’ coefficients in the 

equation). To find these probabilities we applied a fitting procedure of the experimental 

photocurrents. The experimental data were filtered and properly normalized, and then, iteratively, 

various transition rates values were explored, and the model data output was compared with 

experimental data to minimize the difference and variation between experimental set and the model 

output.  

 

Table 3 Table showing the transition parameters obtained for the 3 opsins based on the 3-state model. The 

“Short” column gives the parameters that are better suited for millisecond illuminations, the “Long” column 

for seconds-long illuminations. (courtesy of Alexis Picot). 

 

Figure 31 Schema of 3 state model 

under investigation (description in 

the text) 



 77 

 

An example of result of simulated curve by the model are reported as red curves in the Figure 32.  

 

Besides some discrepancies, the model works quite well for capturing the main behavior of the 

photocurrent curves. The set of transition probabilities obtained from fitting of several set of 

experimental data are reported, for completeness, Table 3. Importantly, all these transitions are 

considered light independent, except for GCO transition from close to opens state, that is power 

dependent. Reported value corresponds to a stimulation at saturation power density. Notably, the 

model is not dependent on opsin expression level as that factor only influences the amplitude of the 

elicited current but not its dynamics.  

 

This set of parameters can therefore be applied to reproduce different excitation condition. For 

instance, we tested its capability to reproduce currents induced by train of excitation pulses. As 

visible in Figure 32, the model was capable to reproduce the main features of the photocurrent traces 

for both CoChR and ReachR opsin, stimulated at different frequencies. 

Interestingly, the model was capable to reproduce the decrease in the peak current along the train 

stimulation of CochR, due to the transition of some of the channels from open to desensitized state 

(panel a). On the contrary, in the case of ReachR, with a long τoff, the summation of sequential 

excitation results in an increase of the peak current along the train.  

 

CoChr 

ReachR 

a 

b 

Figure 32 Photocurrents elicited by train of light pulses (5 ms)  of holographic illumination: a) 

Photocurrents induced on CHO cell expressing CoChR by 5 pulses at 25 Hz (left ) and 100 Hz (right).b) 

Photocurrents induced on CHO cell expressing ReaChR by 5 pulses at 20 Hz (left ) and 100 Hz (right).  

Red curves represent the result of the simulation. They have been provided by Alexis Picot 
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In conclusion, in this subproject of my PhD thesis I have characterized the opsin kinetics of multiple 

optogenetic actuator under 2-photon excitation. The resulting data has been used to validate 

photocurrent model that could enable us to predict current dynamics for multiple actuators. This 

tool will be further developed and will become a tool for efficient design and interpretation of 

optogenetic experiments. 

 

For instance, the model can and is currently used in the group to investigate and compare 

holographic illumination and spiral scanning performances. Modeling of the two protocols can allow 

to properly choose the opsin to use in each condition, to optimize the illumination parameters, and 

better adapt them to the specific experimental needs. 
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3.4. Discussion 

 

Two photon patterned illumination, as already discussed, is a powerful approach to efficiently 

confine illumination on specific targets of interest, for instance around the cell body of a neuron deep 

inside a scattering tissue (Papagiakoumou et al. 2010, Papagiakoumou et al. 2013).  

Nevertheless, it remains important to assure that the confinement of illumination is enough to 

guarantee true single cell resolved photoactivation.  

 

Negative results importance 

 

Negative results are equally important for scientific discoveries as the positive ones. They enable 

strategy verification and are integral part of each project. Reporting negative results has its own value 

for scientific community, especially in fast developing fields and techniques development. It is also a 

part of each person education. For these reasons I have decided to include in this thesis some of the 

work which did not resulted in expected effect, even if quite often the final conclusion about what 

exactly did not worked is missing. All these results contributed to verification of the team strategy. 

 

The validation of a 2-photon all-optical method was the goal of our team, as well as the first milestone 

of my PhD project. The efforts of all the team with contribution of my work resulted in drawing the 

challenges to overcome in a more precise way and was driving the work not only of our group but 

also entire community. 

 

3.4.1 Reaching threshold for spiking 

 

A high level of opsin expression is crucial for 2-photon investigations. In comparison to 1- photon 

wide field stimulation, in 2-photon conditions the effective membrane area targeted by light is 

smaller. This results in a substantial difference of the obtained photocurrent in both conditions (even 

up to 5 times lower amplitude under 2P stimulation according to our team observations). Two-

photon holography enables to obtain more precise recordings at the level of single cell or cell 

compartment. On the other hand, the small conductivity of optical channels motivated the interest 

in opsin variants which provide a high photocurrent in response for 2-photon holographic stimulation 

(CoChR, ReaChR) or whose kinetics is fast (Chronos), ensuring reliable spiking. ReaChR opsin was 

designed to improve membrane trafficking and expression (see section 1.4.1 “Introduction of 

ReaChR”), which resulted in an average current of 740±210 pA (at saturation power) under 2-photon 

holographic stimulation. CoChR opsin naturally was eliciting high photocurrents up to 3,5 nA in 1-

photon conditions. High photocurrents (500-600 pA) were also observed in some of CoChR-

mCardinal and in CoChR-GFP expressing cells. In the case of both variants, these large elicited 

photocurrents allow for triggering trains of action potentials, even at frequencies at which the 

interval between stimulation is shorter than the closing time of the channel. The CoChR-mCardinal 

screening experiments provided additional data on train inducibility at high frequencies, stressing 

the importance of the high level of opsin expression (Figure 13 vs. Figure 14). It was usually possible 
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to trigger a single spike if the cell photocurrent amplitude was around 200pA. Even higher 

photocurrent was needed to elicit reliably trains of action potentials. The influence of closing time 

kinetics on photocurrent during stimulation with train of light pulses is shown in Figure 33, presenting 

the CoChR photocurrent elicited in CHO cellular culture during light pulse stimulation. 

 

 
Figure 33 Influence of τoff kinetics during stimulation with light pulses. First peaks in the train are characterized 

by higher amplitude. The amplitude of each next peak is influenced by both open states of the optical channel 

and is striving to the steady-state phase. 

 

Chronos expressing cells were eliciting on average 415±213pA in interneurons and 368±172pA in 

pyramidal cells, which is sufficient to trigger a single spike (Ronzitti et al. 2017). Additionally, the 

extremely fast kinetics of this variant allows for reliable train photostimulation. 

 

Modeling studies constitute a great help to the experimenter in understanding the opsin 

performance, influenced by opsin kinetics combined with the level of expression. By participation in 

the modeling study in our group based on CHO cells recordings I have gained experience and 

understanding of various aspects of opsin properties. Such a tool substantially shorter the initial 

experimental part dedicated to find opsin properties and the possible limitations. 

 

3.4.2. Dealing with artifacts – limitations of the technique and possible improvements 

 

The second axis of my work was focused around artifacts associated with unwanted opsin activation. 

These artifacts could be observed in two contexts: 1) due to opsin activation outside the soma, 2) 

due to opsin activation during imaging. Both artifacts undermine our effort to obtain an all-optical 

approach for investigation of connectivity. 
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The first type of artifact is visible when a holographic pattern is moved outside the soma onto the 

neuronal processes of recorded cell. The results I presented on Figure 18, together with recent 

investigation performed in our group (Shemesh et al. 2017) put in evidence some limitations arising 

from the fact that the opsin is typically not only expressed on cell body but also on dendrites. 

Therefore, by focusing light of a neuronal cell body, one could accidentally induce artefactual 

illumination of neuropils of a neighboring cell, inducing undesired activity on that cell.  

 

The magnitude of the artifact varies between opsin variants and can result even in the induction of 

an action potential. The CoChR-GFP construct that examined in the lab elicits action potentials with 

~30% probability when stimulated with a grid of spots targeting other cells in the proximity (Shemesh 

et al. 2017). Test I performed on ReaChR expressing cells was different as the photostimulation 

pattern was moved along the processes only. Analysis of the ReaChR elicited artifacts showed that 

artifact amplitude is not dependent on the distance to the soma. Additionally, this stimulation in vitro 

never resulted in triggering an action potential when the power was at the threshold or slightly 

above. The amplitudes of artifact were varied between 0,5-11 mV, with most frequently 3-4 mV 

amplitude (Fig. 34). Taking into account the input resistance of a neuron (100-200 MΩ), the obtained 

photocurrent artifact would be in the range of 20-50 pA given a 4 mV artifact under current clamp. 

 

However, the two tests of the CoChR-GFP and ReaChR-dTomato opsin variants described above differ 

in the power applied during the photostimulation of processes/ neighboring cells as well as the laser 

source used. This might be the reason for the big differences in the spiking statistics. In the test of 

CoChR-GFP a smaller spot was used (thus, higher power density) to examine the artifact elicited on 

the processes and at the soma, whereas the shape and size of the holographic pattern was preserved 

during the testing of ReaChR. Some single example of recordings in which a slightly higher power 

density than the power at the spiking threshold was applied did not change the 0% incidence of spike 

triggering outside the soma (data not presented). Both tests were done with the presence of synaptic 

blockers, which allow us to claim that the artifact comes from opsin activation expressed in the 

processes of recorded cell as opposed to synaptic events. Even if this artifact did not trigger a spike, 

it remains an obstacle for a clean connectivity experiment, as the arborization of cell is quite dense 

in the cell’s proximity. It is easy to imagine a scenario when a pre-synaptic candidate targeted by light 

stimulation provides a false-positive response because of unintentional photostimulation of a 

process of the postsynaptic, recorded cell passing through the area of stimulation. Additionally, 

analogic ReaChR tests in vivo shown that action potentials are occasionally induced while stimulating 

processes (E. Papagiakoumou et al. 2018). 

 

Indeed, the initial connectivity experiments with ReaChR gave hard to interpret results. To exclude 

the situation where the response contains an artifact, I attempted to patch an opsin-negative cell 

while photo-stimulating neighboring opsin-positive cells (Fig. 34). A few experimental days provided 

interesting results, though they are difficult to explain. The majority of theoretically negative cells 

responded to soma stimulation with a depolarization or even a triggered spike when the usual power 



 82 

at the threshold was applied. One possible explanation could be that even if the p2A linker ensures 

an equimolar expression of the actuator and reporter, in the case of an extremely low expression 

level, in some cells it was sufficient to obtain opsin activation, causing the observed artifact. However, 

the numbers of cells patched (n=10) minimize the probability of a mistake influencing the collected 

data it would be interesting to investigate this topic further, using routine 2-photon scanning for cell 

targeting, as it provides a much better resolution and signal-to-noise ratio compared to LED 

illumination, which was used in majority of the recordings that I made. It would also be interesting 

to define the meaning of opsin negative expression, since the results put in question the assumption 

of judging opsin expression level based only on reporter fluorescence. 

Indeed, the two examples described above point to the unreported in the literature perspective and 

stress the need of careful characterization of opsin in the context of a particular technique. 

 

 
Figure 34 Connectivity experiment demonstration. Two examples of photocurrent elicited by photostimulation 

on patched opsin - negative cell(top) and associated with it potential change (bottom) (A). Note the long 

kinetics of voltage deflections in each trace presented (coming from the same cell), which would suggest 

ReaChR opsin activation. Variation in the level of expression of the opsin in between cells is a serious obstacle 

in performing clean connectivity experiment. Negative-opsin cell perfused with Alexa 488 (B). Exemplary 

photos over the same field of view taken with green (Alexa 488) and red channel (tdTomato) showing lack of 

the red fluorescence sign in the area of patched cell (shown by pipette in the green channel photo) (C). 
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Returning to the question of an artifact originating from opsin activation present in the cell processes, 

there are two possible ways to minimize it. The first would be to adjust the holographic shape to find 

modified one that would minimize the artifact elicited outside the soma, but still provided sufficient 

activation of the opsin in the pre-synaptic candidate that would allow spike triggering. Second, the 

opsin constructs restricted to the soma expression could improve our efforts in validating a clean 

connectivity experiment. Indeed, application of soma restricted opsin might provide more effective 

solution. 

 

During the first part of my PhD I took part in the characterization of a version of soma targeted CoChR 

opsin based on the protein sequence NAV1.2 targeting sodium channels. I observed a significant 

improvement in the localization of the channels in the soma, with respect to the conventional CoChR.  

Nevertheless, provided photocurrent was too low to reliably induce spiking. Additionally, previous 

studies suggested that this sequence could induce alteration of neurons excitability (Grubb and 

Burrone 2010). This construct was then abandoned but based on this first characterization and by 

using the same experimental protocols I applied, the project continued, and new constructs have 

been investigated. In 2017 our group published a somatic version of CoChR, called also soCochR 

(Shemesh et al. 2017). 

 

In the literature there are additional reported cases of soma-targeted opsin variants. Authors of one 

such study used a Kv2.1 potassium channel construct to guide the expression of ChR2 to the 

membrane, thus narrowing the expression to the soma and proximal dendrites (Baker et al. 2016). 

Usage of the ChR2 soma restricted construct lead to efficient photostimulation and reliable spiking 

of the targeted cell, although the results were collected at very high powers, which makes direct 

comparison more difficult. It should be noted that the results of Baker et al. show a large decrease 

of elicited photocurrent as the photostimulation area moved along the processes (~90% within a 

proximity of ~50 μm), taking into consideration the average photocurrent elicited at spiking threshold 

of a cell (222,7 ± 27,21 pA) this would lead to an artifact of about 22 pA (Fig. 35). Thus, this is a similar 

photocurrent magnitude with that elicited in our study with ReaChR photostimulation outside the 

soma. 
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Figure 35 . Soma targeted ChR2 performance. Fluorescence photos of ChR2-EYFP (green) and filled with Alexa 

594 dye (magenta) cortical neurons (A). Scale bar – 100 μm. Representative recordings from two pyramidal 

neurons expressing non-targeted classical (left) and targeted (right) ChR2 construct (B). Scale bar – 100μm. 

Mean (lines) and s.e.m. (shaded area) photocurrents elicited by temporally – focused stimulation along the 

single dendrite (C). 

 

The somatic CoChR construct investigated in our laboratory also would evoke similar artefact at the 

soma proximity. Although, as presented in the paper there is a difference between the current 

evoked by the somatic and basic CoChR construct, the opsin expression is still present in the distal 

parts but at substantially lower level (Shemesh et al. 2017). At the end is it important to mention, 

that all the compared opsin studies were done in in vitro conditions and one could expect that the 

artefact amplitude will change in in vivo conditions. 

 

The characterization of soma targeted constructs put in evidence clear advantages of soma targeted 

opsins for neuronal connectivity mapping (Shemesh et al. 2017; Baker et al. 2016; Mardinly, 

Oldenburg, and Pégard 2018). However, still a small current (depending on cell Rin) will be evoked 

by activation of the opsin in the soma proximity, which pose a challenge to distinguish and 

characterize connectivity in the circuit. In this context a third, intermediate solution for performing 

connectivity experiments could be proposed. The artifact obtained in the processes within ~50 μm 

of the soma could still contribute to the response, but as it decreases with distance (in the case of 
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somatic constructs), we could obtain a much lower artifact at around 100 μm from the soma. Second, 

this artifact will present the same dynamics and shape at each photo-stimulation trial (given the same 

photostimulation position). It might be possible, then, to distinguish it from a synaptic response. (Xu 

et al., 2016) mapped the connections visual cortex with the help of glutamate uncaging. This work 

provides useful information regarding the post-synaptic response amplitude recorded from 

pyramidal cells in L2/3. According to the authors, the mean IPSC of inhibitory cells form L2/3 and 4 

was in the range of 50 pA. It could be then worthwhile to start our connectivity experiments by 

mapping connections for which the expected post-synaptic response would be larger than obtained 

artifact. The paper presenting all-optical approach to study visual ensembles formation also stresses 

the presence of artifact due to photostimulation (Carrillo-Reid et al., 2016). In this work, the authors 

characterized the artifact, showing that one can distinguish the physiological response from the 

artifact. Considering both, the magnitude of the artifact due to opsin activation outside the soma, 

and the current progress in soma restricted opsin design, it would be worthwhile to perform a 

connectivity study using both somatic CoChR and ReaChR variants, as we could use these results for 

method validation. 

 

The second type of artifact is connected with spectral overlap between a particular opsin and a 

calcium indicator. Unwanted opsin activation during scanning the field of view with the wavelength 

for calcium imaging (800nm for OGB, 920nm for GCaMP) is a serious obstacle in combining 

optogenetic stimulation and 2-photon calcium imaging. This artifact was expected as it was shown in 

previous studies combining 2-photon GCaMP3 imaging and ReaChR induced activity to investigate 

the impact of two cellular subpopulations of Drosophila melanogaster on courtship behavior (Inagaki 

et al. 2014). We have also recorded this artifact in our team during investigations on Chronos and 

ReaChR opsins (data not shown). Although the existence of the artifact can be expected after 

analyzing the 2-photon spectra of various opsin in comparison to the 2-photon spectrum of GCaMP6 

or OGB-1, the actual influence of overlapped spectra during recordings is difficult to predict, taking 

into account the variable properties of opsins. Although the characteristics of Chronos suggest that 

combinations with this opsin would have the highest probability of success, specifically because of 

its fast kinetics and higher optimal power at spiking threshold than the other two opsins, all the pairs 

could probably provide successful results depending on the goal. It is also interesting to consider the 

possible advantages of application of soma restricted CoChR, as the activation coming from the 

dendritic arborization would be avoided. 

 

The choice between calcium sensors constitutes important variable. As reviewed in OGB vs GCaMP 

and Tab.1 both calcium indicators have their advantages and disadvantages. OGB -1 and GCaMP6s 

varies in their kinetics and range of dF/F. Additionally, GCaMP6s imaging in V1 presents a lower 

percentage of detected orientation/direction selective cells than it would be expected from the 

literature based on electrophysiological protocols. This difference could be explained by the fact that 

GCaMP6s needs to be genetically expressed in the cells, and the population of cells targeted with 

expression would depend on the exact tool chosen (rabies virus retrograde expression, AAV 

mediated expression under particular promoter, transgenic animals lines). In contrast OGB-1 
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delivered to the cell by bulk loading marks all neurons and astrocytes in the area. Additionally, the 

spectral separation between opsin and OGB is larger than in case of GCaMP6s. 

 

It is important to mention that for the functional connectivity of V1 project, which was the motivation 

for biological preparation search, that the artefact originating from opsin activation during scanning 

is less important than the first type of artefact described above originating from opsin activation in 

the distant from the soma parts. In our experimental design we are going to use calcium imaging for 

establishing the orientation/direction selectivity at the beginning of the experiment. In this scenario 

a scanning artefact, which is incapable to trigger a spike would be tolerable. Application of imaging 

powers lower than the spiking threshold power for opsin would indeed depolarize the whole 

population of cells containing opsin, but visually evoked characteristic changes probably could be still 

visible. Especially, that the visually evoked response would need to be repeated a few times for each 

direction. Shuffling with the visual stimulus direction order and the time of visual stimulation would 

probably enable one to obtain information about feature selectivity independently from artefact 

coming from opsin activation during imaging (even assuming that it will be spiking). First, such 

artefact would be visible only on the cells which express both – calcium indicator and opsin (and one 

can expect that the overlap ratio in these populations won’t be 100%). Second, the subthreshold 

opsin activation would depolarize the whole network and by this the background spiking activity of 

cells but preferred orientation probably would be still clearly visible (analogically to the current or 

conductance steps injection to the cell). Therefore, the goal would be to minimize the imaging 

artefact instead of eliminating it, which might be easier to achieve. 

 

During the second part of our protocol, which establishes the pair-wise mapping, we would use 2-

photon holography for pre- synaptic stimulation and electrophysiology (whole cell recordings and 

conductance measurements) for post-synaptic detection, instead of calcium imaging. The artefact 

originating from opsin activation of the processes could be minimized by the use of soma restricted 

opsin and/or exploiting knowledge about the V1 circuit architecture together with precise 

characterization of the artefact. 

 

In summary, the functional connectivity project was not possible to perform in the time of thesis 

duration. Instead, the time was used to describe limitations of available tools – the artifacts of the 

ReaChR, CoChR and Chronos opsins which were available in the lab and exploring their full potential. 

On the other hand, I have tried different strategies to provide working biological preparation suited 

for V1 studies. 

 

Taking into account characteristics of calcium indicators taken into consideration (GCaMP6 vs OGB1) 

the GCaMP6 would probably be easier to implement and would provide higher resolution of the 

recorded signal. The imaging artefact would be present surely in each of the opsin we have 

considered in the lab (which is visible in the power spectrum overlap summed up in the table 3). 

However, the artifact would probably have the smaller impact for characterizing each cell visually-

evoked response in short kinetics opsin (like Chronos). Another solution which could enable 
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interpretation of the data containing imaging artefact that could applied is an algorithm which saves 

the position of scanning spot in time. This would further provide information about which calcium 

increases for a given cell should be considered as physiological and which as artefactual. In regard to 

the second artefact – being consequence of opsin expression in the entire cell – application of soma 

restricted opsin which are starting to appear could be the easiest solution. On the other hand, 

knowledge about both the circuit architecture and the artifact shape (based on opsin kinetics 

parameters) could be used to identify connections between the cell in the presence of artefact. 

Further, the modeling of current evoked by opsin photoactivation could be used not only to detect 

the artifact but also to subtract it. 
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4. Functional synaptic dynamics of receptive fields in primary 

visual cortex 
 

As drafted in previous sections, in this study feature selectivity defines neuronal function. The 

function of a cell, here based on example of direction tuning, is judged based of the spiking response. 

What defines this response and how the synaptic input dynamics underlying the observed response 

looks like is the topic of this chapter. Specifically, we will look closely how visually evoked synaptic 

conductances change in time following a stimulus. 

We will start by defining the relevant conductances, how one can measure them, and the current 

state of knowledge about these measurements. Further, I will present the results collected during 

this project, to be presented in the following manuscript (in preparation). 

 

Synaptic Excitation and Inhibition are Dynamically Unbalanced in Visual Cortex 

Marta Gajowa, Lyle Graham 

 

We describe the dynamics of visually-evoked excitatory and inhibitory synaptic conductances 

recorded in mouse primary visual cortex in vivo. We find a diverse set of dynamical 

relationships between excitation and inhibition, with in general weak cross-correlations 

across the entire response, and occasional highly synchronized transient responses. Inhibitory 

inputs are consistently larger and show stronger fluctuations than excitatory inputs, with 

overall higher frequency content. These results suggest that the dynamics of the neuronal 

code differ between excitatory and inhibitory pathways, and that while total excitation and 

inhibition are often balanced as a function of stimulus for selective neurons, spike output for 

a specific stimulus response follows a characteristic dynamic imbalance between these inputs, 

as opposed to fluctuations around a balanced mean input. 

 

4.1. Background information 

 

4.1.1. Conductance: meaning in neurophysiology 

 

The general definition of electrical conductance, with units of siemens (S), is a feature of a material 

that describes current flow across the material depends on the voltage. By definition conductance is 

the inverse of resistance, measured in ohms. In neurophysiology we can talk about conductance in 

different contexts. 

 

Channel conductance 

 

Each channel in the neuronal membrane has its own conductance, typically on the order of   tens of 

picosiemens (pS). While the channel is open, ions flow according to the driving force across the 
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membrane as a function of the relevant ionic concentrations and the size of the channel 

conductance. The dynamics of channel opening, and closing may be a function of time, the trans - 

membrane voltage, and or external and internal gating factors (e.g. neurotransmitters, [Ca]++). 

 

Input conductance Gin 

 

We consider a simple approximation of the neuron as a single compartment RC circuit thus, ignoring 

the spatially-distributed dendrites. The neuron membrane's phospholipid bilayer acts like a capacitor, 

whereas various membrane channels account for the resistance, with it's reciprocal defined as the 

cell input conductance, Gin. Note that in this thesis, we refer to Grest as the input conductance of the 

cell at rest, thus without stimulus-evoked synaptic activity. It is one of basic neuron parameters and 

can be measured while injecting current steps of increasing amplitude. 
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Synaptic conductance Gsyn 

 

The activation of a particular synapse will result in opening of several ion channels, and typically 

during evoked activity of the circuit more than one type of synapse is activated. The change of all the 

channels' conductance will cause current flow to the neuron: 

 

!CD? = #CD?(%E − (CD?) 

 

Currents from inhibitory and excitatory synapses (IPSC and EPSC, respectively) can be measured 

directly in the voltage clamp configuration at the appropriate holding potentials. Indeed, IPSC and 

EPSC are often investigated to obtain insight into the function of a given input local circuit or 

connection E/I balance (Adesnik and Scanziani 2010; Adesnik 2017; Adesnik et al. 2012; Xue, Atallah, 

and Scanziani 2014). 

These measurements typically require blockers of intrinsic Na channels to avoid spiking for measuring 

IPSCs, which requires holding potentials of 0 mV. 

 

In this thesis we applied a different approach to characterize synaptic input, because fundamentally 

we were interested in studying synaptic input in a functional context, and thus the quantity of 

interest is the synaptic conductance. Indeed, excitatory and inhibitory conductances may be derived 

from the standard measures of EPSCs and IPSCs. However, the functional context here is grounded 

in the spiking output of the neuron (both visually-evoked and from dynamic clamp protocols), and 

therefore Na channel blockers could not be used. Specifically, we are looking directly at conductance 

changes of the neuron in time during the presentation of visual stimuli. This approach allows the 

measured conductance to be split into its excitatory and inhibitory synaptic components, under the 
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assumption that these components are simply added to each other according to the parallel (and 

linear) RC circuit model. 

 

#CD? = #FGH + #>?I 

 

Following the RC circuit approximation, the effect of an ion channel is approximated by addition of 

the battery in series with the resistor. In this manner ionic channels are added to the circuit as 

additional resistors in series with a voltage source parallel to the other channels (Figure 36). 

In neurons the voltage source accounts for the difference in ionic concentrations between the inside 

and outside of the cell, according to the specific ionic permeabilities of the channel in question. To 

understand the analogy between the electrical circuit and the cell, one can think about the energy 

stored in the trans - membrane ionic concentration difference as the energy stored in the battery, 

with the driving potential for each channel/synapse/conductance depending on the time-varying 

difference between the neuronal membrane potential and the reversal potential of the channel. 

 

When a cell at rest is exposed to an excitatory synaptic conductance input, it will experience a larger 

inward current than when the same conductance input is activated when the cell is at a more 

depolarized potential. On the contrary, the same value of an inhibitory conductance will induce a 

larger outward current at more depolarized resting potential, than when the cell at rest. An 

interesting example of the influence of synaptic conductance on the evoked currents, and 

consequently the cell membrane potential, is for so-called shunting inhibition, caused by the 

activation on GABAa channels. The fact that its reversal potential is around – 70 mV, thus close to 

the cell resting potential, gives a nontrivial influence on cell response. Depending on the cell 

momentary membrane potential, this input can evoke either inward or outward currents, but the 

proximity of the resting potential and reversal potential for GABAa channels will yield relatively low 

amplitude currents, which by themselves often do not strongly influence the membrane potential. 

Rather, the functional signature of these input arises from the increase in the cell conductance. In 

particular, the influence of shunting inhibition on the cell input-output processing is investigated in 

this thesis. 

 

In summary, the cell potential is the result of an ensemble of batteries of different values, and their 

associated channel conductances (dependent on the type and number of activated channels) present 

in the cell, switched on and off in time, as expressed in equation below: 

 

%E(-) =
(FGH#FGH(-) + (>?I#>?I(-) + (JFCK#LFMN(-)

#FGH(-) + #>?I(-) + #LFMN(-)
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Figure 36 Electrical circuit scheme of a neuron during VC measurement. All conductive elements are in parallel 

to each other (Gleak, GEx, GInh,GV,t) with each  in a series with their corresponding reversal potentials. GVI 

symbolize voltage dependent channels whose conductances are assumed to be constant over a range of 

holding potentials during the voltage clamp measurements. 

It follows that by measuring the cell conductance we can infer the dynamics of the synaptic input to 

a cell over time. Importantly, while the evoked current depends on both the conductance and the 

membrane potential at a given time, we make the assumption that the conductance of activated 

channels does not depend on cell state (e.g. they are neither voltage-dependent nor regulated on the 

time scales of interest by intracellular factors), but only on channel activation by neurotransmitters. 

This is why investigation of conductance (in contrast to evoked current) is better suited for measuring 

and reasoning about synaptic input to a cell. Additionally, the essentially “non-invasive” method 

approach for measuring the conductance instead of current (e.g. using channel blockers) gives us the 

possibility to interact with the cell in subsequent steps using simulated conductance inputs, and thus 

compare its spiking output during the entire duration of recording. 

 

4.1.2. Synaptic conductance measurements- technical comments 

 

For the estimation of the synaptic input, we are interested in measuring both the time-varying 

conductance of the cell as well as the time-varying reversal potential of that conductance. In this 

manner we are able to extract the excitatory and inhibitory components of the input. We measure 

these indirectly by evoking the same change in the system, for example the response to the same 

visual input, under different conditions, e.g. by applying the same stimulation while changing the 

holding potential under voltage clamp (VC) mode, or the holding current under current clamp (CC) 

mode. 

 

In VC mode, the influence of driving force (depending on momentary reversal potential) scaled by 

conductance (depending on activated channels) during a given response will evoke synaptic current 

waveforms of different amplitudes and time-course depending on the holding potential. In CC mode, 

the evoked responses will be recorded as different membrane potential waveforms while applying 

different holding currents. In either case, the most important assumption is that application of the 

same stimuli will evoke “the same” response. 
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Performing a linear regression (Figure 37c) on the voltage and current values coming from different 

holding potentials/currents at each time point, provides a time-varying current-voltage relationship 

(IV characteristic), and thus provides the following important parameters: 

 

1. The slope of the IV characteristic gives the conductance value of the total synaptic input and the 

resting conductance at a given time point 

2.  The intersection on the voltage axis of the IV characteristic during stimulation and the IV curve 

obtained at rest provides the driving force of the total synaptic input, or the effective reversal 

potential. 

3. The intercept of IV characteristic with voltage axis (thus I=0) provides the membrane potential 

value of the actual response (assuming no activation of non-linear channels), e.g. what would be 

observed in CC mode with no applied current (important if recording is done in VC mode) 

 

By repeating the calculation for all the time points during the response we thereby obtain waveforms 

of the input conductance and the momentary reversal potential values (Figure 37e), as well as the 

estimated membrane potential which would be measured during CC recording (I=0). 

 

By subtracting the input conductance Grest from the measured conductance change (e.g. the 

difference between the measured slope and the slope at rest), we then obtain the total synaptic 

conductance at each time point: 

 

5CD? = 5EFMCOJFP − 5JFCK  

 

The estimated synaptic conductance can be described in absolute [nS] values or as the %∆G, referring 

to the percent of change in comparison to baseline (rest). 

 

The phase plot of the %G and the effective reversal potential provides information about the ratio of 

the excitatory/inhibitory inputs, and as well shows at which effective reversal potential the 

conductance change was the highest. 
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Figure 37 Conductance estimation step by step. a. Voltage clamp responses in CC mode overlapped with 

predicted membrane potential (Vm) from VC currents (the intersection of I/V line with x axis in each time step) 

b. Visually evoked currents measured in VC mode in four different holding potentials c. output of linear 

regression in two exemplary time points during recording: during evoked response (circles) and at rest 

(squares). The slope of each I/V line gives respectively Gin at time T marked by dotted line in (a-e) and Grest. d. 

Relative to Grest dGin(t), derived continuously during visual stimulation (repeated linear regression at each time 

point). e. Momentary cell reversal potential Erev provided by the voltage value at crossing point of the Grest. and 

Gin(t) I/V profiles. f. Phase plot of relative delta Gin(t) vs Erev(t), where each point represents 1ms average. All 

the analysis comes from ten repetitions in each condition. After (Borg-Graham, Monier, and Frégnac 1998). 

 

Conductance estimation is usually performed on averaged current/voltage waveforms of several trials 

to reduce the influence of random events and to extract the repeatable circuit response to a stimulus. 

This fact indicates that the resulting conductance represents an estimation of the “true” conductance 

with some standard deviation. Additionally, if the conductance change at a given moment is only 

slightly larger than the conductance at rest, their lines on the IV plane will be close to parallel. Both 

of these factors cause difficulties with precise estimation of the crossing point of the two IV curves 

(Figure 38). To avoid the problem a threshold is often applied (5% threshold in this thesis) on the 

conductance change (Borg-Graham, Monier, and Frégnac 1998) as a condition to make a valid 

estimate of the momentary reversal potential,. to avoid uncertainty of the momentary reversal 

potential and therefore the value of the excitatory and inhibitory components. 
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For example, a cell with resting input resistance of 60 MΩ will have a Grest of approximately 16.6 nS. 

The 5% threshold implies a minimum conductance increase for synaptic estimation of 0.83nS (Gin >= 

16.6+0.83nS). The experimental results show that the 5% threshold is not always reached during the 

response, which leads to discontinuities of the estimated synaptic conductance waveform.

 
Figure 38 need of 5% threshold. Cartoon shows example of big(left) and small(right) conductance change in a 

single time point. In is hard to assess where the two lines on the IV plane for small conductance change cross. 

Note that the lines are based on the averaged signal and therefore, it is not single point which could provide 

equally probable solution. 

 

As a first check of the conductance measurement, we use the estimated conductances to estimate 

the membrane potential that would be observed under current clamp. 

We then compare the estimated membrane potential with the actual stimuli evoked membrane 

potential response. The overlap between the two potentials justifies the assumption about “the 

same” circuit response to the same stimulus (Figure 37 a). 

 

4.1.3. The art of conductance estimation 

 

Although the study of conductance changes has been accomplished by relatively few investigators, 

the results to date have provided important insights into circuit behavior. At the same time, the 

interpretation of the quantitative results needs to be carefully done, in particular after checking on 

the details of the experimental technique and data analysis. For example, what magnitude of 

conductance changes are actually functionally relevant? How can details of the exact method 

influence the result? What are the physiologically relevant parameters? In the following section I will 

try to shed some light into how biased one can be depending on some technological details. 

 

Table 4 (in the end of this section) provides an overview of the literature, focusing on the technical 

details of conductance estimation in in vivo preparations. Different methods of conductance 

estimations were used, including both voltage clamp and current clamp approaches. For both 

protocols, cesium blockers in the patch solution (blocking outward rectifying potassium currents and 

improving access resistance, as well as reducing imperfect space clamp (Brown and Johnston 1983) 
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are frequently added. Overall, most papers provide results from a rather low number of cells, which 

can be explained by the length of the protocol and character of in vivo recording. In some cases, the 

number of both the recorded cells and the cells included in the final analysis is provided. 

 

Currents average or estimated conductance average 

 

During collecting results to the project, it was noted that number of repetitions might influence the 

quality of conductance estimation. This observation can be partially explained by the trial to trial 

variability of the evoked response to the presented several times stimuli. The data set characterized 

by low variability was usually providing good conductance estimation within 10 repetitions of the 

stimuli at each holding potential. In contrast, data set characterized by higher trial to trial variability 

were not providing satisfactory estimation within 10 trials and usually 12- 20 repetitions were 

applied. Intuitively, it can be explained by the conductance estimation method. Once the evoked 

currents were recorded, all trials were averaged (for each probed direction) and based on these 

averaged responses the conductance estimation was performed. The averaging procedure on 

variable data set might lead to underestimation of conductance amplitude and change of the signal 

dynamics. Therefore, it is valid to ask what number of repetitions will provide reliable and 

physiologically probable conductance estimation (which defines good estimation). Further, what 

would be the possible error of the estimation depending numbers of trials integrated? 

 

The answer is important for few reasons. First, in case of low variable data set, the known minimal 

number of trials providing good conductance estimation allows recordings time shortening (so useful 

during in vivo patch!). Second, in case of variable data set (which usually was associated to not the 

best bridge/Rin ratio), collection of higher number of repetitions could potentially improve 

estimations and allow for cell inclusion in a data base. Third, gaining understanding of the link 

between data variability and applied number of stimuli repetition can be one of a criteria taken into 

account during data analysis to include or exclude given recording from analysis. Another question, 

connected to the conductance estimation procedure is the order applied to the averaging and linear 

regression procedure. In other words, if there is a difference between conductance estimated based 

on the current average or based on the averaging of pairwise conductance estimations. 

 

Below, I present a comparison of conductance estimations for the same cell data set. This cell is 

characterized by a relatively low trial to trial variability with respect to the evoked currents (Figure 

39). For both methods the individual trials (10 trials) were first low pass filtered at 200Hz with a 2nd 

order Butterworth filter. Next, the analysis was split in two parts. For the first case, the evoked 

currents and the associated voltage traces (compensated by the uncompensated bridge during 

voltage clamp, or bridge error) were averaged, and the conductance estimation was performed on 

these averaged traces. In the second case, the conductance estimation was performed on each of the 

10 trials of the evoked currents and associated voltage traces (again compensated by bridge error), 

and then averaging the 10 conductance waveforms. 

 



 96 

Figure 40 presents estimation results for Grest and the excitatory and inhibitory conductances, 

depending on the order of the conductance estimation and the trial averaging. For estimation of Grest 

both methods provide the same output. In contrast, for the excitatory and inhibitory synaptic 

components there is a difference in between estimations. For estimations based on averaged 

currents the waveform is less continuous and there are more periods when conductance was not 

assessed due to the 5% threshold, which is imposed during splitting the conductance into its 

excitatory and inhibitory parts. In contrast, the waveforms coming from averaging various pairwise 

possible conductance traces provides slightly more continuous waveforms. This is probably due to 

the fact that the 5% threshold on each conductance estimation eliminates different time periods for 

the different pairs. In some cases, then, the conductance at a given time point will be taken into 

account and in the others not, resulting in a slightly higher mean final waveform. 

 

 
Figure 39. Exemplary Visually evoked currents measured during VC protocol for 1 direction. 10 trials overlapped 

characterized by low trial to trial variability. The mean of SD in each time point was equal 0.043 nA and 0.089 

nA for Currents evoked at -65 and -85 mV holding potential respectively. 

 
Figure 40. Different methods of estimation. Gin (G rest), g exc and g-inh waveforms changes in time depending 

on the order of averaging and conductance estimation. Conductance estimation based on averaged current 

traces (blue) are less continuous than estimation coming from averaging conductance estimations based on 

single pairs of currents traces (red). 

The bootstrap analysis in Anderson et al., 2000, 2001 and other works citing this method (Table 4 

Literature overview of studies using conductance measurements. In bold references of studies 

performed on mouse V1. at the end of the section) is based on several conductance estimations 

which are averaged in the second step. In comparison the analysis of Borg-Graham et al., 1998 and 

other works citing this method first average over at least 10 repetitions of the same stimuli and then 

estimate conductance from the averaged trace. 
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How many trials should be taken into account 

 

To tackle this question, data from an example cell, characterized by low trial to trial variability were 

used. An iteratively increasing number of trials (from 1-10) was integrated in the analysis, exploring 

all possible combinations between trials. Next, the conductance estimation was performed on the 

averaged mean trace resulting from each possible combination. Various conductance estimations 

were compared between each other in each group based on number of averaged trials. First, the 

standard deviation was calculated at each time point between all the estimations. Second, the mean 

of the standard deviations was plotted against the number of trials averaged (Figure 41). Similarly, 

the standard error of the mean (SEM) was calculated and divided by the grand mean to provide 

SEM/mean ratio for each group. 

 

This analysis shows how much each trail added at each averaging step minimized the standard 

deviation and SEM/mean ratio. The 5% threshold for that the example cell was equal to 0.65nS 

(assuming a bridge error of 0). The standard deviation equal to this value (SD=0.65nS) was achieved 

for the 7th trial group and was more almost twice as small for the 9th trial group (SD=0.35 nS). The 

SEM/mean ratio is lower than 5% was already on the group with 5 repetitions, whereas for the group 

of 9 repetitions the SEM/mean ratio is less than 2%. These results suggest that for recordings with 

relatively low variability, 10 trials provide a good quality of estimation. 

To visualize differences in conductance estimation across different groups. Figure 42 presents 

exemplary period of evoked response superimposed on each other. 

 

 
Figure 41. Influence of number of trails integrated in conductance estimation. All three plots present the mean 

standard deviation (in green) and sem/mean ratio (in red) of changes between all possible conductance 

estimations in each group based on number of averaged trials. Data used to these plots comes from cell 2 

recorded 18.11.2017 from one direction (0 degrees). 
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Figure 42 Exemplary plots presenting Gin conductance estimation based on 3,5,7 and 9 trials averaged. The 

same period of time is plotted. Total number of combinations for each group is respectively: 120,252,120 and 

10 combinations. 

 

Bridge error and Input Resistance estimation 

 

We are estimating the conductance based on evoked currents measured in voltage clamp (VC) mode. 

In VC the bridge error cannot be fully compensated (Barbour 2014), which results in an 

underestimation of the actual conductance. We refer to the difference between the bridge 

compensation applied during CC and during VC mode recordings as the ‘bridge error’. This error was 

estimated between VC and CC recordings and applied during the conductance estimation to 

compensate the voltage traces (according to the equation Vcompenated(t)=Vholding- (I(t) * bridge error)). 

The scaling effect of the bridge correction to the estimated conductance is not obvious. Additionally, 

the precise bridge error estimation was a challenging operation during experiment. Over the time 

course of the project, we applied various methods to estimate the correct bridge value. At first, we 

simply compared the bridge compensation applied during VC and CC protocols. The difference in the 

amplifier bridge compensation circuit applied to the first CC protocol after VC measurements would 

then be applied during the conductance estimation. However, this value was not perfect, as both the 

cellular parameters and cell access resistance often changed during the recordings, and a more 

precise value than the one adjusted on the amplifier was needed. We therefore started measuring 

the bridge error much more frequently, in between each CC protocol. Additionally, we measured the 

difference between the bridge value on the amplifier and the one estimated by an exponential fit to 

the voltage response to a current step protocol. Knowledge about these parameters just before and 
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just after the VC recordings was used to calculate the bridge error applied for the conductance 

estimation. The Rin value would be set as the one measured before (and/or after) in CC mode. This 

value was a more precise estimation because it took into account both the bridge differences caused 

by a not fully compensated bridge applied during VC recordings, and any eventual changes in the 

access resistance during recording. These steps undertaken provided an improved estimation of the 

bridge error, thereby improving the plausibility of the conductance estimation. Finally, monitoring 

cellular parameters over the entire recording period enabled us to correct some of the estimations a 

posteriori during subsequent off-line analysis, and therefore draw a more plausible interpretation of 

the results. 

 

Below I present examples of the influence of the bridge error on the evoked conductance estimation 

for three exemplary bridge values (Figure 43) and across several bridge values (Figure 44). A clear 

scaling effect of the bridge error is visible, stressing the importance of a precise assessment of both 

the input resistance and the bridge error during recordings. The correct estimation of the bridge error 

is crucial for data interpretation, with too high and too low bridge errors resulting in an 

overestimation or an underestimation of the conductance, respectively. 
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Figure 43 Scaling effect of bridge error for various parameters of estimated conductance. All data comes from 

cell 2 recorded 18.11.2017. The VC protocols were done with no bridge compensation and the total bridge was 

30 MOhms. Three different bridges values were used to create this cartoon: 5, 20 and 35 MOhm respectively 

to stress the influence of bridge error and Rin estimation to the estimated conductance output. 
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Figure 44 Scaling effect of bridge error. Peak values of conductance estimated and its excitatory and inhibitory 

components (left), their relative to input resistance value (middle), influence on the 5% threshold value (right). 
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Table 4 Literature overview of studies using conductance measurements. In bold references of studies 

performed on mouse V1. 

 
 

  

Reference
animal 

model

anaesthesia 

type

patch clamp 

mode for G 

estimation

Details on the patch 

solution and 

electrode parameters

holding and 

reversal 

potentials

conductance 

estimation 

based on

targeted 

area/cells
stimulation applied how big n?

details on the 

method/comments

Brown T. 

and 

Johnston 

D, 1983

giunea 

pig; slices

- CC and VC cesium ions in patch 

solution

5 Vh in between -

25 and -65 mV

piramidal 

cell in CA3 

region

electrical stimulation 

of mossy fibers

12 cells from 298 recordings one of the first conductance 

estimation paper

Borg-

Graham, 

L., et al., 

1998

cat , in 

vivo

althesin CC and VC 0.5 mM EGTA 5 Vh in between -

50 and -90

based on 

evoked 

currents

cat 

primary 

visual 

cortex

mouving grating and 

flashed bars

7 from 109 CC characterised cells first paper showing big 

conductance changes relevant for 

cell processing

Anderson, 

J., et al., 

2000

cat thiopental 

sodium

CC electrodes 4-15 

MOhm, K-gluconate 

based internal with 

calcium buffers

3-11 Ih in 

between -350-

+200 pA; Ee=0, 

Ei=-85

based on 

membrane 

potential 

values

cat 

primary 

visual 

cortex

4s of optimised 

stimuli grating

25 from 49 recordings on various 

holding currents; conductance 

estimation in 14 cells was paired with 

visual stimulation and 11 cells with 

LGN electrical stimulation;( 12 simple 

and 13 complex cells in total), 

additionally in 5 cells contrast 

dependence was investigated

Bootstrap analysiswas used for 

conductance estimation, first 

conductance estimation was done 

and after the fit over all possible 

estimations provided G waveform 

in time

Anderson 

J., et al., 

2001

cat thiopental 

sodium

CC 7-12 MOhm 

electrodes,0.5 EGTA in 

internal solution

4-5 Ih in between 

-200-

+100pA,Ee=0; Ei= 

-80

based on 

membrane 

potential 

values

cat 

primary 

visual 

cortex

2Hz grating 

optimised for spatial 

frequency, changing 

contrast and lenght 

of the bar

33 cells from 52 recorded;19complex 

and 14 simple;22-end-inhibited; 26 

cells for conductance estimation 10 for 

contrast influence

Bootstrap analysiswas used for 

conductance estimation, first 

conductance estimation was done 

and after the fit over all possible 

estimations provided G waveform 

in time

Borg-

Graham 

L., 2001

turtle, 

retina ex 

vivo

- CC and VC 5MOhms, 11mM EGTA 

in internal solution

two Vh= -60 or -

90 or Ih=0 or in 

between -30 and -

50pA

based on 

evoked 

currents and 

membrane 

potentials

patched 

ganglion 

cells

grating spaced at 22 

deg

19 cells from 34 recorded in VC cells mixed estimation coming from CC 

and VC recordings method based 

on Graham et all 1998

Taylor, R. 

and 

Vaney, D., 

2002

rabit, 

retina ex 

vivo

- CC and VC 4-8 MOhm, 1mM Cs-

EGTA in the internal 

solution

Ee=0, Ei=-65 based on 

evoked 

currents

patched 

ganglion 

cells

12 directions spaced 

at 30 degrees

28 cells as in Graham et al 1998

Monier, C. 

et al., 

2003

cat, in vivo althesin CC and VC electrode resistance 3-

5 Mohm, 0.5mM EGTA 

in patch solution,Rs<40 

Mohm

G decomposied 

on 3 

conductances: 

Ee=0; Ei=-80; 

Ei2=-95 mV

based on 

evoked current 

and voltages

blind 

patch in 

V1

Full field moving 

gratings

51 simple cells, 32 complex, 5 

unclasified

mixed method based on Graham 

et all 1998 and Anderson et all 

2000

Wehr, M. 

and Zador 

,A., 2003

rat 

auditory 

cortex

ketamne, 

medetomidine

VC in half of recorded cels 

QX-314 was added to 

internal solution,

3-5 Vh values, 

Ee=0, Ei=-85

based on 

evoked 

synaptic 

currents

primary 

auditory 

cortex

varying in frequency 

and intensity sounds

n=62, 32 with sodium channel blocker modified method based on 

Graham et all 1998

Tan, A. et 

al., 2004

rat in vivo pentobarbital VC 7 MIhm electrodes, 

EGTA in patch 

solution; 25-60 Rs 

compensated and 

resulting in the error 

15-30MOhms

Ee=0, Ei=-70 (or -

60 or -80 mV)

based on 

evoked 

currents

primary 

auditory 

cortex

varying in frequency 

and intensity sounds

n=39

Priebe, N., 

Ferster, 

D., 2005

cat area 

17

ketamine, 

acepromazine, 

halotane

CC 8-12MOhms 

electrodes,calcium 

buffers present in 

patch solution, for part 

of recordings sodium 

channlels blockers 

used

3 Ih=0, -100,-200 

pA; Ee=0, Ei=-85 

or if blockers 

used -70

based of 

membrane 

potential 

values

blind , 

area 17

RF mapped, stimulus 

intensity recorded

n=11 for conductance 

measurememnts

metod similar to Anderson et all 

2000

Wilent, B., 

and 

Contreras, 

D., 2005

rat in vivo pentobarbital, 

buprenorphine

CC Qx-314 in internal 

solution

Ee=0, Ei=-75mV based on 

membrane 

potential 

values

somatose

nsory 

cortex, L3 

and 4

whisker stimulation 

at different 

directions

n=14 only partial description of exact 

method provided

Liu, B-H., 

et al.2011

mouse in 

vivo

urethane 

(1.2g/kg), 

chlorprothixene

VC 10mM EGTA, MK-801, 

25-50Mohms Rs, 4-

6Mohms resistance 

electrodes, cesium in 

electrodes for VC

two Vh at 0 and -

70mV

based on 

evoked 

currents

L2/3 

simple 

cells, V1

drifting grating n=12 method as in Wehr & Zador 2003

Tan, A., et 

al. 2011

mouse c57 

5-12 

weeks, 

female 

cats in 

vivo

pentobarbital, 

chlorprothixene 

for mouse; 

ketamice, 

acepromazine, 

sodium 

thopental for 

cats

VC and CC 5-10 Mohm 

electrodes, o,5 EGTA in 

patch solution, for 

synaptic exc and inh Cs 

was added in the 

solution; Rs was in 

between 30-100 

Mohm in CC and 30-60 

MOhm in VC

Vh - 80 for Epsc 

and +10 for Ipsc

based on both 

evoked 

currents and 

membrane 

potential

blind 

patch, 250-

650 um 

below 

surface, in 

V1

2 Hz 90% contrast 

grating, 12 directions

7 from 11 cells in VC in mouse, 

additional 10 cells recorded in CC mode 

for mouse (17 in total), 21 for cat

method as in Wehr & Zador 2003

Heider, 

B., et al. 

2013

c57 bl 4-6 

weeks in 

vivo

chlorprothixene 

and urethane 

or 

isoflurane(0.25-

1%), awake

LFP, whole 

cell patch and 

conductance 

measuremen

ts

electrode resistance 4-

7mOhm, 0.1 EGTA in 

patch solution, Rs<50 

Mohm

Vh=-80 and 

+10mV

based on 

evoked 

currents

L 2/3 of V1 4 directions for 

preferred and 

orthogonal 

orientation

n=14 for both awake and 

anaesthetized group, n=5 for 

anaestetised and n=8 for awake

method as in Wehr & Zador 2003
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4.2. Conductance changes underlying visual processing 

 

4.2.1. Early findings on cat primary visual cortex 

 

Observation of conductance changes during a given activity provides knowledge about the synaptic 

input to a cell from the network. Describing the amplitude and the dynamics of the evoked excitatory 

and inhibitory synaptic components enables reasoning about neuronal processing mechanisms 

(Higley and Contreras 2006; Wilent and Contreras 2005; M. S. Wehr and Zador 2003). On the other 

hand, the ability to observe the cell output dynamics - e.g. spikes, the sub - threshold membrane 

potential and spikes during the same activity while knowing the underlying conductances enables a 

description of functional cellular properties and thus a reasoning about the biological mechanisms of 

neuronal processing. 

 

Theoretical models have predicted that balanced excitation and inhibition might play role in cellular 

processing (Michael N. Shadlen and Newsome 1994; M. N. Shadlen and Newsome 1998). Large 

visually evoked conductances (113 ±58% relative to Grest) were shown to contribute substantially to 

cellular processing in cat visual cortex (Borg-Graham, Monier, and Frégnac 1998). The high visually 

evoked conductance was shown to contribute to the cell spiking output and demonstrated that 

inhibition might not only have suppressing character but also and more precisely a divisive effect. 

Subsequently, conductance measurements were made in several cortical areas in order to investigate 

possible mechanisms of cellular and circuit processing. 

 

In cat visual cortex (Jeffrey S. Anderson, Carandini, and Ferster 2000) investigated the conductance 

changes while changing the orientation and contrast of drifting gratings. This work demonstrated an 

increase of conductance up to 300% together with contrast increase. However, the evoked 

conductance increase was highly variable between the cells. Additionally, authors claimed that the 

biggest conductance changes occurred for the preferred orientation in a majority of cells (tuning 

based on spiking output). In a group of 11 cells, 4 showed a different preferred orientation between 

conductance and the spike output, but the difference was smaller than 30°.  

These authors concluded that the magnitude of the increase for inhibitory conductances was higher 

than excitation, and that the tuning for both components is similar to the tuning of the membrane 

potential and spike output. 

 

The same team investigated conductance changes underlying length tuning in cat visual cortex 

(Anderson et al.2001). Length tuning was shown in 50% of simple cells and 75% of complex cells. The 

peak tuning of spikes and membrane potential response was always below 5° stimuli size. This work 

demonstrated that in cells tuned to stimulus length, long stimuli evoked both an increase in inhibition 

and a decrease in excitation, when compared with optimal stimuli. 

Another feature of cells in cat visual cortex that has been investigated in the context of underlying 

synaptic changes is direction selectivity. Similarly to the case of orientation tuning, excitation and 
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inhibition were shown to be tuned for the same direction, evoking the highest amplitude changes for 

the preferred direction of movement (Priebe and Ferster 2005). However, it is important to add that 

the difference between preferred and null directions were not statistically significant for both the 

excitatory and inhibitory components. Moreover, the temporal interplay between excitation and 

inhibition was confirmed to be nearly at opposite phases (164° difference). 

Visually evoked conductance changes in the context of direction and orientation tuning was also 

presented in (Monier et al. 2003). 

 

These authors compared excitatory and inhibitory synaptic conductance tuning to spike-based tuning 

for both direction and orientation. Their overall conclusion was that these tuning relationships were 

diverse, describing three patterns: 

 

1.Excitatory and inhibitory tuning the same as spiking one 

 

2. Excitatory synaptic input co-tuned with spiking, while inhibitory synaptic input tuned with non-

preferred stimulus orientation/direction 

 

3. Excitatory and inhibitory parts tuned to non-preferred stimulus orientation/direction. 

 

 
Figure 45 Three patterns of co tuning present in cat visual cortex for orientation (top) and direction (bottom) 

selectivity. Top row in each panel contains results based on conductance measurements, showing three 
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possible patterns of tuning in comparison to spiking response. PP, P-NP and NP-NP corresponds respectively to 

group 1, 2 and 3 (main text). Lower row of each panel contains results from current clamp estimations. 

 

Both for orientation and direction tuning, the most frequent tuning behavior (70% of cases) was the 

one when the synaptic input is in agreement with the spiking tuning. However, the synaptic input 

tuning was always less sharp than the spiking one. The second group constituting around 20% of 

cases, with the inhibitory synaptic input less sharply tuned than excitation. 

 

The least common was the third group (around 10%), where the inhibitory input was slightly more 

tuned to the null direction as compared to the excitatory input, even if both were less tuned to the 

preferred direction as compared to the null direction. The cells from the first group was characterized 

by the highest direction selectivity index (measured on spiking output - 0.76±0.25) compared to the 

two other groups, which showed a direction selectivity index around 0.2. These authors also analyzed 

the temporal overlap between excitatory and inhibitory components, defining a temporal overlap 

index based on cross-correlation between the inputs (TO, where a TO index of 0 was interpreted as 

an anti-phase shift, or 180 degrees, between the components, and a TO equal 100 would mean that 

both components are in phase). 

 

For the 1st group of cells, characterized by excitatory and inhibitory tuning in agreement to the spike 

tuning, the excitatory and inhibitory parts were out of phase for the preferred direction/orientation, 

and in phase for the non-preferred stimulus. For the other two cell groups a high overlap between 

synaptic inputs components was demonstrated. 

 

Presented synthesis of synaptic input underlying tuning in cat visual cortex is only partially related to 

our work on mouse but provides a context of observed synaptic inputs, their dynamics as well as 

methodology used. Presented in the thesis data from mouse V1 were collected on the preferred 

direction. 

 

4.2.2. Conductance changes in mouse primary visual cortex 

 

Results from cat visual cortex provide an important context to our studies on the mouse, even if these 

species are known to have a different spatial functional architecture of cells in the cortex (Kaschube 

2014). Specifically, the visual cortices of cats, ferrets and higher mammals’ cells show a so called 

‘pinwheel’ cortical organization, where similarly tuned cells are close to each other, creating areas 

tuned for a given direction/orientation of stimuli. In contrast, lower mammals including rodents show 

a ‘salt and pepper’ organization of the cortex, where cells seem to be randomly distributed across the 

cortical space. Taking into account that in general the connectivity of cells is high between 

neighboring cells, decreasing with the distance, it is valid to compare the synaptic inputs in these two 

different scenarios to find out how tuning arises in each architecture. Intuitively, the different 

architectures presumably could lead to different synaptic connectivity arrangements, which for 
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mouse could be less random than in cat (where the spatial arrangement of cells is not random). This 

difference in the randomness should be apparent at the level of synaptic input to the cell, for example 

possibly as the tuned synaptic input.  

 

Two papers investigated orientation selectivity in mouse visual cortex based on conductance 

measurements (A. Y. Y. Tan et al. 2011; B. Liu et al. 2010)under anesthesia. The comparative study of 

Tan et al 2011 presented results from both cat and mouse neurons. In general, mice orientation 

selectivity was much weaker than cats, with the orientation selectivity index (OSI) based on evoked 

spiking rate between 0.4 and 1 for cats, as compared to 0 to 0.8 for mice (0 means that the cell 

responses are equal for all orientations, and 1 indicates sharp tuning for one orientation). 

Additionally, the distribution of cells with different OSIs was flat for mice, whereas for cats cells with 

high OSI were dominate (Figure 46 A). The OSI based on membrane potential changes showed a 

lower selectivity as compared to spikes for both cat and mice, but still the difference in the tuning 

was clear between species (Figure 46 B). The majority of mice cells had an OSI for the membrane 

potential between 0 and 0.2, whereas for cats the OSI was between 0.2 and 0.4. With respect to 

conductance changes, both excitation and inhibition were tuned the same as the membrane 

potential for mice, with the OSI index for excitatory and inhibitory components similar to each other 

and to the OSI of the membrane potential. 

 
Figure 46 Orientation selectivity index distribution in cat(black) and mouse(grey) visual cortex. A. OSI 

distribution based on the spiking rate response B. OSI distribution based on the membrane potential changes. 

(modified after Tan et al. 2011). 

 

An analysis of the selectivity of the response over its time course showed that the OSI index is fairly 

stable from the very beginning of the response in the mouse. The excitatory and inhibitory evoked 

conductance and the membrane potential was compared for different orientations in 25 ms periods 

between the onset and offset of stimuli, showing that overall synaptic input components shared the 

orientation selectivity of the spike output. Moreover, these authors noticed an adaptation 

component in the synaptic input. Comparison of the maximal peaks occurring during the first 0.5 s of 

the response and the last 0.5 s (total stimulation time 1.5 s at 2Hz) of the excitatory and inhibitory 

waveforms (assigned to the orientation evoking maximal conductance change) showed adaptation in 
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both components. In 30% of cells the adaptation was similar, with larger adaptation for inhibition in 

the remaining 70% of cells. In contrast, neurons in cat visual cortex did not show statistically 

significant adaptation. 

 

The visually evoked changes of excitatory and inhibitory synaptic components differ between the 

two species. The response of the components for the preferred orientation stimuli for simple cells 

was temporally shifted for cats. In agreement with previous papers investigating synaptic dynamics 

underlying orientation tuning in cat, the phase shift was close to 180 ° (on average 157±7°). In 

contrast, these components were overall in phase in mice, with a majority of cells showing a phase 

shift less than 30°(average shift was 39±12°) (Figure 47). 

 

 

Figure 47 Temporal interplay of excitatory vs inhibitory synaptic components in cat and mice. A. Distribution 

of phase shifts in cat and mice neurons (estimated as the difference between phase angles measured at 2Hz) 

(modified after Tan et al. 2011). B. Exemplary excitatory (Ex) and inhibitory (In) currents evoked in response to 

sinusoidal grating (bottom). Scale bar: 0.11(Ex)/0.3(in) nA, 200 ms. C. Distribution of difference in temporal 

phase in mouse neurons Temporal shift assessed by performing Fourier transform (modified after Liu et al. 

2011)) 

 

The work of Liu at al 2011 also investigated synaptic input underlying orientation selectivity in mouse 

primary visual cortex. The group focused on simple cells, which are present mainly in L2/3 of mouse 

V1 (B. Liu et al. 2009). Similarly to the findings of Tan et al. 2011, this work reported OSI values 

between 0 and 0.4 based on membrane potential changes. On the other hand, they reported higher 

and therefore more tuned OSI values based on the spiking rate response, ranging between 0.3 and 1. 

All simple cells in the study were considered by the authors as selective (as their OSI based on spikes 

was higher than 1/3)(B.-H. Liu et al. 2011). 

 

The conductance change in simple cells was measured and the peak amplitude of synaptic 

components compared to construct tuning curves. The orientation dependence of the peak excitation 

was weak (OSI ~0.25), with a lower index for the inhibitory component. These authors also reported 

a general balance between excitation and inhibition, expressed as the I/E ratio, on average 2.1±0.88 

defined by comparing peaks of inhibitory and excitatory conductance evoked by the same stimuli 

averaged per cell. 
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The temporal interplay between the synaptic components was established to be in phase – with a 

phase shift below 30° in a majority of simple cells (based on the peak response) 

 (B-

H.Liu et al.2011)). 

 

In summary, both studies in the mouse describe excitatory and inhibitory conductances as 

synchronous waveforms with a low OSI, in contrast to results from the cat. These studies do not 

provide any direct information about the amplitude of evoked conductance change, though an 

examination of the figures suggests rather low amplitudes of the peak conductances, with estimated 

ranges of 0-3nS for Ge and 0-8 nS for Gi (B.-H. Liu et al. 2011), and 0-10 nS for both Ge and Gi (A. Y. Y. 

Tan et al. 2011). Interestingly, the inhibitory component was frequently lower in amplitude than the 

excitatory part (A. Y. Y. Tan et al. 2011), suggesting an I/E ratio below 1. In contrast, as mentioned (B.-

H. Liu et al. 2011) estimated an I/E ratio of around 2 based on the peak inputs. It is possible that some 

of these differences between the findings might be due to the technical details as well as different 

anesthesia protocols (look Table 4). 

 

A bit different point of view is presented in (Haider, Häusser, and Carandini 2013). This work compares 

spatial selectivity and conductance changes in mouse V1 in both anesthetized and awake animals, 

reporting that spatial selectivity is much stronger and characterized by a faster onset in the awake 

state. Visually evoked conductances were dominated by inhibition in the awake condition, whereas a 

similar amplitude of the excitatory and inhibitory components was seen in anesthetized animals. 

Interestingly, these authors comment that the overall input conductance Gin did not differ between 

awake and anesthetized condition, both at rest and during the visual response. This suggests that, 

the ratio between excitation and inhibition needed to be changed between the two conditions. 

Indeed, the authors demonstrated that in the anesthetized group, after stimulus onset excitation and 

inhibition showed similar amplitudes of conductance change (ratio ~1). In contrast, during 

wakefulness, inhibition change was 1.4 to 2.9 times larger than excitation change. Moreover, both 

response onset and offset were much more rapid in the awake state, with a total response duration 

of less than 200ms (whereas it was prolonged up to 500 ms for anesthetized conditions). In awake 

conditions, the evoked excitatory component was characterized by a lower amplitude and inhibition 

dominated for all stimulus directions. Interestingly, in response to the brief 100ms visual stimuli used 

in the study, the evoked conductances were similar between all the recorded cells (n=14), evoking 

conductance changes relative to Gin of around 20% (with low standard deviation for awake 
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conditions). In both conditions, the measured amplitude for excitatory and inhibitory evoked 

conductance was between 0-5 nS. This work provided convincing data about changed brain dynamics 

influencing synaptic conductance changes seen at the level of changes E/I balance and response 

dynamics. 

 

Another study in awake mice reports differences in evoked conductance between quiet wakefulness 

and locomotion (Bennett, Arroyo, and Hestrin 2013). The study found that that visual response during 

locomotion is enhanced in comparison to quiet state. During locomotion the response was 

characterized by higher amplitude, with lower trial to trial variability. The authors reported E/I ratio 

that favored inhibition. Conductance changes were averaged across stimuli windows, with reported 

values of 0.5 nS for Ge and 0.9 nS for Gi during quiet wakefulness, and 1.2 nS and 1.5 nS for Ge and 

Gi respectively for the moving state (n=8 cells examined in both states). Additionally, the effective 

reversal potential was more depolarized during the moving state as compared to quiet wakefulness. 

 

Although, the results of (Haider, Häusser, and Carandini 2013) and (Bennett, Arroyo, and Hestrin 

2013) might seem contradictory, it should be noted that the visual stimulation and the recording 

conditions were different. Haider at al used short 100 ms visual stimulation, whereas Bennet used 

much longer stimulation of 1.2 s. Additionally, Haider was comparing two different states – awake 

and anaesthetized whereas Bennett was comparing between two awake states. Both studies 

reported estimated conductances that were lower to those obtained in the anesthetized cat. 

Additionally, in agreement to (Haider, Häusser, and Carandini 2013), the work of (Bennett, Arroyo, 

and Hestrin 2013) reported a prevalence of the inhibitory component in both awake states. However, 

the difference between the excitatory and inhibitory components during locomotion was smaller 

than in quiet wakefulness, and the difference of each component between states is higher for 

excitation. Thus, during locomotion, the excitatory component relative to the quiet wakefulness 

changes increases more than the inhibitory component, as reflected in a more depolarized effective 

reversal potential. These studies stress the presence of different E/I ratio associated with different 

brain state.  

 

Studies investigating conductance changes underlying feature selectivity in other modalities have 

been done by other groups (M. Wehr and Zador 2005; Higley and Contreras 2006; Wilent and 

Contreras 2005; M. S. Wehr and Zador 2003). In summary, several different patterns of conductance 

change have been described. For example, in auditory cortex inhibitory inputs were tuned similarly 

to excitation (showing a bit wider tuning) (M. S. Wehr and Zador 2003; Wu et al. 2008). In contrast, 

to the evident temporal interplay demonstrated in the cat visual cortex, the excitatory and inhibitory 

components were shown to be strongly synchronized in rodent somatosensory (Higley and Contreras 

2006) and auditory (M. S. Wehr and Zador 2003) cortex, with only a short (but possibly important 

with respect to circuit function) latency of inhibition. Interestingly, response lag in auditory cortex 

was not dependent on the sound frequency(M. S. Wehr and Zador 2003), whereas in somatosensory 

cortex the lag between excitatory and inhibitory part seems to be stimulus dependent (Wilent and 

Contreras 2005). 



 110 

 

In summary, visually evoked conductance changes in the cat are characterized by a substantial 

temporal interplay between excitation and inhibition, overall supporting a push pull model, at least 

for simple cells. Substantial evoked conductance changes, on average around 150%, are present, with 

a clear tuning. 

 

In contrast, in mouse visual cortex the neuronal response is less selective (at least in case of 

orientation tuning) and there is no clear phase shift between the synaptic components. Additionally, 

inhibition was shown to be even less selective (more broadly tuned) than excitation. Although, there 

is prevalence of inhibition in the awake state, overall the amplitudes of changes are smaller than 

those measured in cat. Although the previous studies investigated the conductance orientation 

tuning and some aspects of dynamics of excitatory and inhibitory components, it is worth to stress 

that exhaustive description of visually -evoked synaptic input description was missing. The qualitative 

and quantitative description of visually-evoked synaptic input is one of the goal of this work and it is 

planned as a separate publication. 
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4.3. Investigation of synaptic input changes in light anesthesia conditions: 

experimental results 

 

While the literature provides a basis for understanding the biophysics of synaptic conductances with 

respect to visual processing, the results to date do not present a totally consistent perspective. 

Reported values of conductance changes in the mouse (A. Y. Y. Tan et al. 2011; B.-H. Liu et al. 2011; 

Haider, Häusser, and Carandini 2013; Bennett, Arroyo, and Hestrin 2013) are relatively low in 

comparison to values presented in cat (Jeffrey S Anderson et al. 2014; Frégnac et al. 2003; Borg-

Graham, Monier, and Frégnac 1998). Some of these changes in amplitude might be due to different 

visual stimulation used in different studies. Additionally, brain state seems to influence the findings 

(Haider, Häusser, and Carandini 2013; Bennett, Arroyo, and Hestrin 2013). In that regard, in this thesis 

I will present the experimental results of conductance measurements performed in mouse visual 

cortex, in low anesthesia condition. 

 

In our studies 0.25% isoflurane was used, in conjunction with the sedative chlorprothixene 

hydrochloride. This combination enables recording of brain activity that closely resembles the quiet 

awake state (Bennett, Arroyo, and Hestrin 2013). Our responses were characterized by low trial to 

trial variability between stimuli repetitions and rapid latencies for both onset and offset of the stimuli 

of below 200 ms, similarly to those reported in the awake state (Haider, Häusser, and Carandini 2013). 

 

4.3.1. Conductance change in mouse V1 – experimental results. 

 

4.3.1.1. Criteria for including/excluding cell for analysis 

 

The results presented in the following two chapters come from cells characterized by both reliable 

conductance estimation and dynamic clamp (DC) mode protocols. Conductance estimation in each 

cell was based on at least 10 repetitions of visual stimuli was recorded during collection of evoked 

currents during the VC part of protocol. Another condition considered estimated conductance 

contribution to the membrane potential changes. If at least partial overlap between the traces of 

averaged visually evoked potential and estimated membrane potential (based on measured 

conductances) was present, the cell was included in the data. Additionally, in all the cells DC protocols 

were performed (results in chapter 5). The averaged membrane potential dynamics induced by 

introducing measured conductance waveforms (with no prior modification) was compared with 

visually evoked one. The data set is characterized by 67  ±  20% overlap of voltages and spiking 

observed approximately at similar spike times (detailed results in chapter 5). Minimal number of 8 

points (8 different recording condition) was set to construct basic I/O transfer function. Figure 48 

show the distribution of cells according to the number of GER protocols (DC probed conditions) 

performed per cell. On average 35 conditions were probed which provided a dense data grid for I/O 

transfer function construction.  
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In total, 62 cells were included in the data set presented in the thesis, which allowed for the 

construction of 95 different I/O transfer function, and come from 47 animals (220 animals were used 

during total duration of the project). In some cells with sufficiently stable recordings, transfer 

functions were derived from different stimulus sizes and /or conductance filtering. 

 

 
Figure 48 distribution of all the cells containing DC recordings depending on number of GER files, which provide 

the number of tested E/I ratio conditions tested per cell. From 81 cells on which the attempt to perform DC 

recordings was done 62 fulfilled the inclusion criteria. 

 

One indicator of the recording quality is a low VC bridge error/Rin ratio (fig VC relative bridge error 

statistics). The ratio describes the relative to input resistance difference between access resistance 

compensation present on amplifier during VC measurements and the fully compensated during CC 

recordings (bridge error). On average the ratio was equal to 0.54 ±  0.31 (mean and SD)(Figure 49). 

 

 
Figure 49 VC Relative Bridge Error Statistic assessed for each I/O transfer function 

 

Recordings come from superficial cortical layers- mainly layer 2/3 and 1. The mean depth of recording 

was assessed to 146 ± 109,4 µm (mean and SD) based on the position of the tip of the electrode in 

the tissue. The depth of recording was estimated based on the manipulator position. Ranges of 

cortical depths are adopted from in vitro work of (Xu et al. 2016) and are color coded according to 

the layer (grey – unspecified, green-L1, blue-L2/3, purple-L4, red-L5a). Figure 50 presents the 
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distribution of the cell across cortical layers and the plot describing type of the cell assessed during 

data analysis. 

 

Cell type was assessed based on the spike shape characteristics as Fast Spiking (FS) or Regular Spiking 

(RS). If the bursts were present during current step protocol (steps of increasing amplitude), the cell 

is described as bursting and is included in RS group. 

Together, the data set contains: 48 regular spiking (including 7 bursting cells), 7 fast spiking and 7 

unspecified cells (no recording allowing type assessment). 

 

 
Figure 50 Cell distribution across cortical layers and cell type. Bars of the histogram are color coded according 

to the layer (legend with depth ranges used written). Bars in between layers are marked by intermediate color 

to stress the approximated character of the measurement. Each bar indicates 20 µm intervals. The first bar 

shows the cells for which the depth of recording was not measured. 

Depth of recording did not influence cell parameters or quality of measurement (Figure 51). No 

relationship or clusters are visible on the plot relating cell parameters vs. recording depth. The means 

and SD for cell parameters and bridge error presents Table 5. Figure 52 shows distribution of cell 

input resting resistance, conductance and membrane potential. These parameters were measured 

several times during the recording. Center of the linear regression to all the points is shown in the 

distribution to provide average parameter value with no influence of the number and time of taken 

measurement. 
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Figure 51 Lack of depth influence to the recording and cell properties. Recordings for which depth was not 

provided are also included in the plots (at 0) 

 
Figure 52 Statistics of resting potential and resting input resistance and conductance (based on several 

measurements collected over entire recording duration). 

Table 5 Mean and SD of cellular and recording properties for a data set measured at the beginning of recording. 

 

 

4.3.1.2. Stimuli -evoked conductance changes 

 

Resting 

potential [mV]

Input resistance 

[mΩ]

Membrane 

capasitance [pF]

Membrane time 

constant [ms]

Input resistance 

[nS]

bridge correction applied 

on amplifier [mΩ]
total bridge

depth below 

surface [um]

Mean -83,60 81,21 0,22 15,02 17,28 41,81 46,54 146,34

SD 10,18 44,98 0,09 8,11 8,75 25,06 27,44 109,45
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Gin evoked changes: 

 

Evoked conductance changes in response to 0.5 s grating visual stimulation were analyzed in both 

absolute [nS] terms and relative to resting conductance (Grest) (Figure 53 ). Absolute values for 

conductance changes were in the range of 6-72 nS measured at the maximum peak for each cell after 

low – pass filtering the traces at 20 Hz. The mean and SD was respectively: 26.19 ± 15.17 nS 

respectively and the median: 20.92 nS. The relative amplitude of Gin peak was 1.12-4.58 times larger 

than conductance before stimuli onset (12-458%). The mean ∆G was equal 83% ± 65% (median: 66%). 

The distribution of ∆G shows variability of evoked changes. ∆G values looks different if instead of the 

maximal peaks the whole conductance change would be averaged over the time of stimuli (Figure 

54). The relative conductance change varied between 0.2 and 9.83 with mean of 2.09 ±1.79. The 

difference between the peak of evoked conductance and the average evoked conductance for each 

cell suggest that the evoked conductance waveforms contained many peaks. 

 

Additionally, the average change of conductance relative to the resting state increase was 0.02-0.89 

(mean and SD:0.16±0.13). 

 

Next, evoked conductance was split in excitatory and inhibitory component based on the value of 

momentary reversal potential for all time points when the ∆G was bigger than 5%. The absolute 

range of excitatory peaks was in between 0.53-12.49 nS with the mean and SD of 3.14 ± 2.09 nS 

(Figure 53). The relative excitatory conductance change was in the range of 0.06-0.86 with mean of 

0.23 ± 0.14. The excitatory conductance averaged over entire stimuli duration value was on average 

0.65 ± 0.46 nS and 0.05 ±0.03 (absolute and relative to Grest value respectively) (Figure 54). Thus, the 

average value of evoked excitation at the peak was almost 5 times higher than on average (both for 

absolute and relative values). 

 

Inhibitory component changes were characterized by higher amplitudes. The absolute values (Figure 

53) of measured inhibitory conductance were between 0.78 and 41.94 nS with the mean and SD of 

9.74 ±9.74 nS. Relative inhibitory conductance evoked was between 0.09-3.58 with the mean and SD 

of 0.69 ±0.62. Quite big standard deviation value in comparison to the mean points to the wide 

distribution of all conductance changes. The inhibitory conductance averaged over entire evoked 

response (Figure 54) was on average 1.44 ±1.57 nS which was on average 0.11 ±0.12 of Grest. The 

peaks for inhibition were approximately 6.5 times higher than the average inhibitory value. 
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Figure 53 Statistics of peaks of evoked Gin, Ginh and Gexc. Relative conductance measures are taken with respect 

to the resting conductance Grest. The difference between the peak values of the evoked Ginh and Gexc are 

statistically significant (p<= 0.001). 
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Figure 54 Statistics of averages of evoked Gin, Ginh and Gexc. Relative conductance measures are taken with 

respect to the resting conductance Grest. The difference between the average values of the evoked Ginh and 

Gexc are statistically significant (p<= 0.001). 

 

The distribution of momentary reversal potential Figure 55 at the maximal ∆G values shows that the 

maximal change occurred usually in the proximity of cell resting potential suggesting the prevalence 

of shunting inhibition in the evoked visual response. Although comparison of the means of resting 

potential and Erev at maximal value of ∆G (-55 ± 13.28 mV) shows that the Erev was almost always 

more depolarized than the cell resting potential (by mean of 22.16 ±14.48 mV). 

 

 
Figure 55 Statistics of the effective synaptic reversal potential (Erev) at the peak of the cell input conductance 

during the visual response. Left: Exemplary phase plot of reversal potential vs evoked delta G during visual 

stimulation. Red arrow marks the maximal change of delta G, green arrow points to cell resting potential (-

75mV for this cell example). Middle: Distribution of potential values associated with the peaks of the cell 
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conductance across whole cells population. Right: Distribution of the difference between cell potential at the 

peak conductance change and resting potential (voltage value indicated by red-green arrow) across cell 

population. 

E/I ratio: 

 

The interplay between excitation and inhibition might influence the synaptic output. However, the 

relation between the two components during the visually evoked response is highly variable between 

different cells, and thus difficult to describe in terms of canonical nmodel. The relation between 

excitatory and inhibitory maximal response to visual stimuli is presented at Figure 56. The inhibitory 

peaks were always higher than the excitatory one, which is visible only positive rations of I/E ratios 

(peaks) and range from 0.49 to 13.5 (Figure 56, left inset histogram). On average inhibition peak was 

3.3 ± 2.49-fold higher in amplitude (mean and SD) than excitatory maximal peak during the response. 

It is worth to stress that the two peaks of excitation and inhibition were usually not occurring in the 

same time point during the response. 

 

If we look at the I/E statistics more globally and compare the averaged component response during 

the whole stimuli duration the I/E ratio range between 0.16-22.25 with mean of 3.06 ± 3.81 (mean 

and SD) (Figure 56, right inset). However, the distribution of ratios is more focused around the 

median (1.80) and majority of cell averaged over response I/E ratio is below 5. 

The scatterplots of inhibitory and excitatory ratios (expressed as amplitude or average value) 

visualize the variability of I/E ratios within our dataset. There is no clear relationship between the 

peaks of excitation and inhibition within a cell (correlation coefficient 0.4) nor the averaged values 

(correlation coefficient 0.2). 

 

 
Figure 56 Excitatory an inhibitory component peak values (left) and averaged over the time of stimuli values 

(right). The insets present distribution of E/I ratios based on the amplitude of the peak and averaged values 

(left and right respectively). The differences between the average values of the distributions, and between the 

peak values of the evoked Ginh and Gexc, are both statistically significant (p<= 0.001). No clear relationship 

between excitatory and inhibitory synaptic component is seen at the cell population level.  
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E/I tight balance description: 

 

During recordings it was noted that the excitatory and inhibitory component waveforms have 

different dynamics. Therefore, it was decided to investigate this topic further in the context of tight 

balance between synaptic components (Viltart et al. 2018). First, the cross-correlation of the 

excitatory and inhibitory waveforms was performed, showing a wide distribution of correlations 

coefficients (Figure 57) and peak lag for the data set (Figure 58). The average correlation coefficient 

was 0.61 ± 0.16 (SD) and ranges from 0.18 to 0.88 pointing to variability of relationships between 

synaptic input components. Additionally, there were no situation when the two components would 

be following each other or completely out of phase, which would be described by correlation 

coefficients of 1 and 0 respectively. 

 

The average lag between the peaks was 25 ±23 ms and was not statistically significant. Moreover, 

the extremely wide distribution of time lag between excitatory and inhibitory component stress the 

dynamical variability of the components.  

 

 
Figure 57 Gexc - Ginh Cross Correlation distribution stressing variability of dynamics of both components during 

visually – evoked response. 

 

 
Figure 58 The average lag between Gex and Ginh peaks (ms), about 25 milliseconds, is not statistically 

significant. Note the wide distribution of lags in the population. 
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Next, the power spectra of the both components were analyzed. Normalized Fourier transform 

output was compared by finding the center of mass (COM) of each component. The distribution of 

center of mass for excitatory and inhibitory components is displayed at the Figure 59 (top row). The 

mean center of mass for inhibitory is equal to 8.42 ±6.12 Hz, whereas for excitatory component 5.47 

± 4.33 Hz. Comparison of the means suggest that the inhibition waveform is characterized by higher 

frequencies than the excitatory one. This difference was validated by calculating the difference of 

the COM of the components for each cell. The wide distribution shows various relations between 

components. Both positive and negative, as well as equal to 0, values are present in the data set. 

However, on average the difference was -2.95 ±4.47 Hz (statistically significant difference, p<=0.001), 

thus that inhibition had higher frequencies than excitation. 

 

Additionally, to be able to assess the relative change, the difference of the two centers of mass with 

the average was compared. The resulting ratio center of mass difference/average distribution is 

presented at fig. shows ratios ranging from -1.26 to 1, although similarly to the absolute differences 

distribution, majority of cells show negative values (indicating higher frequency components for 

inhibition characteristics). The mean and SD is equal to -0.37 ± 0.54. The construction of the ratio 

indicates low, close to 0 values for small differences between the components and for maximal 

differences (when one of the components is close to 0) and it would be around 0.5 if one component 

is about 2/3 of the other (taking into consideration possible values in between 0 -20 which is 

approximately the ranges of center of mass for excitation and inhibition in our data set). Similarly, 

the ratio of about 0.3 would indicate that one component is bigger of about ¼ from the other.  

 

The frequency analog of I/E ratio, showing relation of frequencies present in inhibitory component 

in relation to those describing excitatory one shows that inhibition frequencies were almost twice 

higher (mean and SD: 1.76  ±0.94). However, as displayed at the scatter plot the cross-correlation 

coefficient of inhibitory to excitatory center of mass was low – 0.47. Figure 59 presents the revised 

distributions. 

 

A similar analysis of the cumulative distribution function (CDF) was performed. Both the CDFs of both 

components were normalized at the frequencies corresponding to the 0.75 level compared.  

 

The distributions of frequencies for inhibitory and excitatory component is characterized by the mean 

and SD of 12.41 ± 13.82 and 5.8 ±7.88 Hz respectively (Figure 59 bottom row). The distribution of 

differences and difference to average ratio show similar trend as shown in the analysis of two 

components center of mass. In majority of cells inhibitory component was characterized by higher 

frequencies (negative difference of frequencies at 0.75 level) and the mean and SD for difference to 

average ratio is -0.65 ± 0.77. The ratio around 0.6 indicates that one component was twice as big as 

the other. The frequency I/E ratio was on average 3.75 ±4.29 favoring inhibition over excitation. 
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Figure 59 Statistics of center of mass (COM, top) and cumulative distribution function (CDF, bottom) of Gexc and 

Ginh Spectra. On average, both the COM and the 75% level of the CDF for inhibition is at a higher frequency 

than for excitation (average difference 2.95Hz and 5.77Hz, respectively, p <= 0.001), with a ratio between 

inhibition relative to excitation of the two measures strongly favoring inhibition (1.76 and 3.75, respectively). 

 

 
Figure 60 Relation between Ginh COM vs. Gexc COM. Higher frequency of inhibitory component is visible.  

Figure 60 displays the I/E frequency ratio for all the data population. Similarly to the amplitude and 

average I/E ratios there is no clear relation on a cell to cell basis between the frequency. However, in 

the majority of cases the inhibitory component operates at higher frequencies for each cell. 

 

To provide more insight into the changes of excitatory and inhibitory waveforms I present a few 

examples coming from our data set (Figure 61). Table 6 contain values of the descriptive parameters 

for presented cells conductance components.  
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The visual inspection of these examples illustrates points described previously with respect to the 

distributions of visually evoked synaptic inputs characterized in our data set. Prevalence of inhibitory 

content, operating at higher frequency is visible. The variability of dynamics between two 

components are shown. Maximal peaks amplitude occurs in various moments during evoked 

response. 

 

 
Figure 61 . Examples of excitatory(black) and inhibitory(red) synaptic input traces to RS cells, measured at the 

cell soma during 0.5 s grating stimulation. Each example comes from different cell but stimulating conditions 

were the same. The middle panel shows excitatory and inhibitory waveforms alternating (out of phase) which 

was not common across all recordings. 

Table 6 Descriptive parameters of the power spectrum of excitatory and inhibitory conductance. COM-center 

of mass, CNPS-Cumulative Normalized Power Spectrum 

 
 

The difference in the frequency spectrum of excitatory and inhibitory waveforms couldn’t be 

explained by the correlation coefficient between waveforms. For both types of spectrum analysis 

(COM and at 0.75 level of CDF) were weak (0.16 and 0.06 respectively) (Figure 62 Figure 63). The two 

types of frequency analysis of the components do not show a strong correlation for COM vs CDF I/E 

ratio (correlation coefficient of 0.41) (Figure 64). 

 

COM diff COM diff/ mean CNPS diff CNPS diff/mean

cell A -9,20 -0,98 -12,00 -1,40

cell B -0,32 -0,14 -1,00 0,67

cell C 0,64 0,21 1,00 0,22

cell D -0,92 -0,30 -1,00 0,40
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Figure 62 Ginh COM / Gexc COM vs. R(Gexc, Ginh)(cross- correlation coefficient of both components). No 

significant relationship. 

 

 
Figure 63 CDF Stats@Level Ginh / Gex vs. R(Gex, Ginh) (cross- correlation coefficient of both components). No 

significant relationship. 
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Figure 64 CDF Stats@Level Ginh / Gex vs. Ginh COM / Gex COM. 

 

In summary, conductance measurements of visually evoked responses in mouse V1 show a large 

variability of the synaptic input. High relative amplitudes for both excitation and inhibition were 

measured, similar to those measured in cats (J S Anderson et al. 2001; Jeffrey S. Anderson, Carandini, 

and Ferster 2000; Cyril Monier et al. 2003; Borg-graham, Monier, and Fre 1998; Priebe and Ferster 

2005). The characteristic of evoked inputs points to the prevalence of inhibitory conductance 

expressed in higher than 1 I/E ratio seen consequently at different measurements. More fluctuations 

are present in the inhibitory component, confirmed quantitatively by higher frequencies in the 

inhibitory response in comparison to the excitatory one. Overall, we do not observe any clear relation 

between excitatory and inhibitory waveforms and further data analysis in needed. 

 

Figure 65 - Figure 67 provide more perspective to the results. Three cells examples showing described 

parameters. Additionally, Figure 67 displays the cell conductance which was smoothed with 10 Hz 

filter. By this operation some part of fluctuations is removed from the synaptic input. The change of 

cross-correlation between the two components is visible as well as in the frequency spectrum 

analysis of the components.  

 

In comparison to previously described conductance results, in our work we present data coming from 

the light anesthesia state. This might be one reason for the larger changes emerging from our data 

set. Visually-evoked response in the high anesthesia state is characterized by much higher trial to 

trial variability and, in some preparations, the presence of up and down states, both of which 

contribute to underestimations of the synaptic conductances. Additionally, the details of the visual 

stimulation might influence the results. Specifically, a short 100ms flash stimulation and a long 1.5 

second grating stimulation might indeed evoke different synaptic amplitudes or averages.  On the 

other hand, it is also likely that different technical details might influence the amplitude of the 

findings (e.g. high access resistance of recordings).
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Figure 65 Conductance analysis of cell with highly uncorrelated Gexc and Ginh. The phase plots of Gexc vs. Ginh, and DeltaGin vs Erev reflect this relationship. In the former, 

the trajectories tend to be orthogonal to that expected for a strong coherence between excitation and inhibition; in the latter, the trajectories trace the "Eiffel tower" 

form, as seen in Borg-Graham et. al 1998. 
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Figure 66 Conductance analysis of cell with typical correlation between Gexc and Ginh. The phase plot of Gexc vs. Ginh show a "chaotic" relationship, and DeltaGin vs Erev 

plot shows the "Eiffel tower" form, as seen in Borg-Graham et. al 1998. 
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Figure 67 Conductance analysis of cell with high correlation between Gexc and Ginh. This is evident in the phase plots of Gexc vs. Ginh, where there is a less "chaotic" 

trajectory as compared to the other examples, and in the DeltaGin vs Erev plot, where the domain of Erev is relatively constrained. Note that all the traces displayed comes 

from filtered (10 Hz Low pass filter) current and voltage traces which results in conductance estimation lacking part of high frequency component. Such traces were 

introduced back to the cell and the spiking response was assessed (data still under analysis, not presented in the thesis). However, the influence of filtering might be 

seen in the change of the cross-correlation and frequency powers spectrum analysis.  
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5. Probing the transfer function of a neuron in vivo 
 

To better understand how neurons integrate its conductance inputs discussed in the previous 

chapter, we must also consider the cell's response to those same inputs. 

This chapter will present the experimental protocol developed for probing the I/O transfer function 

in vivo and the results of these experiments. 

 

The results from this chapter will be published as two manuscripts (in preparation). Note that the rat 

and cat data cited in the first manuscript was collected by the laboratory prior to the present thesis 

work. 

 

Inhibitory Modulation of the Conductance-Spike Transfer Function of Cortical Neurons of the 

Cat, Rat and Mouse In vivo 

Marta Gajowa, Adrien Schramm, Daniele Marinazo, Thomas Gener, Lyle Graham 

 

Using whole-cell patch recordings, we examine the conductance-based input-output transfer 

function of regular-adapting, fast-spiking, bursting and chattering neurons in vivo in the visual 

cortex of the cat, rat and mouse. We find that the spiking response to steps of simulated 

synaptic excitation is significantly modulated by inhibition, depending on the physiological 

firing type. Overall, shunting inhibition increases the excitation threshold, and reduces both 

the gain and the saturation response. Shunting inhibition also reduces the range of spike 

voltage thresholds and shortens response latency. Taken together, these results suggest that 

levels of synaptic inhibition consistent with visually-evoked input may cause diverse and 

functionally relevant linear and non-linear changes in the transfer function of a single neuron. 

 

The Functional Synaptic Transfer Function of Neurons in Mouse Visual Cortex In vivo 

Marta Gajowa, Lyle Graham 

 

We describe the functional synaptic-spike relationship in neurons of mouse primary visual 

cortex in vivo, with parameterized excitatory and inhibitory input based on direct 

measurements of visually-evoked synaptic conductances. Using whole-cell blind patch 

recordings, we established the functional spiking response under current clamp, followed by 

estimation of the visually-evoked synaptic excitation and inhibition under voltage clamp. As a 

final step, we characterized the conductance-spike transfer function of the same cell, based 

on re-injection of variations of the visually-evoked conductances under dynamic clamp. 

Consistent with the diverse dynamical relationships between visually-evoked excitation and 

inhibition, we find a diversity of linear and non-linear effects of visually-evoked inhibition on 

the spiking response to visually-evoked excitation. Comparison of the original visual spiking 

responses to those in response to re-injection of band-limited visually-evoked inputs suggest 
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quantitative constraints on the relevant time-scale for the underlying neuronal code, in 

particular when considering rate-based versus spike time- based descriptions. 

 

5.1. Neuronal code and possible mechanisms of implementation 
 

5.1.1. Terminology and scientific context 

 

Characterizing neuron function as a mathematical operation on synaptic input is directly related to 

the fundamentals of the neuronal code. Historically, two general paradigms for neural codes have 

been proposed, a rate - based code and one based on spike timing. A rate code assumes that most 

of the information is encoded in the spiking rate (frequency) considered over some period of time 

(or, alternatively, over inputs coming from several pre-synaptic cells). This model was first proposed 

by (D Adrian and Zotterman 1926), who observed that the firing rate of a stimuli evoked response 

increased in an intensity dependent manner. Supporting evidence was found in other studies 

examining sensory modalities in cortex e.g. feature selectivity in visual cortex. Several attributes of 

visual stimuli, such as contrast or orientation, evoke stronger or weaker spiking responses in a 

stimulus dependent manner (C. M. Niell and Stryker 2008; Gao, DeAngelis, and Burkhalter 2010; Cyril 

Monier et al. 2003). 

 

In contrast, a spike timing code (sometimes called a correlation code) considers the precise time of 

the incoming spikes. From first principles, then, this model thus, provides higher information than a 

rate code (Koch 1999). However, to date the experimental evidence is less evident, with few 

examples of a spike timing-based code. Detection of the sound localization is based on the 

coincidence of spikes coming from left and right ear circuits (Grothe, Pecka, and Mcalpine 2010). 

Additionally, an indirect evidence in favor of an alternative to a rate code comes from the short time 

scale on which animals can discriminate stimuli and then take a decision (Theunissen and Miller 

1995). 

 

A clear distinction between the codes is somewhat ambiguous in the sense that as the time window 

for calculating rate decreases, the result converges to considering individual spike times (Koch 1999; 

Brette 2015). In fact, it is likely that both rate and spike timing are important for coding (Brette 2015). 

Additionally, it is possible that neuron can operate on several time scales (Ratté et al. 2013) and thus, 

that the difference in codes would depend on the cell's operation mode used to infer information 

from a particular input stream. 

 

Two operation modes were defined based on how neurons process the input at the biophysical level 

(Abeles 1982). If neuron summates its inputs, it would be described as an integrator and thus mainly 
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sensitive to spike rate. In contrast, if neuron responds to coincidentally arriving from synaptic inputs, 

it would be described as a coincidence detector, thus mainly sensitive to spike timing. (Ratte2013). 

 

Thus, the neuronal code must be considered in terms of the operational mode of the neuron, which 

would describe where the relevant information is encoded both from the perspective of the cellular 

properties (integrator vs coincidence detectors) (Ratté et al. 2013), but also in terms of characteristics 

of the input stream (Rudolph and Destexhe 2003) (Figure 68). Neuronal input can be characterized 

as synchronous or asynchronous. Stimulus driven synchrony emerging from anatomical connectivity 

(Singer 1999) could give rise to a range of possible input synchrony arriving at a given post-synaptic 

target, e.g. a cell receiving several synapses from the same source will obtain a more synchronous 

input. The highly variable synaptic input that is seen in vivo fulfills requirements of a high 

conductance state (A Destexhe et al. 2001), which has been shown to shift the operational mode of 

neurons towards coincidence detection ( Rudolph and Destexhe 2003). In any event it is important 

to stress that there is likely to be a continuum of operational modes presented by a given cell. For 

example, a pyramidal neuron is said to operate in between the two modes (Ratté et al. 2013), with 

result that in a sense both the rate and synchrony-based codes coexist within the same cell (Figure 

68). 

 

 
Figure 68 Proposed by Ratte et al.2013 Interaction between stimuli and cell properties characteristic 

influencing code used by neuron. Neuronal operating mode presented on horizontal axis, stimulus properties 

on vertical axis. Area in the middle describes pyramidal neuron operating area modified after Ratte et al.2013). 

 

Therefore, predictions about neuronal processing of a given neuron requires knowledge about the 

characteristics of both the input and the output. In this context, a description of the I/O transfer 

function, that is the transformation between the synaptic inputs and the spiking output, provides 

important clues concerning the mechanisms used by neurons to fulfill their role as integrator/ 

coincidence detector, as well as about the relevant code or codes. 

 

In our experiments we construct the I/O transfer function taking into account the level of excitation 

and inhibition coming from the entire pre-synaptic circuit. Since the method we use for conductance 
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estimation necessarily averages over several responses (typically 10 trials at two or three holding 

potentials), we consider the subsequent injected input during dynamic clamp as a rate-based 

extrapolation on any underlying time-based information stream. 

 

It is important to stress that the binary distinction either between operational modes or the code 

used by the circuit is a convention. Several theoretical and experimental results have described a 

range of possible operating modes and inputs characteristics in a controlled condition. On the other 

hand, our experimental results are coming from in vivo experiments based on physiological visually 

evoked circuit input to one cell. As such they will be discussed in the context of current theoretical 

modeling studies. 

 

Both linear and non-linear operations on the synaptic inputs enables a neuron to transform signals 

in order to discriminate spatial and temporal correlations in the inputs (Silver 2010). At the level of 

the I/O transfer function describing the total response as a function of the total excitatory input, 

linear interactions with increasing concomitant inhibition result in a rightward shift of the I/O 

function, whereas the simplest a non-linear interaction, division, results in reduction of the slope of 

the function with increased inhibition. 

 

To name a few, the influence of synaptic noise, short term synaptic depression(STD) or shunting 

inhibition are the possible mechanisms used by neuron. Synaptic noise, defined as input fluctuations 

causing membrane potential fluctuations, influences the I/O in both linear and divisive manner 

(Azouz 2005; Wolfart et al. 2005; Shu et al. 2003). In the presence of fluctuating voltage lower 

excitatory input enables to cross spiking threshold, which shifts the threshold for spiking leftward 

and lower neuronal gain. On the other hand, noise was also shown to have influence only on the 

neuronal gain in studies using point conductance model (A Destexhe et al. 2001). In this simulation 

excitatory and inhibitory input was varying within the same range of values. Studies in cerebral 

granule cells (CGCs) showed that short term synaptic depression (STD) in excitatory inputs can 

substantially decrease the influence of inhibition on neuronal gain. The same synaptic depression 

paradigm simulated in an L5 cortical neuron showed that STD of inhibitory inputs cause a linear shift 

of the transfer function, whereas STD on the excitatory input had a multiplicative impact on I/O 

(Rothman et al. 2009). These authors postulated that a functional consequence of STD was that the 

neuron could combine spatially separated inputs. Further, as synaptic depression or potentiation 

would influence the gain in an opposite manner, this enables a neuron to adapt its function, for 

example during learning or context dependent behaviors. 

 

5.1.2. Shunting inhibitory conductance 

 

As described previously, shunting inhibition arises from synaptic GABAa conductances whose 

channels have a reversal potential that is close to the resting cell potential. When activated in 

isolation this conductance, even if high, will not provide a large current input as the driving force will 
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be small or zero. The change of conductance however will influence the cell's response to a 

simultaneous excitatory input, e.g. by reduction of the EPSP amplitude (Koch 1999, chapter 1). 

 

As shown in previous chapter, shunting inhibition constitutes a substantial part of the stimuli evoked 

conductance change during neuronal activity. Although well studied since at least 30 years (Poggio 

and Torre 1978), the result of this input on the processing of the cell is not completely understood. 

Activation of any membrane channel, including synapses, will result in a membrane current according 

to the difference between the membrane potential and the channel's reversal potential, but will also 

increase the cell's input conductance, thus both attenuating the voltage change induced by other 

channels but also reducing the cell time constant. As noted, and in contrast to excitatory and GABAb 

inhibitory synapses, the reversal potential of GABAa shunting inhibition is near the resting potential, 

therefore normally close to the operating point of the neuron, and thus the impact of this input on 

the cell is dominated by its conductance contribution. 

 

The functional impact of shunting inhibition has elicited diverse theories. For example, 

(Carandini and Heeger 1994) proposed that in V1 shunting inhibition provides a divisive effect on the 

gain of the neuronal circuit, and similar influences have been postulated in other cortical areas 

(Heeger, Simoncelli, Movshon 1996). In contrast, other theoretical studies postulated linear influence 

of shunting inhibition to the spiking neuron (Holt and Koch 1997). In between the two opposing 

scenarios, the study (Vu and Krasne 1992) analyzed the shunting inhibition using a two compartment 

model, where one compartment simulated the soma and its proximity, and the second the distal 

dendritic arborization. The influence shunting inhibition on the EPSP depended on the post-synaptic 

location of inhibition (co-localized with excitation). Thus, proximal shunting inhibition had a divisive 

influence, whereas distal shunting inhibition had a mainly additive (linear) influence on the EPSP. 

 

The impact of shunting inhibition has also been examined experimentally in vitro and in vivo, using 

the dynamic clamp protocol to simulate synaptic conductances on recorded neurons. In vitro studies 

exploring the change in the I/O transfer function  upon applied shunting inhibition described the 

divisive effect (Kreiner and Jaeger 2004), as well as, postulate linear interaction (Ulrich 2003; Brizzi 

et al. 2004). Another group of studies confirmed a divisive influence, but only when the synaptic input 

was fluctuating (Chance and Abbott 2002; Mitchell and Silver 2003), or if a fluctuating dendritic input 

was considered (Prescott and De Koninck 2006) 

 

The in vivo work of (Brizzi et al. 2004) in cat spinal lumbar motor neurons reported a linear effect of 

shunting inhibition on neuronal gain. In contrast, (Graham and Schramm 2009b) reported that in 

visual cortex in vivo shunting inhibition resulted in a divisive effect on the spiking rate output in 

response to simulated steps of excitatory synaptic input. This input not only reduced the spiking 

response to visual stimulation, but also tightened the temporal span of the PSTH was tighter in 

comparison to the control PSTH with no shunting inhibition. The study of (B.-H. Liu et al. 2011) 

postulated a similar divisive influence of shunting inhibition. However, these authors proposed that 

this influence would vary for the same cell depending on the tuning dependent level of inhibition. 
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This study applied similar idea to that described in this thesis, using dynamic-clamp in vivo to 

introduce inhibitory conductances based on measured response or based on a model. However, the 

number of cells (n=5) probed in this study is low, and only one condition was checked, thus with or 

without a specified level of inhibition. 

 

In the context of the neuronal code, the relationship between possible operational modes of the cell 

and shunting inhibition and the influence on the I/O transfer function remains unclear. Thus, the 

main motivation of this study was to measure and describe the interaction between shunting 

inhibition and excitation in the mouse V1 in the context of functional processing. Moreover, probing 

the cell with different E/I ratios will enable the comparison of the resulting I/O transfer function with 

theoretical predictions of circuit dynamics, including that of balanced vs unbalanced conductance 

input. Similarly, the influence of conductance fluctuations to the spiking output will be discussed in 

the light of current theoretical predictions. 
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5.2. Yes, it is possible! 

 

The most important methodological result of the present work is the validation that all the 

manipulations are feasible in vivo, between measuring the “natural” visual response, estimating the 

underlying synaptic excitatory and inhibitory input, and finally stimulating the same neuron with 

parameterized versions of these inputs with dynamic clamp. All previous studies, both using 

traditional and new optogenetic and /or calcium imaging methods, are only able to deliver a partial 

perspective (Mariño et al. 2005; Atallah et al. 2012; Xue, Atallah, and Scanziani 2014; A. Y. Y. Tan et 

al. 2011; B. Liu et al. 2010) thus, reporting the particular neuronal response to a particular situation. 

In contrast, the application of dynamic clamp in our approach enabled precise control of the synaptic 

input, thus allowing us to mimic various data-based scenarios to measure the cell response. 

 

5.2.1. Dynamic Clamp method 

 

Dynamic clamp (DC) is an intracellular recording technique that allows the introduction of 

conductances to a cell. As shown in Table 7, DC is used in a wide range of applications in 

neurophysiology but also in other excitable cells, including investigations of single channel currents, 

to mimicking synaptic input to a cell. 

 

Starting from the computer side, the computer calculates the current equation of the desired 

conductance which is imposed by the amplifier command input (in current clamp mode) to the cell. 

On the cell site, the membrane potential is constantly monitored, and the potential value is used in 

real time to calculate the applied current according to the model of conductance of interest. The 

model of conductance is transformed into command current according to the equation:  

!(#) = &(#)('((#) − *+,-), where g and Erev is delivered by the model and Vm (t) is measured in 

each time point. Such feedback loop ensures that the only effective conductance ‘seen’ by the cell is 

the one provided by the equation. Thus, dynamic clamp enables precise control over the cell 

dynamics by insertion of a desired conductance waveform in to the neuron (Piwkowska et al. 2008). 

 

Application of DC enables both addition and canceling (by reversing the sign before the current 

equation) of chosen input (Vervaeke et al. 2006).This is an advantage during studies of influence of 

specific currents. Additionally, DC enables modifications of the conductance input in example -  

scaling thus, checking several conditions in the same cell. 

 

For these reasons DC was used to investigate the role of both intrinsic (voltage and current 

dependent channels) (Vervaeke et al. 2006) and extrinsic (synaptic excitatory and inhibitory 

inputs)(Graham and Schramm 2009a) conductance, as well as network activity influence on the cell 

(Haider et al. 2006) and network processing (Sohal et al. 2009). Existing theoretical models predicting 

specific channel contribution can be verified by DC application restoring the current influence on a 

blocked or genetically modified cell. 
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In vivo application of dynamic clamp though rarely accomplished to date, has the additional 

advantage of interacting with the cell (or local circuit) within the whole intact network for example 

investigating the sensory cell processing with a changed conductance input (Haider et al. 2006; 

Graham and Schramm 2008; B. Liu et al. 2010). 

 

DC is relatively new experimental approach. It was first demonstrated and used in the ‘90 both in 

cardiac cell studies (R. C. Tan and Joyner 1990) and in neurophysiology (Sharp et al. 1993; Robinson 

and Kawai 1993). Today the processing power limitations present in the ‘90 do not constitute a 

problem and DC can be implemented on each electrophysiology rig independently from traditional 

current/voltage clamp with low cost (100$!) (Desai, Gray, and Johnston 2017). Additionally, a few 

open source software’s are available to facilitate communication between the conductance model 

and amplifier and model creation as well as programming skills more frequent among scientists than 

before. Thus, more technical limitations and implementation inconveniences of DC are disappearing. 

Two limitations of the DC are still present today. First, by injecting the conductance we induce only 

electrical effect of a given conductance. If the channel or synaptic input in real conditions undergoes 

conformational changes or activate a specific cellular pathway it cannot be recreated by DC. A second 

limitation is that normally the phenomenological conductance can only be considered at the location 

of the electrode, although methods are in development to apply hybrid conductance plus current 

models that mimic channels that are electrotonically distant from the recording site. 

In summary, DC is a useful tool for dissecting the role of specific membrane currents or synaptic 

inputs. Providing control over the neuronal dynamic DC enable understanding of biophysical 

mechanisms underlying neuronal processing. 
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Table 7 Studies using Dynamic Clamp method – literature overview 
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5.2.2. Step by step protocol description 

 

We have developed a protocol to study functional I/O transfer function using blind whole-cell patch 

clamp recordings in mouse V1 in vivo, under current clamp (CC), voltage clamp (VC) and dynamic 

clamp (DC). 

This protocol allows to describe how specific patterns of excitatory and inhibitory synaptic input 

influence the spiking response during visual processing, and includes the following steps for each 

neuron: 

 

1. CC measurement of firing and membrane potential vs. input current, to establish basic I/O 

properties. 

 

This first step is crucial for assessing the electrophysiological type of the cell and provide first 

estimation of the patch quality and stability. By monitoring of the membrane potential response for 

injected current steps of increasing amplitude we can infer information about cell spiking 

characteristics including the presence of adaptation and spike shape. These parameters are used 

during analysis off-line to establish electrophysiological type of the neuron. We record membrane 

potential changes for repeated current steps of the same amplitude to monitor cell parameters like 

input resistance, input conductance, cell capacitance, membrane time constant, mean resting 

potential and the patch quality - assessing the access resistance and bridge error. As explained in 

chapter 4 the the sum of access resistance and bridge error was monitored closely and conductance 

measurements were corrected. Additionally, the ratio between total bridge error and input 

resistance of the cell was important for taking decision about next recordings or braking the patch. 

The current step protocol is repeated several times during the whole protocol to monitor changes of 

cell or patch parameters. 

 

2. CC measurement of sub-threshold and spiking visual response, typically to the preferred stimulus 

(Figure 69) 

 

Once initial cell characterization was performed, we would provide mouse with grating stimuli of 8 

different directions. The direction (usually one or two) which resulted with the higher number of 

spikes was further investigated in detail. All next visually-evoked spiking responses would be 

performed only with stimulation to this direction to be able to compare visually-spiking response 

with those obtained by conductance waveform injection. This protocol was repeated few times in 

before and after conductance estimation as well as on between DC protocols serving cell probing. 
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Figure 69 Exemplary visually evoked spiking and associated PSTH plots for the same direction stimuli recorded 

at various time points during whole protocol duration. 

 

3. VC measurement of visually-evoked excitatory and inhibitory synaptic conductance inputs 

corresponding to the CC response (Figure 70) 

 

This step required change of the clamp mode, which needed to be done in a designed sequence by 

removing the capacitance and bridge balance compensation first. After the mode would be changed 

on amplifier and the voltage gain would be increased from 0 to max value on the amplifier. Finally, 

the voltage step injection (~10 mV) was applied to compensate the cell capacitance and bridge 

balance up to 50-70 % of initial value form CC mode. The value of the bridge compensation was 

logged in the experimental notes. 

 

After changing the mode successfully without initializing oscillation in the cell, the visual-evoked 

currents were recorded at two holding potentials: -65mV and -90mV. Those traces are further used 

for on-line estimation the visually evoked conductance changes and further, to split them into two 

waveforms constituting excitatory and inhibitory synaptic input. After the VC recordings, the change 

of mode back to CC was done. Careful assessment of access resistance and bridge error is done. 
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Figure 70 Conductance estimation step (description in the text). Bridge error used: 38 M.. Conductance 

estimation step occurs. Left, green panel displays average voltage (top) and current (bottom) waveforms 

obtained during VC recordings (10 trials, same stimuli). Middle, red panel shows the resulting conductance 

trace (Gin, top), synaptic input components (Gexc and Ginh, middle) and changing in time reversal potential of a 

cell (Erev, bottom). Right, blue panel presents superimposed membrane potential waveforms as a check of 

conductance estimation and stability of the cell check. Green waveform comes from averaging visually-evoked 

response presented in previous figure. Black and red waveform potential traces are estimated based on the IV 

line and synaptic components respectively Note that the red waveform is not continuous during the total 

response recorded. The gap around 400 ms is a result of changes lower than the 5% threshold and is also visible 

in the two components plot and Erev plot. Right, purple panel displays additional information about the 

conductance change – two phase plots. Top: the absolute values of synaptic components in each time point. 

Note that this phase plot shows relationship between excitation and inhibition for a given direction and 

eventual linear would be immediately seen. Bottom: change of evoked conductance in comparison to 

momentary reversal potential in each time point of recording. Note that this phase plot enables to see 

approximately the reversal potential when the changes of conductance were maximal, which provide insight 

into the conductance which was dominating. 

 

4. DC re-injection of parametrized synaptic input based on the visually-evoked conductance, to 

dissect essential synaptic interactions underlying spike output. 

 

Once conductance traces would be estimated, the sequential protocol calculating changes in the 

amplitude and temporal characteristic would be used (Figure 71). 

Amplitude changes (in the form of current trace applied as command DC current input) are calculated 

by changing the coefficient A and B scaling the excitatory and inhibitory part in independent way 
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(equation below). This step result in previously defined grid of E/I ratios which would be iteratively 

imposed to each cell, enabling future comparison between cells. 

 

!(#) = /&012('((#) − *012) + 4&567('((#) − *567), 

 

 

 
Figure 71. Dynamic Clamp exemplary recording. Membrane potential (top) recorded in response to command 

current input (bottom) calculated based on the synaptic conductance input. This particular example presents 

introduction of the measured synaptic input without any transformation (“souté”/ exactly as measured’). 

 

The temporal characteristic was implemented by application of a low pass filter to measured currents 

in VC mode. This step removes part of fast fluctuations but also provide an averaged version of the 

conductance waveform. It would be interpreted as extension of the integration time window for the 

cell. 

 

The conductance waveforms after the temporal transformation would be introduced to a cell with 

the same coefficients of E/I ratio as in previous step. This step gives us the possibility to compare cell 

response at various inhibition levels at two (sometimes more tries was possible) different temporal 

scales. We chose to compare 10 and 50 Hz filters, but some of the recordings were done with 20 and 

50 Hz filters or even 100 and 200Hz. We have chosen to continue with 10 and 50 Hz filters as we 

noticed some changes in the cell spiking output, which were interesting for us to explore. 

Additionally, as studies of this kind were never done before experimentally we didn’t have any 

prediction about the filters we should use. Because of restricted time of recording probing of more 

than two cases was rare. 

 

In between DC protocols the cell stability and parameters would be assessed. Especially the Access 

resistance and bridge error. Cell visually evoked spiking response would be also recorded to ensure 
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that the cell didn't changes the spiking response substantially. The DC measurements were repeated 

until the patch quality allowed. 

 

5. DC measurement of firing vs. injected "synaptic" conductance steps, to establish the conductance-

based variant of the f/I curve 

 

Conductance steps injection constitute the most extreme version of a rate code with absolute fixed 

E/I ratio with no fluctuations (Figure 72). On the other hand, the first, initial part provides extremely 

sharp onset. This protocol serves for two purposes: 

• to describe cell output for injected conductance steps in a population of cells (so far we do 

not show that) 

• to be able to compare the response of the cell to conductance steps vs visually-evoked like 

conductance waveforms 

 

Depending on what was the recording priority this step was performed at the beginning of the 

recording or at the end after probing the cell with various E/I pair waveforms. 

 

 
Figure 72 Exemplary traces illustrating the Input (top) command current during the conductance step DC 

protocol and the evoked response (bottom) of the cell. Each consecutive step amplitude is increased for 

excitation value, whereas inhibition stays at the same level during entire recording. Several recordings at 

different relative inhibition levels serves to construct I/O transfer function. 

 

Final for each cell result – the I/O transfer function comes from juxtaposition of averaged DC-evoked 

spiking with scaled excitatory and inhibitory ratio (Figure 73). Such 3D plane describes spiking which 

would be fired by the cell given the synaptic input conditions. 

Investigation of the I/O transfer function allows to see the divisive effect of shunting inhibition. 

Additionally, in some recordings a small linear shift is also present (to see it look at the spiking 

threshold change at various inhibition levels). 
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In summary, the protocol allows for describing changes in spike number and timing in response to 

DC injections of estimated excitatory and inhibitory synaptic conductance waveforms variations. In 

particular, the response to DC injected variations of waveforms is being compared to the originally 

measured visual responses. This allows describing integrative properties of V1 neurons depending 

on their electrophysiological type (RS vs. FS) and investigate the role fluctuations in the waveform to 

the spiking cell output (comparison of conductance step injection vs. visually evoked response 

treated with low pass filters). 

 

 
Figure 73 Final I/O transfer function - 3D (top) and 2D(bottom). Black dots indicate real measurements – the 

number of spikes evoked in response to visually evoked conductance traces. The space in between is 

constructed by extrapolation. 

5.2.3. Closed loop experiment controls and quality assessment 

 

5.2.3.1. Fine tuning of experimental protocol 

 

Conductance estimation constitute the heart of our protocol. To achieve proper conductance 

estimation (characterized in chapter 4) and record the data of a good quantitative and qualitative 

characteristic the initial experimental protocol needed to be fine-tuned. A few challenges needed to 

be accounted: 
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1. Low visually-evoked activity 

 

At the beginning, recordings of visually evoked spiking responses were characterized by low number 

of spikes. In this initial period of experiments visually evoked response was often noticeable only in 

the changes of membrane potential and no spikes would be elicited. The trial to trial variability in 

between following responses to the same visual stimuli were also high. The consequences of such 

activity were following: 

 

a. lack of reference point for the I/O transfer function (low or none spiking) 

b. low and non - continuous conductance waveform in a few cells where it was measured 

(discontinuity of the waveform was partially caused by 5% threshold set for conductance estimation 

as well as momentary drops of the conductance below the initial conductance) 

 

This led us to rethink our anesthesia protocol. In particular, a high level of isoflurane was reported to 

significantly influence brain activity. During spontaneous activity, synaptic transmission decreases 

with an increase of isoflurane concentration (Ferron et al. 2009). During evoked activity, more action 

potential was elicited in response to moving grating and the response offset was delayed in 

comparison to awake animals (Bennett, Arroyo, and Hestrin 2013; Haider, Häusser, and Carandini 

2013). Both authors agree that inhibition is suppressed during exposure to anesthesia. 

In this context we decided to use chlorprothixene hydrochloride (Marshel et al. 2011) as an additional 

sedative agent, which allowed us to work in a low anesthesia regime. Injection of chlorprothixene 

resulted in an increase in the heart rate to at the level of 520-600 BPM, within few minutes, which 

stayed extremely stable for on the order of 6 hours. 

 

On average, cells patched at higher levels of isoflurane (before adding chlorprothixene into protocol) 

were more hyper-polarized (-80,9 ± 8,95 mV, n=17), than the group of cells patched at a low 

anesthesia level (-76, 3 ±10, 6 mV, n=19, no statistical significance), (in agreement with Ferron et al). 

Additionally, at high isoflurane levels (1%) changes in neuronal selectivity were noticed, similarly as 

described in (Goltstein, Montijn, and Pennartz 2015). We also noted that under high anesthesia, the 

preferred direction was occasionally changing between two directions of the preferred orientation. 

 

2. Relatively short time of recording 

 

Performing all the protocols and constant monitoring of the cellular parameters required not only 

constant focus from the experimenter side but also relatively long time taking into account the 

average duration of an in vivo patch. Additionally, tissue movement were contributing to sudden 

patch breaking. 

 

To shorten the recording time and increase the chance to perform whole protocol set the majority 

of the protocol steps were automatized, which enabled us to minimize the time needed for 

performing an entire protocol to 20-40 minutes. Additionally, access resistance measurement was 
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automated, providing frequent feedback on the difference between the amplifier bridge balance and 

the actual value. This provides essential quality monitoring of the recording as well as the necessary 

correction factors to reliably estimate evoked conductance. This improvement increases the chance 

for successful recording greatly and provides better control over cell parameters. 

 

Injecting the animal subcutaneously with a 1mL saline based solution every 1-2 h helped to prevent 

hypo-tension and associated with it brain tissue collapsing which increased the movement. Some of 

the side effects of isoflurane anesthesia are: arrhythmia and hypertension during induction (Meyler 

and Aronson 2009). Indeed, both sides effects were visible in the population of animals used to 

experiment. Moreover, one of the hypertension effect was appearance of a “foggy eye” – a white 

spot inside the eye. In such condition the visual responses were impaired. 

 

3. High access resistance and not good enough patch quality 

 

Conductance measurements requires low access resistance patch to avoid current filtering by the 

electrode. In our recordings the first condition to continue with Voltage Clamp measurements was 

to obtain Access resistance lower than the cell input resistance, with associated low (0-5MOhms) 

bridge error. The best results though we obtained when the access resistance was lower than 40 MΩ 

or when the total bridge/Rin ratio was around 0.5 (lower than 0.7). 

 

To increase the chance of obtaining low access resistance patch characteristics we applied a few 

steps: 

 

• all the electrodes were checked under the microscope before patch attempt to eliminate 

those containing small bubbles of the internal solution in the tip or other possible dirt residues 

• patch pipette solution was modified by adding 1 mM of EGTA chelator, which stabilizes access 

resistance and duration of recording (Sakmann and Neher 1983) we used Touch and Zap 

method for seal formation and patching (touch and zap paper) 

• after the whole access configuration would be formed and a small positive pressure would be 

applied (~3-15 mmHg) the electrode would be back up gently by a few microns (2-10) 

• the wire in the holder would be chloride frequently every time when the inspected under the 

loop wire wouldn’t be covered with a smooth layer of AgCl2. Such situation was usually 

associated with increasing difficulties in obtaining low access resistance patch, developing a 

seal quickly or in the most extreme cases with characteristic artifact in the signal. 

 

5.2.3.2. Check points 

 

The delicate nature of in vivo patch recordings and the time needed to collect a complete data set 

required careful development the experimental procedure. During our closed loop protocol, we deal 

with an estimated signal and not directly measured one. In the next steps, this signal is imposed to a 
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cell which output for various signal changes constitute our result. In such a context, we need to 

validate some assumptions associated with the consecutive protocol steps. 

 

A. Conductance estimation controls 

 

Proposed by us closed loop approach is based on an assumption that the conductance change we 

measure during visually evoked response is 1. true 2. the same/similar to the one which we observed 

during CC measurements monitoring spiking output. Therefore, it was necessary to show that 

estimated by us conductance have a real physiological meaning (ad. 1) and that the response they 

cause can be compared with the visually evoked one (ad. 2). 

 

To fulfill the two conditions, we compare the averaged cell membrane potential during visually-

evoked response with: 

 

• Estimated membrane potential calculated based on the evoked currents and holding 

potentials during VC step (corrected by the current drop due to the bridge error). 

 

The good overlap between the two waveforms constitute a proof that the cell response didn’t 

changed between collection of visually-evoked spiking output and assessment of visually-

evoked currents. Thus, that we can claim that estimated synaptic input measured during VC 

mode on average results in the recorded spiking output recorded during CC mode at the 

beginning of recording and /or after the VC measurements. 

 

• Estimated membrane potential calculated based on the estimated conductance changes 

 

The overlap between the two waveforms enable assessment of how much the estimated 

conductance contribute to the cell membrane potential and resulting from it spiking output. 

This check is especially important in the light of arguments raising space clamp problem as an 

obstacle in reliable conductance estimation and presence of other than synaptic conductance 

present during VC measurements. The overlap between the two membrane potentials - 

coming from recording and calculated based on the estimated conductance, is varying in 

between the recorded cells. 
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In our experience, the main reasons of the low overlap between the two waveforms in some 

experiments are: 

 

i) to high access resistance summed with bridge error during the VC measurements, which 

contribute to the space clamp problem 
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ii) high trial to trial variability in the response to the same visual stimuli. The variable circuit 

response results in underestimation of evoked conductance, as it is estimated based on the 

current average of all the trials. In such situation the 5% threshold might not be reached, and 

the conductance waveforms would have gaps, which results with no overlap between 

waveforms in our control. The high trial to trial variability was associated with high anesthesia 

causing up and down states and/or low synaptic activity. 

 

 

• averaged membrane potential obtained by DC injection of unitary coefficients conductance 

ratio (exc=1, inh=1) 

 

Overlap between the visually evoked averaged response and the averaged response coming 

from DC conductance injection (exactly those which were measured with no modification) 

provides a final check of stability of cell recording and cellular response. Being able to recreate 

original membrane potential dynamics by injecting synaptic input as it was measured enables 

to claim that provided by us I/O transfer function resemble true, physiological neuronal 

response and gives a statement about quality of the whole recording. 

 

Additionally, we are checking the overlap between the averaged membrane potential 

obtained by DC injection of unitary coefficients conductance ratio and the estimated 

membrane potential calculated based on the evoked conductance changes. Both of the 

waveforms have their source in the same conductance waveform estimated based on VC 

measurements. First, we calculate the membrane potential based on that waveform taking 

into account the momentary reversal potential, second, we introduce it to a cell using 

Dynamic Clamp method. The mismatch between them would indicate problems in the 

calculation method or with dynamic clamp software part (Figure 74). 

 

Similarly, the spikes distribution in time comparison between visually evoked and DC evoked 

conditions (all) provides additional validation. 

 

We assessed all the recordings during the experiments based on on-line analysis computed by the 

software, which speeds up the experimental proceedings and help to take the decision about 

eventual abandoning of recording. 
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Figure 74 Results validation of exemplary cell results described in section ‘step by step protocol description’. 

Top: PSTH presenting distribution of spikes in time in response to visually evoked stimulation (CC protocols) 

and DC-evoked one (DC protocols). Bottom: comparison of estimated (IV and GErev) and evoked (visually – 

Avg.CC, DC - ~1-1DC) membrane potential changes. Good overlap validates recording. 

 

B. Verification of the current injected during Dynamic Clamp 

 

The conductance is introduced to the cell during sequential Dynamic Clamp protocol. The current 

trace is calculated according to the equation 

 

!(#) = /&012('((#) − *012) + 4&567('((#) − *567), 

 

which is scaled according to the desired E/I ratio in each sequence. To ensure correct data 

interpretation we have implemented in the software a control calculation enabling inference of the 

applied scale factors A and B in a particular current trace injected to the neuron. 

 

Knowing the current trace injected and the conductance waveforms estimated, it was possible to 

infer for each recording the A and B coefficients. This operation provides an additional check for 

experimental conditions applied. Thus, the data interpretation are not depending on any systematic 

mistake which could occur in the software. 
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5.3. Playing with input amplitude - I/O dependence on E/I balance 

 

In this section I will describe results concerning the joined influence of shunting inhibition and 

excitatory input on cell spiking output. Results described are derived from the same data set 

presented in the Chapter 4. 

 

Conductance waveform DC protocols: 

 

The overall quality of recordings assessed by the overlap between the DC- evoked membrane 

potential and visually - evoked one was calculated using cross correlation between two voltage 

waveforms (Figure 75). Both waveforms were low-pass filtered with a cut-off frequency of 20 Hz prior 

to cross-correlation. On average the fit was 0.67 ± 0.2 and was varying in between 0.21 to 0.97 range. 

The wide range of coefficients indicates that among the recordings both really good fits and weak 

ones are present. The weak fits are coming from the cells where conductance estimation was not 

continuous. However, the periods during which conductance was estimated well were still useful for 

examination of I/O function. Some recordings provided particularly good overlap and would be 

further analyzed. The high mean of the correlation coefficient points to overall good agreement 

between the membrane potentials coming from visually- evoked and DC-evoked recordings and 

finally validates the whole closed loop protocol. 

 

 
Figure 75 DC evoked, and visually - evoked voltages fit statistics. The fit is given by cross-correlation between 

the voltage waveforms relative to the rest, after low-pass filtering (cut off frequency: 20 Hz). 

To provide a more insights into variability of the data base and associated parameters Figure 76 

present more examples estimated conductance together with overlap of membrane potential check, 

as well as Figure 77 different examples of I/O transfer functions. 
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Figure 76 Protocol examples with varying degrees of correspondence between the 1-1 GER protocol membrane 

potential and the visually-evoked current clamp membrane potential. These waveforms are compared with the 

direct estimates of the membrane potential derived from the conductance estimation procedure based on 

voltage clamp recordings, including that taken from the IV characteristic over time(Vest(IV)), and the 

reconstructed potential from the estimated reversal potential and total evoked synaptic conductance (Vest(Gsyn, 

Erev). In the bottom plots of each panel are the corresponding estimated evoked excitatory (Gexc), inhibitory 

(Ginh) and total input (Gin) conductances. Note that the first and second examples are responses to opposing 

directions from the same cell (mouse\2017.11.18\cell 2). 
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Figure 77 Examples of impact of inhibition on firing gain. Firing curves are third-order polynomial fits of the re-

sampled transfer function surface (spikes/trial vs. Gexc and Ginh coefficients), along slices at constant values of 

the Ginh coefficient. Gain is defined as the maximum slope of the fitted slices. Cell marked in blue presents 

example of the FS cell. 

 

Conductance step protocols: 

 

Additionally, for a subset of 19 cells besides the I/O transfer functions based on physiological synaptic 

input, the conductance step protocol was recorded, and I/O transfer functions based on the 

conductance step injection were constructed. More I/O transfer functions based on conductance 

step introduction were done separately in additional population of cells. 

Data presented below comes from one cell example, where completed DC protocols for conductance 

waveforms and conductance steps were performed (Figure 78). 

Visually-evoked response provided spiking only in some trials. Increasing of the excitatory part and 

scaling inhibition to zero (removing inhibition) increases spiking. Shown in the next traces from 

increased excitation accompanied by inhibition (B coefficient for inhibitory input=1) visibly decrease 

spiking response. 

 

In F-G traces shown cell starts evoking spiking at 3rd step (Figure 79). Figure 80 presents calculated in 

absolute values injected steps to that cell show similar absolute value at the 3rd step as the peaks 

amplitude for excitation in the visually evoked conductance plot. Such coherence in the data enables 

comparison of the I/O transfer functions obtained from the same cell by application of a bit different 

stimuli characteristic. 

 

The two I/O functions presented for two input stimuli conditions show similarities and differences 

(Figure 81). In particular, the divisive influence of inhibition is present in both cases. However, the 
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GER (conductance waveform based) function shows only initial part of the function (no saturation is 

seen for the used set of stimulus conductance coefficients). Likewise, the linear rightward shift is 

more apparent for the F-G (conductance step) based transfer function. 

 

 
Figure 78 Visually - evoked responses under current clamp (top) and GER protocols with the Gexc coefficient = 

2, and the Ginh coefficient = 0 (middle) and 1 (bottom). 
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Figure 79 F-G protocols with Gexc(rel) stepping from 0.11 to 1.3, with constant Ginh(rel) = 0 (top) and 0.46 

(bottom). 
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Figure 80 Conductance inputs for the GER and F-G protocols. The reference inputs for the GER protocols(top) 

are those estimated from the visually-evoked response, with the GER-based transfer function constructed by 

applying scaling coefficients to the excitatory and inhibitory components. The inputs for the F-G 

protocols(bottom) – conductance steps. The resting input conductance for this cell, Grest, was 20.1 nS. 

 

 

Figure 81 F-G and GER derived transfer functions, fitted with sigmoid and 3rd order polynomial, respectively 

(2017.12.13\cell 6). 
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The influence of relative bridge error and relative peak of conductance was checked to influence the 

fit between DC and visually evoked potentials (Figure 82). No clear relation was found. 

 

 

 

To further validate the effect of the shunting inhibition and excitation on spiking output the entire 

population of cells was analyzed. The change of gain was calculated for each cell as number of spikes 

divided by excitatory coefficient. This change was further divided by change in inhibitory coefficient. 

Distribution of shunting inhibition impact is shown on the Figure 83. On average the gain decreased 

by 0.28 ± 0.35 times. The mean effect of the inhibition on the gain is statistically significantly different 

from 0 (p<=0.001, T test). Similarly, the gain change induced by conductance steps injection (FG 

curves) was calculated. The number of evoked spikes was divided by the relative excitation, divided 

by change of relative inhibition (relative to Grest). The mean gain change for conductance step injected 

was equal -0.39 ± 0.23. Both gain changes are significantly different from 0 (p<=0.001) (Figure 83). 

 

 

Figure 83 Impact of inhibition on firing gain. Left: Result from f-G protocols, measured as the relative change 

in gain (spikes/Gexc(rel), normalized by the gain with zero inhibition), divided by the change in Ginh(rel). Right: 

Result from GER protocols, measured as the relative change in gain (spikes/Gexc Coefficient, normalized by the 

gain with zero inhibition), divided by the change in the Ginh coefficient. In both cases, the mean effect of 

inhibition on gain, -0.39 and -0.28, respectively, is statistically significantly different from 0 (p<= 0.001). 

Figure 82 Gin change and Bridge value do not influence the fit between DC-evoked (for unitary coefficients) 

and visually evoked membrane potentials. 
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The correlation of impact of inhibition with several synaptic changes parameters was checked. A 

preliminary analysis shows low correlation coefficients (Rxy < 0.2)between the change in the firing 

gain and: 

 

1. Averaged global I/E ratio 

2. Peak I/E ratio 

3. Peak of relative G Inh 

4. Peak of relative G Exc 

5. Grest 

6. Resting potential 

7. I/E Frequency ratio (based on Cumulative Normalized Power Spectrum analysis at level 0.75) 

8. Cross-correlation of excitatory and inhibitory peaks 

9. Cross-correlation time lag between two synaptic components 

 

Moreover, there was a low correlation between the FG gain factor and the GER gain factor. This could 

suggest that different nature of the input not only provides a bit different transfer function, but also 

that there is variability of this difference over the population level. 

 

In summary, this chapter describes the validation of the protocol used to probe cell output in various 

input conditions. The good overlap between membrane potentials during ‘natural’ and ‘artificial’ 

synaptic input proofs feasibility of the protocol. The divisive effect of shunting inhibition to the 

spiking cell output was confirmed in mouse V1 by physiological synaptic input injections and 

conductance step protocol. Moreover, the linear shift presence in the conductance step injections 

protocol suggest the potential role of fluctuations present in the synaptic input. 

 

Further analysis needs to be done to fully explore recorded data, in particular, to assess the influence 

of cell layer or type to the I/O transfer function changes. Additionally, a verification of minimal 

effective gain change would be useful to judge what changes in the transfer function are 

physiologically relevant to the neural code. 
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6.Discussion 
 

6.1. Alternative methods of conductance estimation: 

 

In principle conductance changes based on current-voltage relationships can be estimated from 

either VC and CC recordings, with the instantaneous conductance derived from linear (e.g. ohmic) or 

non-linear (e.g. polynomial, for voltage-dependent conductances) fits. As (C. Monier, Fournier, and 

Frégnac 2008) showed, the different fitting methods do not produce significant output differences 

between assessment of excitatory and inhibitory part, which would matter for physiological 

interpretation of results. On the other hand, depending on the method, the reported delta G might 

be different. Thus, comparison of G peaks value (if) needs to be done in the context of the 

conductance estimation technique (C. Monier, Fournier, and Frégnac 2008) and the absolute 

numbers of comparison should not be the main focus on the interpretation. The same authors show 

that the peaks of the estimated synaptic conductances, and overall the inhibitory component may 

be influenced by the recording mode. Thus, measurements in CC mode in vitro provided a lower 

estimation of the peak conductance than in VC mode. Interestingly, in in vivo conditions authors did 

not report such a change (C. Monier, Fournier, and Frégnac 2008). 

 

The argument that is most often raised against conductance measurements performed in CC mode 

is the possibility of AP presence in the recordings. In this case, the conductance of intrinsic channels 

that are involved in firing will be mixed with the synaptic conductance, thus compromising the precise 

estimation of the latter (Guillamon, Mclaughlin, and Rinzel 2006). 

 

Space clamp problem 

 

A commonly raised argument against conductance measurements done in VC mode is the space 

clamp problem, thus that the electrotonic structure of the neuron causes a degradation of the control 

of the membrane potential with increasing distance from the electrode. However, in the context of 

the present study, we are not claiming to estimate the synaptic input in terms of the actual 

conductance values integrated over the entire neuronal membrane, but rather the somatic signature 

of the input. On the other hand, it remains that the equivalent circuit for a synapse converges to a 

current source as the distance from the soma increases, and the estimated conductances cannot 

account for this component. The degree to which the effective current source component of the 

distal inputs are not accounted for in our measurements was assessed by comparing the cell's 

response to the DC injected synaptic input to the original visually evoked responses recorded under 

current clamp, quantified by the cross-correlation of the waveforms. We found that in most cases 

the membrane potential dynamics of the two conditions overlapped well, with a mean cross-

correlation of 0.68 ± 0.18 (median 0.72). Some of the lower fits can be explained by a discontinuous 

conductance waveform, arising from the 5% threshold criteria for accepting a conductance value. In 

fact, a simple explanation for these periods, in particular when there is a clear response in the 



 157 

membrane voltage, is that the somatic signature is dominated by current from distal synapses. A 

more indirect, but in fact more functional, validation of the fidelity of the conductance estimates lies 

in comparing the PSTHs of the GER protocols with the original visually-evoked response. We find that 

in general there is a good correspondence between these spike measures, usually peaking at the 

same times, demonstrating that the response can be recreated artificially. 

 

All above arguments authenticate our results. Although small changes of driving force due to the 

space clamp problem and electrotonic attenuation can be present in our recording they are not big 

enough to disrupt the effect of synaptic input to the spiking cell output. The fact that mouse cells in 

L2/3 are relatively compact, and that majority of synaptic inputs is close to the soma (~150 µm) 

(Adesnik 2017) works in favor to obtain reliable conductance estimation. 

 

6.2. Influence of conductance estimation procedure to results 

interpretation 
 

The precise technical procedures to estimate conductance, especially the excitatory and inhibitory 

component, might be influenced depending on the order of averaging and inferring the conductance. 

As presented in chapter 4, estimating the conductance of each pair and averaging as a second 

procedure might influence the estimation of excitatory and inhibitory component. Although the 

absolute numerical differences are not big between the estimated waveforms it put in question 

analysis done on the base of the peak amplitude. 

 

The second important technical point is the estimation of bridge error. In this work we estimated the 

bridge value carefully, taking into account not only the uncompensated bridge during VC mode, but 

also changes in the access resistance over the entire recording. Indeed, as previous work on cats 

show, incorrect correction of the bridge can result in incorrect qualitative conclusions about evoked 

synaptic conductances (Carandini and Ferster 1997)vs. (Jeffrey S. Anderson, Carandini, and Ferster 

2000). As explained in chapter 4, within limits, the size of the imposed bridge error on the recordings 

for the conductance estimation mainly scales the output, but it does not strongly influence the 

dynamics, nor the overlap between the estimated and visually evoked averaged membrane potential 

(done as an approximate check on the measurement). This qualification is important here since the 

primary goal for the conductance measurements was in the context of how the excitatory and 

inhibitory dynamics and the E/I ratio can provide insights into functional circuit processing 

mechanisms. Since the dynamics are relatively robust to bridge error, this increases the confidence 

for the results reported here with respect to excitatory and inhibitory spectra and coherence. With 

respect to scaling, as described in chapter 4, it is important to note that the scaling factor due to 

incorrect bridge estimation is stronger for the inhibitory component. Thus, in principle there is less 

confidence in the reported absolute and relative values of the synaptic components, with the most 

likely error being an underestimation of both parts of the conductance, as well as an overestimation 

of the E/I ratio. 
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As shown in (Haider, Häusser, and Carandini 2013), in practice the number of holding potentials used 

for conductance estimations do not have a strong influence on the estimation, and our experimental 

results confirm that analysis. In the majority of cases the conductance estimations reported here are 

based on two holding potentials: typically, at -65mV and either -90 mV or -95mV. The addition of 

another holding potential did not significantly influence the quality of estimation (judged based on 

overlap between estimated end evoked membrane potentials). On the contrary, by adding an 

additional holding potential, the time of the VC recording is longer, and thus the probability of 

changing conditions higher. 

 

6.3. Comparison of experimental findings: 

 

Understanding how synaptic inputs shapes neuronal response is a key question of neuroscience. The 

circuit architecture differences between higher mammals and rodents allow to assume different 

synaptic components activity. Indeed, substantial differences were found in the temporal dynamics 

of orientation tuned excitatory and inhibitory component in mice and cats (A. Y. Y. Tan et al. 2011; 

Jeffrey S. Anderson, Carandini, and Ferster 2000; Borg-Graham, Monier, and Frégnac 1998). 

However, reported for mice synaptic conductance input was substantially lower than for cat (Liu et 

al. 2010; A. Y. Y. Tan et al. 2011) even in awake conditions (Bennett, Arroyo, and Hestrin 2013; Haider, 

Häusser, and Carandini 2013). Additionally, authors were presenting contradictory results for 

estimated excitatory and inhibitory component. Some of them were reporting prevalence of 

inhibition (Liu et al. 2010; A. Y. Y. Tan et al. 2011) whereas data shown by the other suggest balance 

with a small prevalence of excitation. Conductance estimation presented in this thesis is substantially 

higher (relative peak conductance change average of ~80% with the increase between 12-358%). 

Similar amplitudes were measured previously for cats (Borg-Graham, Monier, and Frégnac 1998; 

Jeffrey S. Anderson, Carandini, and Ferster 2000). The absolute peak amplitude recorded ranged 

between 6-72 nS which is higher than reported so far ~10 nS amplitudes (Liu et al. 2011; A. Y. Y. Tan 

et al. 2011) and ~20% (Haider, Häusser, and Carandini 2013). Possible reasons of different 

measurement might lay in the recording quality and stability and conductance estimation technical 

details, as well as different anesthesia protocol and different visual stimulation. However, it is hard 

to claim if all these reasons are enough to fully explain the scale of changes in the recordings among 

all the authors. Not all the works provide detailed description of the methods and recording 

conditions. The support of the findings present in this thesis comes from similar conductance changes 

estimated in cats as well as the closed loop protocol validation, which shown that injection of the 

estimated by us conductance is able to recreate the visually evoked membrane potential dynamics 

reliably. 

 

Our analysis of the relation between the evoked relative conductance change and the momentary 

effective reversal potential agrees with the results from cat V1 (Borg-Graham, Monier, and Frégnac 

1998). Similar characteristic shapes of the phase plots were found (‘Eiffel tower shape’), indicating 

that the peak amplitude of the conductance change was in proximity to the cell resting potential, 
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pointing to prevalence of shunting inhibition over excitation. The difference between the potential 

at the peak change and cell resting potential was almost always slightly depolarized in relation to 

given cell resting potential. The Erev describes also I/E ratio during the ongoing stimuli, assuming that 

the conductance estimation reflects well synaptic input to the soma. 

 

A more direct comparison of the I/E ratios with those reported in the literature (comparison of ratios 

of either the peak conductance or those averaged over the entire response duration), do not show 

any consistent relation between excitatory and inhibitory waveforms. I/E ratios between 0.5 – 4 with 

a mean about 2 reported in (Liu et al. 2011), in comparison to the work of (A. Y. Y. Tan et al. 2011) 

(ratio of ~1) and our results show substantially different relations between excitation and inhibition. 

First, these authors postulate that excitation and inhibition are almost synchronous, whereas we 

observe typically asynchronous responses, with a range of waveform shapes and temporal 

alignments. Secondly, (A. Y. Y. Tan et al. 2011) show similar amplitude of excitatory and inhibitory 

conductance. For either point, it may be speculated that the higher anesthesia used in this study, as 

well as higher values of access resistance, could be the source of differences.  

 

As shown in the chapter 4 and commented in the beginning of the discussion, the values of the peak 

can vary depending on technical details of the estimation and recording quality. Changes of around 

1 nS or higher can be caused by space clamp problem (Wehr and Zador 2003; Adesnik 2017), high 

access resistance of recording or lack of compensated bridge error (Borg-Graham, Monier, and 

Frégnac 1998; Anderson, Carandini, and Ferster 2000), or a different function used to estimate 

conductance (Monier, Fournier, and Frégnac 2008). Additionally, the distribution of cross-correlation 

lags of the excitatory and inhibitory components stress the presence of various peaks for 

conductance estimation within the same response. The wide distribution of the lag between peak 

excitation and inhibition, up to 0.5s, which is the stimulus duration, suggests that this measure is not 

informative, taking into account a similarly wide distribution of cross-correlation coefficients 

emerging from our data base. 

For these reasons it is important to avoid operating with peaks statistics, as their maximal values 

might be influenced by several factors (in this thesis they are used in order to refer to other authors 

findings). Additionally, the changes of conductance in relation to the cell's resting conductance seems 

to be more informative than the absolute values. The same amplitude of conductance will probably 

have different impact depending on a cell initial Grest. The peaks relative to Grest amplitude might 

deliver some insight into tight I/E balance. 

 

Presented results show substantial variability between possible interplay of synaptic components, 

which pose a challenge to find parameter well describing the various patterns. However, one quite 

stable among all the result feature is the higher frequency of inhibition in comparison to excitation. 

Analysis of power spectrum (center of mass analysis and cumulative normalized power spectrum at 

fixed level analysis) pointed out that indeed frequency of inhibitory waveform contains more higher 

frequencies than excitatory one. In or data set, inhibition was characterized by ‘faster’ and more 

variable waveforms in comparison to excitation. Possible reason for different dynamics of excitatory 
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and inhibitory input could lay in position and kinetics of channels. GABAa channels, which are the 

source of shunting inhibition in our protocol conditions are characterized by fast kinetics (1 ms of rise 

time) and synapses in the somatic part of the neuron (Koch 1999). In contrast, the excitatory input is 

mainly due to AMPA (fast kinetics) and NMDA (slow kinetics) receptors interaction (Koch 1999). 

 

Comparison of technical detail and the quality of data presented suggest high variability of evoked 

conductance waveforms. Our work fills the gaps in the description of visually evoked changes in 

mouse V1, additionally providing basis to the further theoretical studies focusing of the influence of 

synaptic input features to the neuronal processing.  

 

6.4. I/O transfer function 

 

The protocol described in this thesis which combines conductance measurements with DC closed 

loop probing constitutes an important tool for hypothesis verification concerning the role of shunting 

inhibition, the I/E ratio, and the functional role of fluctuations in the excitatory and inhibitory inputs. 

 

To date several investigators have shown that functionally evoked synaptic responses are typically 

dominated by components consistent with GABAA inhibition (visual cortex: Borg-Graham et al., 1998; 

Monier et al., 2003; Anderson et al., 2000; 2001; Hirsch et al., 1998; Marino et al., 2005; Priebe and 

Ferster, 2005, 2006; auditory cortex: Tan et al., 2004; Wehr and Zador, 2003, 2005; Zhang et al., 2003; 

barrel cortex: Higley and Contreras, 2006; Wilent and Contreras, 2004, 2005; prefrontal cortex: 

Haider et al., 2006). 

 

The data presented in this thesis confirm that shunting inhibition provides strong conductance input 

to neurons in mouse visual cortex. Furthermore, our reinjection of the measured excitatory and 

inhibitory inputs to the same neuron confirm that levels of shunting inhibition consistent with 

functional responses have both a significant divisive and linear influence on the I/O transfer function. 

Although data show variability and different gain change was observed in the cell population, the 

average gain change ratio suggest about 29% decrease in gain for increase of inhibitory input equal 

1. A bit higher value of gain decrease is observed for I/O transfer function constructed by 

conductance steps injection (FG based I/O transfer function). This difference might suggest the 

importance of fluctuations for spiking output. The conductance steps, constitute a simplified version 

of synaptic input, characterized only by the relative to the cell Grest amplitude of the step and 

therefore stable I/E ratio. In contrast, the synaptic evoked conductance waveforms represent a highly 

variable data set. Both the tight and global I/E ratio changes across cells and no significant relation 

was found. Despite the population changes, the influence of shunting inhibition was clearly visible. 

However, the linear, rightward shift is not as evident as in case of FG based functions. This finding 

would be in agreement with theoretical studies predicting divisive effect of conductance fluctuations 

to the cell gain (Destexhe et al. 2001). 
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6.5. E/I balance definition and consequences: 

 

Several paper describes the E/I balance. However, depending on the time scale considered tight and 

global I/E balance definition was proposed (Denève and Machens 2016; Viltart et al. 2018; Piwkowska 

et al. 2008; Pospischil et al. 2009; Bal and Destexhe 2009). General (global) balance describes the 

relative contribution of excitatory and inhibitory synaptic current from the network to a neuron 

across the range of spatio-temporal conditions. On slow time scale, the E/I balance is approximately 

constant (Viltart et al. 2018). 

 

Tight temporal balance describes the relative amplitude of excitatory and inhibitory currents in the 

short temporal scale (1ms). Shu et all 2013 show almost perfect E/I balanced conductance in vitro. 

(Okun and Lampl 2008) show that synaptic excitatory inputs of one cell and inhibitory input on 

another cell are receiving balanced input. (Xue, Atallah, and Scanziani 2014) shown that uIPSC and 

uEPSC are balanced at single cell level (the more inhibition the more excitatory current received), 

even if the ratio varies in between the cells. 

 

However, in context of these studies the conclusion about balance would be drawn based on the 

peak value of unitary evoked currents. Such a fine circuity could explain postulated by (Renart et al. 

2010) E/I balance emergence from high correlation between E and I on fine temporal scale. On the 

other, hand proposed model by (van Vreeswijk and Sompolinsky 1996) and describing network using 

E/I balance assume sparse connectivity, defined as number of synaptic contact substantially lower 

than the number of cells in the network. In light of dense synaptic connectivity (e.g. almost all 

neighboring to PY cell SOM and PV cells were connected with it (Xue, Atallah, and Scanziani 2014) in 

local circuits it is hard to imagine scenario in which the sparse connectivity could took place. And yet, 

we still obtain balance in some experiments, which points to the strength of synaptic input as 

important condition for keeping the ‘sparse synaptic input condition’ (as if only few synaptic inputs 

are strong enough to induce a spike on the postsynaptic cell). 

 

(Boerlin, Machens, and Denève 2013) provided analysis more focused on the E/I balance from 

neuronal code perspective and demonstrated that tight balance with correlated inputs results in 

uncorrelated output. Such conditions constitute efficient code and low energy cost. Further, 

(Sengupta, Laughlin, and Niven 2013) show that tight balance result in low number of spikes (also in 

agreement with low energy cost theory). Additionally, in the brain at different locations we can have 

several balances and the wave like behavior of propagation of balance is presented. 

 

In favor of various E/I balance theory findings of (Adesnik 2017) could be recalled, who 

experimentally presented how E/I balance changes during contrast and stimuli size tuning. However, 

it is worth to stress that a global E/I ratio was used to describe the findings of this work. The author 

was averaging over the evoked currents during stimulus time and then in between the cells. Similarly, 

it was also shown that anesthesia and brain state influences the brain dynamics and as shown by 
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(Bennett, Arroyo, and Hestrin 2013; Haider, Häusser, and Carandini 2013) the change or the E/I ratio 

is involved.  

 

The conductance fluctuating synaptic input (A Destexhe et al. 2001) as well as short time depression 

(Rothman et al. 2009) was shown to influence the neuronal gain. Both of them, as well as described 

also in this work shunting inhibition changes concern characteristic of the synaptic input (temporal 

dynamics and E/I ratio). It would be reasonable to assume that some feature of synaptic input might 

cause observed experimentally change of the neuronal gain. However, the first round of data analysis 

did not allow to point to any relations of the neuronal gain change to any from the measurements 

described in this thesis. Therefore, based on the results of the work described in this thesis some 

verification of proposed scientific hypothesis can be done. Our data set contains characterized on 

fine and more global temporal scale changes. Additionally, we shown results evidencing the influence 

of shunting inhibition to the neuronal gain. We hope to understand in the future what synaptic input 

feature account for observed gain change. Our data provide the numerical description of 

conductance changes, their frequency content and E/I ratio in time, enabling more realistic modeling 

studies including network dynamics studies. 
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7. Methods: 
 

7.1.in vivo electrophysiology for neuronal code studies: 

 

7.1.1. Animal model 

 

7.1.1.1. Well –being of animals before and during experiment 

 

C57Bl male mice (Janvier, France) between 5- 12 weeks were used in this study.  After delivery 

animals were kept in local animal house in 12:12 dark-light cycle with free access to the food and 

water in room temperature till the day of experiment. An hour before the start of experiment animals 

were weighted and moved to cage next to experimental set up in which they were anaesthetized at 

the beginning of surgery. Behavior of animals were observed (grooming, exploring the cage or 

freezing), and any signs of stress were reported to the animal house manager. 

All the procedures were described and presented to the local ethical committee, approved in the 

document: N° 2015092118054726, project: N° 14-055 30/09/2015. 

7.1.1.2. Surgery procedures 

 

Surgery procedures started with anaesthetizing animal with an exposure to 3% isoflurane mixed with 

pure oxygen (1L/min) for 2-3 minutes delivered by isoflurane anesthesia unit (Harvard Apparatus). 

After the first induction dose isoflurane level was lowered till 2% and animal was placed at the 

experimental rig on a thermal blanket, where it remained till the end of experiment. The nose of the 

animal was placed in the inhouse made isoflurane mask which delivered the anesthetic and utilized 

the residual gases through the scavenger. Pedal reflex was checked several times during the surgery 

to check anesthesia depth. 

Both eyes were protected with the ophthalmological gel(Bauch+Lomb) and a thermal probe (Harvard 

Apparatus) was inserted to the anus for maintenance of body temperature (37 °C). Sub-cutaneous 

injection of drugs was performed: Local anesthetic – Xylovet (0.1ml, Ceva) in the area between the 

ears, and Dexamethasone (10mg/kg, Virbac) and Glycopyrolate (0.25mg/kg, Vetoquinol) at the back. 

After 2 minutes the skin with a right ear were cut out to expose right part of the scalp.  Next, 

isoflurane level was lowered till 1,5% and additional sedative agent - chlorprothixene hydrochloride 

(2.5-5 mg/kg, Sigma) was injected subcutaneously (C. M. Niell and Stryker 2008; Haider, Häusser, and 

Carandini 2013). The scalp was cleaned, and muscles attached to the parietal bone were detached. 

The bone was rinsed with hemostatic agent (Hemospad, Dentsply) to provide dry bone surface and 

stop eventual bleeding. Stereotaxic measurements were taken and V1 cortex center was marked on 

top of the scalp. A thin layer of Vetbond (3M) was provided around the marked place as a base to 

dental cement used to fix the metal head plate to the scalp. After few minutes animal was mounted 

in the rig by mounting the headplate in the rig firmly providing mechanically stable preparation for 

further experiment. Two needles were inserted on both sides of the body as ECG sensors connected 
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to ECG unit (CT-1000 Cardiotachometer, CWE.INC) for monitoring heart rate during entire 

experiment.  Next, a small plastic ring was attached to the head-plate with diluted dental cement to 

create a basin for ACSF and melted Agarose (used in next steps). 

The prepared scalp was cooled down with frozen ACSF (in mM: 125 NaCl, 2.5 KCl, 26 NaHCO3, 1.25 

Na2H2PO4, 25 Glucose, 0.5 Ascorbic Acid, 1.5 CaCl2 and 1 MgCl2 pH=7.45) which melted down slowly 

at the exposed mouse sculp and 1 mm diameter circular craniotomy was performed. After exposing 

and cleaning the cortex from bone residuals with cold ACSF, tissue was secured with 2% agarose and 

left for about 1h. The reference electrode was placed between the skin and the left side of the scalp 

and secured with agar. 

 

At the end of surgery, the level of isoflurane was slowly lowered till 0,25% while monitoring ECG and 

animal breath. Animal was hydrated every 1-2h with 1 ml of saline based solution. It was important 

to perform all procedures quickly (~45min for all procedures) and precisely to obtain stable and 

repeatable preparation. The typical duration of experiment was 7-9 hours. At the end of experiment 

high level isoflurane was applied (5% for few minutes) and cervical dislocation was performed. Only 

6 mice out of 228 used animals died during the surgery or shortly after. 

 

7.1.2. Data acquisition and protocols: 

 

7.1.2.1. Visual stimulation 

 

Black and white grating bars moving in eight directions were used to evoke visual response. Stimulus 

was displayed on a screen (Dell) with 100% contrast, at 2Hz temporal frequency and 0.04 Hz spatial 

frequency and random order within a trial. The screen was positioned around 30cm from the mouse 

eye. The size of the stimulus was modified. For some recordings receptive field was mapped on the 

screen with 5-10-degree precision. Further two kinds of stimuli were used: small field stimuli – a 

20°diameter circular stimuli and full field stimuli - 200°, which covered the whole monitor. 

Using TCP communication between Surf Vision software written in LabView programming 

environment (National Instruments) and visual stimulation computer enabled control of the 

presence and timing of the stimuli. The VisionEgg (Straw 2008) Python library was used to code the 

stimulation attributes on the visual stimulation computer. 

 

7.1.2.2. Electrophysiology 

 

Blind patch clamp technique was used in this study using Touch and Zap method in Current Clamp 

configuration (Schramm et al. 2014). In brief, ~1nA step current pulse is used to monitor resistance 

increase during tissue penetration, which enabled fast and gentle seal formation and cell opening 

after releasing the positive pressure after ‘touching’ the cell with the electrode. 

Thin wall borosilicate filaments (WPI) pulled on a horizontal puller (Sutter Instruments P-97) to obtain 

4-10 MOhm resistance electrodes of tip diameter around 2 ?m. K-gluconate based Internal solution 

(in mM:110 K-gluconate, 10 HEPES, 1 EGTA, 20 KCl, 2 MgCl2, 2 Na2ATP, 0.25 Na3GTP,10 
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Phosphocreatine, 295 Osm, pH=7.45) was used containing EGTA to ensure better access resistance 

(Sakmann and Neher 1983). 

 

In-house recording system was developed in order to perform Dynamic Clamp protocols with the 

help of LabView software (National Instruments) and G-clamp software (Kullmann, P.H.M. and Horn 

J.P. 2004). Degan Instruments BVC-700 intracellular amplifier was connected to two acquisition 

boards, one – serving as communication with a Real Time computer providing command input during 

dynamic clamp protocols and second, serving communication during traditional CC and VC 

recordings. Neuronal signal was low pass filtered at 10 kHz and acquired at either 20kHz or 40kHz. 

 

7.1.2.2.1 Patch-clamp recording of visually evoked response 

 

Initial cell characterization 

 

After establishing the whole cell configuration both cell capacitance and access resistance was 

compensated at the amplifier while injecting subthreshold current steps. Next, cell parameters were 

measured by current-step protocol. Ten hyperpolarizing, or - in case of low resting potential-

depolarizing currents steps were injected to assess cell: input resistance (Rin), input conductance 

(Gin), access resistance error (Ra error), cell capacitance (Cm), time constant (tau), resting potential 

(Vrest). During entire recording cellular parameters were frequently checked and recorded in 

between protocols, to ensure the knowledge about eventual changes in Rin and Gin, Ra and Ra error. 

Next, IV curve protocol was applied – 10-15 current steps of increasing amplitude to evoke spiking. 

Based on spikes evoked electrophysiological type of cell was assessed. 

 

Visually-evoked response measurements 

After initial characterization of cell electrophysiological type and properties, visually evoked cell 

response was recorded. 

First, the cell response to 8 directions of moving grating stimuli was recorded to characterize initial 

visually evoked response (3-15 trials). Usually, one or two directions have been chosen to continue 

further recordings, based on number of spikes elicited during presentation of each direction stimuli 

and trial to trial variability of the response. Visually evoked response for stimulation of chosen 

direction was repeated few times during the whole recording duration. 

Next, the visual stimulus of chosen direction was presented (10-20 repetitions) under the Voltage 

Clamp configuration and evoked currents were recorded at minimum two different holding 

potentials (usually -65mV and -90mV). During Voltage Clamp configuration the access resistance was 

compensated in between 0 and 50% of initial value. Each time the access resistance compensation 

applied on amplifier was logged. Measurements of Rin, Ra and Ra error performed before and after 

VC measurements allowed for holding current correction (Vh=Vh+I(t)*error) allowing for more 

precise conductance estimation. 

Based on measured evoked currents and corrected holding potentials linear regression was 

performed to asses visual evoked conductance, which constituted synaptic input to a cell. Further, 



 166 

estimated Gin changes were split into excitatory and inhibitory part based on the momentary 

reversal potential of the cell. 

 

Dynamic-Clamp protocols simulating synaptic input 

 

Initial steps 

After switching recording mode back to Current Clamp configuration, a current step protocol was 

repeated to measure cell properties. Visually-evoked response to the chosen direction was repeated 

and eventual change in Vrest was logged. 

 

Synaptic input injection 

Estimated conductance waveforms constitute the input to the cell in our protocol. To explore wide 

range of possible inputs two kind of protocols were performed with the use of dynamic clamp 

protocols: 

F-G protocol - conductance step injections: 

A step - conductance function of changing amplitude was introduced to the cell. The amplitude of 

the conductance step was calculated based on the cell resting conductance. The basic protocol 

started from injecting excitatory conductance step equal to the cell input conductance which would 

be iteratively (8-15 times) increased by 0.05-0.1 factor (5-10% of Gin). In next repetitions, inhibitory 

conductance was added, resulting in scaling the conductance step amplitude down to mimic 

inhibition levels corresponding to the factor of 0.5, 1, 1.5 and sometimes 2 times the Gin of the cell. 

Each recording condition was repeated 3-5 times. The number of spikes and membrane potential as 

well as injected current was recorded. 

-GER protocol-visually-evoked conductance waveforms injections: 

Analogically to the conductance step injection the cell was probed by introducing estimated 

conductance waveforms low pass filtered at 50Hz (2nd order Butterworth low pass filter). To explore 

various levels of excitation and inhibition introduced to the cell the excitatory and inhibitory 

conductance waveforms were scaled according to the originally measured synaptic input. Around 16 

scaling factors for excitation and 4-5 for inhibition were usually applied (between 0 and 2) resulting 

in conductance grid of about 64 conditions. Each recording condition was repeated 5 or 10 times. 

The iterative algorithm was designed to collect data as efficiently as possible. Therefore, first scaling 

factors applied to the dynamic clamp current equation were providing main skeleton for a 16th 

elements basic grid. Further, in next iterations the grid was filled with data coming from coefficients 

laying in between the basic skeleton, providing more dance grid of probed conditions. This enabled 

using data containing different number of tested parameters. Additionally, for some cells the grid 

was repeated in random order to exclude possible influence of order of the coefficients applied to 

synaptic input. 

Moreover, in part of the cells, the same conductance grid was repeated with the conductance 

waveforms estimated based on current and voltage traces low pass filtered by 2nd order Butterworth 

10 Hz filter. Therefore, for a subset of cells the same grid of E/I coefficients was applied to 10Hz and 

50Hz low pass filtered conductance waveform. 
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7.1.3. Data analysis 

 

7.1.3.1. Neuronal type classification 

 

Taking into account the variability and number of possible neuronal classifications (Beierlein, 2003; 

Markram et al., 2004; McCormick, Connors, Lighthall, & Prince, 1985), especially for interneurons 

(Ascoli et al. 2008) the basic classification adopted by us differentiate cells into two groups: Regular 

Spiking and Fast Spiking cells (approximately excitatory pyramidal neurons and inhibitory 

interneurons). 

 

Few parameters were inferred from spiking evoked during current step injection protocol. For all 

cells we have measured: first spike and mean for all spikes inter-spike value (ISI), first spike and all 

spikes mean width, first spike and all spikes mean 5ms fast after-hyperpolarization voltage value 

(fAHP), median post-hyperpolarization (PHP), spiking threshold. Additionally, presence of adaptation 

and bursts were noted. Based on that the parameters and overall shape of the action potential cell 

were assigned to two groups. Presence of bursts in the spiking response indicated bursting type, 

which in our classification, taking into account spike width and inter-spike periods shape, is a 

subgroup of RS cells. 

 

To classify cells into group following criteria were used: 

• adaptation presence, defined as the difference of mean and first ISI (the stronger adaptation 

the more positive number) 

o If yes: RS, no: FS 

• mean and first spike width 

o ~1ms: RS ~0.5 FS 

• presence of fAHP: present, if 5sec window fAHP voltage value is close to the median PHP 

voltage value 

o if yes: FS, no: RS 

• presence of bursts - log ISI distribution and by eye inspection 

o yes: bursting no: other 

7.1.3.2. Validation of Dynamic Clamp Protocols: 

 

Validation of the F-G dynamic clamp protocols was established by examining phase plots of the 

recorded voltage versus the recorded current (Figure 84). In this case, constant values of injected 

conductances are expected to give linear trajectories on the IV plane, as observed in the phase plots. 

For the GER protocols, the injected current was compared with a posteriori reconstructions of the 

expected current, calculated directly from the recorded voltage and the referenced conductance 
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waveforms (Figure 85). Thus, as a first step, a least-square fit was performed between the recorded 

and reconstructed currents in order to verify and, if necessary adjust, the scaling coefficients of the 

visually-evoked conductance waveforms used for a given protocol. As a second step, the two current 

waveforms were plotted against each other, and the close one-to-one correspondence confirmed 

that the sampling rate was sufficient to capture the cellular voltage dynamics. 

 

The entire visual response – conductance estimation – conductance injection sequence was validated 

by comparing the original current clamp visually-evoked response recordings with the GER protocols 

associated with the unscaled measured Gex and Ginh waveforms (ref. Chapter 4). 

 

 
Figure 84 Plot of current vs voltage for F-G protocol (2017.12.13 cell 6, 13172447.gs1). The responses to steps 

of constant dynamic clamp conductance are validated by the family of essentially linear characteristics on the 

IV plane, in particular confirming that the sampling rate is sufficient for the dynamic clamp current to track the 

voltage dynamics even during action potentials. For this particular protocol the injected conductance has 

a reversal potential of 0mV, corresponding to pure excitation, which is confirmed by the intercept of 

the linear trajectories being at the origin. 
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Figure 85 GER protocol voltage and current responses averaged over 10 trials (2017.12.13 cell 6, 

13171537.ger). The current provided by the dynamic clamp is compared a posteriori with a validation based 

on the recorded voltage and the referenced synaptic conductance waveforms by a least-squared fit procedure. 

The close one-to-one match between the recorded and estimated current confirms the fidelity of the dynamic 

clamp with respect to the injected current faithfully following the recorded voltage. 
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7.2. In vitro electrophysiology for opsin characterization 

 

7.2.1. Expressing an opsin in the biological preparation 

 

7.2.1.1. Viral injections 

 

All opsins used in this project were expressed in a similar way – by AAV injection as a vector in V1 

area. All procedures were in agreement to institutional guidelines of the care and use of laboratory 

animals (Council directive 86/609 EEC). 

 

Swiss male mice (Janvier, France) between 4th and 5th post - natal week were anaesthetized with a 

mixture of Ketamine (80mg/kg, Ketamine 1000, Virbac France) and Xylasine (10mg/kg, Xylazine 

Rompun 2%, Bayer Healthcare) by intraperitoneal injection. After obtaining a deep level of 

anesthesia the animal was placed in a stereotaxic rig and the surgery was started. During the whole 

procedure the level of anesthesia was monitored by checking the reaction to pinching one of the 

limbs or the tail, corneal reflex, and observing whisker movement and the breathing pattern. The 

eyes were protected with lubricant to prevent dehydration (Dexpanthenol; Chauvin Ankerpharm 

GmbH Berlin). Incision points were locally anaesthetized by subcutaneous injection of 0,05mL of 

Lidocaine (Xylovet 21.33 mg/mL; CEVA). The skin was incised to uncover the skull and stabilized on 

each side with bent needles to allow for cleaning the skull with saline and further manipulation. A 

small craniotomy (1 -2 mm diameter) was performed above V1 (from the bregma: AP= -3 - -4,5; LM=2-

3) and the dura mater was pierced. A 36-gauge stainless steel beveled needle (Coopers Needleworks 

Ltd) or Hamilton needle (Hamilton) was inserted at a depth of 200 μm from brain surface, thus 

targeting for L2/3. Virus was injected at a rate of either 100nL / min (Coopers Needleworks needle), 

or 40- 60 nL / min (Hamilton needle). After the injection the skin was closed with cyanoacrylate glue 

(Super Glue Loctite; Henkel). At the end of the procedure, the animal received an intraperitoneal 

injection of Antisedan (0.2 mg/kg; Janssen) for faster recovery, and 0,2 mL of 9% saline 

subcutaneously to avoid dehydration. The animal was then returned to its cage and warmed under 

a lamp until full recovery (0,5 – 2h). 

 

AAV constructs used (titer, vg/ml; organized in group of viruses used together in each approach): 

 

Multiple opsin expression project (results described in section 3.2.3): 

• CatCh 

o AAV2.7m8-CAG-CatCh (2.9x10e12) 

o AAV2.7m8-CMV-Gcamp6s (5,9x10e13) o AAV2.7m8-CAG -tdTomato (9,2x10 e13) 

• Chronos-1 

o AAV2.7m8-CAG-Chronos (1x10e12) 

o AAV2.7m8-CAG-tdTomato (1,27x10 e13) 

• Chronos-2 

o AAV.2.7m8-CAG-Chronos (6,68x10e12) 
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o AAV.2.7m8-CAG-tdTomato (2,81x10e14) 

• Chronos-3 

o AAV9.2YF-CAG-tdTomato (2,26 x10e13) 

o AAV9.2YF-CAG-Chronos (4x10e13) 

 

Single opsin expression projects: 

 

• ReaChR (results in section 3.2.2.3) 

o AAV1 Ef1α-ReaChR-p2A-tdTomato (1.1 x10e12) 

 

• ChR86 (CoChR)(results in section 3.2.1.2.) 

o AAV8 hSyn-ChR86-mCardinal (1.9x10e12) 

 

7.2.1.2. Cultured cells 

The initial screening of some opsin constructs for multiple viral injection project as well as for the 

biophysical properties investigation of the opsins were done with the use of Chinese Hamster Ovary 

(CHO) cell culture. 

The unthawed portions of the cell cultures were kept in an incubator at 37 °C and 5% CO2 in a D-

MEM/F12 GlutaMAX medium (Life Technologies) with the addition of 1 mM glutamine, 1% 

streptomycin and 10% fetal bovine serum. Bi-weekly passages permitted keeping the culture in good 

health for multiple transfections, up to 24 passages. Cells were seeded on plastic coverslips 

(Thermanox, Thermo Scientific) in 24- well plate, 24 hours before transfection (50 – 100 000 

cells/well). Plated cells were then transfected with DNA using either Ex-Gen 500(Biomol GmbH) or 

Jet-PRIME (Polyplus transfection) reagent. Data was collected 24 – 72 hours after transfection. 

Plasmid sequences used (concentration in μg/μl): 

Multiple viral injection project (initial screening done by plasmid expression in CHO cells)(results in 

section 3.2.3): 

• AAV-CAG-tdtomato-2A-Chronos (1,1803) 

• AAV-CAG-tdTomato-2A-CoChR, (1,0529) 

Biophysical properties investigations and modeling studies (results in section 3.3): 

• AAV-ReaChR-p2A-EYFP (2) 

• FCK-Gene90-GFP (4,34) 

• FCK-Gene86-GFP 

•  
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7.2.2. Electrophysiology 

 

7.2.2.1. Brain slices 

Preparation 

300 mm thick cortical slices were prepared 4 – 12 weeks after viral injection. Mice were 

anaesthetized with isoflurane and decapitated. The brain was extracted in sucrose solution and sliced 

with a Leica VT1200S slicer. Sucrose solution was saturated with carbogen and contained (in 

millimoles of compound used to make a liter of solution): 25 glucose, 85 NaCl, 65 sucrose, 0.5 CaCl2, 

4 MgCl2, 2.5 KCl, 1.25 NaH2 PO4 and 26 NaHCO3. 

Each slice was checked under a magnifying glass with a fluorescent lamp to qualitatively evaluate the 

level of expression. Slices with visible expression were transferred to an incubator chamber and left 

for 0,5 – 1 hours at 33°C. Slice preparation and incubation were made under low-light conditions, 

and the slicer lamp was covered with a red filter to avoid activation of opsin. 

Recording 

Slices after incubation were transferred to a recording chamber on a microscope stage. All recordings 

were performed at room temperature, perfused constantly with Carbogen saturated extracellular 

solution composed of: 125 mM NaCl, 2.5 mM KCl, 26 mM NaHCO3, 1.25 mM Na2H2PO4, 25 mM 

Glucose, 0.5 mM Ascorbic Acid, 1.5 mM CaCl2 and 1 mM MgCl2. During some of the recordings the 

following synaptic blockers were added to the bath solution: NBQX, Strychnine, Biccuculine (1-5 μM). 

Patch pipettes were pulled (Sutter Instruments) from borosilicate glass filaments (ID 0,86mm, OD 

1,5mm) to obtain 5-10 MΩ resistance, and filled with an intracellular solution containing: 130 mM K-

gluconate, 7 mM KCl, 2 mM MgCl2, 4 mM 80 Mg ATP, 0.3 mM Na GTP, 10 mM na-phosphocreatine 

and10 mM HEPES, with pH adjusted to 7.3and osmolarity to 280 mOsm. 

7.2.2.2. CHO cells 

The cover slip with cultured cells was transferred from the incubation medium to a recording 

chamber on the microscope stage. All recordings were performed at room temperature with an 

extracellular solution composed of: 140 mM NaCl, 5 mM KCl, 2 mM CaCl2, 1 mM MgCl2, 20 mM 

HEPES, 25 mM Glucose, pH adjusted to 7.5. Patch pipettes were pulled (Sutter Instruments) from 

borosilicate glass filaments (ID 0,86mm, OD 1,5mm) to obtain 3 – 7 MΩ resistance and filled with an 

intracellular solution containing: KCl 140 mM, MgCl2 2 mM, Mg ATP 2 mM, Na GTP 0.4 mM, Hepes 

10 mM, BAPTA 20 mM. PH was adjusted to 7.3; osmolarity 330. Cells were maintained at -40 mV 

throughout recordings. 
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7.2.3. Data acquisition and protocols 

The majority of the electrophysiological measurements were recorded using a Multiclamp 700B 

patch – clamp amplifier and Digidata 1322A system, using pClamp software. Data analysis was done 

with the help of Clampex software (Axon Instruments). Some of the experiments were recorded using 

a Multiclamp 700B amplifier and digitalized using a National Instrument data acquisition board (NI 

USB-6259). Data was recorded and analysed with the help of NeuroMatic and IgorPro software 

(Wavemetrics). 

 

7.2.3.1. Patch–clamp recordings from cortical slices 

Opsin positive cells were identified with the help of fluorescence illumination and then patched 

under IR illumination. After establishing a stable whole - cell patch configuration in voltage clamp 

mode the access resistance and cell capacitance were measured and compensated automatically by 

the software. Cell parameters were monitored during the entire recording. After whole-cell access, 

a current step injection protocol was applied in the current-clamp configuration to elicit a spike train 

in order to classify the physiological firing type of the recorded neuron. Next, brief light pulses with 

increasing intensity (duration varied for different opsins, and 1P or 2P illumination was used 

depending on the set up) were applied in order to record either photo-evoked currents (under 

voltage clamp) or cell membrane potential responses (under current clamp). For the current clamp 

recordings, once the light intensity sufficient to elicit an action potential was found (“spike threshold 

power”) the following two approaches were used: a) recording the cell firing pattern during 

photostimulation with a pulse train of a fixed frequency and duty cycle, with increasing intensity, b) 

recording the cell membrane potential while moving the phase mask away from the soma. 

7.2.3.2. Voltage-clamp measurements of biophysical properties of opsin using CHO cells 

Opsin - positive cells in the CHO culture preparations were identified with the help of a fluorescent 

lamp, and then patched under IR illumination. After establishing a stable whole – cell patch 

configuration in voltage clamp mode, the access resistance and cell capacitance were measured and 

compensated. Cell parameters were monitored during the entire recording, and cells whose access 

resistance increased by more than 20% were excluded from analysis. Three different types of 

photostimulation were used for this study: 

• A) long lasting (up to 4s) photostimulation with increasing intensity of laser pulse, 

• B) pulse trains with increasing frequency (10-100 Hz), 

• C) long lasting stimulation repeated while changing the interval between stimulations 
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7.2.3. Imaging and photostimulation 

 

All experiments were done with the use of three set – ups. In each of them, a holographic 

illumination, either in one or in two photon, was implemented and followed analogous construction 

allowing for holographic photostimultion. A laser beam was firstly expanded in order to fully 

illuminate the screen of spatial light modulator (SLM). By the use of homemade software developed 

in the Neurophotonics Laboratory (“Wavefront”), the user could define any arbitrary illumination 

pattern and calculate the corresponding phase modulation addressed to the SLM. Such phase 

modulation imprinted by the SLM on the laser beam was then projected on the back aperture of the 

microscope objective resulting in the desired illumination pattern on the sample (Fig. XX). All the set 

ups enabled also electrophysiological recordings and included an infrared light DIC imaging. 

In the following paragraphs I will briefly introduce the main characteristic and capabilities of each 

setup, related to the illumination sources and the imaging they provided. 

 

7.2.3.1. 1–Photon imaging and 1-photon stimulation set up 

The first set up was mainly used for initial screening and first testing of opsin expression. It was based 

completely on 1P illumination. 

It consisted of a Zeiss Examiner upright fluorescent microscope combined with a “Phasor”, a compact 

and commercial version of holographic stimulation from “3i Imaging system “, allowing patterned 

illumination of a 405 nm laser source. The imaging was controlled by the Slidebook software (3i). 

Recordings done on this set up allowed for: 

• Pre-screening of the opsin expression via epifluorescence detection (brightness, spread, 

sparseness of opsin fluorescence), 

• Targeted patch of opsin expressing cell and assessment of cellular type and 

electrophysiological parameters 

• Photostimulation with 1–photon holographic shape and first estimation of elicited 

photocurrent and spiking 

 

7.2.3.2. 1-Photon imaging and 2- photon stimulation set up 

This set up was the most frequently as it allowed for further assessment of opsin expression level 

and biophysical properties under 2-photon patterned excitation. 

Imaging part: 

The system was built on the basis of an upright microscope (Olympus BX51WI) providing wide field 

fluorescence imaging with an Arc Lamp (OptoSource Illuminator, Cairn Research) coupled with a 



 175 

monochromator (Optoscan Monochromator, Cairn Research). The fluorescence was collected by a 

CCD camera (Orca Flash 4.0 Hamamatsu) driven by MicroManager open source software. 

Photoactivation part: 

The 2P photostimulation source consisted of a conventional pulsed Ti:Sapphire laser (pulse width: 

100fs, repetition rate: 80MHz, model: Mai-Tai, Spectra Physics) with a tunable emission wavelength 

(from 700 to 1030 nm) and output power around 2W (at 900 nm). The patterned illumination was 

focused on the sample by a 40x objective (40x NA 0.8, LUM PLANFI/IR, Olympus) and the control of 

intensity and length of the photostimulation pulses was obtained by the use of a Pokel cell, allowing 

the generation of very short photostimulations pulses (< 1 ms). 

Recordings done on this set up allowed for: 

• Assessment of the expression under wide field fluorescent illumination, 

• Targeted patch of opsin expressing cell and assessment of cellular type and 

electrophysiological parameters 

• Photostimulation with a 1–photon wide-field illumination and fast assessment of cell 

responsiveness 

• Photostimuation with a 2-photon holographic shapes within a range of powers for assessing 

elicited photocurrents and spike triggering (single pulses and trains) 

• Recordings on CHO cells (investigation on kinetics parameters, prescreening of opsin 

plasmids) 

7.2.3.3. 2 - Photon imaging and 2-photon stimulation set up 

The third setup enables full characterization of opsin under 2-photon illumination condition both in 

vivo and in vitro. Implementation of 2-photon imaging allows for precise assessment of opsin 

expression and cell morphology, thus very good spatial resolution for targeting desired cell. 

Additionally, 2-photon activation allows axially confinement patterned stimulation in depth in the 

tissue. 

Imaging part: 

In this system, together, with 1P epifluorescence and IR transmitted light imaging, also 2P scanning 

fluorescence imaging was available. 

The system was homemade and build around commercial upright microscope (SliceScope, 

Scientifica). The photostimulation source for 2P scanning consisted of a mode-locked Ti:Sapphire 

laser (Coherent Chameleon Vision II, pulse width 140fs, tuning range: 680-1080 nm), scanned 

through the sample by a couple of galvanometric mirrors (3mm aperture, Cambridge Technology) 
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imaged at the back aperture of the microscope objective (40x W APO NIR, Nicon). Red and green 

fluorescence was detected by 2 GaAsP based PMTs. 

Photoactivation part: 

The laser for patterned holographic photostimulation consisted of illuminated by a regenerative 

amplifier laser system (Satsuma HP, Amplitude Systems) at fixed wavelength 1030 nm. The main 

characteristics of the source consist on: high output power (10 W) and low repetition rate (500 kHz). 

In contrast to more commonly used Ti:Sapphire light source (as set up 2), amplified laser system 

produces laser pulses of high peak power, allowing very efficient 2-photon opsin stimulation with 

low average illumination power. Thus, the system is ideal for multiple cell simultaneous 

photoactivation deep in the tissue. 

Recordings done on this set up allowed for: 

• 2-photon imaging of opsin expression (in vivo and in vitro), 

• Targeted patch of opsin expressing cell and assessment of cellular type and 

electrophysiological parameters, as well as cell morphology 

• Photostimulation with a 1–photon wide-field illumination and fast assessment of cell 

responsiveness (such illumination provided support during experiments enabling fast 

orientation in the tissue) 

• Photostimuation with 2-photon holographic shapes within a range of powers for assessing 

elicited photocurrents and spike triggering (single pulses and trains). 

• Recording calcium signal from OGB preparation (both in vivo and in vitro) 

• Recordings on CHO cells (investigation on kinetics parameters, prescreening of opsin 

plasmids) 

7.2.4. Data analysis 

 

7.2.4.1. Neuronal type classification 

Based on their action potential shape and firing pattern, as well as the shape and amplitude of the 

after hyperpolarization, cells were classified in either two (pyramidal/ interneuron) or three (Regular 

Spiking / Fast Spiking / Low Threshold Spiking) groups (Beierlein, 2003; Markram et al., 2004; 

McCormick, Connors, Lighthall, & Prince, 1985). 

7.2.4.2. Opsin performance assessment 

 

Photocurrents (under voltage clamp) or membrane potential changes (under current clamp) were 

recorded for a series of photostimulations, starting from low power (~ 0,05 mW/μm2 for Ti:Sapphire 

laser, 0,01 mW/μm2 for amplified pulse laser) and increasing gradually. The current clamp recordings 

allowed for finding the power at which an action potential could be reliably elicited, defined as an 
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action potential being present for three consecutive repetitions. Additionally, during consecutive 

recordings with the use of higher power elicited in each condition photocurrent magnitude was 

obtained. The current amplitude was further normalized taking as the reference for 100% the current 

obtained with the highest power applied. Normalized current in relation to applied power allowed 

for estimation of saturation power (the minimal power which further increase doesn’t cause increase 

of elicited current). Cells in which action potentials were triggered successfully were counted and 

presented as a percentage of all patched cells. The assessment of the temporal precision of spike 

occurance in response to light pulse trains was made using the power needed to elicit reliable single 

spikes (power at AP threshold). Pulse duration was varied depending on cell response, in order to 

find the minimal time for eliciting a train of action potentials. For the ReaChR experiments to assess 

the artifact due to non-somatic stimulation, the phase mask was moved away from the soma and 

focused onto different locations on the cell processes. An automatic protocol written in MATLAB (by 

Dimitrii Tanese) allowed for specifying a sequence of photostimulation patterns, which were started 

simultaneously with the electrophysiological recording and photostimulation signal. Additionally, a 

data sheet containing the centre of the spot position parameters was created, enabling recreation of 

the exact sequence during subsequent analysis. 

 

Data were analyzed with the help of Clampex, Neuromatic and Excel software. Figures were prepared 

using Origin, Fiji and Power Point Software. Recreating the spot sequence and inferring the data on 

the distance from the soma were done with the use of a MATLAB script. 
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8. Appendices: 
 

8.1. Appendix 1: Two-photon holographic stimulation of ReaChR 
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Optogenetics provides a unique approach to remotely manipulate brain activity with

light. Reaching the degree of spatiotemporal control necessary to dissect the role of

individual cells in neuronal networks, some of which reside deep in the brain, requires joint

progress in opsin engineering and light sculpting methods. Here we investigate for the

first time two-photon stimulation of the red-shifted opsin ReaChR. We use two-photon

(2P) holographic illumination to control the activation of individually chosen neurons

expressing ReaChR in acute brain slices. We demonstrated reliable action potential

generation in ReaChR-expressing neurons and studied holographic 2P-evoked spiking

performances depending on illumination power and pulse width using an amplified laser

and a standard femtosecond Ti:Sapphire oscillator laser. These findings provide detailed

knowledge of ReaChR’s behavior under 2P illumination paving the way for achieving in

depth remote control of multiple cells with high spatiotemporal resolution deep within

scattering tissue.

Keywords: optogenetics, 2-photon excitation, computer generated holography, opsin, action-potential

generation, neuroscience, cortex

INTRODUCTION

Optogenetics has revolutionized neuroscience by enabling remote activation or inhibition
of specific populations of neurons in intact brain preparations through genetically-targeted,
light-sensitive channels and pumps (Nagel et al., 2003; Boyden et al., 2005; Adamantidis et al.,
2015). Despite great advances in opsin engineering and photoactivation methods achieved over
the last decade, studying the role of individual neurons within neuronal circuits is still a challenge
as it requires photo-stimulation of one or several individually chosen cells within scattering tissues
(Peron and Svoboda, 2011; Emiliani et al., 2015), with millisecond time precision and micrometer
spatial resolution. Recent developments of ad hoc opsins (Mattis et al., 2012; Klapoetke et al., 2014)
and innovative illumination approaches (reviewed in Papagiakoumou, 2013; Bovetti and Fellin,
2015) offer the possibility of tackling these challenges.

Red-shifted variants of channelrhodopsin, such as C1V1 (Yizhar et al., 2011), ReaChR (Lin
et al., 2013; Hooks et al., 2015) or Chrimson (Klapoetke et al., 2014), with spectral peaks near and
above 600 nm, enable deeper brain stimulation relative to blue-green shifted opsins. For instance,
red-orange light illumination of ReaChR, has permitted in vivo trans cranial optogenetics in deep
brain structures (Lin et al., 2013). However, in depth neuronal stimulation using visible light does
not enable cellular resolution.

In depth optogenetics at the single cell level requires the use of two-photon (2P) stimulation.
However, the small conductance [∼40 fS for ChR2 (Feldbauer et al., 2009)], of most existing
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optogenetic actuators and the limited number of channels
contained in the micro-sized illumination volume renders
2P-optogenetics challenging. This has prompted the design of
new 2P-illumination approaches for optimized photocurrent
integration, each with its advantages and limitations.
Two-photon scanning approaches optimize current integration
by quickly scanning a micrometer-diameter spot across the
cell body faster than the channel’s closing time (Rickgauer
and Tank, 2009; Andrasfalvy et al., 2010; Packer et al., 2012;
Prakash et al., 2012). On the contrary, 2P-parallel approaches
enable synchronous current integration from all illuminated
channels by delivering light simultaneously on axially confined,
user-defined regions (Papagiakoumou et al., 2010, 2013;
Bègue et al., 2013). Intermediate solutions, using scanning
of a low numerical aperture beam (Rickgauer et al., 2014) or
multiplexed holographic beams (Packer et al., 2015), have also
been developed.

Either approach, combined with red-shifted opsins
could enable optimal deep-brain photo-stimulation with
cellular resolution. Parallel approaches illuminate all targets
simultaneously and provide a higher temporal resolution than
scanning methods: action potential (AP) generation is achieved
with millisecond temporal resolution (1–10ms) with a parallel
approach (Bègue et al., 2013) whereas it requires 5–70 ms with
scanning (Rickgauer and Tank, 2009; Andrasfalvy et al., 2010;
Packer et al., 2012; Prakash et al., 2012). However, parallel
approaches divide the available laser power among all targets.
As a consequence, the maximum area photo-excited within a
single illumination pattern, and therefore the maximum number
of target cells, is limited by the available laser power and the
cross-section of the opsin. Consequently simultaneous, multiple
cell targeting requires using high cross-section opsins and
efficient illumination methods.

To date, 2P activation of red-shifted opsins has only been
demonstrated for C1V1 (Packer et al., 2012, 2015; Prakash
et al., 2012; Bègue et al., 2013; Rickgauer et al., 2014).
ReaChR offers improved membrane trafficking, as well as
higher photocurrent for 1P stimulation (Lin et al., 2013).
Therefore, ReaChR has the potential to be highly sensitive for 2P
stimulation.

Here, we characterized the 2P absorption spectrum and
kinetics parameters of ReaChR in cultured cells and in acute
brain slices. We demonstrated that using computer generated
holography with an amplified laser combined with ReaChR
enables 2P generation of photo-currents in the range of
one nanoampere. Moreover, we demonstrated reliable action
potential generation with millisecond temporal resolution and
sub-millisecond temporal precision (jitter). These results open
new possibilities for in depth, simultaneous 2P stimulation of
multiple targets.

MATERIALS AND METHODS

ReaChr Expression in Biological Samples
Cultured Cells
ReaChR was first expressed in cells in culture. We used Chinese
Hamster Ovary (CHO) cells as they have few gap junctions which

would interfere with measurements of currents for single cell
photo-stimulation, lowering their amplitude and slowing kinetics
(Conti et al., 2016). CHO cells were cultured in an incubator
at 37◦C and 5% CO2 in a D-MEM/F12 GlutaMAX medium
(Life Technologies) with the addition of 1 mM glutamine, 1%
streptomycin and 10% fetal bovine serum. Cells were plated
on Thermanox plastic coverslips (Thermo Scientific) 24 h prior
to transfection. The DNA was transfected using the EX-Gen
500 transfection reagent and cells were recorded 24–48 h after
transfection. The plasmid used had a p2A sequence (Prakash
et al., 2012) which allowed for the simultaneous expression of
the photochannel and the YFP marker but independent targeting
(pAAV-ReaChR-p2A-eYFP) (provided by the Allen Institute).
CHO cells were transfected with pAAV-ReaChR-p2A-EYFP, and
examined 2–3 days after transfection.

Brain Slices

Virus injections
ReaChR was expressed in mouse brain tissue using AAVs as
vectors. All experimental procedures were approved by the Paris
Descartes Ethics Committee for Animal Research (registered
number CEEA34.EV.118.12) and institutional guidelines of the
care and use of laboratory animals (Council directive 86/609
EEC). Swiss male mice (Janvier, France) were injected 25–35
days post-natal with AAV1 CamKII-ReaChR-p2A-YFP or AAV1
Ef1α-ReaChR-p2A-dTomato (n = 94 mice). The dimer of
Tomato (dTomato) (Shaner et al., 2004) was used in the
latter construct to meet AAV genome size constraints. Mice
were anesthetized with a mixture of ketamine (80 mg/kg body
weight; Ketamine 1000, Virbac France) and xylazine (10 mg/kg
body weight; Xylazine Rompun 2%, Bayer Healthcare) via
intraperitoneal injection. They were placed in a stereotactic
frame and the head was stabilized with ear bars and a
mouth holder. Eyes were covered with lubricant (Dexpanthenol;
Chauvin Ankerpharm GmbH Berlin) to prevent dehydration.
The scalp was locally anesthetized with 0.03 mL lidocaine
(Xylovet 21.33mg/mL; CEVA). The skull was exposed by an
incision of ∼0.5 cm length on the anterior-posterior axis of
the scalp above the visual cortex. The injection site was located
3.5 mm posterior of bregma and 2 mm lateral. A craniotomy
of∼1mm2 was performed and the dura mater was cut through.
A 36-gauge stainless steel beveled needle (Coopers Needleworks
Ltd) was placed at a depth of 200µm from the brain surface and a
volume of 1.5 µL AAV (total genome copies: 1.5 1012 to 1.5 1014)
was injected at a rate of 100 nL per minute. After injection, the
scalp was closed with cyanoacrylate (super glue Loctite; Henkel).
Finally, a peritoneal injection of Antisedan (0.2 mg/kg; Janssen)
and a subcutaneous injection with 0.2 mL of 9% saline solution
were performed to allow for quick recovery from anesthesia.

To check for expression, 2 mice were fixed with PFA. They
were deeply anesthetized with Pentobarbital 0.2mg/g mouse.
After clearing the blood with PBS though transcardiac perfusion,
4% PFA was used to fixate the animal. The fixed brain was
removed, post-fixed in PFA for 1 h, and then washed with PBS.
The fixed brains were sliced into 50µm thick sagittal sections and
mounted on glass cover slips for confocal imaging.
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Acute brain slice preparation
Three hundred micrometer thick parasagittal slices, were
prepared 4–10 weeks after viral injection, in accordance
with European guidelines. Mice were decapitated. Slices were
prepared using a Leica VT1200S slicer. The sucrose slicing
solution contained (in millimoles of compound used to make a
liter of solution): 25 glucose, 85 NaCl, 65 sucrose, 0.5 CaCl2, 4
MgCl2, 2.5 KCl, 1.25 NaH2PO4 and 26 NaHCO3. It was saturated
with 95% O2/5% CO2. Slices were then incubated at 32–33◦C for
30 min in a sucrose recovery solution containing (in millimoles
of compound used to make a liter of solution): 25 glucose, 115
sucrose, 1 CaCl2, 2.5 MgCl2, 105 NaCl, 2.5 KCl, 1.25 NaH2PO4

and 26 NaHCO3 saturated with 95% O2/5% CO2.

Imaging
Widefield IR and Fluorescence System
For screening cells morphology and checking cell localization
in acute brain slices we used a widefield infrared illumination
system. This consisted of an IR-LED source (M780L2, Thorlabs)
installed at the rear port of a SliceScope Scientifica microscope,
an orientable blocking element to create oblique illumination
and a condenser focusing the light on the sample. IR light
transmitted through the sample was collected with an IR
antireflection coated water-immersion objective (Nikon NIR
MRD07420 N40X/0.80W) and sent to an IR CCD (IR-1000,
DAGE-MIT).

For a first control of ReaChR expression, we performed
widefield fluorescence imaging with a system comprising 2
interchangeable LED sources (Thorlabs M470L2, for YFP
and M565L3 for dTomato) filtered by 2 interchangeable
bandwidth excitation filters (Semrock FF01-452/45 for YFP
and F01-545/55-25 for dTomato) and coupled to a diffuser
(DG10-1500, Thorlabs) and an achromatic lens (f = 30 mm,
#LA1805 Thorlabs). Fluorescence was collected through a tube
lens (f = 200mm), separated from excitation light using a
dichroic mirror (Semrock FF510-Di02 for YFP and FF580-FDi01
for dTomato) and detected by a CCD camera (Orca-05G,
Hamamatsu) after passing through a visible bandwidth filter
(Semrock FF01-609/181 for YFP and FF01-665/150-25 for
dTomato).

Two-Photon Scanning Imaging System
For high-resolution fluorescence imaging we used a 2P raster
scanning microscope consisting of a femtosecond tunable Laser
(Coherent Chameleon Vision II, pulse width 140 fs, tuning
range 680–1080 nm), relayed on a custom-made galvanometer-
based scanhead (3mm aperture, 6215H series, Cambridge
Technology), imaged at the back aperture of an IR antireflection
coated water-immersion objective (Nikon NIR MRD07420
N40X/0.80W) through an afocal telescope (scan lens: f = 100
mm, Thorlabs #AC508-100-B; tube lens: f = 300mm, Thorlabs
#AC508-300-B). For imaging of dTomato the Chameleon laser
was tuned at 930 nm. Galvanometric mirrors were driven by
two servo drivers (MicroMax series 671, Cambridge Technology)
controlled by a Digital/Analog converter board (PCI-6110,
National Instrument).

Epi-fluorescence signals were collected during imaging.
Fluorescence photons were separated from excitation photons
using a dichroic mirror (Semrock FF705-Di0) and a band-
pass filter (Semrock FF01-750/SP) and then separated according
to their wavelength using a second dichroic mirror (Semrock
FF555-Di03). Red fluorescence was further isolated using a
band-pass emission filter (Semrock FF02-617/73) and detected
using a multi-alkali photomultiplier (Hamamatsu R9110). Green
fluorescence light was further isolated using a blocking edge
short-pass emission filter (Semrock FF01-750/SP) as well as a
band-pass emission filter (Semrock FF01-510/84), and detected
using a multi-alkali photomultiplier (Hamamatsu R3896).

Images were acquired with ScanImage software. The laser
intensity was controlled using a combination of an electrically-
controlled liquid crystal variable phase retarder (LRC-200-IR1,
Meadowlark Optics) and a polarizer beamsplitter (BB-050-IR1,
Meadowlark Optics). A 4 µs dwell time was used when imaging.
Anatomical images were averages of 2 consecutive images.

Confocal System
A confocal Microscope Zeiss LSM 510 was used to examine fixed
slices. YFP was excited with the 488 nm beam from an Argon/2
laser though a dichroic HFT488 and a Zeiss Plan Neofluar
20x/0.50 Objective. Epi-fluorescence was filtered through the
dichroic HFT488 and a long pass filter LP505.

Photo-Stimulation
Two-Photon Holographic Stimulation with Amplified

Laser System
The 2P computer-generated holographic (CGH) system
(Figure 1A) has been already described in (Ronzitti et al., 2016).
Briefly, the system is based on an LCoS-SLM (Hamamatsu
X10468-07) illuminated by an Ytterbium-doped photonic crystal
fiber amplifier laser system (Satsuma HP, Amplitude Systems;
pulse width 250 fs, tunable repetition rate 500–2000 kHz, gated
from single shot to 2000 kHz with an external modulator,
maximum pulse energy 20 µJ, maximum average power 10 W,
λ = 1030 nm) operated at 500 kHz. The output of the amplifier
was relayed and expanded to cover the SLM surface. Zero-order
excitation was suppressed by a cylindrical lens (Hernandez et al.,
2014). Then the SLM was imaged through an afocal telescope
(f1 = 500 mm and f2 = 300 mm) at the back focal plane of an
IR antireflection coated water-immersion objective (Nikon CFI
APO 40X WI NIR NA 0.80) mounted on an upright microscope
(Scientifica). Total power at the exit of the objective was 2 W.

We used an amplified pulsed laser (500 kHz, 20 µJ)
instead of a conventional femtosecond oscillator, to maximize
the peak power and minimize the average power necessary
to photo-stimulate a single cell. This solution has previously
been implemented to maximize the efficiency of excitation in
conventional 2P microscopy imaging (Theer and Denk, 2006).

The SLM was controlled by a custom-designed software (Lutz
et al., 2008) based on a Gerchberg and Saxton iterative algorithm,
which converts an arbitrary intensity pattern on the sample plane
to a specific phase profile to be addressed at the SLM plane.
Photo-stimulation light power densities (LPDs) given in the text
correspond to values after the objective, at the surface of samples.
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FIGURE 1 | Characterization of currents evoked by 2P holographic stimulation and two-photon excitation spectrum. (A) Simplified scheme of the 2P

holographic stimulation microscope. The output beam from an Ytterbium-doped photonic crystal fiber amplifier Laser System was attenuated by rotating a

half-waveplate combined to a polarizer cube. The beam was relayed and expanded to cover the surface of an LCoS-SLM (Hamamatsu X10468-07). Zero-order

excitation was suppressed by aberrating it with a cylindrical lens. Then the SLM was imaged through a telescope (L1, L2 lenses) at the back focal plane of an IR

antireflection coated water-immersion objective (Nikon CFI APO 40X WI NIR NA 0.80) mounted on an upright microscope (Scientifica). (B) CHO cells were voltage

clamped at −40 mV and the current response to 2P holographic stimulation (1000 ms, red bar, λ = 1030 nm) with patterns matching the cell shape was recorded.

Evoked response for increasing Laser Power Densities (LPDs) in a single cell. Average of n = 3 repetitions. (C) The maximum current (Imax ) reached by 2P holographic

stimulation at 1030 nm of 4 CHO cells was normalized to the saturation current (Isat ) and plotted vs. LPD. Average of n = 3 repetitions for each cell and LPD. Data

recorded above a LPD of 0.2 mW/µm2 was not shown as all cells had reached the saturation current. (D) Rise time (TR, gray dots) and decay time (TD, black

diamonds) for 2P holographic stimulation of a single CHO cell. Average of n = 3 repetitions. TD and TR were fit, respectively, by a linear function (black line) and

following Equation 4 (in Methods see Section Currents evoked by photo-stimulation of opsins) (gray line). (E) CHO cells were voltage clamped at −40 mV and the

current response to 2P Generalized Phase Contrast (GPC) stimulation (400 ms, red bar) was recorded at a wavelength range from 720 to 1030 nm, while keeping the

photon flux constant (2.7 × 1026 photons/s/m2). Average of n = 3 repetitions for each wavelength. (F) The maximum current reached by 2P GPC stimulation was

normalized to the current generated with stimulation at 1000 nm and plotted vs. excitation wavelengths. A constant photon flux of 2.7 × 1026 photons/s/m2 was

used. The current generated between 975 and 1030 nm (*) was significantly larger than currents generated at other wavelengths (p = 0.05, Wilcoxon paired T-test;

n = 6 cells). (G) Decay time (TD, black diamonds) and rise time (TR, gray dots) for a constant photon flux of 2.7 × 1026 photons/s/m2 for 2P holographic stimulation

of CHO cells. Average of n = 6 cells. TR between 975 nm and 1000 nm (*) was significantly larger than currents generated at other wavelengths (p = 0.05, Wilcoxon

paired T-test; n = 6 cells). (H) The 2P cross-section, normalized to its value for excitation at 1000 nm, was plotted vs. excitation wavelengths. The 2P cross-section at

975 and 1000 nm (**) was very significantly larger than the cross-section at other wavelengths (p = 0.01, Wilcoxon paired T-test; n = 11 cells).
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Two-Photon Holographic Stimulation with Standard

Femtosecond Oscillator
To assess the impact of using an amplified pulsed laser we also
tested AP generation using ReaChR 2P holographic stimulation
with a standard femtosecond oscillator. To do that we used a
system similar to the previous one but with a 80MHz Ti:Sapphire
Laser (Mai Tai Deepsee, Newport-Spectra Physics) delivering 100
fs impulsions as a light source.

Two-Photon GPC Stimulation for Measurement of

Spectra
Spectra were obtained via a Generalized Phase Contrast (GPC)
shaped illumination (Gluckstad, 1996) through a tunable
wavelength Ti:Sapphire laser. GPC, with respect to CGH,
provides homogeneous intensity patterns and therefore the same
excitation intensity to light-gated channels distributed all over the
membrane (Papagiakoumou et al., 2010; Bañas et al., 2014). The
optical system is similar to the one described in (Papagiakoumou
et al., 2010) with the difference that the grating for temporal
focusing was replaced by a mirror. Briefly, the expanded (4x)
beam of a Ti:Sapphire Laser (Mai Tai Deepsee, Newport-Spectra
Physics) was phase modulated by a Liquid Crystal on Silicon
Spatial Light Modulator (LCOS-SLM) (Hamamatsu Photonics
X10468-02) placed at the entrance of a GPC common path
interferometer and controlled by a custom-designed software.
The interferometer is based on a 4f (f : focal length) imaging path
(f 1 = 300mm, f 2 = 400 mm) with a half-wave phase shifting
contrast filter (PCF) at the confocal plane between the lenses. The
output pattern of the interferometer is demagnified at the sample
plane by a telescope made of a f = 500 mm lens and an Olympus
LUMPLF 40x W/IR, NA 0.8 objective. The PCF is a patterned
glass-based phase mask containing circular pits (the size of the
pit used corresponds to 70 µm in diameter). It is designed to
provide a π-phase shift for 900 nm wavelength. The robustness
of GPC light patterning under a broad wavelength range (Palima
and Glückstad, 2008), allowed us the spectra acquisition. The
femtosecond laser was tuned from 800 to 1030 nm. During
experiments, the wavelength was varied non-monotonically in
order to avoid any bias in the spectra.

Electrophysiology
Patch pipettes were pulled from borosilicate glass capillaries
(outer diam. 1.5mm, inner diam. 0.86 mm Harvard apparatus).
Voltage and current signals were recorded using a MultiClamp
700B amplifier (Molecular Devices)), in the whole-cell recording
configuration, low-pass filtered at 10 kHz, digitized at 20–40
kHz and recorded using Neuromatic (http://www.neuromatic.
thinkrandom.com, written in Igor Pro). Data was analyzed using
Neuromatic or pClamp (Axon Instruments) andMicrosoft Excel.
Membrane potentials are given without correction for the liquid
junction potential.

Cultured Cells
Cultured cells were transferred for recording in a chamber
mounted on the headstage of an upright microscope (Scientifica
or Olympus BX50WI for spectra measurements). Recordings
were performed at room temperature (18–22◦C). The

extracellular medium during electrical recording was of the
following composition (in millimoles of compound used to
make a liter of solution): 140 NaCl, 5 KCl, 2 CaCl2, 1 MgCl2,
20 HEPES, 25 Glucose. pH adjusted to 7.5. Patch pipettes, filled
with an intracellular solution was composed of (in millimoles of
compound used to make a liter of solution): 140 KCl, 2 MgCl2, 2
Mg ATP, 0.4 Na GTP, 10 HEPES, 20 BAPTA. PH adjusted to 7.3,
and had a resistance that ranged from 4.5 to 10M". Experiments
were performed in the dark to avoid any direct stimulation of
cells by ambient light.

Brain Slices
Brain slices were transferred for recording in a chamber mounted
on the headstage of an upright microscope (Scientifica). Cortical
layer 2/3 was localized using infrared illumination and custom-
made contrast. Slices were then washed for 15 min with
external solution saturated with 95% O2/5% CO2 containing (in
millimoles of compound used to make a liter of solution): 125
NaCl, 2.5 KCl, 26 NaHCO3, 1.25 Na2H2PO4, 25 Glucose, 0.5
Ascorbic Acid, 1.5 CaCl2 and 1 MgCl2. For recordings, slices
were continuously perfused with the same external solution
at room temperature (18–22◦C). Patch pipettes, filled with an
intracellular solution of the following composition (in millimoles
of compound used to make a liter of solution): 130 K-Gluconate,
7 KCl, 10 HEPES, 4 Mg ATP, 0.3 Na GTP, 10 Na phosphocreatine,
pH adjusted to 7.35, and had a resistance that ranged from 5 to
10M". The slices were used for 1–5 h. Recorded cells were stable
for at least 1 h. Experiments were performed in the dark to avoid
any direct stimulation of cells by ambient light.

Cells were characterized based on their location and classified
based on their firing pattern in response to steps of somatic
current injection (Beierlein et al., 2003; Xu et al., 2006). We
assessed the presence / absence of a fast and a slow after-
hyperpolarization (AHP) based on the AHP rise time. Cells
were considered as having a fast AHP when their AHP had a
component with a rise time shorter than 10 ms and a slow AHP
when their AHP had a component with a rise time larger than
10 ms. Cells were classified as pyramidal cells when they did
not have fast AHP but had a slow AHP. Cells were classified as
fast-spiking interneurons when they had a fast AHP and when
they did not have a slow AHP. Their fast AHP amplitude was
18± 4mV (n= 12). Cells were classified as low threshold spiking
interneurons when they had a fast and a slow AHP. Their fast
AHP amplitude was 10 ± 5 mV (n = 4). Many LTS cells evoked
rebound spikes in response to hyperpolarizing current.

Currents Evoked by Photo-Stimulation of Opsins
Following the models previously suggested for ChR2 (Rickgauer
and Tank, 2009) for short illumination time, temporal
photocurrent traces can be modeled by assuming a 2-state
open (O) and closed (C), model: C ↔ O. With such a model
the time-dependence of evoked currents will be determined by
single exponentials.

Based on these assumptions, the change in the open channel
density [O] at time t, is given by the difference between the rate
at which channels open and the rate at which they close. The
rate at which channels open can be expressed as the product
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of the rate at which ReaChR absorbs excitation photons: σm(λ)
LPD2 [C] (Xu and Webb, 1996), where LPD is the Laser Power
Density, [C] is the closed channel density at time t, σm(λ) is
the wavelength dependent excitation cross-section of ReaChR,
by α(λ) the wavelength dependent quantum yield. The product
ασm(λ) is called the “action cross-section”, σ (λ) and depends on
the excitation wavelength, λ used for illumination (Zipfel et al.,
2003). The rate at which the channels close is given by the product
of the off-rate coefficient koff by [O] (Rickgauer and Tank, 2009).

Therefore:

d[ ] / dt = σ (λ) LPD2 [C] − koff [O]. (1)

As [C]+ [ ]= c, with c= total density of opsins:

d[ ] / dt = σ (λ) LPD2 c − (σ (λ) LPD2
+ koff ) [O]. (2)

Solving Equation (2) gives for any time t before the end of the
excitation pulse:

[O] = Omax (1 − e−t/TR ), (3)

where

TR = 1 / (σ (λ) LPD2
+ koff ) (4)

is the expression for the rise time and

Omax = c σ (λ) LPD2 / (σ (λ) LPD2
+ koff ) (5)

describes the maximum number of channels opened at
saturation.

As the current induced by photo-stimulation is the product
of the single channel conductance and the density of opened
channels,

I = Imax(λ)(1− e−t/TR) (6)

with

Imax(λ) = Isat σ (λ) LPD2 / (σ (λ) LPD2
+ koff ) (7a)

and Isat is the saturation current.
For LPD << (koff / σ (λ))1/2, i.e., for LPDs inducing currents

far below Isat ,

Imax(λ) ≈ Isat σ (λ) LPD2 / koff (7b)

and the plot of Imax(λ) as a function of λ enables to obtain the
corresponding dependence of the excitation cross-section, σ (λ).
Normalizing to the peak (reached at λ = 1000 nm) we have:

σ (λ) / σ (1000) ≈ Imax(λ)/Imax(1000). (8)

Alternatively, by setting

TD = 1 / koff ,

where TD is the decay time constant, Equation (4) becomes:

1/TR − 1/TD = σ (λ) LPD2 (9)

and assuming α independent of λ, we can derive a dependence
of the excitation cross-section on the excitation wavelength valid
also for high LPD values:

σ (λ) / σ (1000) = (1/TR − 1/TD)λ / (1/TR − 1/TD)1000. (10)

Furthermore, the LPD is linked to the photon flux Φ by the
equation:

LPD = hc0 Φ /λ (11)

where h is the Planck constant and c0 the speed of light.
Using a constant photon flux Equations (8) and (10) become

respectively:

σ (λ) /σ (1000) ≈ (λ/1000)2Imax(λ) / Imax(1000), (12)

and

σ (λ) / σ (1000) = (λ/1000)2 (1/TR − 1/TD)λ /

(1/TR − 1/TD)1000. (13)

Voltage Clamp Measurements of Currents Evoked by

Photo-Stimulation of Opsins
CHO cells were voltage-clamped at −40 mV. Cortical cells were
voltage-clamped at −70mV. We adjusted the length of the
photo-activation pulse (300 to 1000 ms) depending on the LPD
such as the maximum current was reached but inactivation is
minimized. Each trial was repeated 3 times and the average of
the 3 repetitions was used for further analysis.

The photo-stimulation evoked currents were filtered 100 times
with a binomial filter and Imax(λ) was determined as their
maximal absolute value. The rise time constant TR and the decay
time constant TD were determined by fitting the rising phase
and the decaying phase of the trace with single exponentials and
extracting the 1/e time constants, TR and TD.

Isat was determined by fitting Imax(λ) vs. LPD according to
(Equation 7). The distribution of Isat over the population of cells
tested was calculated, as well as its cumulative distribution. The
LPD at current saturation was defined as the LPD used to reach a
current equal to 95% of Isat .

Voltage Response to Photo-Stimulation of Opsins
Each trial was repeated 3 times. APs were detected for each trial
and their average frequency calculated. Conditions for which at
least 2 trials out of the 3 induced APs or trains of APs were
considered as positive. The average frequency of the 3 repetitions
was used for further analysis.

Data through the manuscript is expressed as mean± s.d.

RESULTS

Two-Photon Current Generation and
Two-Photon Action Spectra in Cell Culture
We first tested 2P stimulation of ReaChR in cell culture under 2P
holographic illumination provided by an amplified laser source
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(Figure 1A). Patterns of increasing LPDs and matching the cell
shape (65 ± 13µm2, n = 4 cells) evoked currents of increasing
amplitude (Figure 1B) that saturated [Figure 1C, in Methods
see Section Voltage clamp measurements of currents evoked by
photo-stimulation of opsins and Equation (7)] at 113 ± 54 pA
(n= 4 cells) for a LPD of 0.10± 0.03 mW/µm2 (n= 4 cells) after
the objective. These results demonstrate that ReaChR is sensitive
to 2P stimulation even at low LPDs.

The Rise time (TR) (defined in Methods see Section Voltage
clamp measurements of currents evoked by photo-stimulation of
opsins) varied from 8 ± 2 ms for a LPD of 0.3 ± 0.1 mW/µm2,
to 145 ± 39 ms for a LPD of 0.008 ± 0.002 mW/µm2 (n =

4 cells) (Figure 1D). Decay time (TD) (defined in Methods see
Section Voltage response to photo-stimulation of opsins) was
independent on LPD and equal to 212 ± 24 ms (n = 4 cells)
(Figure 1D). These values are consistent with the slow kinetics
of ReaChR found under 1P illumination (at current saturation:
TR = 20± 0.6 ms; TD =137± 7.1 ms Lin et al., 2013).

We then investigated the dependence of 2P-photocurrent on
the excitation wavelength for a range of wavelengths from 720
to 1030 nm (Figure 1E). This was achieved by illuminating the
cells with a circular shape generated using the GPC method
coupled to a tunable Ti-Sapphire laser (see Section Methods)
and a constant photon flux of 2.7 × 1026 photons/s/m2 after the
objective, corresponding to an LPD of 0.04mW/µm2 at 1030 nm.
Themaximumphotocurrent was reached at wavelengths between
975 and 1030 nm (n = 6 cells) (Figure 1F; p = 0.05, Wilcoxon
paired T-test). The Rise time (TR) reached a minimum of 41 ± 9
ms between 975 and 1000 nm (n = 6 cells) (Figure 1G, p = 0.05,
Wilcoxon paired T-test). Decay time (TD) was independent on
wavelength (Figure 1G).

In order to keep a good signal to noise ratio for photocurrents
registered at the tail of the action spectra (λ < 850 nm), we
also used relative high photon flux (7.5 × 1026 photons m−2

s−1 after the objective) which was close to the saturation power
for excitation wavelength within the absorption peak. To derive
the exact wavelength dependence of the 2P-cross-section, σ (λ),
we calculated its expression as a function of the rise and decay
times (see Section Methods, Equations 9, 10). The resulting plot
revealed a peak at 975–1000 nm (n = 11 cells) (Figure 1H;
p= 0.01, Wilcoxon paired T-test).

These results demonstrate that at the wavelength of the
employed amplified laser (1030 nm), currents close to 70%
of the maximum achievable current (λ = 975 nm) can be
evoked.

Two-Photon Holographic Activation of
ReaChr-Expressing Neurons in Brain Slices
ReaChR was expressed in the visual cortex of mice using
AAV1 CamKII-ReaChR-p2A-YFP or AAV1 Ef1α-ReaChR-p2A-
dTomato (see Section Methods). Constructs with the p2A
sequence between ReaChR and the fluorescent reporter facilitate
the identification of opsin-expressing cells (Castelló et al., 2011;
Prakash et al., 2012) as they allow for the reporter to be
freely-diffusing in the intracellular medium, while the opsin is
targeted to the membrane. Therefore, opsin-expressing cells are
filled with the fluorescent reporter and can be easily identified

under 1P or 2P imaging. Five or six weeks after injection of
AAV1 CamKII-ReaChR-p2A-YFP and 6–8 weeks after injection
of AAV1 Ef1-ReaChR-p2A-dTomato, cortical layer 2/3 was
relatively sparsely labeled (Figures 2A,B). In agreement with
previous findings (Lin et al., 2013), cells expressing ReaChR
had normalmorphology and physiological membrane properties,
suggesting minimal toxic effects of expression. Indeed their
resting potential was −70 ± 7 mV (n = 35) for pyramidal
cells,−64± 7mV (n = 11) for fast spiking (FS) cells and
−66± 10 mV (n= 4) for low threshold spiking (LTS) cells.

Fifteen micrometer diameter 2P holographic spots were
targeted at the somas of L2/3 cortical cells expressing ReaChR
in acute brain slices for 0.1–1 s. Evoked currents saturated on
average at 740 ± 210 pA (n = 12 pyramidal cells) (Figure 2C)
for a LPD of 0.04 ± 0.02 mW/µm2) (see Section Methods). TR

varied from 28± 15 ms for a LPD of 0.06 mW/µm2 (n= 5 cells),
to 55± 29 ms for a LPD of 0.02 mW/µm2 (n= 10 cells).

These results demonstrated that 2P illumination of ReaChR
enables generation of currents in the nanoampere scale, in
neurons, at LPDs below 0.1 mW/µm2 using 1 to 10 ms long 2P
stimulation pulses.

Characterization of Light Power Density
Necessary to Reach the AP Threshold
Using Amplified Laser or Ti:Sapphire
Oscillator
Next we investigated the 2P stimulation conditions to evoke an
AP in cortical layer 2/3 cells following infection with either of
the ReaChR-carrying viruses. 15-µm diameter 2P-holographic
spots were applied for 10 ms to depolarize the cells and the laser
power was increased until an AP was evoked (Figure 2D). The
AP threshold was reached for LPDs of 0.03 ± 0.02 mW/µm2

(n = 26) in pyramidal cells, 0.02 ± 0.02 mW/µm2 (n =

8) in FS cells and 0.02 ± 0.02mW/µm2 (n = 7) in LTS
cells. This is about half the LPD needed to reach current
saturation.

For comparison, we also investigated ReaChR excitability
using a standard femtosecond Ti:Sapphire oscillator (MaiTai-
DeepSee, Spectra-Physics, in Methods see Section Two-photon
holographic stimulation with standard femtosecond oscillator).
We found that an average LPD of 0.2 ± 0.04 mW/µm2 (n = 5
cells) was necessary to reach the AP threshold with at 950 nm and
an excitation spot of 15 µm in diameter for 10 ms illumination
pulses (Figures 3A,B).

Interestingly, at the LPD used at AP threshold, only 2P
stimulation on the cell body resulted in an action potential.
However, 2P holographic stimulation of the processes using the
same spot resulted in a 3.72 ± 2.29 mV depolarization (n = 3
cells, average of 3 to 8 spots at distances of 15 to 100 µm from the
soma) (Figures 3A,C,D).

These results demonstrated that the combination of an
amplified laser with ReaChR enables reproducible (n ≥ 3) AP
generation in 97% of ReaChR expressing-cells in which it was
tested, using an average LPD of 0.025 ± 0.022mW/µm2 for an
average depth of 48 ± 19 µm (n = 43 cells). This corresponds to
less than 6 mW of total power per cell.
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FIGURE 2 | Conditions to evoke an action potential in neurons of mouse visual cortex Layer 2/3 with a fiber amplified Laser System at 1030nm. (A)

Maximum intensity projection of a z-stack of confocal images of a fixed sagittal brain slice from mouse injected with AAV1 CamKII-ReaChR-p2A-YFP, 2 weeks after

injection. Scale bar: 50 µm. (B) 2P microscopy images of visual cortex layer 2/3 from an anesthetized mouse (1% isoflurane) injected with AAV1

Ef1α-ReaChR-p2A-dTomato, 7 weeks after injection. Scale bar: 50 µm. Selected images from a stack of 101 images (100 to 200 µm under the surface of the brain).

(C) Cumulative distribution of the saturation current (in Methods see Section Voltage clamp measurements of currents evoked by photo-stimulation of opsins)

generated by 2P holographic stimulation in L2/3 cells when cells were voltage-clamped at −70 mV. (D) Voltage response of a L2/3 pyramidal cell to a series of 10-ms

long 2P holographic spots (15 µm diameter, over the cell soma) of constant Laser Power Density (LPD) (red bar). Steady state current injection was used to keep the

cell voltage at −70 mV in resting conditions. The LPD was increased from 0 to 0.014 mW/µm2 within the series until an action potential (AP) was evoked. Inset:

overlay of infrared (IR) slice image (grayscale), fluorescence (green) and 2P stimulation mask (red circled area) of V1 layer 2/3 in an acute sagittal brain slice from

mouse injected with AAV1 CamKII-ReaChR-p2A-YFP, 5 weeks after injection. Scale bar: 30µm.

Conditions to Minimize Action Potential
Latency and Temporal Jitter
We investigated the effect of the photo-stimulation pulse length
(1 to 10 ms) on the spiking performances using cells expressing
ReaChR following infection with either of the ReaChR-carrying
viruses. At the AP threshold, the LPD was 0.03 ± 0.02 mW/µm2

for 5 ms pulses (n = 16 cells), 0.06 ± 0.06mW/µm2 for 2ms
pulses (n = 16 cells) and 0.09 ± 0.1mW/µm2 for 1 ms pulses
(n = 14 cells) (Figure 4A and Supplementary Figure 2A for
pyramidal cells only), thus very significantly larger than for 10 ms
pulses, 0.02 ± 0.02 mW/µm2 (p = 0.01, Wilcoxon paired T-test;
n= 16 cells).

APs were generated with a latency, i.e., delay between the
photo-stimulation onset and the peak of the AP, of 28 ± 11
ms (n = 22 cells), with an AP jitter, i.e., standard deviation
of the latency, of 2.4 ± 2.2ms (for 3 repetitions, average of
22 cells) at AP threshold. At AP threshold, both the latency
(p > 0.1 Wilcoxon paired T-test, n = 16 cells) (Figure 4B and

Supplementary Figure 2B for pyramidal cells only) and jitter
(p > 0.1 Wilcoxon paired T-test, n = 16 cells) (Figure 4C
and Supplementary Figure 2C for pyramidal cells only) were
independent of the pulse length.

In pyramidal cells, increasing the LPD above the value used
to reach the AP threshold reduced significantly both the AP
latency and the AP jitter (Figures 4D–F). The latter could be
decreased down to 0.3± 0.3 ms (n= 7 pyramidal cells, p= 0.01,
Wilcoxon paired T-test) by increasing the LPD by a factor of 1.5.
Therefore, reliable and millisecond-range controlled single AP
generation could be achieved by using 10-ms-long illumination
with 2P holographic spots at LPDs about 1.5 as large as LPDs
needed to reach AP threshold, i.e., 0.032± 0.019mW/µm2 (n= 7
cells), which is still below the saturation LPDs (∼0.04 mW/µm2).
In this dataset, all recorded cells had been infected with AAV1
CamKII-ReaChR-p2A-YFP.

Interestingly ReaChR combined with the efficient current
integration under parallel photo-stimulation, enables using
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FIGURE 3 | AP threshold with standard femtosecond Ti:Sapphire oscillator and spatial specificity of 2P holographic stimulation of ReaChR. (A)

Widefield fluorescence image of L2/3 ReaChR-expressing neuron filled with 20 µM Alexa 594. Scale bar: 15 µm. (B) Voltage response (single recording) to a 10 ms

long (red line) 2P holographic stimulation with a standard femtosecond Ti:Sapphire oscillator at 950 nm using a circular spot on the cell soma (1 in panel A, 15 µm

diameter) for increasing LPDs. (C) Average voltage response (n = 3 repetitions) to a 10 ms long (red line) 2P holographic stimulation with a standard femtosecond

Ti:Sapphire oscillator at 950 nm on numbered circular spots (15 µm diameter) in panel A. LPD: 0.2 mW/µm2. (D) Distribution of average voltage response (n = 3

repetitions, 25 spots, 3 cells) to a 10 ms long (red line) 2P holographic stimulation with a standard femtosecond Ti:Sapphire oscillator at 950 nm on cell processes.

Distance from the soma from 15 to 100 µm, as shown in panel A. LPD corresponding to the one used to reach the AP threshold for 2P stimulation on the cell soma

for each cell (0.15 to 0.25 mW/µm2 ).

photo-stimulation pulsesmuch shorter than the channel rise time
(see Table 1), therefore enabling AP generation with millisecond
temporal resolution despite the slow on-kinetics of the channels.

Conditions to Evoke a Train of Action
Potentials
We next assessed the ability of ReaChR to generate AP trains
at various frequencies and on different cell types (Figures 5A,B)
following infection with either of the ReaChR-carrying viruses.
Trains of up to 10 APs could be generated, but often the cells
failed to evoke APs in response to the last few light pulses.
On average, 7 ± 3 APs were evoked (n = 18 cells, including
pyramidal cells and interneurons) by trains of 10 light pulses
(10 ms pulse duration) at 20 Hz. The number of APs evoked
was strongly dependent on the cell type and, within the same
population of cells, on cell membrane properties and ReaChR
expression level, which was estimated from the fluorescence of
the reporter: at 20 Hz, in FS cells 11 ± 2 APs (n = 3 cells) were
evoked, in LTS cells 8± 3 APs (n= 3 cells) were evoked, whereas
in pyramidal cells only 6 ± 2 APs (n = 11 cells) were evoked.

Although synchronicity between light-pulses and spikes can be
altered across the overall stimulation train, the frequency of the
evoked AP trains remained as large as the frequency of the photo-
stimulation train up to 34 ± 12 Hz for FS cells (n = 4 cells),
up to 22 ± 6 Hz for LTS cells (n = 5 cells), and up to 16 ± 9
Hz for RS cells (n = 16 cells) for a stimulation train of 5 pulses
(Figure 5C) (see Section Methods). This frequency decreased
as the number of light pulses increased (Figure 5D). As under
1P illumination, the slow kinetics of the opsin between light
pulses generated plateau potentials in all cases and occasionally
extra spikes for LTS cells or FS cells (Figure 5B). Therefore, the
combination of ReaChR and 2P holographic stimulation allows
the reliable generation of 5 AP trains at up to ∼15 Hz for
pyramidal cells,∼35Hz for FS cells and∼20Hz for LTS cells.

DISCUSSION

We have found that the red-shifted opsin ReaChR can be
activated with 2P amplified laser holographic photostimulation
when expressed in both cultured cells and mouse neurons in
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A B C

D E F

FIGURE 4 | Optimization of parameters to evoke an action potential in neurons of mouse visual cortex Layer 2/3 with a fiber amplified Laser System at

1030nm. (A) Laser power density (LPD) necessary to evoke an AP with 1 to 10 ms long 2P holographic spots (15µm diameter, over the cell soma) (n = 16 cells,

average of 3 repetitions for each). Individual cells (gray), average (orange bars) and s.d. (error bars). (**) (p = 0.01, Wilcoxon paired T-test). (B) Latency between the

AP evoked by 1 to 10 ms long 2P holographic spots (15 µm diameter, over the cell soma) at the LPD for AP threshold and the onset of the 2P stimulation (n = 16

cells, average of 3 repetitions for each). Individual cells (gray), average (orange bars) and s.d. (error bars). The latency did not vary significantly with the pulse length at

AP threshold. (C) Same as (B) with AP jitter. The jitter did not vary significantly with the pulse length at AP threshold. (D) Voltage response of a L2/3 pyramidal cell

infected with AAV1 CamKII-ReaChR-p2A-YFP to a series of 10-ms long 2P holographic spots (15 µm diameter, over the cell soma) of constant Laser Power Density

(LPD) (red bar). Steady state current injection was used to keep the cell voltage at −70 mV in resting conditions. Three repetitions for each LPD. (E) Latency between

the AP evoked by 10 ms long 2P stimulation and the onset of 2P stimulation (n = 7 pyramidal cells, average of 3 repetitions for each), at LPDs varying from the LPD

necessary to reach the AP threshold to 5 times this value. Example of recording on panel D. Individual cells (gray), average (orange bars) and s.d. (error bars). The

latency significantly (*) (p = 0.05, Wilcoxon paired T-test) or very significantly (**) (p = 0.01, Wilcoxon paired T-test) decreased when the LPD was increased. (F) Same

as (E) with AP jitter. The jitter very significantly decreased (**) (p = 0.01, Wilcoxon paired T-test) when LPD was increased in comparison to the jitter at LPD used to

reach the AP threshold.

TABLE 1 | Properties of ReaChR 2P-holographic activation.

Laser Pulse Length (ms) 1 2 5 10

LPD (mW/µm2) to reach AP threshold 0.09 ± 0.10 (n = 15) 0.061 ± 0.061 (n = 17) 0.031 ± 0.024 (n = 19) 0.025 ± 0.022 (n = 43)

TR (ms) to reach the maximum current in Voltage

Clamp at LPD used to reach AP threshold

30 ± 11 (n = 2) 28 ± 15 (n = 5) 36 ± 22 (n = 8) 55 ± 29 (n = 10)

Mean ± s.d., all cell types.

acute brain slices. To our knowledge, this study provides the
first demonstration that ReaChR is 2P-sensitive and its activation
enables reliable millisecond range control of AP generation with
low illumination doses despite its slow activation kinetics.

We have measured the spectrum of ReaChR under 2P
excitation. The action cross-section of ReaChR is maximal at
975–1000 nm but it is still 75% of its maximum value at 1030
nm, thus enabling using both a conventional tunable Ti:Sapphire
oscillator and a single wavelength amplified laser peaked at 1030

nm. In the first case, LPD necessary to evoke an AP with ReaChR
was ∼0.2 mW/µm2. Because of the higher peak power, the use
of an amplified (low repetition rate) laser enabled to reduce the
average power necessary to evoke an AP down to 0.03 mW/µm2

which is about ten-fold lower than what was required with the
conventional laser. This low LPDs corresponds to only 3.5–6mW
per cell. Considering that the total available laser power (after
the objective) is ∼2 W, these results suggest that, at this depth,
it might be possible to achieve simultaneous photo-stimulation
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A

B

C D

FIGURE 5 | Conditions to evoke a train of action potentials in neurons of mouse visual cortex Layer 2/3 with a fiber amplified Laser System at

1030nm. (A) Trains of 2P holographic stimulation pulses were used to evoke trains of APs in single L2/3 cells: example of a pyramidal cell. Trains of 10 pulses at

frequencies ranging from 5 to 40 Hz and LPDs at AP threshold were used. (B) Same as (A) for a fast spiking cell. (C) Plot of the maximum AP frequency vs. the

photo-stimulation light pulses frequency, for pyramidal cells and LTS cells (red triangles, average of n = 19 cells) and FS cells (green diamonds, average of n = 4 cells).

Black line corresponds to an AP frequency equal to the light pulse frequency. (D) Maximum AP frequency reached for trains of a given number of light pulses for

pyramidal cells and LTS cells (red triangles, average of n = 19 cells) and FS cells (green diamonds, average of n = 4 cells).

of hundreds of cells. For greater depths this number needs to be
rescaled to take into account the power losses due to scattering
(e.g. at a depth of ∼150 µm the effective available power will be
reduced by nearly a factor of three; Chaigneau et al., 2011).

Confirming what has been demonstrated using 1P
illumination, we found that ReaChR shows slow on- and
off-kinetics with 2P stimulation. This could prevent rapid AP
generation. However, ReaChR combined with parallel photo-
stimulation can surpass the threshold for AP generation with
stimulation pulses much shorter than the corresponding rise
time. This, similarly to what we demonstrated with C1V1 (Bègue
et al., 2013), enabled reducing the effective temporal resolution
down to 1 ms. Similar results may be achieved with other slow
opsins e.g., CoChR or Chrimson (Klapoetke et al., 2014). We also

demonstrated that using pulse durations of 10ms and light power
density ≥1.5-fold of the AP threshold power (∼0.02 mW/µm2)
enabled AP generation with sub-millisecond temporal jitter, as
it was achieved with Chronos, an opsin having ten times faster
on- and off-kinetics (Ronzitti et al., 2016). This is of the same
order of magnitude as the temporal jitter of mono-synaptic
events. As 2P holographic stimulation of ReaChR also provides
selective AP generation in targeted cells, it provides sufficient
spatiotemporal control to trigger AP in chosen presynaptic cells.
Thus, it can enable studies concerning postsynaptic activity in
well-chosen anatomical configurations. Furthermore, ReaChR
and 2P holographic stimulation allows generating trains of 5 APs
at up to ∼15 Hz for pyramidal cells and LTS cells, and ∼35 Hz
for FS cells reliably. Therefore, 2P holographic stimulation of
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ReaChR provides a way to generate repetitive activity in chosen
cells and study resulting physiological events.

The measured 2P excitation spectra revealed a peak around
970 nm, and a significantly reduced absorption below 900 nm.
These findings indicate a potential efficient use of ReaChR for all-
optical monitoring of brain activity if 2P-stimulation of ReaChR
is combined with 1P or 2P voltage or calcium imaging (e.g.,
using OGB bulk loading). Conversely, we expect that the slow
off-kinetics and absorption peak at 970 nm will make it difficult
to combine ReaChR with GCaMP (Akerboom et al., 2012) or
RCaMP (Dana et al., 2016) imaging without evoking spurious
photo-stimulation during imaging.

In brain slices, we tested two viral constructs (AAV1 CamKII-
ReaChR-p2A-YFP or AAV1 Ef1α-ReaChR-p2A-dTomato) and
found in both cases conditions for efficient expression, that
didn’t alter normal morphological appearances and healthy
physiological properties (Supplementary Figure 1) The construct
using dTomato as fluorescent reporter could be particularly
interesting for in depth cell targeting, or for combination with
green calcium indicators. Also it could be used for dual color
optogenetics if combined with blue-shifted opsins (e.g., ChR2)
conjugated to green fluorescent indicators.

To conclude, 2P holographic stimulation of ReaChR using
an amplified laser is very powerful for flexible light patterning
using very low average power. These results open the route for
high temporal resolution, multiple-cell optogenetic stimulation
in vitro and in vivo.
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Chapter 10

Two-Photon Optogenetics by Computer-Generated
Holography

Eirini Papagiakoumou, Emiliano Ronzitti, I-Wen Chen, Marta Gajowa,

Alexis Picot, and Valentina Emiliani

Abstract

Light patterning through spatial light modulators, whether they modulate amplitude or phase, is gaining an
important place within optical methods used in neuroscience, especially for manipulating neuronal activity
with optogenetics. The ability to selectively direct light in specific neurons expressing an optogenetic
actuator, rather than in a large neuronal population within the microscope field of view, is now becoming
attractive for studies that require high spatiotemporal precision for perturbing neuronal activity in a
microcircuit. Computer-generated holography is a phase-modulation light patterning method providing
significant advantages in terms of spatial and temporal resolution of photostimulation. It provides flexible
three-dimensional light illumination schemes, easily reconfigurable, able to address a significant excitation
field simultaneously, and applicable to both visible or infrared light excitation. Its implementation com-
plexity depends on the level of accuracy that a certain application demands: Computer-generated hologra-
phy can stand alone or be combined with temporal focusing in two-photon excitation schemes, producing
depth-resolved excitation patterns robust to scattering. In this chapter, we present an overview of
computer-generated holography properties regarding spatiotemporal resolution and penetration depth,
and particularly focusing on its applications in optogenetics.

Key words Light patterning, Phase modulation, Spatial light modulator, Temporal focusing, Opto-
genetics, Opsin kinetics

1 Introduction

The coordinated activation of neuronal microcircuits is proposed to
regulate brain functioning in health and disease. A common
approach to investigate the mechanisms that reduce network com-
plexity is to outline microcircuits and infer their functional role by
selectively modulating them. Combined with suitable illumination
approaches, optogenetics offers today the possibility to achieve
such selective control with its ever-growing toolbox of reporters
and actuators.

Albrecht Stroh (ed.), Optogenetics: A Roadmap, Neuromethods, vol. 133,
DOI 10.1007/978-1-4939-7417-7_10, © Springer Science+Business Media LLC 2018
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Wide-field single-photon (1P) illumination was the first
method employed to activate optogenetic actuators [1–8], and
continues to be widely used for neural circuit dissection [9, 10]
(see also Chap. 9). Using genetic tools, including viruses, Cre-
dependent systems, and transgenic lines to target optogenetic
actuators to neurons of interest (see Chaps. 1 and 2), investigators
have used wide-field illumination to dissect correlation and causal
interactions in neuronal subpopulations both in vitro [11–15] and
in vivo [13, 16–18]. With this approach, population specificity is
achieved through genetic targeting, and temporal resolution and
precision are only limited by the channels’ temporal kinetics and
cell properties (e.g., opsin expression level and membrane poten-
tial). Suitable combinations of opsins have also enabled indepen-
dent optical excitation of distinct cell populations [19]. The
primary drawback of wide-field illumination is that all opsin-
expressing neurons are stimulated simultaneously, and thus wide-
field schemes lack the temporal flexibility and spatial precision
necessary to mimic the spatiotemporal distribution of naturally
occurring microcircuits activity.

Replacing 1P visible light excitation with two-photon (2P) near
infrared light illumination enables improved axial resolution and
penetration depth [20]. However, the small single-channel con-
ductance of actuators such as ChR2 (40–80 fS; [21]), in combina-
tion with the low number of channels excitable within a femtoliter-
two-photon focal volume, makes it difficult to generate photocur-
rents strong enough to bring a neuron to firing threshold. This
challenge has prompted the development of 2P-stimulation
approaches that increase the excitation volume.

2P-stimulation approaches for optogenetics can be grouped in
two main categories: scanning and parallel excitation techniques.
2P laser scanning methods use galvanometric mirrors to quickly
scan a laser beam across several positions covering a single or
multiple cells [22–25] (see also Chap. 9). Parallel approaches enable
to simultaneously cover the surface of a single cell using a low-
numerical aperture (NA) beam [26], or multiple cells using
computer-generated holography [27–31] and generalized phase
contrast [32]. In this chapter, we will specifically focus on the
description of computer-generated holography and its application
to optogenetic neuronal control. A broader overview on the differ-
ent approaches for 2P optogenetics can be found in Refs. [33–36]
and Chap. 9.

2 Computer-Generated Holography

Originally proposed for generating multiple-trap optical tweezers
[37], the experimental scheme for computer-generated holography
(CGH) (Fig. 1a) consists in computing with a Fourier transform-
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based iterative algorithm [38] the interference pattern or phase-
hologram that back-propagating light from a defined target (input
image) will form with a reference beam, on a defined “diffractive”
plane. The computer-generated phase-hologram is converted into a
grey-scale image and then addressed to a liquid-crystal matrix
spatial light modulator (LC-SLM), placed at the diffractive plane.
In this way, each pixel of the phase-hologram controls, proportion-
ally to the analogous grey-scale-level, the voltage applied across the
corresponding pixel of the LC matrix such as the refractive index
and thus the phase of each pixel can be precisely modulated. As a
result, the calculated phase-hologram is converted into a pixelated
refractive screen and illumination of the screen with the laser beam
(or reference beam) will generate at the objective focal plane a light
pattern reproducing the desired template. This template can be any
kind of light distribution in two (2D) or three dimensions (3D),
ranging from diffraction-limited spots or spots of bigger sizes
(bigger surface) to arbitrary extended light patterns.

Precise manipulation of neuronal activity via holographic light
patterns requires an accurate control of the spatial colocalization
between the generated light pattern and the target. To do so, a few
years ago we proposed to generate the template for the calculation
of phase-holograms on the base of the fluorescence image [39].

Fig. 1 Computer-generated holography. (a) In CGH an arbitrary light distribution (target) is used as the input

source to a Fourier transform-based iterative algorithm to calculate the interference pattern or phase

hologram, that after interfering with the reference beam (laser) at the diffraction plane would reproduce the

target at the imaging plane. The calculated phase hologram is addressed to a liquid-crystal spatial light

modulator (LC-SLM). The reference beam plane, after diffraction through the LC-SLM, will generate at the

objective focal plane a light distribution (illumination pattern) reproducing the original target shape. (b) For

precise light stimulation, the whole fluorescence image or a defined region of interest can be used to select

the excitation targets that will be sent to the iterative algorithm for producing the corresponding phase

hologram

Two-Photon Optogenetics by Computer-Generated Holography 177



Briefly, a fluorescence image of the preparation is recorded and used
to draw the excitation pattern. In this way it is possible to generate a
holographic laser pattern reproducing the fluorescence image or a
user defined region of interest (Fig. 1b) [33, 40].

In CGH, the pixel size and number of pixels of the LC-SLM
define the lateral and axial field of excitation (FOE). The maximum
lateral FOE, FOExy, is given by [41–43]:

FOExy ¼ ΔX " ΔY ¼ 2 #
λf eq

2dn

! "

" 2 #
λf eq

2dn

! "

, ð1Þ

where λ is the excitation wavelength, d the LC-SLM pixel size, n is
the medium refractive index, and feq is the equivalent focal lens
including all the lenses located between the LC-SLM and the
sample plane (see Note 1).

Within this region, the diffraction efficiency, δ(x, y), defined as
the intensity ratio of the incoming to the diffracted beam, depends
on the lateral spot position coordinates, x, y:

δ x; yð Þ ¼ b sin c2
πd

λf eq

x

 !
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 ! !
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with b being a proportionality factor considering the frontal win-
dow LC-SLM reflectivity. Consequently, δ(x, y) reaches its maxi-
mum value at the center of the FOExy and the minimum one at the
borders of the FOExy. Existing LC-SLM devices permit nowadays
to reach diffraction efficiency values of &95% at the center and
~38% at the border, which are the values close to the limit imposed
by theory. The remaining light is distributed among the higher
diffraction orders and an un-diffracted component, so-called
zero-order, resulting in a tightly focused spot at the center of the
FOE. Depending on the applied phase profile, the intensity of the
zero-order spot can reach 25% of the input light. This value can be
reduced down to 2–5%, regardless of the projected hologram, by
performing ad hoc pre-compensation of the LC-SLM phase pixel
values [44]. The focused zero-order spot can be removed from the
FOE by adding a block or diaphragm at a plane conjugated to the
sample plane [45, 46]. Nevertheless, this limits the accessible FOE.
Alternatively, the intensity of the zero-order component can be
strongly reduced by using a cylindrical lens placed in front of the
LC-SLM, which stretches the zero order into a line [47]. A phase
hologram compensating the cylindrical lens effect is then addressed
onto the LC-SLM in addition to the original phase hologram
generating the target spot, so that the holographic-pattern-shape
is restored (Fig. 2) (see Note 2). Importantly, the use of cylindrical
lenses enables suppressing excitation from the zero-order compo-
nent in the FOExy without using intermediate blocks, thus having
access to the entire FOE..

178 Eirini Papagiakoumou et al.



Intensity inhomogeneities due to diffraction efficiency are a
limiting factor for applications requiring lateral displacing of a
single spot or multiple spots within the FOE. Therefore, we have
proposed approaches that compensate those inhomogeneities for
keeping the spot intensity constant independently on the lateral
position. In the case of single spot generation, a homogenization of
light distribution can be achieved by projecting one or multiple
spots outside the FOExy and tuning their brightness or size to
compensate the intensity loss due to the diffraction efficiency
curve. Thus, a constant intensity value in the excitation spot is
maintained for each position of the FOExy. The extra spots can be
blocked by adding an external diaphragm placed at an intermediate
imaging plane of the optical system, conjugated to the sample plane
[43]. For multispot excitation, one can use graded input images in
order to generate brighter spots into regions in the border of the
FOE, where the diffraction efficiency is lower, and dimmer spots
into the central part of the FOE, where diffraction efficiency is
higher [43, 48, 49] (Fig. 3). Graded input patterns can also be
used to compensate for sample inhomogeneity. For example they
can be applied to equalize photocurrents from cells with different
expression levels [48].

Fig. 2 Zero order removal by using cylindrical lenses. Comparison between a computer-generated holographic

image of the Eiffel Tower (a) without and (b) with a single 1-m cylindrical lens, aberrating the zero order in the

optical path. (c) 2P normalized fluorescence intensity (NFI) profiles along the lines drawn in (a), red, and (b),

blue. Dotted lines represent the signal of solid lines multiplied by 10 for better view. (d) Phase mask

reproducing the image of the Eiffel Tower at the focal plane of the objective, calculated with a Gerchberg-

Saxton-type algorithm. (e) Conjugated cylindrical Fresnel lens hologram added to the one of (d) for aberration

compensation. (f) Final corrected phase mask addressed to the SLM. Reproduced from Ref. [47]
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CGHpattern generation also suffers from “speckle”, i.e., unde-
sired intensity variations of high spatial frequency, within the same
spot. This is an intrinsic limitation of CGH and it is due to phase
discontinuities at the sample plane inherent to the Gerchberg-
Saxton algorithm [38], the most commonly used Fourier
transform-based iterative algorithm. Speckle fluctuations reach
20% in 1P and 50% in 2P CGH implementations. Different
approaches have been proposed to reduce or eliminate speckles,
each with its advantages and limitations. Temporally averaging of
speckle-patterns can be achieved by mechanical rotating a diffuser
[50] or by generating multiple shifted versions of a single hologram
[51]. Also smoother intensity profiles can be created by ad hoc

Fig. 3 Diffraction efficiency compensation. (a) A graded input image to the iterative algorithm is used to

equalize the light distribution across multiple spots (10 μm in diameter) generated on regions of different

diffraction efficiency. (b) The corresponding light distribution is visualized by illuminating a uniform rhodamine

fluorescent layer and by collecting the fluorescence on a CCD camera. Scale bar 30 μm. (c) Histogram of the

normalized average intensity on the spots shown in (b). Intensity is averaged over the area of the spots.

Intensity variations among the spots are of the order of 9%
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algorithms that remove phase vortices in the holographic phase
mask [52]. Alternatively, the interferometric method, generalized
phase contrast (GPC) (see Note 3) [53], generates speckle-free 2D
extended shapes with adequate precision, e.g., to precisely repro-
duce the shape of a thin dendritic process [32]. Recently, research-
ers showed that GPC can be also extended to 3D by combining it
with CGH, an approach called Holo-GPC [54]. In that case, a
holographic phase mask is used to multiplex a GPC pattern in
different lateral or axial positions.

2.1 Spatial

Resolution

In general, the lateral spatial resolution of an optical microscope is
defined on the basis of the maximum spatial frequency that can be
transferred through the focusing objective. That is related to the
maximum angle of convergence of the illumination rays, i.e., to the
objective angular aperture. Consequently, in CGH the smallest
obtainable illumination pattern is a diffraction-limited Gaussian
spot whose full width at half maximum (FWHM) is equal to
Δx ' λ/NAeff, where NAeff is the effective numerical aperture
(with NAeff < NA for an under-filled pupil). Conjointly with the
concept of resolution, it is useful to introduce the notion of spatial
localization accuracy, i.e. the precision to target a certain position at
the sample plane [55]. This is ultimately related to the minimum
displacement, Δδmin, of the illumination spot that is possible to
achieve by spatially modulating the phase of the incoming light
beam. In particular, an illumination spot can be laterally shifted by a
certain step Δδ by applying at the objective back aperture a prism-
like phase modulation of slope α ' Δδ/fobj, where fobj is the objec-
tive focal length. The spatial localization accuracy therefore
depends on the SLM capability to approximate a prism-like phase
shift [55]. This ultimately is limited by the number of pixels, N,
and grey levels, g, of the SLM. More precisely the theoretical upper
limit for the minimum step Δδmin is inversely proportional to N ∙ g
[55, 56].

In CGH, axial resolution scales linearly with the lateral spot size
and inversely with the objective numerical aperture (NA). Precisely,
defining as s the holographic spot radius and σ ' λ= NA

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

8∙ ln 2ð Þ
p

$ %

the speckle size, the 1P and 2P axial resolution is twice the axial
distance, Δz, at which the 2P intensity drops at 50% (FWHM),
where Δz is given by:

Δz sð Þ1P ¼
2

ffiffiffi
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p
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s2 þ σ2
p ;Δz sð Þ2P ¼

2zRσ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s2 þ σ2
p , ð3Þ

with zR ¼ π·s2/2λ. This means that a spot size of, e.g., 10 μm in
diameter will correspond to an axial resolution of 14 μm using a
NA ¼ 0.9 objective and 2P illumination at 900 nm [57]. The
corresponding illumination volume has roughly the size of a cell
soma (yellow circle, Fig. 4a), thus enabling in principle optical
photostimulation with single-cell precision (Fig. 4a).
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Optical stimulation with near cellular resolution was indeed
achieved in freely moving mice using 1P holographic stimulation
[58]. Briefly, holographic light patterning coupled to a fiber bundle
with a micro-objective at the end, was used to photostimulate and
monitor functional responses in cerebellar molecular layer inter-
neurons coexpressing a calcium indicator (GCaMP5-G) and an
opsin (ChR2-tdTomato) in freely behaving mice (Fig. 5). These
experiments proved optical photostimulation with near cellular res-
olution using sparse staining and sparse distribution of excitation
spots. However, a similar approach would not reach the same preci-
sion if applied for multisite photostimulation of a densely labeled
neuronal population as in this case the axial resolutionwould quickly
deteriorate both using 1P and 2P excitation (Fig. 4b).

A few years ago, we demonstrated that micrometer-size optical
sectioning independent of the lateral spot dimension [50] can be
achieved by combining CGH and GPC with temporal focusing.
Briefly, the technique of temporal focusing (TF), originally demon-
strated to perform wide-field 2P microscopy [59, 60], uses a dis-
persive grating to diffract the different frequencies comprising the
ultra-short excitation pulse toward different directions. The various
frequencies thus propagate toward the objective focal plane at
different angles, such that the pulse is temporally smeared above
and below the focal plane, which remains the only region irradiated
at peak powers efficient for 2P excitation.

The combination of TF with CGH is achieved by adding to the
conventional TF optical path a LC-SLM and a focusing lens (L1) so

Fig. 4 Axial propagation of holographic beams. Experimental y-z and x-y intensity cross-sections for

holographic beams generated to produce at the objective focal plane (a) a circular spot, or (b) multiple

spots of 10-μm diameter. y-z cross-section in (b) is shown along the white dash-dotted line. The yellow circle

in both panels approximates the size of a cell soma. Integrated intensity profiles of y-z cross-sections around

the circular spot (a) and in an area covering three spots (dashed yellow) of the multispot light configuration (b)

are shown on the top of the panels. For comparison, the full width at half maximum of the axial integrated

intensity profile of the single 10-μm spot is around 14 μm. Scale bars: 10 μm
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that the TF grating lies at the focal plane of L1 and is illuminated by
the holographic pattern. A second telescope, made by a second lens
(L2) and the objective, conjugates the TF plane with the sample
plane, thus enabling the generation of spatiotemporally focused
patterns (Fig. 6a). Notably, TF enables decoupling lateral and
axial resolution so that the same axial resolution is achieved inde-
pendently on the lateral extension of the excitation spot (Fig. 6b, c)
[50]. TF combined with low-NA Gaussian beams, GPC and CGH
has enabled efficient 2P optogenetic excitation with micrometer
axial resolution and millisecond temporal resolution both in vitro
and in vivo [23, 26, 27, 32].

Although wavefront shaping and TF enable precise sculpting of
the excitation volume, the ultimate spatial precision achievable for
2P optogenetics depends also on the opsin distribution within the
expressing neurons: opsins are efficiently trafficked to the mem-
brane of cell soma, as well as to dendrites and axons. Consequently,
illumination with a theoretically micrometer-sized focal volume

Fig. 5 Holographic photostimulation and functional imaging in freely behaving mice. (a) Schematic of the

holographic fiberscope composed of two illumination paths: one for photoactivation with CGH including a LC-

SLM, and a second for fluorescence imaging including a digital micromirror device (DMD). Backward

fluorescence was detected on a scientific complementary metal oxide semiconductor (sCMOS) camera.

Both paths were coupled to the sample using a fiber bundle attached to a micro-objective (MO). L Lens, BS

beam splitter, O microscope objective. (b) Left, Calcium signal triggered by photoactivation (blue line;

p ¼ 50 mW/mm2) with a 5-μm diameter holographic spot placed on the soma of a ChR2-expressing cell

recorded in a freely behaving mouse coexpressing GCaMP5-G and ChR2 in cerebellar molecular layer

interneurons (MLIs). Right, Structure illumination image recorded in a freely behaving mouse and showing

MLI somata and a portion of a dendrite (insert). Scale bar: 10 μm. (c) Top, The same photoactivation protocol

as in (a) was repeated every 30 s for 15 min (photostimulation power, 50 mW/mm2; imaging power, 0.28 mW/

mm2). Bottom, Expansion of the top trace showing that spontaneous activity frequently occurs between

evoked transients. Adapted from Ref. [58]
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could depolarize all cells whose processes (dendrites and axons)
cross the target excitation volume, even if their somata are located
micrometers away from the illumination spot (Fig. 7). This activa-
tion cross talk needs to be carefully considered, for example when
performing connectivity experiments, as it could prevent distin-
guishing if a postsynaptic response, recorded while
photostimulating a presynaptic cell, originates from a true connec-
tion between the two cells rather from direct stimulation of post-
synaptic dendrites or axons crossing the photostimulation volume.
Reaching a true cellular resolution for exciting densely labeled
samples requires combining optical focusing with molecular strate-
gies enabling confined opsin expression in restricted cell areas
(soma or axonal hillock) [49, 61].

Fig. 6 Computer-generated holography and temporal focusing. (a) Schematic representation of an experi-

mental setup combining CGH with TF. G grating, L1 and L2 lenses, BFP Back focal plane, FFP Front focal

plane. (b–c) Experimental y-z and x-y intensity cross-sections for temporally focused holographic beams

generated to produce at the objective focal plane a circular spot (b), or multiple spots of 10-μm diameter (c).

y-z cross-section in (c) is shown along the white dash-dotted line. Yellow circles approximate the size of a cell

soma. Integrated intensity profiles of y-z cross-sections around the circular spot (b) and in an area covering

three spots (dashed yellow) of the multispot light configuration (c) are shown on the top of the panels. For

comparison, the full width at half maximum of the axial integrated intensity profile of the single 10-μm spot is

around 9 μm. The axial confinement thanks to temporal focusing is well preserved, even when multiple spots

are projected close together. Scale bars: 10 μm
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2.2 Temporal

Resolution

Parallel light illumination enables simultaneous excitation of all
selected targets. The temporal resolution is therefore only limited
by the illumination time needed to evoke, e.g., an action potential
(AP), a detectable Ca2+ response or a defined behavioral change
[33, 34]. This ultimately depends on opsin conductance, virus
promoter, serotype, titer, kinetics parameters and excitation
power (see Chaps. 1–3). In the following we will specifically focus
on reviewing how the opsin kinetics parameters determine tempo-
ral resolution, temporal precision (temporal jitter) and AP spiking
rate.

Light illumination of an opsin-expressing cell with a hundred-
millisecond illumination pulse generates a characteristic photocur-
rent trace (Fig. 8a) where one can distinguish an activation, inacti-
vation and deactivation part, characterized by a temporal decay, τon,
τinact and τoff, respectively. The overall kinetics of the current, as well
as the peak-to-plateau ratio of current can be qualitatively well

Fig. 7 Two-photon holographic photostimulation of ReaChR-expressing cells in vivo. The opsin ReaChR was

expressed in neurons at layer 2/3 of mouse visual cortex via injection of the viral vector rAAV1-Ef1α-ReaChR-

P2A-tdTomato. Positive neurons expressing ReaChR (fluorescent cells in the 2P fluorescence image of the left

panel) in isoflurane-anesthetized mouse were photostimulated with a 12-μm diameter excitation spot and 5-

ms illumination duration at 0.15 mW/μm2 and λ ¼ 1030 nm (red shaded area in the right panel). Action

potentials were induced by holographic excitation of one positive cell soma (spot 1), whose membrane

potential was measured using 2P-guided whole-cell recording (trace 1). Sub-threshold or supra-threshold

activation was induced in the patched cell (trace 2–8) upon holographic excitation of spots targeting around its

soma (respective radial distance from spot 1 for spots 2–8: 12 μm, 12 μm, 24 μm, 12 μm, 67.6 μm, 40.4 μm,

35 μm), caused by exciting opsin-channels distributed into axon, proximal, and distal dendrites of the patched

neuron. Scale bar: 40 μm
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reproduced by using a 3- or 4-state model [62–66] (Fig. 8b), the
latter being more accurate to reproduce the bi-exponential decay of
the light-off current and the photocurrent voltage dependence
[63]. A qualitative value for the characteristic temporal decay, τon,
τinact and τoff, can be directly extracted by assuming a mono-
exponential process for the three transitions. In Table 1 we report
the values of τon (at saturation), τinact and τoff measured under 2P
holographic illumination of CHO (Chinese Hamster Ovary) cells

b

100 ms
a

τon

τinact

τoff

ACTIVATION  INACTIVATION  DEACTIVATION

Fig. 8 ChR2 photocurrent and photocycle. (a) Typical photocurrent trace of a CHO cell expressing ChR2 under

visible light illumination (1P excitation) for 100 ms. (b) Top, schematic of the three-state model with a closed/

ground state, an open state and a closed/desensitized state. Bottom, schematic of the four-state model with

two closed, and two open states. For a detailed description of the models see Ref. [66]

Table 1

Kinetics parameters for different opsins

Chronos CoChR ReaChR

τon (ms) 0.73 2.4 8

τinact (ms) 9.3 200 443

τoff (ms) 4.2 31 94

Chronos, CoChR, and ReaChR were expressed in Chinese Hamster Ovary (CHO) cells following the protocol described

in Refs. [27, 28]. Electrophysiological data were recorded 24—60 h after transfection using 2P (λ ¼ 950 nm, pulse

duration 4 s for ReaChR and CoChR and 1 s for Chronos; three trials at 1-min intervals holographic illumination at

variable power (from 0.05 to 1.1 mW/μm2). The current curves at saturation (defined as the power at which the peak
current reaches 90% of its maximum) where fitted using a mono-exponential decay for the three transitions: activation,

inactivation, and deactivation. The corresponding decay times, τon (ms), τoff (ms), τinact (ms), are reported in the table and

correspond to power close to saturation (0.86 mW/μm2, 0.54 mW/μm2, and 0.28 mW/μm2 for Chronos, CoChR, and
ReaChR, respectively (Emiliani Laboratory, unpublished data).
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expressing a fast (Chronos) [19], an intermediate (CoChR) [19]
and a slow (ReaChR) [67] opsin.

In practice, the efficient current integration obtained under
parallel photostimulation enables using photostimulation pulses
much shorter than the channel rise time therefore enabling
in vitro AP generation with millisecond temporal resolution and
sub-millisecond temporal jitter, independently on τon [28, 29, 49]
(Fig. 9a). Conversely, the value of τoff has a key role in limiting the
achievable spiking rate, as shown in Fig. 9b, where the in vitro spike
generation under 2P holographic illumination of interneurons
(layer 2/3 of visual cortex) expressing different opsins (Chronos,
ReaChR, CoChR) is reported. Fast opsins, such as Chronos,
enabled generation of light-evoked AP trains up to 100 Hz spiking
rate [29], while for ReaChR, with a ~50 times slower τoff, the light-
evoked firing rate was limited at ~35 Hz (~15 Hz for pyramidal
cells) [28]. Photostimulation of interneurons expressing CoChR,
which has an intermediate value of τoff (~30ms), could still generate

Fig. 9 Temporal resolution and spiking rate. (a) Light-elicited single-spike by 2P holographic illumination (spot

diameter: 15 μm; λ¼ 1030 nm) with short light illumination pulses (t¼ 2 ms) of Chronos (P¼ 0.09 mW/μm2),

CoChR (P¼ 0.1 mW/μm2; Emiliani Laboratory, unpublished data) and ReaChR (P¼ 0.07 mW/μm2) expressing

interneurons from layer 2/3 of the mouse visual cortex. (b) Light-driven firing fidelity in opsin-positive

interneurons by illuminating with a train of 10 light pulses, Chronos (t ¼ 2 ms; f ¼ 100 Hz; P ¼ 0.12 mW/

μm2), CoChR (t ¼ 3 ms; f ¼ 100 Hz; P ¼ 0.1 mW/μm2) and ReaChR (t ¼ 10 ms; f ¼ 40 Hz; P ¼ 0.04 mW/μ

m2). The first 4 pulses are zoomed in, in the insets. Chronos data are adapted from Ref. [29] and ReaChR data

are adapted from Ref. [28]
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light-evoked trains at 100 Hz but the temporal precision and
fidelity were progressively lost across the train.

Interestingly the efficient current integration achievable with
parallel holographic illumination enables reliable AP generation
with millisecond temporal resolution and sub-millisecond
precision using, at depths of ~100 μm, excitation densities less
than 1 mW/μm2 or 100 μW/μm2, with a conventional mode-
locked high-repetition rate (80 MHz) laser oscillator or a low-
repetition rate (500 kHz) amplifier, respectively [28, 29, 49].

2.3 Penetration

Depth

As previously described, temporal focusing coupled with CGH or
GPC enables micrometer-range axial confinement. A further
advantage of this approach is that it also enables robust light
propagation through scattering media [27, 43, 68]. Scattering
deviates the original photon trajectory, thus deforming the excita-
tion spot shape at the focal plane. For light illumination with
diffraction-limited spots, this mainly translates into occurrence of
aberrations and loss of axial and lateral resolution. Moreover, scat-
tered photons do not contribute to signal arising from the focal
volume, which translates in loss of light intensity [69].

For large illumination areas, the presence of scattering also
generates speckle in the excitation spot due to the random interfer-
ence between ballistic and scattered photons (Fig. 10). A few years
ago, we demonstrated that TF combined with both CGH [27] and
GPC [68] enables to reduce this effect as scattered photons have
less probability to interfere with the ballistic ones (Fig. 11). Light
propagation of patterns generated using CGH [27] and GPC [68]
through cortical brain slices or zebrafish larvae [43] have revealed
robust conservation of lateral shape and axial resolution up to
depths twice the scattering length (Fig. 10), enabling in-depth
optogenetic stimulation [68] (see also Chap. 13).

2.4 Multiplane Light

Activation

One important feature of CGH is the ability to generate spots in
different axial planes, a feature used to generate multi-diffraction-
limited traps for optical tweezers [37, 70], 3D glutamate uncaging
[42, 71–73], and, combined with spiral scanning, to achieve multi-
plane 2P optogenetic stimulation [74].

Adding lens-phase modulations to 2D-phase holograms also
enables remote axial displacement and 3D positioning of laterally
shaped targets [75]. This configuration, combined with optoge-
netics, enables simultaneous control of neurons and substructures
in different planes, as well as provides a flexible means to stimulate
locations lying above or below the imaging plane [30]. Conven-
tional 3D-CGH optical designs are not, however, compatible with
TF because axially shifted excitation planes cannot be simulta-
neously imaged onto the TF grating. To overcome this limitation,
we have recently developed a new optical system including two LC-
SLMs that enable simultaneous TF at multiple planes (Fig. 12a)
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[43]. The system achieves remote axial displacement of temporally
focused holographic beams, as well as multiple temporally focused
planes, by shaping the incoming wave-front in two steps, using two
LC-SLMs. The first LC-SLM (SLM1 in Fig. 12a), laterally shapes
the target light distribution that is focused onto the TF grating,
which disperses the spectral components of the illumination pattern
onto the second LC-SLM (SLM2 in Fig. 12a). SLM2, conjugated
to the objective back focal plane, is addressed with a single or

Fig. 10 Temporal focusing and penetration depth. (a) 2P fluorescence x–y cross-sections of GPC-generated

excitation patterns mimicking a neuron with small processes (top) and a 15-μm-diameter CGH spot (bottom)

after propagation through 550 μm of acute coronal cortical brain slices without (middle panel) and with (right

panel) temporal focusing (λ ¼ 950 nm). Non-temporally focused beams are transformed to speckled patterns

after traveling through the tissue. (b) 2P fluorescence x–y cross-sections of a 20-μm-diameter CGH spot after

propagation through the whole brain of a zebrafish larva (~500 μm thick) without (middle panel) and with (right

panel) temporal focusing (λ ¼ 920 nm). Left panels in all cases are obtained from unscattered beams. Scale

bars: 10 μm. Adapted from Refs [27, 43, 68]
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multiple Fresnel-lens phase-profiles to control the target’s axial
position in the sample volume. In this way, the spatial and temporal
focal planes coincide at the grating, and are jointly translated by
SLM2 across the sample axial extent (Fig. 12b).

Similarly, to what has been discussed for the generation of 2D
multiple spots, the pixel size, d, and pixels number of the LC-SLM
limit the axial FOE, FOEz, to:

FOEz ¼ ΔZ ¼
λf eq
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where NA is the objective numerical aperture, and n is the refrac-
tive index of the immersion medium, giving rise to an axial-posi-
tion-dependent diffraction efficiency [43] (Fig. 12c). Similarly to
the 2D case, homogeneous light distribution can be obtained by
using graded input images (Fig. 12d).

3 Notes

1. When CGH is used for microscopy, in principle it is sufficient to
address the proper phase modulation at the back focal plane of
the objective for having the desired illumination pattern at the
sample plane. However, practically it is difficult to place a
spatial light modulator there. The common practice is to
image the back focal plane of the objective at another conju-
gated plane where the LC-SLM is placed, through a telescope
of lenses. Typically, this includes a first lens (L1 of focal length

Fig. 11 Temporal focusing in the temporal domain. The propagation of a large

beam (a holographic spot in this case) diffracted by the grating produces an

ultrafast line scanning of the sample. Scattering events off the scanning line at a

single moment in time cannot interfere with the ballistic photons in the line.

Adapted from Ref. [27]
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f1), placed at a distance equal to f1 after the LC-SLM, which
generates a first holographic intensity pattern at its focal plane,
and a second lens (L2 of focal length f2), placed at a distance
f1 + f2 from L1 and f2 + fobj from the objective (focal length
fobj), which conjugates the LC-SLM plane to the objective back
focal plane. In this case feq ¼ (f1 · fobj)/f2. The focal lengths f1
and f2 are chosen to match the LC-SLM short axis to the
objective back aperture size (usually 6–8 mm), in order to
achieve the best possible axial resolution for the holographic

Fig. 12 Multiplane generation of spatiotemporal focused holographic patterns. (a) Schematic of the experi-

mental setup for 3D-CGH-TF. BE Beam expander, G diffraction grating, L1, L2, L3, L4 Lenses, OBJ1

Microscope objective. (b) Left panel, top, tiled phase profiles addressed to SLM1 for encoding the words

“neuro” (plane A) and “photonics” (plane B). Bottom, Fresnel lens-phase profiles addressed to SLM2 to axially

displace each holographic pattern generated by SLM1 on separated planes atþ20 μm (plane A) and)20 μm

(plane B). Middle panel, x–y 2P fluorescence intensity cross-sections at planes A and B generated by phase-

holograms in the left. Right panel, orthogonal maximum 2P intensity projection along x (top) and y (bottom). (c)

Axial diffraction efficiency curve, where the intensity of each holographic spot projected at each axial plane is

normalized to the one of a spot projected at the center of the nominal focal plane. Experimental data (red

points) represent the average of four realizations and follow a Lorentzian distribution (red dashed line) with

ΔzFWHM ¼ 360 μm. Weighting the axially displaced holographic spot intensity according to the calculated

diffraction efficiency enables intensity equalization between holographic patterns in separated axial positions

(blue points and dashed line represent the corrected intensity ratio and fitting, respectively). Vertical error bars

show the standard deviation for the different realizations. (d) Input patterns to the Gerchberg-Saxton algorithm

used to calculate the holograms that generate the holographic patterns shown in (b): low-diffraction efficiency

regions appear brighter over those closer to the center of the excitation field. To improve the observation of

differences between conditions, the amplitude scale of the images was chosen from 0.9 to 1.5. Adapted from

Ref. [43]
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patterns. As a numerical example, considering a standard com-
mercial LC-SLM array of 12 mm, with a pixel size of 20 μm,
and a typical water-immersion 40" objective (fobj ¼ 4.5 mm)
often used in neurophysiology experiments, the ratio f1/f2 is
chosen to be ~2, which would give a FOExy ~ 230 " 230 μm2

or ~420 " 420 μm2 according to Eq. (1), using λ ¼ 520 nm or
λ ¼ 950 nm, respectively.

2. In particular, for 2P–CGH combined with temporal focusing
(see Sect. 2.1), two cylindrical lenses with opposite focal
lengths, orthogonally oriented, with preference at 45* rela-
tively to the direction of the axes of the LC-SLM array, enable
generating two axially displaced zero-order lines. Then, thanks
to the out-of-focus pulse dispersion of temporal focusing, the
zero order contribution to the 2P signal can be reduced by 4–6
orders of magnitude [47]. The choice of 45* direction is related
to the orientation of the grating grooves that is used for tem-
poral focusing and the dispersion direction of spectral frequen-
cies. Usually, the diffraction grating is placed with its grooves
perpendicularly oriented in respect to the plane of incidence
(i.e., the plane which contains the grating’s surface normal and
the propagation vector of the incoming radiation), or simply in
respect to the lab’s floor. This means that dispersion occurs
parallel to the incidence plane. If the cylindrical lenses are
oriented with their focusing axes one perpendicular and one
parallel to the grating’s grooves, then at the focal plane only
fluorescence that originates from the line that lies along the
direction of temporal focusing, i.e. the direction where the
spectral frequencies are dispersed, will be efficiently suppressed.
Fluorescence from the other line will be reduced, but still
present at another plane. If the cylindrical lenses are oriented
with their focusing axes at 45* in respect to the grating’s
grooves then both zero-order lines at the sample volume
undergo temporal focusing and thus out-of-focus fluorescence
suppression.

3. The generalized phase contrast method (GPC) is an alternative
approach to CGH for generating speckle-free arbitrarily shaped
illumination patterns. It is a common-path interferometry visu-
alization technique, i.e., the output image is obtained by the
interference between a signal and a reference wave travelling
along the same optical axis, based in Zernike’s phase contrast
[76]. The basic principle of GPC involves separating a light
beam into its Fourier components by using a lens. The on-axis,
low spatial frequency components are shifted in phase (usually
by π or λ/2) using a small wave retarder or phase contrast filter
(PCF). A second lens then recombines the high and low spatial
frequencies. The introduced phase shift by the PCF causes the
two different components to interfere and produces an

192 Eirini Papagiakoumou et al.



intensity distribution according to the phase information car-
ried by the higher spatial frequencies [77]. By controlling the
value of the input phase function at the LC-SLM plane and by
choosing appropriate phase retardation at the PCF, a pure
phase to intensity imaging is accomplished. A simple binary
phase modulation is sufficient in this case (e.g., addressing with
0 phase dark areas and π phase bright areas of the desired
pattern, when a π phase retardation is introduced by the
PCF). This means that a phase modulation is finally turned to
an intensity modulation, without using any iterative algorithm
that provides approximate solutions for the phase hologram,
resulting to speckle patterns, like in CGH. The rapid phase
variations of the holographic phase profile do not longer exist
when GPC is used and patterns generated are speckle-free. The
phase wavefront of the output beam is smooth, similar to the
one of a Gaussian beam. This results in a long axial propaga-
tion, revealing the interferometric character of the beam [32],
meaning that GPC patterns lack of axial confinement. For 2P
excitation, the remedy to this issue is combination of GPC with
temporal focusing. Temporally focused 2P-GPC patterns result
with an axial resolution similar to that obtained by 2P line-scan
microscopy [32].

4 Outlook

Computer-generated holography combined with 2P excitation
enables in depth optical stimulation with millisecond temporal
resolution and sub-millisecond temporal precision. The combina-
tion of CGH with temporal focusing enables generation of excita-
tion volumes with micrometer axial resolution and robust
propagation through scattering media. For neuronal activation
the efficient current integration achievable with parallel holo-
graphic illumination combined with laser amplifiers at low-
repetition rate (500 kHz) and laser pulses of moderate excitation
intensities (100 μW/μm2) enables reliable AP generation with
millisecond temporal resolution and sub-millisecond precision.
These findings, together with high average power available nowa-
days in commercially available laser systems (more than 10 W at
laser output), indicate that laser power is not the limiting factor for
the maximum achievable number of targets using CGH. More
likely, this will be limited by other factors, such as sample heating
and deterioration of the photostimulation spatial resolution.
Indeed, for multiple-cell stimulation, photostimulating neurites
crossing the illumination volume affects cellular resolution, thus
limiting the maximum number of targets that can be stimulated
with single-cell precision. Recent progresses in engineering of
somatic opsins should enable to solve these limitations in the
close future [61].
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