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1. Chromatin at different scales

In eukaryotic cells, genetic information in the form of DNA is organized in
chromatin and compartmentalized in the nucleus. This is where all DNA
processes take place. Chromatin was discovered and named due to its ability to
bind coloring dyes (Flemming 1882). Electron microscopy visualization of
chromatin in the nucleus led to the observation of two distinct types of
chromatin: the lightly stained, less condensed euchromatin localized in the
nuclear interior, and the densely stained, more condensed heterochromatin,
mostly located at the periphery of the nucleus and around nucleoli in the
observed cells (Heitz 1928). Following this discovery, and based on general
correlations, the view emerged that euchromatin contained mostly active parts
of the genome and heterochromatin silent regions.

Because of the existence of these distinct domains, the 3D organization of the
genome within the nucleus was attributed a central role in defining genome
function. In this section, I will present how genetic information is organized at
different scales, from its molecular components to the 3D compartmentalization

in the nuclear space.
1.1. The basic unit of chromatin

1.1.1. The nucleosome
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Figure 1: Chromatin organization.
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At the molecular level, the genome is packaged into a nucleoprotein structure
termed chromatin. The basic unit of chromatin is the nucleosome, comprised of
about 146 base pairs of DNA wrapped around an octamer of proteins called
histones, a 50 base pair linker DNA and a linker histone (Figure 1). The length of
the linker DNA and the linker histone can vary between different cell types.

The first evidence of the existence of a repeating unit of chromatin came from an
experiment in rat liver nuclei, where digestion of chromatin with a nuclease
resulted in DNA fragments of 180-200 base pairs (Hewish and Burgoyne 1973).
Electron microscopy enabled the visualization of this repeating unit as
chromatin resembled beads on a string (Olins and Olins 1974, Oudet, Gross-

Bellard et al. 1975) (Figure 2).

Nucleosome core particle

LJ

Nucleosome Nucleosomal Linker
DNA DNA

Figure 2: The basic unit of chromatin, the nucleosome.
(Top) Electron microscopy image shows that chromatin resembles beads on a string. Adapted

from Olins & Olins 1974. (Bottom) Schematic representation of nucleosomes.

The composition of the nucleosome was determined in biochemical experiments
and X ray diffraction (Kornberg 1974), following the discovery that histone
proteins blocked DNA accessibility (Billing and Bonner 1972, Mirsky, Silverman
et al. 1972, Pederson 1972). Eight histones are present in the nucleosome core
particle: two copies of histone H2A, H2B, H3 and H4, which assemble into an
octamer composed of a core tetramer (H3-H4); flanked by two H2A-H2B dimers.

In addition, the linker histone H1 binds linker DNA between two nucleosome
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cores. Histones are small basic proteins (20 kDa), which contain a histone fold
domain - implicated in histone dimerization - and have a less-structured N-
terminal end (Arents and Moudrianakis 1995). As illustrated in the structure of
the nucleosome core particle, the DNA helix wraps twice around the histone
octamer, and histone N- and C-terminal tails extend outside the nucleosome and
are not visible in the structure (Richmond, Searles et al. 1988, Arents,
Burlingame et al. 1991, Luger, Mader et al. 1997, Davey and Richmond 2002,
Davey, Sargent et al. 2002)(Figure 3).

DNA

Figure 3: Crystal structure of the nucleosome.

Nucleosome core particle: ribbon traces for the 146-bp DNA phosphodiester backbones (purple)
and eight histone protein main chains (blue: H3; green: H4; yellow: H2A; red: H2B). The views
are down the DNA superhelix axis for the left particle and perpendicular to it for the right
particle. For both particles, the pseudo-twofold axis is aligned vertically with the DNA centre at

the top. From Luger et al. 1997.

This organization allows a first level of packaging for DNA. Notably, the
nucleosome represents a versatile module that can be modulated to regulate

genome function.

1.1.2. Chromatin: a signaling module or a carrier of

epigenetic information

Both DNA and histones can convey information, either through chemical

modification or via the nature of the histone itself. This provides an additional
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layer of information to the genome, beyond the genetic code itself. These
features are often referred to as “epigenetic” when simply considering that the
meaning of the prefix “epi” is “above genetics”. However, the term epigenetics
has had evolving definitions. It was first coined by Waddington in a broad
manner to define how to link the genotype to the phenotype. Later, based on
methylation studies, it was defined as the study of heritable phenotype changes
that do not involve alterations of the DNA sequence, and can, in turn, influence
genome function (Holliday 1994). The heritability can be mitotic or even meiotic
when transmitted across generations. While short-term variations in the
nucleosome module can rather be involved in signaling, long-term changes can
be considered as truly epigenetics. A more recent view is proposed by Adrian
Bird, defining epigenetic events as the structural adaptation of chromosomal

regions so as to register, signal or perpetuate altered activity states (Bird 2007).

1.1.2.1. DNA methylation

DNA, through addition of a methyl group by dedicated enzymes, can carry
information beyond the genetic code, which can possibly be stably transmitted
through cell division. The most famous modification is DNA methylation, which
is the addition of a methyl group by dedicated enzymes (reviewed in (Li and
Zhang 2014)). In mammals, this occurs mostly at cytosines preceding a guanine
(the pair is termed CpG) and on both strands of DNA (Bird 1986) and is mediated
by DNA methyltransferases (DNMTs). A fraction of CpG is concentrated in GC-
rich genomic regions called CpG islands (Bird, Taggart et al. 1985). CpG islands
locate at the transcriptional start site of genes and are either predominantly
methylated or unmethylated, impacting the transcriptional status of the
underlying region. Indeed, hypermethylation is associated with gene repression
in several contexts, including silencing of genes (Boyes and Bird 1991), DNA
repeats (Lehnertz, Ueda et al. 2003), or inactivation of the X chromosome in
female cells (Mohandas, Sparkes et al. 1981). Consistently, lack of methylation
has been associated with transcription of housekeeping genes (Zhu, Liu et al.
2008). DNA methylation influences genome function by recruiting repressing
factors (Boyes and Bird 1991, Hendrich and Bird 1998), or on the contrary by
empeding binding of transcription factors (Watt and Molloy 1988). DNA can be
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demethylated passively by dilution through cell division if no methylation is
imposed on newly synthesized DNA, or actively (reviewed in (Wu and Zhang
2010)). Indeed, Tet proteins can convert methylated cytosines into
hydroxymethylcytosine, formylcytosine and carboxylcytosine (Kriaucionis and
Heintz 2009, Tahiliani, Koh et al. 2009, Ito, D'Alessio et al. 2010, He, Li et al.
2011, Ito, Shen et al. 2011). These products could be further cleaved by
additional pathways, resulting in demethylation, such as Base Excision Repair
(BER) mechanisms, but they can also serve as modifications conveying

information themselves.

1.1.2.2. Histone variants
Histones exist under different forms called histone variants encoded by separate
genes (Franklin and Zweidler 1977) (Table). Some eukaryotic histone variants,
such as centromeric histone variant H3 (CenH3), H3.3, H2A.Z and H2AX, are
found in the earliest known diversifications of eukaryotic lineages (Talbert 2002,
Malik and Henikoff 2003). Distinct histone variants sometimes differ by only a
few amino acids, yet they are not always functionally equivalent. In mammals,
histone H3 has eight variants known to date: H3.1, H3.2, H3.3, H3.4 (H3.1t), H3.5,
CenH3, as well as the primate-specific H3.X and H3.Y. All variants are escorted by
histone chaperones: proteins that bind histones and are involved in their
transfer (De Koning, Corpet et al. 2007)(Figure 9). Chaperones can show some
degree of specificity either for a variant (dedicated chaperones), or for a
particular function. At the level of chromatin, distinct histone chaperones deposit
histones to form the nucleosome. Biochemical isolation of tagged versions of H3

variants helped determine which histone chaperone was dedicated for each

variant, involving them in distinct deposition pathways (Tagami, Ray-Gallet et al.

2004)(see section 2).

Histone Histone Dedicated
Conservation Genomic distribution
family variant chaperones
H3 H3.1 and H3.2 | Metazoan Global CAF-1
(replicative) Dm, XI: H3.2 complex
Mm, Hs: H3.1
& H3.2
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H3.3 Ubiquitous Promoters and active gene bodies, | HIRA
Sc, Sp: H3 gene regulatory elements, other | complex
Dm, X1, Mm, regions with high turnover
Hs: H3.3 Hs: Nucleosome-depleted regions | DAXX/ATRX
Mm: telomeres, meiotic XY body
Mm, Hs: Centromeres
Dm, Mm: Paternal chromatin at
fertilization
CenH3 Ubiquitous Centromeres HJURP
Sc: Cse4 Sc: Regions with high histone
Sp: Cnp1 turnover, tRNA genes
Dm: CID
X1, Mm, Hs:
CENP-A
H3.4 Mammals ND (sperm) ND
Mm, Hs: H3.t
H3.5 Hominids Euchromatin (sperm) ND
Hs: H3.5
H3.X Primates ND ND
H3.Y Primates Euchromatin ND
H4 H4 Ubiquitous Global All H3
(no  known chaperones
variants)
H2A H2A Ubiquitous Global FACT (Spt16)
(replicative) Nap1l
Nucleolin
H2AX Metazoan Global, ND
Dm: H2Av YH2A.X at DSB sites
X1, Mm, Hs:
H2AX
H2A.Z Ubiquitous Promoters and the body of active | SRCAP,
Sc: Htz1, and inducible genes, gene | p400
Sp: Phtl regulatory elements, nucleolus.
Dm: H2Av Sc, Sp: subtelomeric regions.
Xl: H2A.Z1 Sp, Dm Mm, Hs: centromeres
Mm, Hs: Mm: meiotic XY body
H2A.Z.1,
H2A.Z.2 &2.2
macroH2A Amniotes Inactive X-chromosome, | ND
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Gg: mH2A.1 & | promoters of imprinted genes,
mH2A.2 promoters of inducible
Mm, Hs: developmental genes, telomeres,
mH2A.1.1, 1.2 | centromeres, nucleolus, meiotic XY
& mH2A.2 body
HZ2A.B Mammals Euchromatin and  pericentric | ND
Mm: heterochromatin (sperm)
H2A.Bbd1-5,
H2A.Lap1-4
Hs:
H2A.Bbd1&2
H2B H2B Ubiquitous Global All H2A
(replicative) chaperones
H2B.1 Mammals Global (sperm) ND
Mm, Hs: Telomeres (somatic cells)
TSH2B
H2B.W Mammals Telomeres (sperm) ND
Ms: H2BL1
Hs: H2ZBWT

Table - List of histone variants. ND, not determined; Sc, Saccharomyces cerevisiae; Sp,
Schizosaccharomyces pombe; Dm, Drosophila melanogaster; X1, Xenopus laevis; Gg, Gallus gallus;

Mm, Mus musculus; Hs, human. Adapted from Szenker et al. 2013.

1.1.2.2.1. The replicative variants H3.1 and H3.2
In mammals, the H3 variants H3.1 and H3.2, also referred to as replicative
variants, provide the main supply of histones during DNA replication. Genes
encoding for H3.1/2 are organized in tandem, multicopy clusters (Elgin and
Weintraub 1975). This allows a massive H3.1/2 expression at the end of G1 and
beginning of S phase in preparation for DNA replication (Prescott 1966, Robbins
and Borun 1967, Takai, Borun et al. 1968, Sadgopal and Bonner 1969). Indeed,
H3.1 is deposited genome-wide in S phase, when a supply of histones is needed
to assemble newly synthesized DNA into chromatin (Ahmad and Henikoff 2002,
Ray-Gallet, Woolfe et al. 2011). Throughout the cell cycle, but also coupled to
DNA synthesis, H3.1 can be deposited at sites corresponding to nucleotide

excision repair (Polo, Roche et al. 2006). H3.2 is less well characterized. It was
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found to interact with H3.1-binding partners - namely Chromatin Assembly
Factor 1 (CAF-1), Anti-Silencing Function 1 (ASF1), and one of the subunits of the
Mini Chromosome Maintenance helicase (MCM2), see section 2 -, suggesting
common deposition pathways (Latreille, Bluy et al. 2014). Considering that H3.2
differs from H3.1 by only one amino acid, the two variants may be redundant, yet
they carry different post-translational modifications (Hake, Garcia et al. 2006),
which might give rise to specific functions, and they feature different deposition
patterns after oocyte fertilization of oocytes (Goldberg, Banaszynski et al. 2010,
Santenard, Ziegler-Birling et al. 2010, Akiyama, Suzuki et al. 2011). Future work
will help determine the specificity of H3.2.

1.1.2.2.2. The replacement variant H3.3

Independently of DNA synthesis, any DNA process that disrupts the chromatin
structure may require new histone deposition. The replacement variant H3.3,
encoded by two genes, is expressed throughout the whole cell cycle, with the
exception of mitosis, and deposited in a DNA synthesis-independent manner (Wu
and Bonner 1981). H3.3 is one of the most conserved proteins in all eukaryotes
(Malik and Henikoff 2003). It differs from H3.1/H3.2 by five/four amino acids. As
described below, several studies indicate that H3.3 is more than simply a
replacement for H3.1 and has specific functions.

H3.3 and transcription

Chromatin immunoprecipitation and immunofluorescence experiments revealed
that H3.3 is enriched at gene bodies and regulatory elements such as promoters
and enhancers (Ahmad and Henikoff 2002, Mito, Henikoff et al. 2005, Goldberg,
Banaszynski et al. 2010, Ray-Gallet, Woolfe et al. 2011), suggesting an
association of this variant with active transcription. A few studies proposed that
H3.3 might have an active role in transcription. H3.3 nucleosomes are unstable
relative to H3.1 nucleosomes when treated with high ionic strength buffers, and
presence of the H2A variant H2ZA.Z further destabilizes H3.3 nucleosomes,
suggesting that H3.3 might confer specific properties to nucleosomes to facilitate
chromatin accessibility (Jin and Felsenfeld 2007). Furthermore, in Xenopus
laevis, H3.3 was shown to be necessary for the epigenetic memory of the active

state of a gene upon nuclear transplantation of somatic nuclei in embryos (Ng
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and Gurdon 2008). Yet, in Drosophila, absence of H3.3 led to transcriptional
defects but could be compensated by increased expression of H3.1, suggesting
that transcription was affected due to lack of histone replacement rather than
the nature of H3.3 itself (Sakai, Schwartz et al. 2009). Therefore, it is still unclear
whether H3.3 has a passive role in replacing H3.1 throughout the cell cycle, or an
active one in maintaining chromatin accessible for transcriptional activity. Yet,
H3.3 was also found associated with repressed regions, suggesting that its link
with transcription is more complex.

H3.3 and silent regions

Interestingly, H3.3 was also found enriched at silent regions, including telomeres
and Polycomb-repressed genes in mouse ES cells, as well as pericentric
heterochromatin in mouse embryonic fibroblasts and HeLa cells (Hake, Garcia et
al. 2005, Wong, Ren et al. 2009, Drane, Ouararhni et al. 2010, Goldberg,
Banaszynski et al. 2010, Santenard, Ziegler-Birling et al. 2010, Banaszynski, Wen
et al. 2013), suggesting other possible functions of this variant at specific
genomic loci. Intriguingly, H3.3 is needed at telomeres to silence telomeric
repeats (Goldberg, Banaszynski et al. 2010). At centromeres, it was found to
serve as a placeholder for the centromeric variant CenH3 in S phase until CenH3
incorporation in late mitosis (Dunleavy, Almouzni et al. 2011). Overall, the exact
role of H3.3, in particular compared to H3.1, at specific genomic loci remains
unclear.

H3.3 during development

Several developmental studies provide evidence of the functional role of H3.3. In
Drosophila, males and females depleted for H3.3 are viable but sterile (Hodl and
Basler 2009, Sakai, Schwartz et al. 2009), yet fertility is rescued by H3.2
overexpression (Hodl and Basler 2012). Conversely, mutants without H3.2 and
with concomitant S phase-expression of H3.3 survive and show no obvious
defects (Hodl and Basler 2012), suggesting that replicative and replacement
variants can compensate for each other in Drosophila. In vertebrates, however,
the two variants do not seem to be able to replace each other. During Xenopus
laevis development, H3.3-depleted embryos do not develop past gastrulation,
and this phenotype cannot be rescued by H3.2 overexpression (Szenker, Lacoste

et al. 2012). In mouse development, lack of H3.3 is lethal (Couldrey, Carlton et al.
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1999, Bush, Yuen et al. 2013). Loss of H3.1 and H3.2 caused by depletion of their
depositing factor leads to an increased incorporation of H3.3, but this
compensation is insufficient to rescue viability (Akiyama, Suzuki et al. 2011).
Furthermore, during spermatogenesis, in Drosophila, humans, and mice,
histones are replaced with smaller proteins termed protamins, enabling sperm
genome condensation (Balhorn 2007), yet this is not the case in X. laevis or C.
elegans (Orsi, Couble et al. 2009). Upon entry into the oocyte, the sperm genome
undergoes a number of changes including chromatin decondensation; protamins
are then removed and H3.3 is incorporated genome-wide as a replacement
(Loppin, Bonnefoy et al. 2005, van der Heijden, Dieker et al. 2005, Torres-Padilla,
Bannister et al. 2006).

Taken together, these findings highlight the functional importance and specific

requirement of H3.3 in the context of fertilization and development.

1.1.2.2.3. The centromeric variant CenH3
CenH3 is the centromeric H3 variant. Centromeric histone proteins are less
conserved than histone H3 and may have multiple phylogenetic origins (Malik
and Henikoff 2003, Dawson, Sagolla et al. 2007). As a consequence, although the
first identified version was termed CENPA in mammals (Earnshaw and Rothfield
1985), they have often been referred to as CenH3 (Talbert 2002). Centromeric
DNA sequence is not sufficient for centromere formation and chromosome
segregation, which require additional epigenetic features (reviewed in (Allshire
and Karpen 2008)). This includes the presence of the histone variant CenH3.
CenH3 shares 50-60% identity with H3.1 at the histone fold domain and a
divergent N-terminal tail, making it the most divergent H3 variant. Its expression
and deposition dynamics vary between species (reviewed in (Boyarchuk, Montes
de Oca et al. 2011)). In humans, CenH3 is expressed in late G2 and deposited
during telophase and early G1 at centromeres (Jansen, Black et al. 2007).
Therefore, during S phase, parental CenH3 is temporarily diluted until the next
telophase. Meanwhile, the resulting nucleosome gaps at centromeric regions are
likely filled with H3.3 - serving as a placeholder (Dunleavy, Almouzni et al. 2011).
Whether there are hemisomes is still debated (Dimitriadis, Weber et al. 2010).

During mitosis, CenH3 serves as a foundation to recruit a network of proteins
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essential for kinetochore formation (reviewed in (Allshire and Karpen 2008,
Black and Bassett 2008)). (CenH3-H4); tetramers were proposed to be more
rigid compared to (H3.1-H4),, possibly to resist forces during mitosis (Black,
Foltz et al. 2004). CenH3-containing nucleosomes were also shown to wrap DNA
in a distinct manner, possibly allowing the formation of a platform for the
assembly of kinetochore proteins (Dalal, Furuyama et al. 2007, Furuyama and
Henikoff 2009). Overall, CenH3 provides a clear example of a specific function of

a histone variant to define a chromosomal domain.

1.1.2.2.4. Other H3 variants
Other H3 variants are less characterized, yet they also seem to display specific
features relative to H3.1. H3.1t differs from H3.1 by four amino acids and is only
found in testis (Witt, Albig et al. 1996, Govin, Caron et al. 2005). H3.5 is highly
expressed in testis and localizes to euchromatin (Urahama, Harada et al. 2016).
The tissue-specific expression suggests a potential role in development, possibly
to provide more histones during proliferation. In primates, H3.X and H3.Y have
also been identified, but their function remains to be elucidated (Wiedemann,

Mildner et al. 2010).

1.1.2.3. Histone post-translational modifications
The presence of distinct histone variants in chromatin provides the first layer of
histone-based information allowing the definition of chromatin domains.
Another essential source of information comes from post-translational
modifications of histones (PTMs). Histone modifications have been extensively
characterized in the literature, in particular acetylation, methylation,
phosphorylation, ubiquitination - corresponding to the covalent addition of,
respectively, an acetyl, methyl, phosphate group or ubiquitin protein (reviewed
in (Kouzarides 2007)). They are found on all histones, and mostly on histone N-
and C-terminal tails. Importantly, because histone variants differ in their amino
acid sequence, some histone post-translational modifications are specific to
certain histone variants (Hake, Garcia et al. 2006, Loyola, Bonaldi et al. 2006).
Histone modifications may influence chromatin in two non-exclusive ways: first,
by directly impacting contacts between histones or between histones and DNA,

and, second, by recruiting other proteins that will, in turn, alter the chromatin
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configuration. The first hypothesis is exemplified by the fact that acetylation
neutralizes the basic charge of a lysine, which might loosen the electrostatic
interactions between histones and DNA and, as a consequence, chromatin
structure (Bode, Gomez-Lira et al. 1983, Garcia-Ramirez, Dong et al. 1992,
Garcia-Ramirez, Rocchini et al. 1995, Tse, Sera et al. 1998, Shogren-Knaak, Ishii
et al. 2006). However, there are more examples of the second mechanism. Given
that histone tails locate outside the nucleosomes, modifications are accessible to
a number of histone-binding factors, including histone-modifying enzymes,
readers, and writers. Therefore, the presence of a certain modification or
combination of modifications can recruit other factors to a specific function in
processes such as transcription or DNA repair. This possibility to translate PTMs
into DNA activity is referred to as the “histone code”, yet its exact extent and
functional impact remains incompletely elucidated (Jenuwein and Allis 2001).
Importantly, histone modifications are reversible, which provides plasticity to
chromatin by allowing dynamic changes, for example during differentiation.

Acetylation, methylation and phosphorylation were the first modifications
discovered on histones, giving a hint of their great variety (Allfrey, Faulkner et al.
1964, Allfrey and Mirsky 1964, Murray 1964, Stevely and Stocken 1966). The
finding that hyperacetylated histones correlated with gene expression provided
the first clue that histone modifications may be linked to transcription (Allfrey,
Faulkner et al. 1964, Allfrey and Mirsky 1964). In yeast, mutations in histone
tails affected gene expression (Johnson, Kayne et al. 1990), further supporting
the connection, while, in Drosophila, acetylated forms of H4 distributed distinctly
in euchromatin and heterochromatin (Turner, Birley et al. 1992). Lysine
acetylation is recognized by bromodomain modules, which are found in many
different proteins including histone modifying enzymes and transcription
regulators (Dhalluin, Carlson et al. 1999, Winston and Allis 1999, Owen, Ornaghi
et al. 2000). Extensive work has enabled the characterization of transcription-
associated histone PTMs, as well as the enzymes that deposit them (reviewed in
(Rivera and Ren 2013)). For example, in terms of H3 modifications, the
H3K4me3 mark is enriched at promoters (Bernstein, Kamal et al. 2005,

Pokholok, Harbison et al. 2005), H3K36me3 at transcribed gene bodies (Barski,
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Cuddapah et al. 2007), H3K4me1l and H3K27ac at active enhancers (Heintzman,
Hon et al. 2009, Creyghton, Cheng et al. 2010, Rada-Iglesias, Bajpai et al. 2011).

Conversely, other PTMs are associated with heterochromatin. In particular, two
methylation marks are well characterized: H3K27me3, which marks polycomb-
repressed regions (Bernstein, Duncan et al. 2006, Lee, Jenner et al. 2006), and
H3K9me3 at constitutive heterochromatin (Peters, O'Carroll et al. 2001, Peters,
Kubicek et al. 2003, Mikkelsen, Ku et al. 2007). H3K9me3 provides a good
example of how a histone mark is maintained and influences chromatin
compaction (reviewed in (Maison and Almouzni 2004, Mozzetta, Boyarchuk et al.
2015)). The methyltransferases G9a, SetDB1 and Suv39H1 collaborate to mono-,
di- and tri-methylate H3K9 (Loyola, Tagami et al. 2009). Importantly,
heterochromatin Protein 1 (HP1) recognizes and binds H3K9me3, then recruits
more Suv39H1 in order to spread the mark on neighboring nucleosomes
(Platero, Hartnett et al. 1995, Melcher, Schmid et al. 2000, Bannister, Zegerman
et al. 2001, Lachner, O'Carroll et al. 2001, Machida, Takizawa et al. 2018). This
reader-writer model enables the maintenance of H3K9me3-HP1 domains over
large heterochromatic regions. However, other mechanisms mediate de novo
establishment of these domains (reviewed in (Probst and Almouzni 2011)). For
example, in mouse cells, long noncoding RNAs at pericentric heterochromatin
associate with SUMO-modified HP1 (Maison, Bailly et al. 2011). This
modification is required for de novo targeting of HP1 to pericentric regions.
Importantly, evidence shows that this organization impacts chromatin status.
The capacity of HP1 to dimerize may enable heterochromatin compaction by
assembly of neighboring HP1 proteins (reviewed in (Eissenberg and Elgin
2000)). Furthermore, HP1 also interacts with several factors associated with the
nuclear membrane (Poleshko, Mansfield et al. 2013, Camozzi, Capanni et al.
2014). This is consistent with a long line of electron microscopy studies showing
that heterochromatin locates at the nuclear periphery, and is further supported
by more recent DamID experiments showing that genomic regions associated
with the nuclear envelope (Lamin-Associated Domains, LADs) are enriched for
H3K9me3 (Towbin, Gonzalez-Aguilera et al. 2012, Kind, Pagie et al. 2013).
Considering the importance of the nuclear periphery in many genomic processes,

including gene expression and DNA replication, the role of H3K9me3 in nuclear
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localization is particularly interesting. Furthermore, H3K9me3 can recruit the
linker histone H1, which may contribute to chromatin compaction (Daujat,
Zeissler et al. 2005).

Notably, modifications found in soluble pools of histones compared to histones
incorporated into chromatin are different. For example, in humans, new dimers
of H3.1-H4 are diacetylated at lysines 5 and 12 of H4 (Sobel, Cook et al. 1995,
Loyola, Bonaldi et al. 2006), while, in yeast, the modification H3K56ac is
systematically found on new H3 (Masumoto, Hawke et al. 2005). New histones
H3 are overall not methylated, with the exception of H3K9me1 (Loyola, Bonaldi
et al. 2006). This distinction between modifications typical of new or
incorporated histones is likely important to handle histones during their de novo
deposition or recycling, respectively.

In summary, the first scale of chromatin is an array of nucleosomes.
Nucleosomes can contain different histone variants and histone post-
translational modifications, which influence chromatin structure and function.

This organization varies depending on nuclear localization.

1.2. Spatial organization of chromatin in the

nucleus

1.2.1. Chromatin fiber

How is chromatin organized at the next scale? The initial model proposed that
nucleosomes were packed into a compact 30 nm fiber (Finch and Klug 1976,
Thoma, Koller et al. 1979) (Figure 4). In line with this hypothesis, many studies
proposed different models for the internal organization of this compact
structure, exploiting a vast array of technologies, such as X ray crystallography
(Dorigo, Schalch et al. 2004, Schalch, Duda et al. 2005), electron microscopy
(Robinson, Fairall et al. 2006), or CryoEM (Song, Chen et al. 2014). Importantly
however, all these findings emerged from in vitro reconstituted fibers, therefore

the relevance of this model in vivo remained to be established.
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Figure 4: Higher order chromatin organization.

(A) Image of a chromatin fiber from an in vitro reconstitution system that generates regularly
spaced nucleosome arrays from purified histones and tandem arrays of a strong nucleosome
positioning sequence. From Robinson et al. 2006. (B) ChromEMT images showing chromatin as a
disordered chain that has diameters between 5 and 24 nm and is packed together at different
concentration densities in interphase nuclei of human small-airway epithelial cells. From Ou et al.

2017.

Several studies challenged the 30 nm fiber model of chromatin organization.
Indeed, techniques including X ray scattering (Nishino, Eltsov et al. 2012),
CryoEM (McDowall, Smith et al. 1986, Eltsov, Maclellan et al. 2008), electron
spectroscopy imaging (Fussner, Strauss et al. 2012) and electron microscopy
(Ou, Phan et al. 2017) failed to detect it in vivo. Based on these findings, the
current view is that chromatin forms irregularly folded nucleosome fibres. The
density of these fibers can vary depending on the nuclear localization (Ou, Phan
et al. 2017), yet nucleosomes never seem to pack in a highly compact and
organized manner as observed in vitro. In mitotic chromosomes, this
disorganized fiber is also observed, although more dense (Nishino, Eltsov et al.
2012, Ou, Phan et al. 2017). Overall, while the existence of a highly compact fiber
is not theoretically impossible, this second model is more compatible with many
DNA processes that occur in vivo and require rapid access to DNA, such as

transcription and repair.

1.2.2. Topologically associated domains
Genomic loci located at great genomic distances, or even on different
chromosomes, can be found very close in the nuclear space. This is for example
the case for promoters and distal enhancers, which are in contact in the nucleus.

In the past decade, the development of chromosome conformation capture
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techniques (such as 4C, 5C, or Hi-C) - which combine proximity ligation with
sequencing and allow the establishment of maps of contacts between different
genomic regions (Lieberman-Aiden, van Berkum et al. 2009, Dixon, Selvaraj et al.
2012) - led to propose the existence of megabase-sized topologically associated
domains (TADs). At a larger scale, these Hi-C maps also detected two
compartments, with less contact with each other than within each of them. This
showed that chromatin regions clustered together based on their transcriptional
status. Existing chromatin-looping models seemed compatible with the existence
of TADs (Schleif 1992). Although the exact mechanism and nature of loop
formation and dynamics is debated, it appears that chromatin loops involves the
role of cohesin; in absence of cohesin, TADs seem to disappear from contact
maps (Rao, Huang et al. 2017). Notably, TAD establishment coincides with
establishment of the replication-timing program, further supporting the
interconnections between this structural compartmentalization and genome
function (Dileep, Ay et al. 2015).

Although the development of C techniques provided great insight into genome
organization, further work is required to understand how TADs and
compartments organize in single cells in the nuclear space. Indeed, contact maps
are often obtained from population of cells and, as a consequence, can only
detect events that occur in a sufficient number of cells. Furthermore, they
describe relative frequency of interactions between genomic loci, which does not
indicate that these genomic loci are always physically together in the nucleus.
Imaging approaches provide the means to visualize physical proximity in the
nuclear space. The use of Fluorescence In Situ Hybridization (FISH) to monitor
localization of regions from certain TADs in the nuclear space has been
informative, sometimes recapitulating data from C techniques, but also
sometimes highlighting discrepancies between contact maps and microscopy
images (Bantignies, Roure et al. 2011, Sexton, Yaffe et al. 2012, Williamson,
Berlivet et al. 2014, Wang, Su et al. 2016, Cattoni, Cardozo Gizzi et al. 2017,
Szabo, Jost et al. 2018). For example, a study in mouse comparing C approaches
and FISH data identified regions that did feature spatial proximity as predicted
by 5C, and others that did not, showing that contact maps do not always reflect

physical proximity in the nucleus (Williamson, Berlivet et al. 2014). Overall, it is
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clear that the combination of Hi-C and microscopy is required to bridge the gap
and give us the global view of how the genome is organized in the nucleus of
individual cells.

More generally, imaging approaches enabled the visualization of DNA
corresponding to each chromosome and showed that they occupied distinct
territories in the nuclear space (Bolzer, Kreth et al. 2005) (Figure 5), while
induction of DNA damage in a specific area of the nucleus led to damage in only a
few chromosomes (Zorn, Cremer et al. 1979), in line with the existence of
chromosome territories. The use of oligonucleotide-based probes (Oligopaint)
combined with super-resolution microscopy approaches allowed the targeting of
specific DNA sequences as well as entire chromosomes while improving the
resolution and distinguishing maternal and paternal homologous chromosomes

(Beliveau, Joyce et al. 2012, Beliveau, Boettiger et al. 2015).
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Figure 5: Chromosome territories.

24-Color 3D FISH Representation and Classification of Chromosomes in a Human GO Fibroblast
Nucleus. (A) A deconvoluted mid-plane nuclear section recorded by wide-field microscopy in
eight channels: one channel for DAPI (DNA counterstain) and seven channels for the following
fluorophores: diethylaminocoumarin (Deac), Spectrum Green (SG), and the cyanine dyes Cy3,
Cy3.5, Cy5, Cy5.5, and Cy7. Each channel represents the painting of a chromosome territory
subset with the respective fluorophore. (B) False color representation of all chromosome

territories visible in this mid-section. From Bolzer et al. 2005.

Taken together, these findings show that chromatin undergoes some form of

compartmentalization in the nucleus.
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1.2.3. Heterochromatin and euchromatin

As mentioned previously, chromatin is divided into two categories based on
electron microscopy observations: euchromatin (the “real” chromatin) and
heterochromatin (the “other” chromatin). Heterochromatin is more stained and
condensed, and locates at the nuclear periphery and around nucleoli (Heitz
1928) (Figure 6). Euchromatin, on the other hand, is unstained and decondensed
and localizes in the nuclear interior. This discovery led to the proposal that
heterochromatin contained silenced regions of the genome, while euchromatin
was composed of active genes. This general rule has since been extensively
tested and characterized in the literature and, today, the terms euchromatin and
heterochromatin are used to refer to transcriptionally active and silent regions.
As mentioned above, Hi-C maps feature such a division of the genome into two
compartments, likely corresponding to euchromatin and heterochromatin.
Interestingly, another characteristic feature that distinguishes euchromatin and
heterochromatin is that they replicate at distinct times in S phase. In
multicellular organisms, early replication correlates with transcriptional activity
and varies during development, while this is not always the case in unicellular
organisms (Hiratani and Gilbert 2009, Hiratani, Takebayashi et al. 2009). A
general rule in human cells is that euchromatin replicates early in S phase, while
heterochromatin replicates late in S phase (reviewed in (Rhind and Gilbert

2013)).

Figure 6: Heterochromatin and euchromatin.
Electron micrographs of a rat glial cell nucleus. Darkly stained material is heterochromatin;

lightly stained regions are euchromatin. Scale bars: 1 pm. From Pueschel et al. 2016.
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Within heterochromatin, two main categories have been described: facultative
and constitutive heterochromatin. Constitutive heterochromatin is always
compact, independently of the cell type. It is present in regions such as
centromeres or telomeres, composed of gene-poor and repeated DNA sequences.
For example, in pericentric heterochromatin regions in mouse cells, DNA is more
compact and can clearly be observed when staining DNA with DAPI (Probst and
Almouzni 2011). Many studies suggest that constitutive heterochromatin has
special physical properties accounting for its specific dynamics and compaction
(reviewed in (Pueschel, Coraggio et al. 2016)) (Larson, Elnatan et al. 2017,
Strom, Emelyanov et al. 2017). At the histone level, constitutive heterochromatin
is marked by the modification H3K9me3, which recruits HP1 as previously
mentioned. Facultative heterochromatin, on the other hand, varies between cell
types. Indeed, facultative heterochromatin regions can change between a
transcriptionally active and inactive state depending on the cell stage, as
exemplified by genes that get inactivated during differentiation in a given
lineage, or inactivation of the X chromosome in female cells during development.
A well-characterized feature of facultative heterochromatin is the presence of
the modification H3K27me3, which mediates gene inactivation through the
recruitment of Polycomb proteins (reviewed in (Trojer and Reinberg 2007)).

Additionally, mapping of certain proteins, including chromatin factors, in
Drosophila enabled the definition of five chromatin domains featuring distinct
protein configurations: three types of heterochromatin - constitutive, facultative,
and a third and prevalent kind -, and two types of euchromatin (Filion, van
Bemmel et al. 2010). In summary, chromatin in the nucleus is divided into
compartments, which share functional properties, such as transcriptional state
and replication timing. How chromatin is replicated is depicted in the next

section.
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2. The challenge of replicating chromatin

Chromatin is highly organized in the nucleus at all scales. It serves as a means to
compact the DNA and has to be considered for all DNA transactions impacting
genome function and regulation. How chromatin states, once established, can be
transmitted or changed through cell division has received a lot of attention. In
particular, how this fundamental organization contributes to the concept of
epigenetic memory depends on the capacity to maintain features that can
survive cellular division. Here, we describe how chromatin is challenged by and

copes with DNA replication.

2.1. The replication machinery

In order to duplicate the genetic material during DNA replication, the sequential
assembly of a number of factors is necessary (Figure 7). First, unwinding of the
DNA double helix is required. In mammals, this is achieved through the assembly
of the Origin Recognition Complex (ORC), Cdc6, Cdtl, and the Minichromosome
Maintenance (MCM) helicase, composed of the subunits MCM2-7 at origins of
replication in late mitosis and early G1, forming the pre-RC complex in a step
called origin licensing (reviewed in (Masai, Matsumoto et al. 2010, Fragkos,
Ganier et al. 2015)). At the frontier between G1 and S, phosphorylation mediated
by the DDK and CDK kinases is essential for the activation of the pre-RC complex
and to prevent relicensing. In the beginning of S phase, a subset of origins
initiates replication. The two loaded MCM helicases can translocate to bind single
stranded DNA. The two complexes bind different strands to progress on the
leading strands in opposite directions, creating two replication forks. To allow
DNA replication, additional factors are required including GINS and Cdc45
(forming, with the MCM, the CMG complex) as well as replisome progression
complexes (RPCs), which include fork-stabilizing factors. DNA polymerases are
then positioned on their respective DNA strands (Pole for the leading strand and
Pold for the lagging strand), in complex with the ring-shaped factor Proliferating
Cell Nuclear Antigen (PCNA) present on both the leading and lagging strands.
Interestingly, in S. cerevisiae, length of Okazaki fragments correlates with
nucleosomal DNA length, linking lagging strand synthesis to chromatin assembly

(Smith and Whitehouse 2012).
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Figure 7: Formation and activation of DNA replication origins.

Licensing of replication origins is restricted to the G1 phase of the cell cycle and results from the
sequential loading of pre-replication complex (pre-RC) proteins on all potential origins in the
genome. First, the origin recognition complex (ORC), which has ATPase activity, is recruited to
replication origins. This is followed by the binding of CDC6 and CDC10-dependent transcript 1
(CDT1). Loading of the mini-chromosome maintenance (MCM) helicase complex, which contains
the six subunits MCM2-7, is the last step of the licensing reaction and can take place only if ORC,
CDC6 and CDT1 are already bound to origins. Origin activation involves the formation of a pre-
initiation complex (pre-IC) and activation of the MCM helicase complex. Assembly of the pre-IC is
triggered by DBF4-dependent kinase (DDK) and cyclin-dependent kinases (CDKs) at the G1/S
phase transition, and its activation into a functional replisome occurs in the S phase. DDK and
CDKs phosphorylate several replication factors (including MCM10, CDC45, ATP-dependent DNA
helicase Q4 (RECQL4), treslin, GINS, DNA topoisomerase 2-binding protein 1 (TOPBP1) and DNA
polymerase € (Pol€)) to promote their loading on origins, as well as several residues within the
MCM2-7 complex, resulting in helicase activation and DNA unwinding. During helicase
activation, the MCM2-7 double hexamer divides into two hexamers that function at the two
replication forks emanating from the replication origin. Helicase activation induces the
recruitment of other proteins (such as replication factor C (RFC), proliferating cell nuclear
antigen (PCNA), replication protein A (RPA) and other DNA polymerases) that convert the pre-IC
into two functional replication forks that move in opposite directions from the activated origin,

with the replisome at each replication fork. From Fragkos et al. 2015.
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The choice of the subset of initiating origins is not fully understood. At the level
of the whole genome, the study of the replication program has reached two
major conclusions: (i) origin activation is a stochastic event, and (ii) nuclear
territories replicate in a defined order leading to clear replication patterns.
Reconciling both models, the current view is that origin activation is indeed
stochastic but within a chromatin region: origins in open euchromatin fire first,
allowing the replication of transcribed regions, until replication forks reach
heterochromatin, thereby firing origins in these regions as a domino effect
(Guilbaud, Rappailles et al. 2011).

Importantly, the replisome replicates DNA assembled into chromatin, and
therefore encounters nucleosomes. In this context, an additional network of
proteins intervenes to handle histones, including histone chaperones and

chromatin remodelers.

2.2. Inheritance of DNA methylation

As previously described, DNA methylation provides a layer of information that
influences genome function. How DNA methylation is transmitted through cell
division, guaranteeing the transmission of information, is well characterized. For
a detailed review of inheritance of DNA methylation, see (Almouzni and Cedar
2016). In brief, CpG dinucleotides are symmetric on the DNA strand, and
methylated sites are mostly methylated on both DNA strands. During replication,
DNA synthesis creates hemi-methylated strands and therefore, although diluted,
the DNA methylation pattern is transmitted in a semi-conservative manner.
Restoration of the original pattern involves methylating the other side of hemi-
methylated dinucleotides. Very schematically, a simple view is that DNA
methyltransferase [ (Dnmtl) recognizes the methylated sequence and
methylates the complementary strand (Li et al. 1992, Li et al. 2014). This is
facilitated by other factors at the replication fork, such as the factor UHRF1,
which can bind both methylated DNA and histone H3 (Cheng et al. 2014). While
this semi-conservative transmission of DNA methylation can guarantee the
maintenance of DNA methylation patterns, inheritance of histones is less well

understood.
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2.3. Inheritance of histones

2.3.1. Theoretical framework
During replication elongation, the replication machinery needs to disrupt
parental nucleosomes ahead of the replication fork (reviewed in (Corpet and

Almouzni 2009, Probst, Dunleavy et al. 2009) (Figure 8).

Transmission of Parental ' Newly synthesized Consequence for
parental histones DNA DNA epigenetic information

©
A. Loss . @
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: c within a nucleosome
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Figure 8: Histone inheritance at the replication fork.

For theoretical models are possible for distribution of parental (grey) and new (purple) histones
at the replication fork. (A) Parental histones are not recycled and only new histones are used to
assemble nucleosomes on nascent DNA. (B) Parental (H3-H4); tetramers are split at the fork. The
resulting H3-H4 dimers are then distributed between the leading and lagging strand, and new
H3.1-H4 dimers are used to complete the nucleosomes. Parental histone post-translational
modifications can, in turn, be copied to new histones within a nucleosome (arrow). (C) Parental
(H3-H4); tetramers are recycled as such either on the leading or on the lagging strand (randomly
distributed). New histones are used to form nucleosomes to maintain nucleosomal density.

Parental histone post-translational modifications can, in turn, be copied to new histones from
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one nucleosome to its neighbor (arrow). (D) Parental (H3-H4). tetramers are recycled
asymmetrically on one strand. New histones are used to form nucleosomes on the other strand.

Based on Corpet et al. 2009, Probst et al. 2009.

Two opposite outcomes can be considered: (i) newly synthesized DNA is
assembled into chromatin from scratch using a supply of new histones (Figure
8A), or (ii) histones present on the parental strand of DNA are recycled on newly
synthesized DNA and chromatin is restored as before.

In the first model, all histone-based information is lost. This can be useful in
some contexts where a cell needs to change its identity, for example during
differentiation or reprogramming. However, this is not optimal if the daughter
cell is meant to be identical to its parent. The second option provides means to
transfer histone-based information as well, thereby supporting inheritance of
genome expression programs.

In this second scenario, however, three models for parental histone recycling are
possible. As nucleosomes contain two copies of each histone, an attractive
hypothesis is that one copy of each histone transfers to each daughter DNA
strand, complemented with new histones to form a nucleosome (Figure 8B). As a
consequence, half of each new nucleosome would contain parental material and
therefore parental information. Copy of this information to the second half
would ensure restoration of the original status. An alternative hypothesis is that
all histones within a parental nucleosome transfer together to a new
nucleosome, located randomly on one of the two daughter strands (Figure 8C). In
this case, on each daughter strand, half the nucleosomes would contain only
parental material, and the other half only new material. Restoration of the
original chromatin would then require copy of the information from the parental
nucleosome to its new neighbor. These first two models ensure an equal
distribution of parental histones between the two daughter strands. However, a
third model introducing imbalances is also conceivable, proposing that all
parental histones transfer to the same daughter strand, creating an identical
chromatin landscape on one strand, but a reset one on the other (Figure 8D). In
the context of differentiation for example, this could provide means for a stem

cell to produce an identical stem cell and a differentiated cell.
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In summary, histone segregation can theoretically be modulated to duplicate or

change parental chromatin.

2.3.2. Histone segregation on daughter strands

In mammals, upon passage of the replication fork, chromatin is rapidly
reassembled (reviewed in (Corpet and Almouzni 2009, Probst, Dunleavy et al.
2009). This was first shown using in vitro replication of simian virus 40 and
electron microscopy approaches (Sogo, Stahl et al. 1986) (McKnight and Miller
1977). Visualization of psoralen cross-linked chromatin at replication forks with
electron microscopy showed that two nucleosomes were destabilized before the
fork and that nucleosomes reassembled about 250 bp after the fork (Sogo, Stahl
et al. 1986, Gasser, Koller et al. 1996). The use of the SV40 system also provided
evidence that parental histones redistributed randomly between the leading and
lagging strand (Cusick, DePamphilis et al. 1984, Krude and Knippers 1991,
Sugasawa, Ishimi et al. 1992). Although some in vitro studies suggested that
nucleosomes may stay associated with DNA during passage of the replication
fork (Bonne-Andrea, Wong et al. 1990, Krude and Knippers 1991, Randall and
Kelly 1992, Sugasawa, Ishimi et al. 1992, Krude and Knippers 1993, Vestner,
Waldmann et al. 2000), it then became clear that histones dissociated from DNA:
the two H2A-H2B dimers, which have a more labile association to the
nucleosome, would dissociate, followed by the H3-H4 tetramer, which would
then transfer to newly synthesized DNA (Jackson and Chalkley 1985, Gruss, Wu
et al. 1993). On nascent DNA, histones would reassemble in a stepwise manner:
the H3-H4 tetramer would reassemble first, then H2A and H2B would complete
the nucleosome, and finally histone H1 would bind (Klempnauer, Fanning et al.
1980, Galili, Levy et al. 1981, Jackson and Chalkley 1981, Cusick, DePamphilis et
al. 1984). Overall, these earlier studies provided the first insight into histone
recycling at the replication fork, hinting towards the model where parental
histones randomly distribute between daughter DNA strands (Figure 8B or 8C).

In order to distinguish between the models from Figure 8B and 8C, the important
aspect to consider is whether parental H3-H4 tetramers split into dimers, and, if
they do, whether they mix with new H3-H4 dimers when forming a new

nucleosome (Ray-Gallet and Almouzni 2010). In a mass spectrometry assay
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combining the use of inducible tagged histones and heavy isotope lysine labeling
to distinguish parental and new histones, Xu et al. detected almost no mixing of
parental and new H3.1-H4 dimers (Xu, Long et al. 2010). Interestingly, they
detected 10% of mixing of H3.3-H4 dimers (Xu, Long et al. 2010), and these
events are enriched at active genes and enhancers (Huang, Zhang et al. 2013).
Overall, this data suggests that parental H3-H4 dimers rarely mix with new
during DNA replication, favoring the model depicted in Figure 8C. Yet, the
biological context likely dictates these mechanisms: given that DNA replication
offers an opportunity for cell fate change, other mechanisms for histone
inheritance may be at play during specific steps of differentiation (see section 3).
In the next section, however, we focus on the mechanisms by which parental

histones randomly distribute between the two daughter strands.
2.3.3. Histone dynamics during DNA replication

2.3.3.1. Histone chaperones

Not long after the discovery of nucleosomes, in vitro experiments showed the
importance of external factors to assemble chromatin. Indeed, while incubation
of DNA and histones alone failed to give rise to regular arrays of nucleosomes
(Stein, Whitlock et al. 1979, Stein 1989), addition of cell-free extracts from X.
laevis eggs provided the additional proteins required for chromatin assembly,
including histone chaperones. As mentioned, histone chaperones are proteins
that bind histones and are involved in their transfer without necessarily being
part of chromatin (De Koning, Corpet et al. 2007) (Figure 9).

Using X. laevis oocytes, the first histone chaperone identified was purified in
1978 and named nucleoplasmin (Laskey, Mills et al. 1977, Laskey, Honda et al.
1978, Earnshaw, Honda et al. 1980). In vitro chromatin assembly assays also
using X. laevis extracts further enabled the identification of two pathways for
histone deposition: DNA synthesis-coupled and DNA synthesis-independent
(Gaillard, Martini et al. 1996, Ray-Gallet and Almouzni 2004).
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Figure 9: Histone chaperones.

Incorporation of H3.1 and H3.2 (purple) occurs genome-wide during DNA replication and at sites
of damage during DNA repair. These DNA synthesis-coupled (DSC) events are promoted by the
CAF-1 chaperone complex, which comprises three subunits referred to in humans as p150, p60,
and p48. In mouse somatic and embryonic cells, H3.3 (light green) is enriched in coding regions
and at specific chromatin landmarks. In heterochromatin, DAXX cooperates with the chromatin
remodeler ATRX to give rise to the accumulation of H3.3 at pericentric satellite repeats and
telomeres. In euchromatin, the HIRA complex (comprising HIRA, Cabinl and UBN1 proteins) is
responsible for H3.3 enrichment in the body of transcribed genes and at promoters of
transcribed or non-transcribed genes. In addition, the HIRA complex can broadly incorporate
H3.3 presumably by binding to transiently accessible non-nucleosomal DNA (gap-filling
mechanism). The chaperone HJURP is involved in the deposition of CenH3 (blue) specifically at

centromeres. From Filipescu et al. 2013.

Replication of the SV40 virus in presence of human cell extracts allowed the

identification of the histone chaperone Chromatin Assembly Factor-1 (CAF-1) as
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responsible for histone deposition coupled to DNA synthesis (Stillman 1986,
Smith and Stillman 1989). CAF-1 has three subunits, p48, p60 and p150, and
localizes at the replication fork through its interaction with PCNA (Shibahara and
Stillman 1999, Shibahara, Verreault et al. 2000). The capacity of CAF-1 to
dimerize may enable the assembly of two H3-H4 dimers into a tetramer for
nucleosome assembly (Quivy, Grandi et al. 2001, Mattiroli, Gu et al. 2017). The
histone chaperone Histone Regulator A (HIRA) in turn showed DNA synthesis-
independent histone deposition activity in vitro (Lamour, Lecluse et al. 1995,
Lorain, Quivy et al. 1998, Ray-Gallet, Quivy et al. 2002). Importantly, biochemical
isolation of factors interacting with specific histone variants provided evidence
that CAF-1 was dedicated to the histone variant H3.1, and HIRA to the variant
H3.3 (Tagami, Ray-Gallet et al. 2004). The chaperone complex DAXX-ATRX
(death domain-associated protein and a-thalassemia/mental retardation
syndrome protein) was later identified as dedicated to H3.3 as well, and was
associated with deposition of H3.3 at telomeres and pericentric heterochromatic
(Drane, Ouararhni et al. 2010, Goldberg, Banaszynski et al. 2010). The factor
Holliday Junction-Recognizing Protein (HJURP) was found to be the histone
chaperone responsible for CenH3 deposition (Dunleavy, Roche et al. 2009, Foltz,
Jansen et al. 2009). While CAF-1, HIRA, DAXX-ATRX and HJURP are chaperones
dedicated to specific variants, other chaperones are less dedicated. For example,
the H3-H4 histone chaperones Nuclear Autoantigenic Sperm Protein (NASP) and
Anti-Silencing Function 1 (ASF1) can handle both the H3.1 and H3.3 variants
(Tagami, Ray-Gallet et al. 2004, Cook, Gurard-Levin et al. 2011). ASF1 was first
discovered in yeast where its overexpression inhibited silencing (Le, Davis et al.
1997). It was later found to have histone chaperone activity and is now known to

intervene at many different steps of histone management (see section 2.3.3.3).

2.3.3.2. Dynamics of new histones in vivo
Studies exploiting the SNAP system confirmed, in somatic cells, the implication of
CAF-1, HIRA and HJURP in the de novo deposition of H3.1, H3.3 and CenH3
respectively (Jansen, Black et al. 2007, Ray-Gallet, Woolfe et al. 2011) (Figure
10).
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Figure 10: DNA synthesis-coupled (DSC) and -independent (DSI) histone deposition
pathways.

CAF-1 mediates H3.1 deposition through its interaction with PCNA during replication (and DNA
repair) while the HIRA complex mediates H3.3 deposition broadly through binding to transient
accessible non-nucleosomal DNA during postreplication, sperm reprogramming, and any event
generating transient naked DNA. In regions associated with RNA pol II (promoters, coding
regions, and a subset of cis-regulatory elements), the interaction between the HIRA complex and
RNA pol II facilitates H3.3 deposition. The DAXX-ATRX complex mediates H3.3 deposition at
telomeres and pericentric heterochromatin. HJURP deposits CenH3 at centromeres. Adapted

from Ray-Gallet et al. 2011.

The SNAP-tag is a mutant of the human DNA repair protein O¢-alkylguanine-DNA
alkyltransferase. It can specifically, covalently, and irreversibly bind to a
benzylguanine (Keppler, Gendreizig et al. 2003) (Figure 16, Results section).
Therefore, when fused to a protein of interest and expressed in cells, it can react
with fluorescent or non-fluorescent dyes (derivatives of benzylguanine),
allowing the specific visualization of either new or parental proteins. Combined
with labeling of replication sites (with EAU incorporation), the use of SNAP-
tagged histones showed that, in cells, deposition of new H3.1 occurred
specifically in S phase at sites of DNA synthesis in a pathway mediated by CAF-1
(Ray-Gallet, Woolfe et al. 2011), in line with in vitro studies and with in vivo work

in Drosophila (Ahmad and Henikoff 2002, Ahmad and Henikoff 2002, Loppin,
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Bonnefoy et al. 2005, Schwartz and Ahmad 2005). Conversely, de novo
deposition of H3.3 occurs independently of DNA synthesis throughout the cell
cycle and is impaired by depletion of HIRA. Interestingly, upon CAF-1 depletion,
HIRA can fill nucleosome gaps and deposit new H3.3 at sites of DNA synthesis.
Finally, de novo deposition of CenH3 by HJURP is achieved in late mitosis/early
G1 (Jansen, Black et al. 2007).

In summary, CAF-1, HIRA, DAXX-ATRX and HJURP mediate histone variant de
novo deposition, while other histone chaperones can have broader roles. NASP
and ASF1 can handle other aspects of histone management, including histone
storage in the nucleus (Groth, Ray-Gallet et al. 2005, Cook, Gurard-Levin et al.
2011). Importantly, histone chaperones also interact with each other, forming a

network of partners that collaborate to orient histone in distinct pathways.

2.3.3.3. The histone chaperone Anti-Silencing

Function 1

2.3.3.3.1. ASF1 sequence and conservation
ASF1 is a highly conserved protein (60% homology between yeast and human).
All organisms possess a conserved N-terminal domain of 155 base pairs and a
divergent C-terminal region. While yeast only has one ASF1, in many other
organisms, including mammals, X. laevis, C. elegans, and A. thaliana, ASF1 exists
as two paralogs, termed ASFla and ASF1b in mammals, coded by two different
genes (Abascal, Corpet et al. 2013) (to simplify, when referring to both paralogs,
we will use the term “ASF1”). ASFla and ASF1b share a 71% homology, but the
C-terminal region is mostly responsible for their differences with only 29%
homology. ASF1 can be phosphorylated by Tousled-like kinase (Tlk1/2), which
may regulate its activity and interactions (Sillje and Nigg 2001). The ASF1 N-
terminal domain organizes into an immunoglobin-like fold with beta sheets
organized as a sandwich (Figure 11). This region mediates the interaction with a
dimer of H3-H4 and with other ASF1 binding partners (Daganzo, Erzberger et al.
2003, Mousson, Lautrette et al. 2005). Importantly, ASF1 binds the C-terminal
helix of histone H3, which mediates the tetramerization of H3-H4, and the C-
terminal domain of H4 (Munakata, Adachi et al. 2000, Mousson, Lautrette et al.

2005, Antczak, Tsubota et al. 2006, English, Adkins et al. 2006, Agez, Chen et al.
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2007, Natsume, Eitoku et al. 2007). In vitro, addition of ASF1 to (H3-H4):
tetramers splits the tetramers into dimers, forming the ASF1-H3-H4 complex
(Natsume, Eitoku et al. 2007). This is achieved by a strand-capture mechanism,
where ASF1 uses the C-terminus of H4 as a handle to disrupt the (H3-H4):
tetramer (English, Adkins et al. 2006).

hAsf1a (1-156)
structure

) 180°

Highly divergent
amino acids
between Asfla and Asf1b

Histone
interacting region

HIRA/CAF-1
interacting region

Figure 11: ASF1 structure.
The NMR structure of human ASFla with indicated conserved binding domains. Adapted from
Abascal et al. 2013.

Opposite the histone-binding region, ASF1 (both a and b) contains a domain, the
AIP box, which mediates its interaction with other histone chaperones. Indeed,
this region of the ASF1 N-terminal domain interacts with the B-domain of HIRA
(Daganzo, Erzberger et al. 2003, Zhang, Poustovoitov et al. 2005, Tang,
Poustovoitov et al. 2006). Via the AIP box, ASF1 also binds the p60 subunit of
CAF-1, which contains motifs similar to the HIRA B-domain (Tyler, Adams et al.
1999, Tyler, Collins et al. 2001, Mello, Sillje et al. 2002, Sanematsu, Takami et al.
2006). ASF1 binds HIRA or p60 in a manner that is mutually exclusive (Tang,
Poustovoitov et al. 2006, Malay, Umehara et al. 2008), but compatible with the
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presence of histones. This enables the formation of either a ASF1-H3-H4-HIRA or
a ASF1-H3-H4-CAF-1 complex for different histone deposition pathways.
Considering that ASF1 (both a and b) binds equally H3.1 and H3.3 (Tagami, Ray-
Gallet et al. 2004, Abascal, Corpet et al. 2013), it is unclear how it delivers the
proper H3 variant to HIRA or CAF-1. Furthermore, although the region involved
in the interaction with HIRA or CAF-1 is conserved in ASFla and ASF1b, the two
paralogs actually have preferential binding partners: ASFla interacts
preferentially with HIRA (Tang, Poustovoitov et al. 2006) and ASF1b with CAF-1
(Abascal, Corpet et al. 2013). Therefore, differences in other regions of the N-
terminal core must account for the paralog-specific interactions. Another
possible explanation relies in the divergent unstructured flexible C-terminal
region of ASFla and b, which might fine-tune the specific interactions of the two
paralogs. In turn, the ASF1a-HIRA complex would likely preferentially handle
H3.3, while the ASF1b-CAF-1 complex would handle H3.1, due to the variant
specificity of HIRA and CAF-1 respectively.

2.3.3.3.2. The two paralogs ASF1 and ASF1b
Although highly similar in sequence, ASFla and ASF1lb are not entirely
functionally equivalent. First, the two paralogs have different expression
patterns, with ASFla ubiquitously expressed, and ASF1b expressed in
proliferating tissues (Umehara and Horikoshi 2003). Given its overexpression in
cancer, ASF1b is thought to have a more specific role during replication (Corpet,
De Koning et al. 2011) (see below). Second, as previously mentioned, ASFla and
ASF1b have preferential binding partners — HIRA and CAF-1 respectively -, which
orient them in distinct pathways. In yeast, in ASF1 knockout strains,
reintroduction of either ASFla or ASF1b restores distinct functions: ASFla
rescues defects in the DNA damage response, while ASF1b rescues growth
defects (Tamburini, Carson et al. 2005). Furthermore, ASF1la knockout mice are
lethal, while ASF1b knockouts are viable but sterile (Hartford, Luo et al. 2011,
Messiaen, Guiard et al. 2016). Biochemical, structural, and evolutionary biology
approaches suggest that, to optimize distinct functions, ancestral ASF1 functions
were distributed between two gene duplicates, a process known as

subfunctionalization (Abascal, Corpet et al. 2013). Yet, whether the paralogs can
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compensate for each other to some extent or in particular contexts cannot be

excluded.

2.3.3.3.3. Role of ASF1 in histone import and storage
ASF1 is a key factor in the network of histone chaperones and is implicated in
many steps of histone management, from their transport to their deposition in
chromatin (reviewed in (Mousson, Ochsenbein et al. 2007)). First, ASF1 binds
nuclear import factors - Importin 4 - as well as histones (Blackwell, Wilkinson et
al. 2007, Jasencakova, Scharf et al. 2010), suggesting that it may be involved in
importing histones in the nucleus. ASF1 also binds Codanin 1 (Ask, Jasencakova
et al. 2012), which can retain ASF1 in the cytoplasm and, in turn, control histone
supply in the nucleus. Thus, Codanin 1 can be considered a regulator of the
amount of ASF1 in the nucleus. In the nucleus, ASF1 is essential for histone
storage (Groth, Ray-Gallet et al. 2005). Indeed, ASF1 and histones form a
complex with the histone chaperones NASP and RbAp48 (Cook, Gurard-Levin et
al. 2011). This multichaperone complex buffers soluble histones in the nucleus
and protects them from degradation via the chaperone-mediated autophagy
pathway. This mechanism guarantees a supply of new histones for subsequent
deposition in chromatin in different contexts, including replication, transcription
or repair, by other chaperones such as CAF-1, HIRA or DAXX. Importantly, ASF1
interacts with these chaperones to hand off histones for their de novo
deposition. Although it is not required in vitro for assembly of new nucleosomes
(Ray-Gallet, Quivy et al. 2007), ASF1 interactions with other chaperones in vivo
facilitates histones deposition in chromatin. Indeed, ASFla participates in the
DNA synthesis-independent de novo deposition of H3.3 in partnership with HIRA
(Daganzo, Erzberger et al. 2003, Green, Antczak et al. 2005, Tang, Poustovoitov
et al. 2006), while ASF1b interacts with CAF-1 for the DNA synthesis-dependent
de novo deposition of H3.1 (Tyler, Adams et al. 1999, Mello, Sillje et al. 2002)
(Figure 10). Recently, work in Drosophila also suggested that ASF1 and DAXX
collaborate for the DNA synthesis-independent de novo deposition of H3.3
(Fromental-Ramain, Ramain et al. 2017). The current model is that ASFla and
ASF1b act as histone donors and acceptors, handing off histones to other

chaperones for their subsequent deposition.
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2.3.3.3.4. Histone recycling during replication and ASF1
Several lines of evidence indicate that ASF1 plays a critical role during DNA
replication and it is important to determine how it relates to its function in
handling histones. Depletion of ASF1 using RNA interference in human (both
ASF1la and b) and Drosophila cells, and inactivation of the gene in DT40 chicken
cells leads to an accumulation of cells in S phase (Groth, Ray-Gallet et al. 2005,
Sanematsu, Takami et al. 2006, Schulz and Tyler 2006, Groth, Corpet et al. 2007),
suggesting the importance of ASF1 for S phase progression. ASF1b, which is
expressed specifically in proliferating tissues, is required for proliferation of
human cultured cells (Corpet, De Koning et al. 2011). Its expression level can
serve as a marker of cycling or non-cycling cells (Umehara and Horikoshi 2003)
and carries prognostic value in different tumor types (Corpet, De Koning et al.
2011, Montes de Oca, Gurard-Levin et al. 2015). We describe here the molecular

mechanisms involving ASF1 during replication (Figure 12).
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Figure 12: Dynamics of histones at the replication fork.

(1) For each parental nucleosome disrupted by replication fork passage (indicated by the gray
arrow), an H3-H4 tetramer or two H3-H4 dimers are made available. (2) The histones are in
turn recycled on newly synthesized DNA either directly as a tetramer or as two dimers. MCM2
and ASF1 may cochaperone H3-H4 for this recycling. (3) New histones are deposited by CAF-1 on
nascent DNA to ensure a full complement of nucleosomes on the nascent DNA. Recycling of
parental histones and de novo deposition are thought to occur randomly on both the leading and
the lagging strands. Here, for clarity, de novo deposition is depicted on the bottom strand.

Adapted from Corpet et al. 2009, Clément et al. 2015, and earlier schemes from the lab.
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During DNA replication, parental nucleosomes have to be evicted from the
parental strand of DNA to allow passage of the replication machinery. The force
of the replicative helicase may be enough to disrupt nucleosomes, as suggested
by in vitro experiments using optical tweezers showing that helicase progression
can disrupt a histone octamer (Hall, Shundrovsky et al. 2009). However, further
studies exploiting in vitro replication of SV40 or rDNA replication in yeast
indicated that histones are destabilized but not evicted form DNA (Sogo, Stahl et
al. 1986, Gruss, Wu et al. 1993, Lucchini and Sogo 1995, Gasser, Koller et al.
1996). Therefore, additional factors are likely required to evict parental histones,
such as chromatin remodelers.

While histone eviction allows progression of the replication fork, histone
incorporation occurs immediately after the fork - to ensure proper packaging of
newly synthesized DNA - via two pathways: histone de novo deposition and
histone recycling. As mentioned previously, ASF1 (preferentially ASF1b) hands
off new histones H3.1-H4 to CAF-1 for their de novo deposition during DNA
replication. In humans, CAF-1 localizes at the replication fork via the interaction
of one of its subunit with PCNA (Shibahara and Stillman 1999), while, in yeast,
ASF1 was also found to bind RFC (Majka and Burgers 2004). Extensive evidence
in yeast shows that ASF1 participates in the deposition of the mark H3K56ac
through its interaction with the acetylase Rtt109 (Recht, Tsubota et al. 2006). In
turn, this mark, predominantly found on newly synthesized histones, facilitates
histone de novo deposition and, therefore, chromatin assembly during
replication. In humans, however, as this modification is found on less than 1.5%
of histones, it is unlikely to play the same role as in yeast (Jasencakova, Scharf et
al. 2010). Yet, other modifications are typical of new histones in human cells and
found in complex with ASF1, such as H4K5K12diAc (Groth, Ray-Gallet et al. 2005,
Jasencakova, Scharf et al. 2010), consistent with the importance of ASF1 for
controlling histone supply during replication and facilitating histone de novo
deposition at the replication fork.

Importantly, however, work from our laboratory provided evidence that ASF1
may also be involved in the recycling of parental histones at the replication fork

(Figure 12). Indeed, ASF1 forms a complex with the MCM2 subunit of the MCM
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helicase, via a H3-H4 histone bridge (Groth, Corpet et al. 2007). During the first
year of my PhD, several groups determined the structure of MCM2 in complex
with either a H3-H4 tetramer, or a dimer of H3-H4 and ASF1 (Huang, Strgmme et
al. 2015, Richet, Liu et al. 2015). Induction of replication stress with hydroxyurea
provided further evidence for ASF1 role at the fork. Hydroxyurea suppresses the
nucleotide pool, which would cause an uncoupling of helicase and polymerase
progression. Due to this physical uncoupling, hydroxyurea treatment usually
leads to the appearance of single-stranded DNA (Groth, Corpet et al. 2007,
Jasencakova and Groth 2010), yet no single stranded DNA was detected upon
ASF1 depletion in presence of hydroxyurea, suggesting defects in DNA
unwinding. Furthermore, upon hydroxyurea treatment, ASF1 and MCM?2
accumulate with histones carrying parental post-translational modifications
(modifications typically found on histones incorporated into chromatin, not new
histones). Proximity ligation assays enabled the visualization of ASF1 at active
replisomes in human cells (Huang, Strgmme et al. 2015), and, in Drosophila,
ASF1 localizes at replication forks (Schulz and Tyler 2006). However, given that
a mass spectrometry study could not detect ASF1 with the active replisome
(Campos, Smits et al. 2015), it is likely that ASF1 only binds transiently to unload
the MCM. Importantly, as mentioned above, parental H3-H4 rarely mix with new
H3-H4 (Xu, Long et al. 2010). Whether H3-H4 tetramers split - even temporarily -
during their recycling remains unknown. Although it would seem simpler to
transfer intact tetramers, the finding that the main histone chaperones CAF-1,
HIRA and DAXX use H3-H4 dimers to form nucleosomes in vivo, and that ASF1
also handles dimers, suggests that a temporary splitting may still occur before
reassembly of the original tetramer.

Importantly, crosstalk with other factors of the replication machinery, as well as
other histone chaperones and chromatin remodelers, requires further
investigation in order to be incorporated into the picture. One immediate
candidate to collaborate with ASF1 for parental histone redeposition is CAF-1.
However, work in yeast shows that CAF-1 preferentially interacts with new
histones rather that parental (Kaufman, Kobayashi et al. 1995, Verreault,
Kaufman et al. 1996). Furthermore, as CAF-1 is dedicated to H3.1, it is not an

ideal candidate to recycle parental H3.3 (Tagami, Ray-Gallet et al. 2004).
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Importantly, however, the p150 subunit of CAF-1 binds HP1, and is thought to
participate in its recycling during replication (Murzina, Verreault et al. 1999,
Quivy, Roche et al. 2004). CAF-1 also forms a complex with MBD1 (methyl-CpG-
binding protein 1) and SETDB1, a H3K9 methyltransferase (Maison and
Almouzni 2004). Therefore, in heterochromatin, CAF-1 likely participates in
recycling factors of the parental chromatin environment. It is possible that it also
handles parental histones in this specific context. Another interesting histone
chaperone to consider is the HZ2A-H2B chaperone Facilitates Chromatin
Transcription (FACT) (Orphanides, Wu et al. 1999). Indeed, FACT also localizes
to replication forks and interacts with the MCM helicase (Tan, Chien et al. 2006).
While FACT has mainly been proposed to recycle parental H2A-H2B, it can also
bind H3-H4 and could be involved in their recycling (Belotserkovskaya, Oh et al.
2003, VanDemark, Blanksma et al. 2006, Kemble, Whitby et al. 2013, Yang, Zhang
et al. 2016). Two recent studies investigated the role of the Replication Protein A
(RPA) in histone handling (Liu, Xu et al. 2017, Zhang, Gan et al. 2017). Through
its single-stranded DNA binding property, RPA is recruited to replicating DNA,
regulatory elements and actively transcribing genes. In HeLa cells, RPA interacts
with HIRA, forming a RPA-HIRA-H3.3 complex. RPA colocalizes with HIRA and
H3.3 at regulatory elements, and its depletion impairs HIRA localization and
H3.3 de novo deposition at these regions as well as defects in gene transcription
(Zhang, Gan et al. 2017). In yeast, RPA interacts with H3-H4 at the replication
fork and could participate in replication-coupled histone deposition (Liu, Xu et
al. 2017). Furthermore, several other factors of the replication machinery have
histone binding domains, such as DNA polymerase epsilon (Polg) (Li, Pursell et
al. 2000). Therefore, several components of the replication machinery could
serve as a platform for the transfer of parental histones to the other side of the
replication fork.

In summary, when I started my PhD, the model was that ASF1 and MCM may co-
chaperone parental histones for their recycling during DNA replication.
However, a direct monitoring of the histones themselves at replication sites had
not documented the fate of parental histones at the time. Since then, work from
our lab exploiting the SNAP labeling technique increased our ability to monitor

specific subpopulations of histones, such as new or parental histones. Therefore,
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[ decided to use this system to directly follow parental histones and test in cells
the role of ASF1 in recycling parental histones during DNA replication. During
the first year of my PhD, determination of the structure of the MCM2 complexes
refined the model: a parental H3-H4 tetramer, once disrupted, would transfer to
MCM2 at the replication fork. This parental tetramer could then either (i) remain
intact and transfer directly to the daughter DNA strand, or (ii) be split into
dimers by ASF1, which would unload the MCM and transfer H3-H4 dimers to the
daughter DNA strand.

2.3.3.3.5. Role of ASF1 in gene expression
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Figure 13: ASF1 and transcription in yeast.
ASF1 is involved in histone eviction/reassembly at regulatory elements of the HO gene and
promoters. During RNA Polll progression, ASF1 is involved in both histone eviction and

reassembly. Adapted from De Koning et al. 2007.

Most of the work concerning ASF1 and gene expression comes from yeast
(reviewed in (Mousson, Ochsenbein et al. 2007)) (Figure 13). At the promoter of
PHOS5 - a useful inducible system -, ASF1 is necessary for the disruption of
nucleosomes, which is required for gene expression (Adkins, Howar et al. 2004,
Adkins and Tyler 2004), although this is dependent on induction conditions
(Korber, Barbaric et al. 2006). ChIP experiments showed that ASF1 localizes to
the promoter of transcriptionally active genes and is required both for
disassembly and reassembly of nucleosomes during elongation by Polll
(Schwabish and Struhl 2006). Several other studies highlight the role of ASF1 in
nucleosome reassembly upon transcription, while others find ASF1 and the Hir

proteins (yeast homolog of the HIRA complex) to be dispensable for reassembly
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due to compensation by other factors including Spt6 (Kaplan, Laprade et al.
2003, Adkins, Howar et al. 2004, Adkins and Tyler 2004, Adkins and Tyler 2006).
This suggests redundant roles for ASF1, Hir and Spt6, yet overall it is clear that,
in yeast, ASF1 is important for the dynamics of histone exchange at gene
promoters and bodies. At regulatory elements, the presence of ASF1, as well as
the H2A-H2B histone chaperone Facilitates Chromatin Transcription (FACT) and
the chromatin remodeler complex Swi/snf, is needed for nucleosome removal,
which allows access to transcriptional coactivators (Takahata, Yu et al. 2009).
Although there are divergent reports of the effect of ASF1 loss on overall
chromatin compaction (Robinson and Schultz 2003, Adkins and Tyler 2004,
Prado, Cortes-Ledesma et al. 2004), gene expression is globally affected
(Zabaronick and Tyler 2005). Recruitment of ASF1 to promoters and regulatory
elements may be mediated by its interaction with transcription factor Bdfl
(interaction between hASF1a and hTAFII250 in humans) (Chimura, Kuzuhara et
al. 2002). Addition of a H3-H4 tetramer to the complex hASF1a- hTAFII250 leads
to complex disruption and creation of the complex ASF1-H3-H4, which provides
insight into how ASF1 may facilitate nucleosome disassembly (Akai, Adachi et al.
2010). Interestingly, a recent study in yeast highlighted the importance of ASF1
for gene expression specifically in S phase (Voichek, Bar-Ziv et al. 2016). Indeed,
in eukaryotes, mRNA production remains overall stable as S phase progresses,
despite the duplication of the genetic material (Killander and Zetterberg 1965,
Pfeiffer 1968, Elliott and McLaughlin 1978). Strikingly, this regulatory process,
termed expression homeostasis, disappears when ASF1 is lost (Voichek, Bar-Ziv
et al. 2016). This may in part be due to decreased H3K56Ac, or more generally
defects in chromatin assembly upon passage of the replication fork. Whether this
remains true in humans is unknown.

In yeast, ASF1 is also implicated in gene repression. While ASF1 was originally
discovered because its overexpression led to derepression of the MAT locus,
telomeric loci and rDNA (Le, Davis et al. 1997, Singer, Kahana et al. 1998),
several other studies suggest that ASF1 loss leads to defects in gene silencing, in
particular in double mutants where Cacl (yeast homolog of a CAF-1 subunit) is
also mutated (Singer, Kahana et al. 1998, Tyler, Adams et al. 1999, Osada, Sutton
et al. 2001, Sharp, Fouts et al. 2001, Sutton, Bucaria et al. 2001, Krawitz, Kama et
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al. 2002, Tamburini, Carson et al. 2005). A recent study showed that H2Bub and
ASF1 collaborate to mediate silencing at telomeres and mating loci (Wu, Lin et al.
2017). In Drosophila, ASF1 has been implicated in silencing of pericentric
heterochromatin (Moshkin, Armstrong et al. 2002) and of the NOTCH signaling
pathway (Goodfellow, Krejci et al. 2007, Moshkin, Kan et al. 2009). In mammals,
ASF1 has also been linked to gene silencing, as ASFla is required for the
formation of SAHF (Senescence-Associated Heterochromatin Foci) involved in
repressing proliferating genes when entering senescence (Zhang, Poustovoitov
et al. 2005) (reviewed in (Adams 2009)), and ASF1 was found in a screen
searching for epigenetic silencing factors in mice (Gazin, Wajapeyee et al. 2007).
Interestingly, ASF1 and the Hir proteins have been implicated in repression of
histone genes in yeast (Sherwood and Osley 1991, Sutton, Bucaria et al. 2001,
Fillingham, Kainth et al. 2009). In Drosophila, ASF1 localizes at histone gene
clusters on polytene chromosomes (Moshkin, Armstrong et al. 2002). How ASF1
participates in histone gene regulation in mammals will be a fascinating issue to

explore further with arising new technologies.

2.3.3.3.6. ASF1 and DNA repair
In yeast, ASF1 has been implicated in the response to DNA damage. ASF1
mutants are sensitive to a number of genotoxic agents, including hydroxyurea,
methyl-methane-sulfonate (MMS), cisplatin, camptothecin, bleomycin (Le, Davis
et al. 1997, Tyler, Adams et al. 1999, Emili, Schieltz et al. 2001, Hu, Alcasabas et
al. 2001, Ramey, Howar et al. 2004, Mousson, Lautrette et al. 2005, Tamburini,
Carson et al. 2005). ASF1 forms a complex with the DNA damage checkpoint
kinase Rad53 and this complex can dissociate upon induction of certain forms of
genotoxic stress, such as hydroxyurea treatment (Emili, Schieltz et al. 2001, Hu,
Alcasabas et al. 2001, Jiao, Seeger et al. 2012). Disassociation of the complex was
not observed for all genotoxic agents (Jiao, Seeger et al. 2012), suggesting a
differential regulation of the complex in response to distinct forms of stress.
Rad53 competes with histones and chaperones for binding to ASF1 (Jiao, Seeger
et al. 2012). The ASF1-Rad53 could for example enable the recruitment of ASF1
at DNA damage sites to mediate chromatin accessibility and reassembly, or on

the other hand keep Rad53 inactive in absence of stress. Studies introducing
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mutations of H3K56 also suggested that the role of ASF1 in DNA repair might be
linked to H3K56Ac (Masumoto, Hawke et al. 2005, Recht, Tsubota et al. 2006). In
humans, however, an equivalent interaction with DNA damage checkpoint
proteins has not been identified.

In a study exploiting the SNAP system to monitor de novo deposition of histones
after UV damage, depletion of ASF1 did not affect H3.3 accumulation at damaged
site while HIRA depletion did, suggesting that ASF1 is not essential for chromatin
assembly in this context (Adam, Polo et al. 2013). Interestingly, however, ASF1
forms a complex with the TONSL-MMS22L complex and MCM2 in the soluble
pool (Saredi, Huang et al. 2016). TONSL is required for repair of DNA damage
caused by replication (Duro, Lundin et al. 2010, O'Connell, Adamson et al. 2010,
O'Donnell, Panier et al. 2010, Piwko, Olma et al. 2010). TONSL recognizes the
H4K20meO modification present specifically on new histones, thereby
associating with post-replicative chromatin to facilitate subsequent repair if
required (Saredi, Huang et al. 2016). Its interaction with ASF1 and MCM2 may

provide means to recruit TONSL to replicated chromatin.

2.3.4. Restoring chromatin after the replication fork

While coordination of de novo deposition and recycling pathways is needed to
ensure reassembly of nucleosomes on newly synthesized DNA with a density
that compares to the preexisting one, this can be unbalanced and additional
steps are required to reestablish the epigenetic landscape in terms of histone
modifications and associated factors. Recent studies have provided valuable
insight into the maturation of nucleosome positioning and restoration of histone
post-translational modifications.

Combination of purification of newly synthesized DNA exploiting biotin-dUTP,
siLac labeling (stable isotope labeling with amino acids in cell culture) to
distinguish parental from new histones, and mass spectrometry allowed the
monitoring of the presence of histone post-translational modifications on newly
synthesized DNA (Alabert, Bukowski-Wills et al. 2014, Alabert, Barth et al. 2015).
First, histone modifications are transferred on nascent DNA with parental
histones and therefore diluted by two. Then, they are progressively

reestablished on new histones until reaching the original state within one cell

49



cycle. This can occur in two modes: gradual modifications of new histones over 2
to 24 hours for most histone marks, or modification of both parental and new
histones over several cell generations in the case of H3K9me3 and H3K27me3.

In Drosophila S2 cells, newly synthesized DNA was purified upon incorporation
and biotinylation of the modified nucleotide ethynyldeoxyuridine (EdU), then
digested with Micrococcal nuclease (MNase) and sequenced, allowing mapping
of nucleosome positioning on nascent DNA (Ramachandran and Henikoff 2016).
Interestingly, the authors found that nucleosome positioning at enhancers and
promoters immediately following DNA synthesis was blurred compared to
steady state. One hour later, however, this positioning was almost fully
recovered. This indicates that nucleosome positioning after passage of the
replication fork is not completely identical to positioning before passage of the
fork, but is restored within one hour of chromatin maturation. Strikingly, upon
depletion of CAF-1, while the overall number of nucleosomes is decreased, their
positioning is more clearly defined, similarly as in steady state, than when the
major subunit of CAF-1 is present. This suggests that blurred nucleosome
positioning is due to the deposition of new histones. The nucleosome profile
upon CAF-1 depletion is likely representative of nucleosomes formed using
recycled parental histones, suggesting that histone recycling would occur
precisely at the original position, unlike de novo deposition. Furthermore, in
light of these results in addition to previous arguments, it seems unlikely that
CAF-1 is solely involved in parental histone recycling, or at least that CAF-1-
independent pathways exist to recycle parental histones. Chromatin remodelers
can slide nucleosomes and are essential factors for nucleosome positioning
(Ramachandran, Ahmad et al. 2017). In yeast, nucleosome positioning is also
transiently affected upon passage of the replication fork, although it is
reestablished much faster (Vasseur et al. 2016). This reestablishment is
dependent on transcription and the Hir complex. In yeast, human and
Drosophila, the remodelers ISW1, CHD1, INO80 and BRM have been implicated
in reshaping chromatin after the replication fork (Poot, Bozhenok et al. 2004,
Cairns 2009, Alabert, Bukowski-Wills et al. 2014, Ramachandran and Henikoff
2016, Yadav and Whitehouse 2016).
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2.3.5. Barriers to replication

2.3.5.1. DNA secondary structures
Progression of the replication fork can be impaired by a number of factors, either
in normal or stress conditions (reviewed in (Svikovic and Sale 2017)). Single-
stranded DNA can form secondary structures such as G-quadruplexes (G4) in G-
rich genomic regions (Gellert, Lipsett et al. 1962). Such structures can potentially
block DNA polymerases. In chicken DT40 cells, DNA polymerase REV1 is
important for replication of DNA damage sites, suggesting a role for this protein
in DNA damage tolerance at the replication fork (Edmunds, Simpson et al. 2008,
Jansen, Tsaalbi-Shtylik et al. 2009). Interestingly, in absence of REV1, the
presence of a G4 on the DNA template leads to loss of parental histones
downstream of the G4 location (Sarkies, Reams et al. 2010, Sarkies, Murat et al.
2012, Schiavone, Guilbaud et al. 2014). This could be due to a physical
uncoupling of helicase and polymerase progression caused by polymerase block
at the G4 site. Parental histones evicted by the helicase would no longer directly
transfer to newly synthesized DNA due to the loss of proximity. This, in turn, can

have implications for local histone modifications and transcriptional state.

2.3.5.2. Replication stress

Perturbations at the replication fork also occur when inducing replication stress.
Replication stress is a general expression used to refer to impediments to DNA
replication. This includes the use of drugs that impair the replication machinery.
For example, hydroxyurea (HU) or aphidicolin impair DNA polymerase
progression by suppressing the nucleotide pool or inhibiting polymerases.
Similarly as for G4 replication, this can lead to an uncoupling of the helicase and
the polymerase and, therefore, can impact histone management at the
replication fork. Upon treatment with HU, histones carrying parental
modifications accumulate with ASF1 in the nucleus (Groth, Corpet et al. 2007,
Jasencakova and Groth 2010). After removal of HU, this pool disappears,
suggesting that parental histones are redeposited randomly in chromatin.

Increasing studies have started considering replication stress as a hallmark of

cancer (Halazonetis, Gorgoulis et al. 2008), proposing that replication stress is
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one of the main causes of genome instability in cancer (reviewed in (Macheret
and Halazonetis 2015)). In tissue culture, overexpression of oncogenes can
activate replication stress checkpoints (Bartkova, Rezaei et al. 2006, Di Micco,
Fumagalli et al. 2006), and, in nontransformed cells, leads to the appearance of
single-stranded DNA, suggesting uncoupling of helicase and polymerase
(Cimprich and Cortez 2008). DNA combing approaches provided further insight
into the effect of oncogene overexpression at replication forks, as replication fork
speed, symmetry and termination, as well as interorigin distance were impaired
(Bensimon, Simon et al. 1994, Bartkova, Rezaei et al. 2006, Di Micco, Fumagalli et
al. 2006, Bester, Roniger et al. 2011, Jones, Mortusewicz et al. 2013, Srinivasan,
Dominguez-Sola et al. 2013, Costantino, Sotiriou et al. 2014). In this context,
electron microscopy allowed detection of aberrant DNA structures (Neelsen,
Zanini et al. 2013). Some fragile genomic regions are particularly sensitive to
replication stress. Oncogene overexpression leads to deletions or loss of
heterozygosity in such regions, similarly as treatment with HU or aphidicolin (Di
Micco, Fumagalli et al. 2006, Arlt, Mulle et al. 2009, Arlt, Ozdemir et al. 2011).
Strikingly, these fragile regions are often targeted in precancerous lesions and
cancers (Bartkova, Horejsi et al. 2005, Gorgoulis, Vassiliou et al. 2005, Tsantoulis
and Gorgoulis 2005, Di Micco, Fumagalli et al. 2006). How oncogenes induce
replication stress is unclear, but could involve origin licensing and firing
deregulation, or replication-transcription interference. Interestingly, a recent
study showed that oncogenes could activate dormant origins (Macheret and
Halazonetis 2018). These origins locate in transcribed genes, where active
transcription usually hinders origin activation, and are prone to fork collapse
and DNA double-strand breaks as a consequence of replication-transcription

collisions.

2.3.5.3. Telomeric regions
Telomeres are considered as fragile sites and are a challenge for replication
(O'Sullivan and Almouzni 2014). Due to their G-rich composition, they are prone
to DNA secondary structure formation including G4, forming a first obstacle to
replication. As a consequence, replication forks frequently collapse at telomeres

and feature increased DNA damage. Specialized factors are involved in resolving
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G-quadruplexes at telomeres, including ATRX, binding factor of the histone
chaperone DAXX. The ATRX-DAXX complex is recruited to telomeric repeats and
can resolve G-quadruplexes, while DAXX can mediate chromatin assembly
(O'Sullivan and Almouzni 2014). Importantly, ATRX and DAXX mutations are
associated with cancers that use the Alternative Lengthening of Telomeres (ALT)
pathway. 5-15% of cancers feature the ALT pathway, an alternative pathway to
telomerase. Strikingly, depletion of ASF1 (both ASF1 and ASF1b) can lead to the
induction of ALT in several cell lines with long telomeres (O'Sullivan, Arnoult et
al. 2014). This finding provided means to artificially trigger ALT for the first time
- enabling more detailed study of its specific features -, but also highlighted the
importance of proper histone management at fragile genomic sites. A possible
explanation is that absence of ASF1 impairs replication fork progression,
favoring the formation of DNA secondary structures and DNA damage. When this
occurs over long enough genomic regions, for example at long telomeres, this

may trigger the ALT pathway as a response to DNA damage.

3. Implications of histone inheritance or loss

during replication

Complex mechanisms involving the replication machinery, histone chaperones
and chromatin remodelers can transfer parental histones to newly synthesized
DNA and, in turn, daughter cells. This mechanism for the transmission of
parental histone variants and their post-translational modifications is central to
understand how to reestablish the parental epigenetic state. Here, we describe

the implications of histone recycling for cell function, cell fate and disease.

3.1. Epigenetic memory of transcriptional states

Loss of parental histones at replication sites leads to local loss of both histone
variant and histone modification distribution. However, whether this actually
impairs the reestablishment of the epigenetic landscape, or more generally
whether this impairs epigenetic memory, is debated. Are parental histones a
vector of epigenetic memory? Indeed, while the transmission of histone variants

and their marks would be a convenient way to maintain chromatin information
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during replication and, as a consequence, the transcriptional status of genes, one
could imagine other pathways to reestablish variants and marks at the right
place in the genome even on a bare template, such as histone modifying enzymes
and histone chaperones recruited and/or maintained at specific genomic loci.
Overall, this does not seem to be the case in most eukaryotic organisms, although
it was suggested in Drosophila, where a group observed the loss of methylated
histones during DNA replication, reestablished later, thereby bypassing the need
for parental histone or parental histone modification maintenance (Petruk,
Sedkov et al. 2012, Petruk, Black et al. 2013). However, this finding is
controversial and may reflect issues of detection. On the contrary, another study
in Drosophila showed that introduction of a H3K27 mutation led to a progressive
phenotype due to progressive loss of the mark, and not a drastic one as would be
expected if the mark was erased or lost at each round of replication (Pengelly,
Copur et al. 2013). In humans - as well as in yeast (Radman-Livaja, Verzijlbergen
et al. 2011)-, parental histones are recycled on newly synthesized DNA and
mechanisms exist to propagate modifications on new histones based on parental
histones (Alabert, Bukowski-Wills et al. 2014, Alabert, Barth et al. 2015),
suggesting that maintenance of the epigenetic landscape during cell division
relies, at least in part, on parental histone recycling.

Experiments in various organisms monitoring histone modifications or histone
variants over several cell generations are in line with this model that parental
histones are a vector of epigenetic memory and that interfering with the
recycling of histone variants and modifications can impact gene expression. First,
treating cells with trichostatin A (TSA) or valproic acid, which inhibit deacetylase
activity, leads to hyperacetylation of histones during several cell divisions, even
after removal of the drug, indicating the memory of histone-based information
(Ekwall, Olsson et al. 1997, VerMilyea, O'Neill et al. 2009). In X. laevis, as
previously mentioned, H3.3 is required for the epigenetic memory, over 24 cell
generations, of the active state of the MyoD gene upon nuclear transplantation of
somatic nuclei in embryos, and this relies on the K4me3 modification of H3.3 (Ng
and Gurdon 2008). Overall, while it may not be the case for all transcription-
associated histone modifications, transmission of H3K4me3 and the H3.3 variant

could participate in the transmission of the transcriptional status of specific loci,
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and loss or gain of this information could shut down or activate gene expression
over several generations.

Recycling parental histones is also important for epigenetic memory of
heterochromatin and gene repression. The case of H3K27me3 and H3K9me3 is
informative. As mentioned previously, the pathways that propagate these marks
both rely on a “reader-writer” model: histone-modifying enzymes (mainly EZH2
and Suv39h respectively) are recruited to target sites via preexisting marks (or
via proteins bound to preexisting marks, such as HP1 for H3K9me3) and then
impose the marks on neighboring histones. This provides a strong framework for
preexisting marks to serve as a template to propagate heterochromatic regions
over cell generations. Although de novo establishment can also occur, parental
histone recycling can provide the means to perpetuate heterochromatic regions
over cell generations. In mouse cells, targeting HP1 to a reporter locus
established an artificial H3K9me3 domain de novo (Hathaway, Bell et al. 2012).
This domain was inherited through several cell divisions. Importantly, histone
turnover competed with this maintenance mechanism to determine the
boundaries of the domain, suggesting the dependence on parental histone
recycling for inheritance of the heterochromatic status. A similar model was
proposed for the maintenance of H3K27me3 domains (reviewed in (Margueron
and Reinberg 2010), (Margueron, Justin et al. 2009)). However, de novo
establishment of the mark could be achieved in embryonic stem cells: depletion
of PRC2 first led to loss of the modification, but could then be rescued by
reintroducing the factor, bypassing the need of a parental histone template
(Hojfeldt, Laugesen et al. 2018). This may be due to residual factors or RNAs
localized in these regions, or possibly other histone marks. Importantly, this was
observed in embryonic stem cells, therefore it remains possible that inheritance
of H3K27me3 is required during a differentiation process. In C. elegans,
H3K27me3 and PRC2 are important to transmit repressive memory across
generations of cells and even individuals (Gaydos, Wang et al. 2014). In
Drosophila, H3K27me3 can similarly contribute to propagating the OFF state of
Hox genes (Coleman and Struhl 2017), while in this system the repressive DNA
regulatory elements are perpetually required, indicating that H3K27me3 is not

sufficient to maintain repression (Laprell, Finkl et al. 2017).
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Taken together, these data show that parental histone recycling is essential for
the memory of epigenetic states. Yet, to what extent recycling is required for
domain maintenance is an interesting question. Indeed, cells can likely tolerate
some loss of histone-based information while still being able to reestablish
proper domains. How robust a domain is likely relies in part on its size, and large
domains can be maintained without full recycling of histone-based information
(Dodd, Micheelsen et al. 2007, Ramachandran and Henikoff 2015). However,
small domains, such as promoters where histone marks are sometimes present
on only a few nucleosomes, may not be able to afford any parental histone loss
and may even use alternative recycling methods, such as H3-H4 tetramer
splitting as detected for H3.3 (Xu, Long et al. 2010, Huang, Zhang et al. 2013), to

maintain information on both daughter strands.

3.2. Nuclear organization

Large-scale recycling of histones can in turn potentially impact major nuclear
domains, including centromeric and pericentromeric regions, telomeres, nucleoli
or the nuclear periphery. Indeed, extensive work suggests a link between
chromatin and nuclear organization. The nuclear membrane is a good example.
Lamins are filament proteins that form the inner nuclear membrane (reviewed
in (Dittmer and Misteli 2011)). Direct or indirect interactions between several
types of lamins (B, C, Dm0) and chromatin have been identified, including
histones H3, H4 and HP1lalpha and beta, suggesting interplay between the two
entities (Montes de Oca, Andreassen et al. 2011, Hirano, Hizume et al. 2012,
Camozzi, Capanni et al. 2014). Importantly, lamins also tether DNA damage
response factors and transcription factors to the nuclear periphery, suggesting
that the nuclear membrane can serve as a platform to regulate chromatin
dynamics and gene activity. Importantly, heterochromatin locates at the nuclear
periphery, likely through redundant tethering mechanisms. First, the factor
PRR14 associates with the nuclear lamina and with HP1 (Poleshko, Mansfield et
al. 2013). Furthermore, Lamin B Receptor (LBR) - a lamin B binding partner -
interacts with HP1, providing additional means to connect heterochromatin to
the nuclear periphery (Olins, Rhodes et al. 2010). Connections have also been

found between prelamin A - precursor protein of lamin A -, HP1, LAP2alpha and
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BAF, two lamin-associated factors (Camozzi, Capanni et al. 2014). Mutations or
misregulation of lamins or lamin- associated factors give rise to a class of disease
termed laminopathies (reviewed in (Camozzi, Capanni et al. 2014)). As a
consequence of their lamin-related defects, cells of laminopathy patients feature
aberrant nuclear shapes as well as heterochromatin defects. In cells that do not
express LBR or lamin A/C, heterochromatin locates in the nuclear interior,
highlighting the importance of the nuclear envelope to tether heterochromatin at
the periphery (Solovei, Wang et al. 2013). This illustrated how defects in factors
essential for the nuclear structure and organization deeply impact the state of

chromatin.

siASF1

Lamin A

Figure 14: ASF1 depletion leads to abnormal nuclear shape.

Immunofluorescence analysis of DAPI and Lamin A staining in Hs578T cells treated for 48h by
RNA interference aagainst ASFla and ASF1b. Arrowheads mark DNA bridges. Scale bar is 10 mm.
From Corpet etal. 2011.

Conversely, several studies provide evidence that chromatin alterations impact
nuclear organization. Upon ASF1 depletion in HeLa and U20S cell lines, cells
feature abnormal nuclear shapes and mitotic defects (Corpet, De Koning et al.
2011) (Figure 14). This is also seen upon depletion of other chromatin factors,
such as subunits of CAF-1 (p60 and p48) (unpublished data). Taken together,
these observations imply that disturbing chromatin structure can disorganize
the nuclear membrane. Yet, by which mechanisms this is achieved remains

unclear.
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3.3. Cell fate

3.3.1. Asymmetric division

Redistributing parental histones randomly between daughter strands during
replication ensures equal distribution of histone-based information, resulting in
two daughter cells identical to the parent cell. Differentiation, however, requires
cell fate change. DNA replication provides a window of opportunity to create two
epigenetically asymmetric daughter strands, resulting in asymmetric cell
division and, in turn, distinct cell types. For example, in the mouse muscle,
satellite cells, which are the major producer of myoblasts, divide asymmetrically
upon replication (Shinin, Gayraud-Morel et al. 2006, Rocheteau, Gayraud-Morel
et al. 2012). In pulse-chase experiments wusing incorporation of
bromodeoxyuridine (BrdU), a subpopulation of cells retain selectively labeled
DNA strands, showing that DNA strands are not treated in an identical manner.
The self-renewal factor Numb also selectively segregates to one of the daughter
cells. This asymmetric process ensures the continuity of a lineage of stem cells,
while still producing differentiated cells. These studies monitor asymmetric
division of the DNA template. Whether histones are asymmetrically recycled and
deposited during this asymmetric division of mouse muscle satellite cells
remains to be investigated.

Work in Drosophila male germline stem cells also provides evidence of
asymmetric division during differentiation and describes the fate of histones in
this context (Fuller and Spradling 2007). Monitoring parental versus new
histone segregation during germline stem cell division showed that parental
histone H3 specifically segregated to the new germline stem cell, while new
histones H3 segregated to the gonialblast meant for differentiation (Tran, Lim et
al. 2012, Tran, Feng et al. 2013). This mechanism seems mediated by the histone
modification H3T3P imposed specifically on parental histones and alteration in

this modification leads to differentiation defects (Xie, Wooten et al. 2015).
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3.3.2. Histone chaperones as a safeguard of cell
identity?

It is clear that chromatin organization regulates many different aspects of the
genome, from its expression to its nuclear localization, over several cell
generations and, therefore, is a pillar of cell identity. Chromatin organization is
modulated during development to determine cell fate; in turn, by manipulating
chromatin organization, we may be able to impact cell fate. Interestingly, two
recent studies highlighted the role of CAF-1 in this context (Cheloufi, Elling et al.
2015, Ishiuchi, Enriquez-Gasca et al. 2015). Ishiuchi et al. showed that
downregulation of CAF-1 enabled the reprogramming of mouse embryonic stem
cells into cells resembling 2-cell-stage embryos (2C-like cells), providing the first
evidence of reprogramming into totipotency. In mouse fibroblasts, Cheloufi et al.
performed a screen and identified CAF-1 as a chromatin factor facilitating cell
reprogramming into induced pluripotent stem cells (iPSCs). CAF-1 depletion
decreased heterochromatin domains, enabling transcription factor-induced
activation of pluripotency genes. Interestingly, the H3K9 methyltransferase
SETDB1 was also identified in this screen, highlighting the importance of
heterochromatin integrity for cell identity maintenance. Furthermore, a recent
study investigated the role of the histone methyltransferase Suv39hl,
responsible for H3K9me3, into lineage commitment during T lymphocytes
differentiation (Pace, Goudot et al. 2018). The authors showed that Suv31h1-
defective T lymphocytes feature defects in silencing of genes related to stemness
and memory, increasing their reprogramming capacity. Conversely, ASFla has
been reported to be necessary for maintenance of pluripotency and cellular
reprogramming (Gonzalez-Munoz, Arboleda-Estudillo et al. 2014). Considering
that ASFla and ASF1b are involved in multiple pathways, the role of ASF1 in
differentiation could be different from CAF-1. Yet, whether depletion of both
isoforms ASF1a and ASF1b facilitates cellular reprogramming remains unknown.
Taken together, these studies show the importance of chromatin for lineage
commitment, and provide evidence that chromatin can be targeted to modulate

cell plasticity.
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DNA replication provides an opportunity to maintain or change the chromatin
landscape. Parental histone recycling is an essential aspect to explore when
considering how to ensure transmission of histone-based information, yet how
parental histones are handled at the replication fork remains an elusive
mechanism. During the course of my PhD, I have tried to address this

fundamental question:

How are parental histones H3.1 and H3.3 recycled during replication?

To this end, I focused on two aspects:

1. How do the histone variants H3.1 and H3.3 distribute throughout

replication?

In order to investigate how parental H3.1 and H3.3 behaved during replication, I
first needed to gain a better view of their distribution throughout the cell cycle,
with a particular focus on S phase. I studied H3.1 and H3.3 distribution in the

nuclear space.
2. What s the role of ASF1 in the recycling of parental H3.1 and H3.3?
ASF1 was a prime candidate to participate in H3.1 and H3.3 recycling. I directly

tested its involvement by monitoring the impact of its depletion on parental

histone recycling at replication sites.
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During my PhD, I have tried to gain a better understanding of parental histone

recycling during DNA replication. I have obtained a series of results, which I

summarized in a manuscript, currently under revision for Nature

Communications, entitled “High resolution visualization of H3 variants during

replication reveals their controlled recycling”.

1. Strategy and methodology

Here is a brief overview of the technological approach (summarized in Figure

15), followed by the manuscript.

Objective 1 Challenge
Describing histone variant distribution
relative to replication

- in the genome

Add notion of replication
timing?

H3.3 H3.1

- in the nuclear space

H3 1_ H33:
9. .
- variant H3.1 or H3.3

Y - replication marker

Objective 2 Challenge
Monitoring parental histones at replication sites

Figure 15: Experimental approach.
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1. How do the histone variants H3.1 and H3.3 distribute throughout

replication?

In order to describe the distribution of H3.1 and H3.3 relative to replication
timing, we tried to gain a genomic and spatial view by using (i) a genome-wide

analysis and (ii) an imaging approach.

Genome-wide distribution of H3.1 and H3.3

First, Alberto Gatto, bioinformatician in our lab, performed a genome-wide
analysis of H3.1 and H3.3 distribution using ChIP-Seq data obtained by Audrey
Forest and Jean-Pierre Quivy. Alberto used published Repli-Seq and Nascent
RNA-Seq data to analyze H3.1 and H3.3 distribution relative to replication timing

and transcriptional activity.

Spatial distribution of H3.1 and H3.3

Second, in order to assess the 3D configuration of H3.1 and H3.3 in the nucleus, I
used a microscopy approach. I aimed to visualize simultaneously H3.1/3 and
newly synthesized DNA. For the visualization of nascent DNA, I used the
modified thymine 5-ethynyl-2’-deoxyuridine (EdU), which is incorporated into
newly synthesized DNA when added to the culture medium. This allowed both
the identification of replicating cells and the visualization of replication sites. For
histone visualization, and considering the next steps of my project, I used a cell
line expressing SNAP-tagged H3.1 or H3.3 (see 2.). Concerning the choice of the
microscopy approach, I chose a super-resolution microscopy technique in order
to visualize histones at replication sites with high resolution. This was important
to characterize the 3D configuration of H3.1 and H3.3 beyond what we had
previously described with standard microscopy techniques, but also was
required for the next step of my project, which consisted in quantifying parental

histones at replication sites (see 2.).
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2. Whatis the role of ASF1 in the recycling of parental H3.1 and H3.3?

To address the question of the recycling of parental H3.1 and H3.3 during DNA
replication, I was faced with a dual technological challenge: (i) to distinguish
parental histones from global or new histones and (ii) to gain access to a

sufficient resolution to visualize histones precisely at replication sites.

Specific labeling of parental H3.1 or H3.3

First, in order to distinguish parental histones from global or new histones, I
used SNAP-tag labeling, a well-characterized system in our lab (Figure 16)
(Keppler et al. 2004, Jansen et al. 2007, Ray-Gallet et al. 2011). In brief, the SNAP-
tag can bind covalently to a benzylguanine coupled to a fluorescent or
nonfluorescent dye. In a cell line expressing the protein of interest fused to a
SNAP-tag - for example H3-SNAP -, a quench step blocks available H3-SNAP with
a nonfluorescent dye; a chase step allows synthesis of new available H3-SNAP;

and a pulse step labels available H3-SNAP with a fluorescent dye (such as TMR).

Visualization of H3.1- or H3.3-SNAP:

Global Parental New

Quench

Pulse
3&3& gﬁg

H3-SNAP

nucleosome y
Ch, Ch
l ase ase

Pulse

Figure 16: SNAP-based labeling principle and de novo histone H3 deposition assay.

Histone H3 is fused to the SNAP-tag, a 20-kDa mutant of the DNA repair protein 06-alkylguanine-
DNA alkyltransferase that reacts specifically and rapidly with benzylguanine derivatives, leading
to irreversible covalent labeling of the SNAP-tag with a synthetic probe. Specific labeling of
global, parental, or new histones in stably expressing H3.1- or H3.3-SNAP cells is based on a

pulse, pulse-chase, or quench-chase-pulse experiments, respectively. The quench step labels
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parental (preexisting) H3-SNAP with a nonfluorescent SNAP-tag substrate, the chase step allows
the synthesis and deposition of new H3-SNAP, and the pulse step labels only the new H3-SNAP
with a red fluorescent SNAP-tag substrate (TMR). A triton extraction before fixation of the cells
eliminates soluble histones in order to enrich for the nonsoluble, labeled H3-SNAP that contain

histones stably bound to chromatin.

Combinations of these three steps allow the specific labeling of (i) global
histones (pulse), (ii) parental histones (pulse-chase) or (iii) new histones
(quench-chase-pulse). These protocols are more detailed in a method chapter I
had the opportunity to write in collaboration with other members of the team
entitled: “Functional Characterization of Histone Chaperones Using SNAP-Tag-

Based Imaging to Assess De Novo Histone Deposition” (see Annexe).

High-resolution visualization of H3.1 and H3.3 at replication sites

Next, I needed a sufficient resolution to visualize histones precisely at replication
sites. In epifluorescence microscopy images, histone signal locates in the entire
nucleus. It is possible and informative to quantify the overall fluorescence
intensity in the nucleus; however, in order to selectively visualize and quantify
histones located precisely at replication sites, an increased resolution and
adapted imaging analysis methodology are necessary. [ used Stochastic Optical

Reconstruction Microscopy (STORM) (Figure 17).

+
+

=
J'<~300nm
+
No excitation Fluorophores too Stochastic activation and localization of Super-resolution
close to resolve individual molecules image reconstructed

from localizations

Figure 17: Principle of Stochastic Optical Reconstruction Microscopy (STORM).
Adapted from an image on the Huang Lab (UCSF, United States) website.

STORM relies on the property of some fluorophores to stochastically switch
between a dark and a fluorescent state. In classical diffraction-limited

microscopy, two neighboring fluorophores are fluorescent at the same time. If
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they are too close to each other (under 250-300 nm), their fluorescent signals
overlap creating a blurred image that cannot be resolved. In STORM microscopy,
two neighboring fluorophores are fluorescent at different times. At a given time,
only one fluorescent signal is detected, and the localization of the original
molecule can be inferred, with a localization precision that can be as low as 10
nm. If we image a sample for a sufficient amount of time, we can accumulate
enough localizations to reconstitute an image with a tenfold increase in
resolution. In the context of my project, I developed a STORM protocol to
visualize histones precisely at replication sites. This technique had never been
used in our lab before, so I relied on published method papers as well as a
fruitful collaboration with Guillermo Orsi in the team, and the collaborative Pic3i
consortium at the Institut Curie. I was able to identify the right imaging
conditions - buffer composition and acquisition settings -, use data processing
algorithms developed by our collaborators, and write custom programs to

analyze the data to answer my biological questions.

In summary, most of my PhD work consisted in approaching the biology of
histone chaperones and variants by developing and exploiting the STORM
methodology, and I had the opportunity to collaborate with other members of
the team to integrate genomic information as well. The full results of this work

are presented in the following manuscript.
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Abstract

DNA replication is a challenge for the faithful transmission of parental information to
daughter cells, as both DNA and chromatin organization must be duplicated. Replication
stress further complicates the safeguard of epigenome integrity. Here, we focus on the
transmission of the histone variants H3.3 and H3.1 during replication. We follow their
distribution relative to replication timing, first in the genome and, second, in 3D using
super-resolution microscopy. We find that H3.3 and H3.1 mark early- and late-
replicating chromatin, respectively. In the nucleus, H3.3 forms domains, which decrease
in density throughout replication, while H3.1 domains increase in density. Hydroxyurea
impairs local recycling of parental histones at replication sites. Similarly, depleting the
histone chaperone ASF1 affects recycling, leading to an impaired histone variant
landscape. We discuss how faithful transmission of histone variants involves ASF1 and
can be impacted by replication stress, with ensuing consequences for cell fate and

tumorigenesis.

Introduction

The genome is partitioned into chromatin domains marked by distinct histone variants
and their post-translational modifications!-3. A cellular identity profile has emerged on
this basis. How this identity is maintained or changed throughout cell division is central
to propagate a cell lineage or change cell fate*. Chromatin organization undergoes a
major challenge during DNA replication. While nucleosomes ahead of the replication
fork are disrupted, the corresponding parental histones along with their modifications
are recycled on newly synthesized DNA. This process ensures the transmission of
parental histone variants with their post-translational modificationss. In parallel, de
novo deposition of new histones provides a complement to maintain nucleosomal
density. While histone deposition occurs rapidly after passage of the fork, restoration of
nucleosome positioning and histone post-translational modification profiles takes more
timeé’. Therefore, it is key to explore how the timing and spatial orchestration of these
events participate in maintaining or changing the epigenetic landscape. Notably,
replication itself is constantly challenged, and replication stress - caused by secondary
DNA structures, DNA damage, nucleotide pool imbalance or mutations in replication

proteins - can have short or long term consequences for epigenomic stability8. In certain
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cases, this can perturb repressive as well as active histone marks, leading to changes in
gene expression patterns. Highlighting the potential impact of this phenomenon,
replication stress has often been observed in cancer cells, at early stages of their
transformation8?.

To date, we have learnt a lot concerning de novo deposition of new histone variants via
pathways involving dedicated histone chaperones?0. Yet, how parental histone variants
are handled to be recycled locally in either normal or stressed conditions remains
unclear. To gain understanding into these questions, one must consider (i) their
distribution in the genome relative to replication timing, (ii) their 3D spatial
configuration in the nucleus relative to replication timing, and (iii) the factors involved
in their recycling at replication sites in normal and stressed conditions.

The main supply of new histones during replication is provided by increased expression
of the replicative histones H3, H4, H2A and H2B!. For histone H3, the replicative variants
are H3.1 and H3.212, In contrast, the H3.3 variant, constitutively expressed, is available
throughout all phases of the cell cyclel? and can replace H3.1 at genomic sites
undergoing active nucleosome turnover. Consequently, H3.3 is enriched at gene bodies
and DNA regulatory elements, suggesting a close association with transcriptional
activity, while heterochromatin territories including pericentromeres, transposons and
telomeres can also contain this variant!112, Key histone chaperones are involved in de
novo deposition of specific histone variants and guide their specific enrichment profiles
in the genome1314 The histone chaperone Chromatin Assembly Factor 1 (CAF-1) is
specifically associated with H3.113 and is key for its deposition coupled to DNA
synthesis!>-18, favored through its interaction with Proliferating Cell Nuclear Antigen
(PCNA)®9.20. Throughout the cell cycle, the replacement H3 variant H3.3 is deposited in a
DNA synthesis-independent manner by a complex comprising the histone chaperone
Histone Regulator A (HIRA)!21321 or by the histone chaperone Death-Associated protein
(DAXX)*. Finally, the H3-H4 chaperone Anti-Silencing Function 1 (ASF1)22 associates
with both H3.1 and H3.3 and has been implicated in their storage as well as histone
hand-over for de novo deposition, working in concert with CAF-1 or HIRA respectively?23-
27,

In mammals, ASF1 exists as two paralogs, ASFla and ASF1b28. In mice, loss of ASF1la is
embryonic lethal, while ASF1b deficiency leads to viability but impaired fertility?29,
indicating that the two paralogs are not redundant during development28. In human
cells, co-depletion of both ASFla and ASF1b impairs replication fork progression3.31,
Increasing evidence supports the view that ASF1 could be critical in parental histone

recycling. ASF1 forms a complex with the MCM2 subunit of the MCM replicative helicase
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via a histone H3-H4 bridge31-33. Proximity ligation assays enabled the visualization of a
fraction of ASF1 at active replisomes33. Considering that a recent mass spectrometry
study could not reveal the association of ASF1 with the active replicative helicase34,
ASF1 would likely bind transiently to unload the MCM from parental histones and
deliver them to the other side of the replication fork. While structural studies show that
ASF1 interacts with an H3-H4 dimer3s, parental H3-H4 dimers rarely mix with newly
synthesized dimers3¢. In the current view, two ASF1 molecules are required to interact
with both H3-H4 dimers while an additional step ensures the reassembly of the original
tetramer. Importantly, upon hydroxyurea treatment, replication arrest is concomitant
with an accumulation of ASF1 loaded with histones carrying post-translational
modifications characteristic of parental histones3137. These might be redeposited at
unscheduled sites upon replication restart3”. Although it remains unclear how
replication stress affects the spatial distribution of parental histones, the importance of
a tight control of histone recycling emerges as a central mechanism for the integrity of
the epigenomes8. The current model places ASF1 in a key position to recycle parental
H3.3 and H3.1, yet its exact role and its contribution to maintaining a histone variant
landscape needs to be elucidated.

Genome-wide analyses provide a view of how histone variants distribute in the genome.
However, their genomic distribution relative to replication timing has never been
investigated, contrasting with the extensive characterization of genomic replication
patterns directly at the level of DNA3839, Furthermore, advances in super-resolution
microscopy have enabled considerable progress in the 3D visualization of either
replication sites#9-42 - allowing the quantification of the number and size of single
replicons in human and mouse cells*0 -, or histones. Indeed, recent studies visualized
histones H2B in different cell types++* and showed that their heterogeneous
distribution and density correlate with the pluripotency state44. Furthermore, high-
resolution visualization of histone post-translational modifications enabled the
classification of stem cell states*s, while imaging of the underlying DNA led to a
quantitative description of the compaction levels of different chromatin domains#e.
Although the use of histone marks has traditionally enabled the classification of distinct
chromatin states+7:48, histone variants are lacking in this picture.

In this work, we exploited a dual approach to study histone variants relative to
replication timing with a genome-wide analysis and in 3D using super-resolution
microscopy. We combined two-color Stochastic Optical Reconstruction Microscopy
(STORM)#9:50 - to visualize the histone variants H3.3 and H3.1 relative to replicated DNA

- with the SNAP system125152 - to label specifically global or parental histones. With this
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assay, we first visualized H3.3 and H3.1 globally at an unprecedented resolution. While
both H3.3 and H3.1 clustered in space, we found a distinct spatial configuration for these
variants. H3.3 formed spatial domains whose size was not affected by the cell cycle, but
whose density decreased throughout S phase. Unlike H3.3, H3.1 formed domains whose
size and density were cell cycle-dependent. We then specifically probed the recycling of
parental histone variants. We aimed to perturb histone recycling by targeting (i) DNA
itself at the replication fork by inducing replication stress and (ii) histone localization by
depleting ASF1. First, we found that replication stress, induced by hydroxyurea,
prevented the recycling of parental H3.1 within replicated DNA and impaired its spatial
distribution around replicated DNA. Importantly, ASF1 depletion also affected the
recycling of parental H3.1 and H3.3 at replication sites both in terms of quantity and
spatial distribution. Most remarkably, upon ASF1 depletion, we observed a change in the
spatial distribution of both H3.1 and H3.3 in late S phase, but only of H3.1 in early S
phase. Considering the longstanding importance of replication timing for distinct
functional events, we discuss the implications of our findings for the maintenance of

epigenetic states.

Results

Genome-wide analysis of the H3 variant landscape

We first aimed to assess the genome-wide distribution of the H3 variants H3.3 and H3.1
relative to replication timing. For this, we performed ChIP-Seq to retrieve H3.3 and H3.1
nucleosomes in asynchronous HelLa cells stably expressing tagged H3.3 or H3.1. For
each variant, we analyzed the input-normalized coverage at consecutive windows of 10
kb, using the log; ratio as a proxy for enrichment or depletion in a given region.
Consistent with their dynamics, global H3.3 and H3.1 showed inverse genome-wide
enrichment profiles (Figure 1A). H3.1 tended to accumulate in broad, megabase-sized
chromosomal domains that displayed a proportional H3.3 depletion. Conversely, H3.3-
rich regions were narrower and exhibited low H3.1 abundance relative to input.

To investigate the occupancy of both variants in relation to replication timing, we
included in our analysis Repli-Seq data from Dellino et al38, in which replications sites
were mapped in 6 different cell populations (sorted based on DAPI content)
corresponding to consecutive S phase fractions (Si1 to Se, ranging from early to late
replicating). We assigned each of the 10 kb windows to an S phase fraction (chosen as
the fraction with the highest mean coverage of BrdU for that window). We evaluated the

distribution of H3.3 and H3.1 in each S phase fraction (Figure 1B, C). We found that (i)
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H3.3 is mainly enriched at early-replicating regions and depleted at late-replicating ones
and (ii) its occupancy anti-correlates with the timing of replication. Conversely, H3.1 is
more uniformly distributed and changes less markedly with replication timing. Late-
replicating regions are nonetheless more enriched in H3.1 compared to early-replicating
regions (with the exception of the S; fraction). Genomic regions associated with the Se
fraction show the largest difference between the two variants.

Early-replicating regions tend to coincide with transcriptionally active, gene-rich
domains, which are expected to be enriched in H3.3. To examine whether transcription
alone could account for the association between histone variants and replication timing,
we then integrated nascent RNA-Seq data from Liang et al®3 in our ChIP-Seq and Repli-
Seq analysis. We classified the genomic windows into 4 categories based on the
transcriptional activity (low, mid, high) or the absence of measurable activity (none).
We then compared, for each expression category, H3.3 or H3.1 occupancy to replication
timing, as measured by BrdU incorporation in the S; fraction compared to the average
incorporation in all S phase fractions. As expected, H3.1 did not correlate with
transcriptional activity (Supplementary Figure 1B) and the relation between H3.1 and
replication timing was independent of transcription (Figure 1D, E). In agreement with
previous studies, transcriptional activity associated with early replication and with
higher H3.3 occupancy (Supplementary Figure 1A). Interestingly, however, the
association between H3.3 and replication timing proved to be independent of
transcriptional activity (Figure 1D, E). Therefore, transcriptional activity alone cannot
explain the relationship between H3.3 occupancy and replication timing.

Overall, our approach combining ChIP-Seq, Repli-Seq and nascent RNA-Seq data (i)
provides a distribution of H3.3 and H3.1 in the genome, (ii) shows that H3.3 is enriched
in early-replicating chromatin, while H3.1 is enriched in late-replicating chromatin, and
(iii) differences in transcription do not fully account for the opposite patterns of H3
variants. How do these findings translate into 3D spatial distribution and nuclear
geography? Are they valid at the level of single cells? What are the dynamics of H3.3 and
H3.1 that establish and maintain this histone variant landscape, in particular in S phase?
To address these questions, we developed an assay to visualize histone variants and

regions of replicated DNA using super-resolution microscopy.

STORM assay to visualize H3 variants and replication sites

We combined histone monitoring with DNA synthesis labeling. For histones, we

exploited two cell lines previously characterized in our laboratory, that stably express
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SNAP-tagged H3.3 or H3.112. The versatility of the SNAP-tag labeling system enables to
monitor in vivo global, parental or new histones!25152 (Figure 2A and Supplementary
Figure 7A). For DNA synthesis, we used EdU labeling (later coupled with the fluorophore
Alexa 647) and distinguished cells outside S phase, in early S phase and in mid/late S
phase based on their typical patterns (Figure 2B, left). Of note, EAU only labels regions
that are undergoing replication during the time of the EdU pulse. Therefore, EdU-
negative regions comprise both previously replicated and unreplicated regions. Here, to
achieve high spatial resolution and perform a quantitative analysis, we used 3D
Stochastic Optical Reconstruction Microscopy (STORM), which allows the detection of
single molecules#950. We first performed a pulse experiment with EdU labeling and
successfully reconstituted STORM images for global H3.3 and H3.1 in cells outside of S
phase, in early S phase, and in mid/late S phase (Figure 2B, right, see also Figures 3B and
4B).

We first analyzed the histone signal. Consistent with confocal images, the STORM images
showed a broad distribution of H3.1 and H3.3 throughout the nucleus, in cells outside of
S phase, in early S phase, and in mid/late S phase (Figure 2B, Figure 3B), while reaching
a resolution in the range of 40 nm. At this resolution, we observed that H3.3 and H3.1
distributed heterogeneously in the nucleus, forming groups of detections - reminiscent
of those found for histone H2B44. To further analyze this signal in the distinct phases, we
used a density-based clustering algorithm (DBSCAN) (Supplementary Figure 2A). This
clustering method is based on the identification of regions with higher density for H3.3
and H3.1, which we designated as conglomerates (Supplementary Figure 3A and 4A).
For each identified histone conglomerate, we measured two parameters: volume and
density - which we calculated as the proportion of detections in the nucleus per volume
and per conglomerate. We represented the distribution of these parameters for all
conglomerates, in cells outside S phase, in early S and in mid/late S (see below).

We next examined the EdU signal. For cells outside of S phase, as expected, the EAU
signal was low compared to cells in S phase reflecting background noise and possibly
some EdU incorporation due to limited DNA damage (Figure 2B, right). For cells in S
phase, we again applied the DBSCAN algorithm to define EAU clusters representative of
regions of newly replicated DNA. Here, based on a recent super-resolution microscopy
study of replication sites*?, we chose experimental conditions yielding EdU clusters
corresponding to several replicons, ensuring that we had enough histone detections
within these clusters for quantitative analysis. In our 600 nm sections, we defined an
average of respectively 94 and 82 regions of replicated DNA in early and mid/late S

phase cells in the H3.3 cell line, and 122 and 69 in H3.1 (Supplementary Figure 2B), with
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volumes in the range of 1.5.107 nm3, corresponding to a 300 nm diameter sphere
(Supplementary Figure 2C). For an entire nucleus, this would approximately translate
into 1000 and 900 replicated regions in early and mid/late S phase respectively for
H3.3, and 1400 and 800 regions for H3.1, corresponding to about 5 replicons each#0.

H3.3 conglomerates display cell cycle-dependent density

Using our STORM-SNAP assay, we first aimed to monitor how the global distribution of
H3.3 evolved throughout S phase (Figure 3A, B). As a first step, we analyzed all H3.3
conglomerates. H3.3 conglomerates had volumes in the range of 4x105 nm3 (90 nm
diameter). This compares to H2B regions as described by Ricci et al#4 (in the range of 80
nm). The distribution of these volumes was stable throughout S phase and outside S
phase (i.e distributions displayed variability but peaked at identical values and were
unrelated to cell cycle stage)(Figure 3C, top, see also Supplementary Figure 4C). In
contrast, the density of H3.3 conglomerates evolved throughout S phase, decreasing
when progressing from early to mid/late S phase (Figure 3C, bottom, see the peak shift -
33%, where “+” and “-” refer to increase and decrease, respectively). Cells outside of S
phase displayed an intermediate density distribution. Of note, our assay includes a pre-
extraction step to eliminate soluble histones. Although we cannot exclude that this
treatment could potentially affect our observations, this is necessary to monitor
nucleosomal/chromatin-bound histones. Furthermore, to verify that the changes
observed in our analysis did not arise from a bias due to the clustering approach, we
applied an independent partitioning method (Voronoi tessellation) to our data as
described for the nucleoporin protein TPR54. We partitioned the signal into polygons
such that each polygon contains a single detection, while their size is inversely
proportional to local density (Supplementary Figure 3B). The distribution of polygon
sizes confirmed that early S phase cells had more high-density regions than mid/late S
phase cells (Supplementary Figure 3C).

As a second step, we conducted the analysis for H3.3 conglomerates near EdU clusters
(under 200 nm from cluster center of gravity), thereby comparing conglomerates in
early- and late-replicating chromatin at sites of DNA synthesis (Figure 3D, scheme). As
in the previous analysis, the volumes of H3.3 conglomerates remained similar (Figure
3D, top), and their density decreased when progressing from early- to late-replicating

regions (Figure 3D, bottom, see the peak shift -21%, and summary in Figure 3E).

H3.1 conglomerates change in volume and density in S phase
Similarly, we exploited our assay and analytical method to monitor global H3.1

throughout S phase (Figure 4A, B). H3.1 conglomerates had volumes in the range of 3.5
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to 4.5x105 nm3. When analyzing H3.1 conglomerate volumes in the whole nucleus, these
were slightly larger in early S compared to outside S (+15% peak shift) (Figure 4C, top),
in the same size range as the H3.3 conglomerates described above. Indeed, when we
directly compared the volumes of H3.1 and H3.3 conglomerates, H3.1 volumes were
slightly larger than H3.3 in early S phase (+16% peak shift), while it was the opposite for
outside S and mid/late S (-11% and -18% peak shifts) (Supplementary Figure 4B). As
these distribution shifts were modest, we looked more specifically at individual cells and
refined our observation: H3.1 conglomerates seemed larger in early S than outside S,
with intermediary volumes for mid/late (Supplementary Figure 4C). The volume of H3.1
conglomerates within EdU sites followed the same trend between early- and late-
replicating chromatin (-13% peak shift) (Figure 4D, top), indicating that H3.1
conglomerates adopt larger volumes when coinciding with early-replicating chromatin.
We then measured the density of H3.1 conglomerates and found an increase in mid/late
compared to early S phase (+26% peak shift) (Figure 4C, bottom). Of note, the
normalization by the total number of detections in the nucleus (Supplementary Figure
4A, right) may in part contribute to this finding. When comparing small surfaces in
Voronoi tessellation analysis, we found that mid/late S phase cells had smaller surfaces
than early S phase cells (Supplementary Figure 4D), confirming our clustering results.
The density of H3.1 conglomerates near EdU sites was also increased in late- compared
to early-replicating chromatin (+44% peak shift in mid/late compared to early) (Figure
4D, bottom, and summary in Figure 4E).

We next investigated how histone variants are maintained at sites of DNA synthesis.

Monitoring parental histone recycling using the SNAP system

Our knowledge concerning how histone variants are recycled or discarded at sites of
DNA replication remains very limited. To address this question, we labeled specifically
parental histone variants using the SNAP system (Figure 54, B). We used different chase
times (0, 24 and 48 hours, corresponding to 0, 1 or 2 cell cycles) and measured the
fluorescence intensity in whole nuclei using epifluorescence microscopy in order to
monitor the decrease in the histone signal over several cell divisions (Figure 5C and
Supplementary Figure 5). If parental histones were lost exclusively by S phase dilution,
we would expect an exponential decay, i.e. 50% loss every cell cycle. Instead, we found
that both H3.1 and H3.3 are lost at higher rates, consistent with additional replication-
independent histone turnover. The increased loss of parental H3.3 compared to H3.1
from 0 to 24 hours is in line with our previous result that H3.3 marks early-replicating

regions with higher turnover. We focused on a 48h-chase for the following experiments

81



for two reasons: (i) in our experimental conditions, it proved the minimum amount of
time required for efficient siRNA depletion (see below), and (ii) a 48-hour chase ensured
that we specifically examined parental histones without bias linked to cell-cycle

variation, for both variants H3.1 and H3.3.

Hydroxyurea impairs local recycling of parental histones

We next used our STORM assay to first monitor parental histones in a context where we
expected local parental histone recycling to be affected. For this, we treated HeLa SNAP
H3.1 cells with hydroxyurea (HU) for 30 minutes before fixation to uncouple helicase
progression from DNA synthesis (Figure 6A). As expected, HU treatment caused reduced
EdU signal (consistent with impaired replication) and the appearance of the single-
stranded DNA-binding protein RPA at replication sites3! (Supplementary Figure 6A). At
the level of total nuclear fluorescence, we detected a slightly higher retention of parental
H3.1 in the HU condition compared to the control, consistent with general replication
arrest (Supplementary Figure 6B).

Because of the physical uncoupling between parental DNA unwinding and new DNA
synthesis, parental histones disrupted ahead of the fork may not be recycled
immediately after. To visualize this, we monitored parental H3.1 at EdU sites in HU-
treated cells by STORM (Figure 6B). With low and more disperse signal for parental
histones in STORM images compared to global histones, our clustering approach was
inappropriate. Instead we adopted a different strategy: we directly counted the number
of parental H3.1 detections in replicated regions (Figure 6C). We normalized to the EAU
signal to account for the fact that HU treatment blocks replication, as well as to the total
number of H3.1 detections in the nucleus. As predicted, both in early and mid/late S
phase, the amount of parental H3.1 decreased significantly in the HU condition
compared to the control (-31% and -21% peak shift) (Figure 6D). This suggests that
local perturbation of DNA at the replication fork inflicted by HU treatment impairs the
local recycling of parental histones, leading to a loss of parental histones in regions of

replicated DNA.

Hydroxyurea affects parental histone spatial distribution

We next asked whether local loss of parental histones had further consequences for
their spatial distributions around replication sites. To this end, we developed a method
to describe the spatial distribution of histone detections (signal A) around replicated
DNA (signal B) (histones vs EdU). We measured the number of histone or EdU
detections in concentric regions centered at the gravity center of EAU clusters (Figure

6E). To validate this approach, we measured the spatial distribution of newly
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synthesized H3.1 (quench-chase-pulse labeling) vs EdU, using data obtained after
performing a quench-chase-pulse experiment (Supplementary Figure 7A, B). Unlike
parental H3.3 and H3.1 signal located in the entire nucleus, newly synthesized H3.1
exhibits clear enrichment at EAU labeled-sites, as we previously described?!s, providing
an ideal context to measure the distance between these two signals. We found that the
distance of maximum enrichment between new H3.1 and replication sites centers was
200, 150, and 250 nm in early S phase, mid/late S phase in the interior, and mid/late S
phase at the periphery (Supplementary Figure 7C, D). To validate these estimates with
an independent approach, we adapted a function (termed m function) from a spatial
economics studyss. This function measures the enrichment between two signals, based
on the distances between detections of signal A vs detections of signal B. We tested this
on simulated data (Supplementary Figure 7E(i)), then applied it to the new H3.1 data
(Supplementary Figure 7E(ii)). This analysis provided a similar estimate of the distance
between new H3.1 and EdU as our approach, supporting its validity.

Next, we compared DNA that had been replicated at different times, aiming to detect
expected changes in spatial distribution. We performed either a single EAU pulse, or an
EdU pulse followed by a 30-minute chase (Supplementary Figure 8A). Using the DBSCAN
clustering analysis, we detected larger replicated regions in the EdU pulse-chase than in
the EAU pulse (Supplementary Figure 8C). This increase suggested that during the chase
period, the organization of the replicated region evolved as a sign of chromatin
maturation. We studied the spatial distribution of EAU vs EdU in each experiment, and
detected a change towards higher distances in the EAU pulse-chase compared to the EdU
pulse (Supplementary Figure 8B), consistent with the clustering result. We concluded
that the changes detected in the spatial distribution indeed reflected biological changes,
and that earlier-replicated DNA spatially spread further from the center of EAU clusters
compared to more recently replicated DNA.

We then applied our method to study the effect of HU treatment on the spatial
distribution of parental H3.1 (revealed by pulse-chase labeling) relative to EdU clusters.
Upon HU treatment, we observed a clear change in the spatial distribution of parental
H3.1 both in early and mid/late S phase (both at the nuclear periphery and interior)
(Figure 6F). In all cases, we found that parental H3.1 redistributed at increased
distances from replicated DNA following HU treatment, with H3.1 remoteness increased
at a scale of hundreds of nanometers.

Overall, our results show that replication stress upon HU treatment not only leads to
local loss of histone recycling, but also their unscheduled redistribution at distant

nuclear loci, with a potential impact on the epigenomic landscape.
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ASF1 depletion affects recycling of parental H3.3 and H3.1

We next investigated which factors recycled histones during DNA replication. As ASF1
was a prime candidate, we performed pulse-chase experiments and downregulated
ASF1 (both ASFla and ASF1b) using small interfering RNA (siRNA) (Supplementary
Figure 9A). As previously reported, ASF1 depletion led to slower cell cycle and
abnormally shaped nuclei®¢. To check the general effect at a larger scale, we first
performed this experiment in cells synchronized with a double thymidine block to verify
cell cycle progression, and monitored the dilution of the parental H3.1 signal over two
divisions using epifluorescence microscopy (Supplementary Figure 9B). We observed a
decrease of the final (48h) to initial (Oh) signal ratio in the siASF1 condition, suggesting
that, over two divisions, ASF1-depleted cells retained parental H3.1 less efficiently than
control cells, while we observed no change in the overall nucleosome density
(Supplementary Figure 10).

Additionally, we performed immunofluorescence 48 and 72 hours after ASF1 depletion
to assess the status of several H3 post-translational modifications typical for
nucleosomal H3 in chromatins’. We performed this experiment in an asynchronous
population and used confocal microscopy to monitor: euchromatic H3K4me3 and
H3K36me3; and heterochromatic H3K27me3 and H3K9me3 (Supplementary Figure 9C).
At this resolution, we did not observe changes in the distribution of the euchromatic
marks upon siASF1, although the lack of a clearly defined pattern for these marks might
mask subtle changes in distribution. In contrast, we observed a change in the pattern of
H3K9me3 and H3K27me3 in ASF1 depletion conditions, with a more diffuse signal
compared to the distribution of these marks at the nuclear and nucleolar periphery in
control cells. We then refined our analysis with an increased resolution focusing on
H3K36me3 and H3K9me3 using STORM analysis (Supplementary Figure 11A). We
found that H3K9me3 formed domains, which decreased in density in the ASF1-depleted
condition compared to the control (-46%), with no clear changes in volume
(Supplementary Figure 11B). H3K36me3 domains, on the contrary, were unchanged in
density, but decreased in volume (-40%) and were more numerous in the ASF1
knockdown (Supplementary Figure 11C, D). Of note, these marks are reestablished on
new histones within one cell cycle?, and they feature different dynamics, and therefore
cannot be used as a direct proxy for parental histones over long time periods. Overall,
these data suggest that ASF1 depletion affects parental histone recycling at the scale of
the entire nucleus, while leading to disorganization of histone post-translational

modifications.
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To evaluate how ASF1 depletion impacts global H3.1 and H3.3, we performed a pulse
labeling experiment following siASF1 knockdown and detected H3.1 and H3.3
conglomerates (Supplementary Figure 12A). For both H3.1 and H3.3 conglomerates, S
phase changes in volumes and densities followed similar trends in siASF1 cells and
control cells, although siASF1 cells displayed more variability and less pronounced
changes (Supplementary Figure 12B, C and 13). In particular, when focusing on sites of
replicated DNA, the density of H3.3 conglomerates in early- vs late-replicating
chromatin was less decreased in the ASF1-depleted condition (-13%) than in the control
(-21%), while the density of H3.1 conglomerates increased (+35%) less than the control
(+44%). We next aimed to test the effect of ASF1 depletion at sites of replicated DNA, in
order to directly assess its involvement on parental histone variant recycling.

We focused on parental histones by performing a pulse-chase experiment after
depleting ASF1 (Figure 7A, B), and used STORM imaging to measure the number of
parental H3.3 or H3.1 detections at replicated regions (Figure 7C and Supplementary
Figure 14D). As for the HU treatment, we normalized to the EdU signal to account for the
fact that ASF1 depletion slows down replication. Strikingly, we found that, in early S
phase, the amount of parental H3.3 and H3.1 decreased significantly in the ASF1-
depleted condition compared to the control (-60% and -18% peak shift) (Figure 7D).
H3.3 was more affected than H3.1, although we cannot rule out that this reflects a
sampling effect rather than a biological difference. In mid/late S phase, we did not
observe changes of this magnitude (Supplementary Figure 14A, B, C). However, it is
important to note that our data analysis may be underestimating late S phase defects as
we normalized to the total number of detections in the nucleus, which may be affected
by early S phase ASF1-dependent defects.

These results show that ASF1 depletion leads to impaired retention of parental H3.3 and
H3.1 at replicated regions most notably in early S phase (Supplementary Figure 17A).
The similarity with our result in HU-treated cells suggests that ASF1 depletion affects
local histone recycling at the replication fork, likely by uncoupling parental histone
transfer from replication fork progression. Of note, ASF1 knockdown does not lead to
accumulation of YH2AX3! (Supplementary Figure 15), suggesting that these effects are

not merely a consequence of a DNA damage response.

ASF1 depletion impairs H3.3 and H3.1 spatial distribution

The observed decrease in parental H3.3 and H3.1 at replicated regions in early S phase
upon ASF1 depletion raised the question of the fate of these lost parental histones. We

hypothesized that they could either be degraded, or, if recycled, positioned at sites
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distant from patches of DNA synthesis, which may give rise to changes in their spatial
distribution. Therefore, we applied our analytical method to study the impact of ASF1
depletion on the spatial distribution of parental histones around replicated DNA (Figure
8A). As an important control, we observed no difference between the siASF1 and the
control conditions in the spatial distribution of EAU (“EdU vs EdU” for early S; mid/late S
showed no change either) (Figure 8B and Supplementary Figure 16A, B). This shows
that no changes in chromatin compaction or DNA replication speed can account for
changes in histone distribution in our analysis. We then investigated whether we could
detect differences in histone localization around these sites. We found no difference in
the spatial distribution of parental H3.3 vs EdU in early S phase (Figure 8C, left), despite
the overall decrease in amounts of parental H3.3 in replicated regions (see Figure 7D,
left). This indicates that impaired recycling of histones in replicated regions due to ASF1
depletion does not lead to a shift in their spatial distribution. In contrast, when looking
at mid/late S phase cells, both in the nuclear interior and at the nuclear periphery, we
noticed a clear change in the spatial distribution of H3.3 towards farther distances
(Figure 8C, middle and right). Unlike H3.3, parental H3.1 showed a spatial distribution
away from replication sites in both early and mid/late S phase (Figure 8D).

Based on these findings, we conclude that, upon ASF1 depletion-mediated impairment
of parental histone recycling, a fraction of parental H3.3 and H3.1 is recycled at distant
sites from replication sites, at a scale of hundreds of nanometers away (Supplementary
Figure 17B). Intriguingly, parental H3.3 in early S phase, while not properly recycled

locally, was not detected to be recycled at distant sites.

Discussion

Histone variants are a key feature of the epigenetic landscape. In this work, we
investigated how their distribution was maintained throughout the cell cycle, and
whether replication stress reshuffled their organization. First, we established a genome-
wide mapping of H3 variants relative to replication timing. Second, using STORM
microscopy and SNAP labeling we further gained a spatial and quantitative view of the
relationship between histones and regions of replicated DNA, not only globally, but also
with a specific focus on parental histones (Supplementary Figure 18). At a global level,
we identified distinct 3D units for H3.3 and H3.1. H3.3 forms units corresponding to
early-replicating chromatin with a stable volume throughout the cell cycle. Unlike H3.3,

H3.1 forms units that vary both in volume and density during the cell cycle. We can
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distinguish two categories: (i) in early S, large low-density units likely correspond to
deposition of new H3.1 in H3.3-associated chromatin, and (ii) at any time during the cell
cycle, small high-density units would mark late-replicating chromatin. We then
extended our analysis to the fate of parental H3.3 and H3.1 to follow their recycling at an
unprecedented level. Using this approach, we could first evaluate how replication stress
impairs the recycling of parental H3.1 both in terms of quantity and spatial distribution.
Second, we found that ASF1 depletion affected the local recycling of both parental H3.3
and H3.1 at replication sites, but with a distinctive impact on their spatial distribution
around replication sites. Therefore, we demonstrate that mislocalization of parental
histones ensues in the context of replication stress or histone mismanagement, thereby

leading to profound effects on the epigenome.

Genome-wide analysis of H3 variant distribution relative to replication timing revealed
an enrichment of H3.3 in early-replicating chromatin, and H3.1 in late-replicating
chromatin. Our combined analysis of nascent RNA-Seq with Repli-Seq and our ChIP-Seq
data confirmed that H3.3 occupancy correlated with transcriptional activity and early
replication timing. Interestingly however, this analysis revealed that transcription alone
is not sufficient to explain the correlation between H3.3 occupancy and replication
timing. Thus, other mechanisms are likely in place. One possibility is that physical
properties of late-replicating chromatin may specifically exclude H3.3. This could either
occur by lack of histone turnover, or impaired access of the H3.3 deposition machinery.
Indeed, late-replicating chromatin coincides which heterochromatic regions that display
particular isolating properties, such as phase separation -reported in two recent
studies®859-, high compaction, as well as the presence of RNAs and chromatin-bound
proteins60. This could impact H3.3 deposition beyond transcriptional activity alone.
While other possibilities cannot be excluded, it will be exciting to explore this avenue in
the future using advanced technologies in both physics and genomic studies.

While genomic data allows a precise description of the histone variant landscape, it
lacks the spatial view of how variants distribute in the nucleus. Our STORM analysis
enables the visualization of H3.3 and H3.1 in 3D and reveals that they adopt distinct
configurations. H3.3 forms units whose volume is unaffected by the cell cycle.
Intriguingly, the volume of H3.3 unit is also independent of their coincidence with early-
or late-replicating chromatin, suggesting that this property is independent of whether
H3.3 marks euchromatic or heterochromatic sites. How this spatial feature relates to
intrinsic properties that H3.3 itself is an exciting possibility to further examine. In

addition, H3.3 conglomerate density decreases from early to late S phase. This suggests
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a dilution of H3.3 in S phase, in line with the fact that the replicative H3.1, but not H3.3,
is deposited genome-wide in a DNA synthesis-dependent manner2. Outside S phase, the
density of H3.3 increases compared to late S, likely reflecting a replacement process,
with new H3.3 deposition in a DNA synthesis-independent manner at sites where H3.1
had previously been incorporated.

Unlike H3.3, H3.1 forms units with cell cycle-dependent variations in volume and
density that we can classify into two categories: (i) large and low density units present
mostly in early S phase that would correspond to H3.3-enriched early-replicating
chromatin, and (ii) small and dense units present throughout the whole cell cycle that
would mark late-replicating chromatin. The first category diminishes progressively
throughout and after S phase. We propose that H3.1 occupies early-replicating
chromatin only temporarily, as a means to form new nucleosomes as placeholders
coupled to DNA synthesis. Later in S phase and outside S phase, H3.1 would
progressively be replaced by H3.3 in early-replicating regions, and the first category of
small and dense H3.1 conglomerates - typical of late-replicating chromatin - would
become predominant. The changes in density between early- and late-replicating
chromatin are also consistent with our genome-wide analysis showing H3.1 enrichment
in late-replicating regions.

We conclude that variants enable the definition of distinct units with properties
impacted by genomic location and S phase progression, providing novel rules to

partition the genome in the nucleus in 3D.

Several studies have shed light on the dynamics of parental histone recycling during
replication. Radioactive pulse-chase experiments and electron microscopy studies first
showed that parental histones segregated on the two daughter strands of DNA% More
recently, using Nascent Chromatin Capture (NCC) in human cells, Alabert et al. detected
parental histones with their post-translational marks on newly synthesized DNA and
followed the dynamics of reestablishment of these marks on new histones’. However,
the exact mechanism of recycling has remained unclear, and how perturbing this
recycling could impact the spatial distribution of parental histones has never been
directly addressed.

To test these mechanisms, we first induced replication stress with hydroxyurea
treatments. This causes local effects on DNA - with consequences including fork stalling,
checkpoint activation and DNA damage -, but its consequences on epigenome
maintenance have not been determined. Yet, HU treatment leads to the appearance of

single stranded DNA, which may prevent chromatin assembly at the replication fork,
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and, supposedly, local recycling of parental histones3’. We directly tested this latter
hypothesis with our STORM assay. Our findings showed unambiguously that HU
treatment impaired the recycling of parental H3.1 on replicated DNA. In addition to a
loss at replication sites, HU treatment severely impaired the spatial distribution of
parental H3.1 in the surrounding region. It would be interesting to monitor the fate of
parental histones upon recovery from HU and assess the consequences on the
epigenome. Our findings suggest that replication stress may, in some contexts, challenge
the integrity of the epigenome and potentially lead to reconfiguration of chromatin
territories and unscheduled changes in gene expression. Indeed, in the context of G-
quadruplex-induced stress, impediments on replication were associated with changes in
histone mark profiles and gene expression in daughter cells8. Interestingly, DNA damage
has been found to coordinate the establishment of a protective chromatin environment
in regions prone to replication stress, through FACT-dependent deposition of
macroH2A1.2¢1, highlighting the importance of dedicated chromatin-mediated
mechanisms to face replicative stress. It will be interesting to explore how this relates to
H3 variants dynamics. We propose that reshuffling of histone variants upon stress may
contribute to epigenomic instability. This may be particularly relevant in the context of
cancer, considering the possibility that some oncogenes may induce different forms of

replication stress9.62.

We then investigated the role of factors involved in histone management that could
contribute to parental histone recycling. Given that the histone chaperone ASF1 was a
prime candidate, we used STORM imaging coupled to the SNAP assay to directly
investigate its implication in the recycling and localization dynamics of the parental
histone subpopulation. Our results indicated that ASF1 depletion led to (i) a decrease in
both parental H3.3 and H3.1 at replicated regions and, importantly, (ii) a change in the
spatial redistribution of parental H3.3 and H3.1 relative to replicated regions. When
monitoring the effect of ASF1 depletion on conglomerate properties of global H3.3 and
H3.1, we detected similar trends as in the control, although less pronounced. In
particular, the differences between early- and late-replicating chromatin were
decreased. We propose that ASF1 depletion affects variant genomic distribution, while
not affecting global S phase dynamics - such as H3.1 deposition and concomitant H3.3
dilution.

Importantly, the similarity between our results on parental histones following HU
treatment and the ASF1 phenotype supports a model in which ASF1 functions directly at

the fork to recycle parental histones locally, in line with its capacity to form a complex
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with the MCM helicase31-33, potentially in partnership with additional factors to reform
nucleosomes. In this model, absence of ASF1 would uncouple the progression of the fork
from the transmission of parental histones. As ASF1 depletion, unlike HU treatment,
does not trigger replication stress checkpoints - allowing either time for repair or
replication arrest as a means to prevent propagation of an abnormal state -, this
situation is particularly dangerous for the cell, with potential long-term implications for
genome and epigenome integrity. Importantly, codepletion of ASFla and ASF1b can
induce the Alternative Lengthening of Telomeres (ALT) pathway¢3. Telomeres are
particularly challenging for replication, as they are prone to fork stalling, formation of
secondary DNA structures and DNA damage$*. In this context, the added stress caused
by ASF1 depletion, which prevents parental histone transfer for chromatin reassembly
at the fork, might render telomeric regions particularly vulnerable and exposed,
triggering in some cases the ALT response. Inversely, it would be interesting to know
how ASF1 overexpression may impact the recycling of parental histone variants. In
particular, the isoform ASF1b is overexpressed in cancer>é, yet it is unclear whether the
two isoforms ASFla and ASF1b have different roles in recycling H3.3 and H3.1 during
proliferation. Taken together, these data further emphasize the importance of histone

management in the maintenance of the epigenome.

In absence of ASF1, we detect changes in the spatial distribution of parental histones.
Such changes may reflect that parental histones are recycled at sites distant from their
original location. More specifically, this is the case for H3.3 in mid/late S phase and for
H3.1 during all S phase, but not for H3.3 in early S phase. ASF1 depletion did not seem to
give rise to a spatial redistribution of the replicated DNA itself, as probed with EdU,
suggesting a specific impact on histone localization. How histone variants are handled in
this context remains to be elucidated. The most simple hypothesis is that parental
histones, if not secured in the vicinity of the replication fork, are treated as new histones
and reincorporated further away from their original location by de novo deposition
pathways, such as CAF-1-mediated for H3.1, and HIRA- or DAXX-mediated for H3.3. The
distinct fate of parental H3.3 in early S phase may reveal a safeguard mechanism where
a fraction of H3.3 would be retargeted locally - while the rest would be degraded -,
maintaining the spatial distribution of H3.3 in these regions. This could involve, for
example, the presence of HIRA and RPAS®5. In this context, it would be interesting to
investigate the implication of factors associated with the replication machinery in the
recycling of parental histones. Furthermore, we observe changes in the distribution of

some histone modifications (H3K9me3 and H3K27me3, H3K36me3). We hypothesize
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that this may arise from relocation of parental modification-bearing histone variants
away from their cognate sites during S phase.

More generally, the presence of DNA damage, transcription machineries%, or non-
nucleosome material®®, and the asymmetry between leading and lagging strand might
interfere with histone recycling and influence the fate of each variant, both in presence
and absence of ASF1. Importantly, ASF1 has been implicated in buffering H3-H4 dimers
with Nuclear Autoantigenic Sperm Protein (NASP)23 and in handing them off to CAF-1
and HIRA for de novo deposition2+27, [t is unclear whether, in absence of ASF1, parental
H3-H4 are released as tetramers or as dimersé?, how the histone soluble pool is affected,
and how other chaperones can bypass ASF1 function and directly handle tetramers or
dimers for their deposition. Notably, parental histones carry post-translational
modifications - some of which are more prevalent on specific variants5’ - that may
impact their affinity for other factors and, in turn, their fate2.

Taken together, our observations suggest that ASF1 depletion reshapes the histone
variant balance in chromatin during S phase, which may affect transcriptional status.
Future work should address the details of the precise mechanism, its regulation, and the
potential role for other factors in parental histone recycling. Maintaining histone
variants at the exact same position during replication encourages a cell to commit to its
lineage. Inversely, their loss provides an opportunity to reshape the chromatin
landscape. In line with this view, recent studies showed that depletion of CAF-1
facilitated cell reprogramming by pluripotency factorsé869. Based on our findings, it is
tempting to envisage a similar role for ASF1 in this context. However, considering that
ASF1a has been reported to be necessary for maintenance of pluripotency and cellular
reprogramming’? and that ASFla and ASF1b are involved in multiple pathways?8, the
role of ASF1 in differentiation is likely distinct from CAF-1 and awaits further
investigation. In particular, in contexts such as the establishment of monoallelic
expression - where early replication of the expressed allele coincides with chromatin
accessibility?! -, it would be interesting to know whether ASF1 and the distribution of

histone variants affect replication timing and, in turn, the differentiation program.

Methods

H3.3- and H3.1-SNAP labeling in vivo
We used cell lines stably expressing H3.3-SNAP-3xHA or H3.1-SNAP- 3xHA in HeLa cells

previously used and characterized!?. These cell lines have been tested negative for

mycoplasma contamination. For the pulse experiments, we incubated cells in complete
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medium containing 2 uM of SNAP-Cell TMR-Star (New England Biolabs) and 10 pM of
EdU (5-ethynyl-20-deoxyuridine) during 20 min for labeling. We did two quick washes
with PBS then reincubated the cells in complete medium for 30 min to allow excess
SNAP-Cell TMR-Star to diffuse out. We then moved on to extraction and fixation
protocol. For the pulse-chase experiments, we incubated cells with medium containing 2
uM of SNAP-Cell TMR-Star during 20 min for labeling, did two PBS washes, and
reincubated the cells in complete medium for 30 min, then washed twice with PBS again.
We incubated the cells in complete medium for a chase period of 48 hours. We then
washed twice with PBS and reincubated in complete medium containing 10 uM of EdU
for 30 min, before moving on to extraction and fixation protocol. For the quench-chase-
pulse experiments, we incubated cells in complete medium containing 10 pM of SNAP-
Cell Block (New England biolabs) to quench SNAP-tag activity, and then performed two
PBS washes and 30 min incubation in complete medium to allow the SNAP-Cell Block to
diffuse out. We incubated in complete medium for a 2h chase period, then performed a
pulse step as described above. At least three independent experiments were performed

for each condition.

Extraction and fixation followed by EdU detection

We performed a pre-extraction of cells prior to fixation for 5 min with 0.5% Triton in
CSK buffer (10 mM PIPES [pH 7], 100 mM NaCl, 300 mM sucrose, 3 mM MgCl,, protease
inhibitors), then washed quickly with CSK and performed a 5 min CSK wash. We then
fixed cells in 2% paraformaldehyde for 20 min. We blocked cells with BSA (3% in PBS)
before performing Click reaction to reveal the EdU (Click-iT EdU Alexa Fluor 647
imaging kit, Invitrogen). We mounted the coverslips in PBS containing 5 mM of MEA
(Mercaptoethylamine, 30070, Sigma) on cavity slides (BR475505, Sigma) and sealed
with Twinsil sealing medium (Rotec) before STORM imaging. We changed the mounting

buffer between every acquisition.

siRNA transfection and drug treatment

In the pulse-chase experiments, we performed a siRNA transfection prior to the pulse-
chase using Lipofectamine RNAimax (Invitrogen). We used siRNA previously
characterized303! against ASFla (GUGAAGAAUACGAUCAAGUUU) and ASF1b
(CAACGAGUACCUCAACCCUUU) at 100 nM concentration (siRNA purchased from
Dharmacon). In hydroxyurea experiments, cells were treated with 3mM HU for 30

minutes prior to extraction and fixation protocol.
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Micrococcal Nuclease sensitivity assay

One million cells of each indicated condition were collected, washed twice in PBS and
nuclei were extracted in 150mM NaCl, 50mM Tris-HCI pH 7.5, 2ZmM MgCl2, 0.1% Triton,
0.5% NP-40. Pelleted nuclei were resuspended in 150mM NaCl, 50mM Tris-HCI pH 7.5,
2mM MgCl2, 0.1% Triton, 5SmM CaClZ buffer, containing 2 units of S7 Micrococcal
Nuclease (ThermoFisher Scientific EN0181) and incubated at 37°C. At each time point,
20% of the sample was collected and mixed with an equal volume of 150mM NacCl,
50mM Tris-HCl pH 7.5, 2ZmM MgCl2, 0.1% Triton, 10mM EGTA to stop the digestion
reaction. DNA was extracted, analyzed by electrophoresis in a 1% agarose gel with Sybr
Safe dye (Invitrogen) and photographed under UV light using a ChemiDoc Gel Imaging

System (Bio Rad). Images were analyzed with Fiji software to extract density profiles.

STORM imaging

We acquired 3D STORM images on a custom setup based on a Nikon iSPT-PALM
inverted microscope. We excited Alexa 647 - used to label EdU - with a 640-nm laser
with a power of 10.8 mW at the sample. We excited TMR - used to label histones - with a
560-nm laser with a power of 41.3 mW at the sample. In addition, both for Alexa 647
and TMR, we used a 405-nm Coherent laser with a power of 18.5 pW at the sample. We
imaged the fluorescence from the activated Alexa 647 and TMR molecules with an EM-
CCD camera (Ixon Ultra 897 Andor) using a 100x/1.45NA (Nikon) objective. Using this
objective, the image pixel size was 160 nm. We used a cylindrical lens (Melles Griot) for
3D72, We controlled the microscope with NIS software (Nikon). The number of
acquisitions for each experiment is indicated in Figure Legends.

We detected the localizations in STORM movies with a custom algorithm as in Sergé et
al73. For data visualization, detections were rendered using the ViSP software as an
isotropic Gaussian whose full-width half-maximum was 40 nm74 We performed z stacks
on fluorescent beads (TetraSpeck Microspheres, ThermoFisher) for z calibration. We
also used fluorescent beads monitored during STORM image acquisition to correct for
sample drift’s and to align the two signals. When two localizations were detected in

consecutive frames within a 50-nm radius, we considered them as one.

STORM data analysis

We identified conglomerates of H3.3 and H3.1 or replication foci using the density-based
clustering algorithm DBSCAN76. DBSCAN uses two input parameters — Eps and MinPts -

and determines that a point is in a cluster if at least MinPts points are within a distance
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of Eps. We used an Eps value of 75 nm and a Minpts of 10 for DBSCAN analysis. For
replication foci, we only used clusters with a detection number above a threshold value
(100) for further analysis.

To measure the volume of the conglomerates, we used the convex hull function in
Matlab. For the density, we calculated the number of detections - normalized by the total
number of detections in the nucleus - divided by the volume. We visualized the volume
and density as distribution plots using the ksdensity function in Matlab. When looking at
H3.3 or H3.1 conglomerates at replication sites, we selected the ones located under 200
nm from the center of gravity of an EdU cluster; we also tested selecting conglomerates
directly situated in an EdU cluster using the convex hull function, which yielded the
same results. To study parental H3.3 or H3.1 at replication sites, we calculated the
number of H3.3 or H3.1 detections located in the replication foci - normalized by the
total number of H3.3 or H3.1 detections in the nucleus - and normalized to the EdU
signal, accounting for differences in replicative behavior, including between the two cell
lines. This was also visualized as a distribution plot using ksdensity. When comparing
populations, we used a Mann-Whitney-Wilcoxon test. For comparison between scatter
plots, error bars represent standard deviation and we used a t test. p-values: p>0,05 was
annotated “ns” (non significant); 0,01<p<0,05 was noted *; 0,001<p<0,01 was noted **;
p<0,001 was noted ***. For the study of spatial distribution, for each replication site, we
assigned each surrounding detection of histones (for “histones vs EAU”)/EdU (for “EdU
vs EdU”) to a 50 nm wide concentric region around the center of gravity of the
replication site based on its distance to the center of gravity. The number of detections
counted in each region was normalized by the volume of the corresponding region and
plotted in a bar plot. For the alternative method, we modified the m function from Lang
et al55. We considered the distances between all the histone detections vs all the EAU
detections and normalized to the distances between detections from two randomly
distributed signals. In the plotted graph, when the function is above 1, it indicates

attraction, while below 1 indicates repulsion.

Immunofluorescence and epifluorescence microscopy

For standard epifluorescence imaging of histone post-translational modifications, after
blocking with BSA and Click reaction for EdU labeling, coverslips were incubated with
primary and secondary antibodies and stained with DAPI. Coverslips were mounted in
Vectashield medium. We used an Axiolmager Zeiss Z1 microscope with a 63x objective.

For confocal images, we used a Confocal Zeiss LSM780, and images were acquired using
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63x/1.4NA under Zen blue software (Zeiss - Germany). Antibodies were used at the
following dilutions: H3K9me3 1:1000 (39765, ActiveMotif), H3K27me3 1:500 (07-449,
Millipore), H3K4me3 1:500 (07-473, Millipore), H3K36me3 1:500 (ab9050, Abcam),
YH2AX (05-636, Euromedex).

H3.3 and H3.1 ChIP and ChIP-seq data analysis

We performed HA-tag ChIP-seq from the HeLa H3.3-SNAP-3xHA and HeLa H3.1-SNAP-
3xHA cell lines as described in Rotem et al’7. We used 4 million cells digested in 100 pL
with MNase for 8 min at 37°C (3 units/million cell). We performed HA-ChIP by
incubating chromatin (100 pL) supplemented with 500 pL incubation buffer (Tris HCI
50mM pH7.5, NaCl 100mM, BSA 0.5%, protease inhibitors tablet cocktail, Roche) with
anti-HA beads (10 pL) (Roche diagnostics). After overnight incubation on a rotating
wheel at 4°C and following washes, we collected beads in 20 uL TE. We eliminated RNA
contaminant by adding 2 uL. RNAse A (10 ug/pL) and incubating 30 minutes at 37°C. We
eluted DNA by adding 2 pL Proteinase K (20 pg/uL), 2.5 uL SDS 2% and incubating 2
hours at 37°C. DNA was then purified with Agencourt AMPure XP Beads (Beckman
Coulter) according to manufacturer recommendations in 20 pL water. Sequencing
libraries (TruSeq ChIPseq) were prepared with 15 ng of DNA and pair-end sequenced on
HiSeq2500 at the Institut Curie NGS sequencing platform.

Reads were aligned to the human genome version hg19/GRCh37 with Bowtie278
(version 2.2.9), run in paired-end mode using the --very-sensitive parameter. Genome-
wide coverage in bedGraph format was obtained for each alignment using bedtools”?
(version 2.17.0) after sorting and indexing the corresponding BAM file with samtools80
(version 1.1). Custom Python scripts were used to compute the mean per-base coverage
at consecutive 10 kb bins along each chromosome, after normalizing the read counts to
the total sequencing depth for each sample. The log; ratio to input at non-zero bins was

used as a proxy for H3 enrichment.

Data and Code availability

All relevant data and analysis code for genome-wide and imaging experiments are
available from the authors upon request. Raw sequencing data is available on NCBI SRA

(pending accession number).
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Figure 1 - Global H3.3 and H3.1 genome-wide occupancy relative to replication timing
and transcriptional activity

A. H3.3 and H3.1 genomic coverage normalized to input (chromosome 3 centromeric
band + 15 Mb, x-axis). The y-axis shows the log; ratio between the mean per-base
number of reads from H3.3 (green) and H3.1 (purple) and their respective input, at
consecutive 10 kb bins (smoothed over 5 non-zero bins). Enriched regions (i.e. log ratio
> 0) are highlighted in darker colors.

B. H3.3 and H3.1 occupancy by replication timing: the panels show the histogram and
Gaussian kernel density corresponding to the log: ratio to input for H3.3 (green) and
H3.1 (purple) at 10 kb regions ranked by replication timing from early to late (S phase
fraction with the highest mean coverage in Repli-Seq data from Dellino et al. 2013).

C. Mean values corresponding to B.

D. H3.3 and H3.1 occupancy by replication timing at increasing levels of nascent
transcription: the mean log; ratio to input for H3.3 (green, left) and H3.1 (purple, right)
at 10 kb regions ranked by replication timing (as in B) and transcription percentile
(based on nascent RNA-Seq data from Liang et al. 2015). The color gradient represents
increasing levels of nascent transcription computed from the log:-transformed mean
coverage: absence of measurable transcription (none), lower 10th percentile (low), 10th
to 90th percentile (mid) or upper 10th percentile (high).

E. H3.3 and H3.1 correlation with early DNA synthesis at increasing transcription
levels. H3.3 (top) and H3.1 (bottom) log; ratio to input (x-axis) against S1 coverage
normalized to the average over all fractions (log; ratio, z-axis) at 10 kb regions ranked
by transcriptional status (y-axis). The rank reflects the level of nascent transcription as

described above.
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Figure 2 - Tracking histone H3 variants with STORM microscopy

A. Labeling scheme using H3.3- or H3.1-SNAP to follow global (top) or parental (bottom)
histones. A pulse using the fluorophore TMR (orange) labels SNAP-tagged H3.3 or H3.1.
EdU incorporation at the end of the assay allows the detection of replicated DNA
(green). This EdU labeling is carried out either during the TMR pulse to compare global
H3 distribution with patches of DNA synthesis, or after a chase period that allows
synthesis and deposition of new unlabeled H3.3- or H3.1-SNAP. The latter enables the
localization of 48h-old parental histones with new patches of DNA synthesis. In all cases,
we eliminate soluble histones by triton extraction prior to fixation in order to analyze
chromatin bound H3.3 or H3.1 fractions.

B. Left panels: confocal images of global H3.1 (TMR, red) and replicated DNA (EdU,
green) at different S phase stages and outside S. Cells outside S phase are EdU negative,
early S phase shows patterns broadly labeling the nucleus with the exception of the
nucleoli, and mid/late S phase shows patterns with clear enrichment at the nuclear
periphery and around nucleoli. Right panels: STORM images of global H3.1 (TMR,
orange) and replicated DNA (EdU, green) in cells outside S phase, early S phase and
mid/late S phase. We used the ViSP software to render STORM images. Scale bars

represent 10 um.
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Figure 3
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Figure 3 - Global distribution of H3.3 throughout S phase using STORM assay

A. Labeling scheme using H3.3-SNAP to follow global H3.3 as described in Figure 2.

B. Representative STORM images of global H3.3 (TMR, orange) and replicated DNA
(EdU, green) in HeLa H3.3-SNAP. EdU labeling, as described in Figure 2, allows the
selection of cells outside S phase, in early S phase and mid/late S phase. The color
gradient corresponds to the z range. Scale bars represent 5 um. Insets represent
enlarged images of selected area where scale bars correspond to 600 nm.

C. For the H3.3-enriched areas - defined as conglomerates - in the whole nucleus: the
plots show the distribution of volume (top) or density (bottom) of H3.3 conglomerates
in cells outside S phase (black), in early S phase (blue), and in mid/late S phase
(magenta). For C and D, N=11, 8, and 10 cells for outside S phase, early S phase and
mid/late S phase respectively. p-values (using a Mann-Whitney-Wilcoxon test): (**x)
p<0.001; (**) p< 0.01; (*) p< 0.05; (ns) not significant.

D. For H3.3 conglomerates in regions of replicated DNA, the plots show the distribution
of volume (top) or density (bottom) of H3.3 conglomerates in cells in early S phase
(blue), and in mid/late S phase (magenta).

E. Scheme summarizing the changes in volume and density of H3.3 conglomerates

outside S phase, in early S phase, and in mid/late S phase.
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Figure 4 - Global distribution of H3.1 throughout S phase using STORM assay

A. Labeling scheme using H3.1-SNAP to follow global H3.1 as described in Figure 2.

B. Representative STORM images of global H3.1 (TMR, orange) and replicated DNA
(EdU, green) in HeLa H3.1-SNAP. EdU labeling, as described in Figure 2, allows the
selection of cells outside S phase, in early S phase and mid/late S phase. The color
gradient corresponds to the z range. Scale bars represent 5 pum. Insets represent
enlarged images of selected area where scale bars correspond to 600 nm.

C. For the H3.1-enriched areas - defined as conglomerates - in the whole nucleus: the
plots show the distribution of volume (top) or density (bottom) of H3.1 conglomerates
in cells outside S phase (black), in early S phase (blue), and in mid/late S phase
(magenta). For C and D, N=9, 10, and 13 cells for outside S phase, early S phase and
mid/late S phase respectively. p-values (using a Mann-Whitney-Wilcoxon test): (**x)
p<0.001; (**) p< 0.01; (*) p=< 0.05; (ns) not significant.

D. For H3.1 conglomerates in regions of replicated DNA: the plots show the distribution
of volume (top) or density (bottom) of H3.1 conglomerates in cells in early S phase
(blue), and in mid/late S phase (magenta).

E. Scheme summarizing the changes in volume and density of H3.1 conglomerates

outside S phase, in early S phase, and in mid/late S phase.
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Figure 5
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Figure 5 - Tracking parental H3.3 and H3.1

A. Labeling scheme using H3.3- or H3.1-SNAP to follow parental H3.3 or H3.1 as
described in Figure 2. We used three different chase times: Oh, 24h and 48h (equivalent
to tracking global, 24h-old and 48h-old histones).

B. Standard epifluorescence images of histones H3.3 or H3.1 after a chase of Oh, 24h and
48h. DAPI stains nuclei. Scale bars represent 10 um.

C. The plots show the quantification of the fluorescence for H3.3 or H3.1 after different
chase times. Dashed lines correspond to how the signal would decrease by cell division-
dependent dilution only, determined using the growth rate of each cell line HeLa H3.3-

and H3.1-SNAP.
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Figure 6 - Effect of hydroxyurea treatment on parental H3.1 recycling at replication
sites.

A. Labeling scheme using H3.1-SNAP to follow parental or H3.1 as described in Figure 2.
In addition, we perform a 30 min hydroxyurea (HU) treatment prior to fixation. The
dashed box depicts DNA at the replication fork with or without HU treatment: parental
DNA (black), newly synthesized DNA (green), or single-stranded DNA (grey).

B. Representative STORM images of parental H3.1 (TMR, orange) and replicated DNA
(EdU, green) in HeLa H3.1-SNAP in early and mid/late S phase. The color gradient
corresponds to the z range. Scale bars represent 5 pm.

C. Calculation method for the signal for parental H3.1 normalized to EdU: in regions of
replicated DNA, we counted parental H3.1 detections and normalized to the EdU
detections and the total parental H3.1 detections in the nucleus.

D. Distribution of the signal for parental H3.1 (right) normalized to EdU in early S phase
in control (No HU, black) and HU-treated cells (HU, blue or pink) in early (left) or
mid/late (right) S phase cells. In the No HU condition, N=10 cells for early S and N=9
cells for mid/late S. In the HU condition, N=8 cells for early S and N=10 cells for mid/late
S. p-values (using a Mann-Whitney-Wilcoxon test): (x**) p<0.001; (**) p< 0.01; () ps
0.05; (ns) not significant.

E. Analysis method for the spatial distribution of parental H3.1 relative to replicated
DNA. For each region of replicated DNA, we defined 50 nm wide concentric zones
centered on the center of gravity of the replicated DNA site. We assigned surrounding
detections of parental H3.1 to zones based on their distance to the center. The number
of detections counted in each region was normalized to the volume of the corresponding
region.

F. Spatial distribution of parental H3.1 relative to replicated DNA. The plots show the
distributions of the distances of parental H3.1 to the center of replicated DNA sites for
control (black) and HU-treated cells (blue or pink) in early S phase cells (left), interior of
mid/late S phase cells (middle), and periphery of mid/late S phase cells (right).
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Figure 7 - Effect of ASF1 depletion on the recycling of parental H3.3 and H3.1 at
replicated DNA regions

A. Labeling scheme using H3.3- or H3.1-SNAP to follow parental H3.3 or H3.1 as
described in Figure 2. In addition, we perform a siRNA transfection (mock or against
ASF1) immediately following the TMR pulse labeling histones and prior to the 48h-
chase.

B. Representative STORM images of parental H3.1 (TMR, orange) and replicated DNA
(EdU, green) in HeLa H3.1-SNAP in early S phase. The color gradient corresponds to the
z range. Scale bars represent 5 pm.

C. Calculation method for the signal for parental H3.3/1 normalized to EdU as described
in Figure 6C.

D. The plot shows the distribution of the signal for parental H3.3 (left) or H3.1 (right)
normalized to EAU in early S phase in control (mock, black) and ASF1-depleted cells
(siASF1, blue). For H3.3, in the mock condition, N=11 cells, and in the siASF1 condition,
N=10 cells. For H3.1, in the mock condition, N=10 cells, and in the siASF1 condition,
N=10 cells. p-values (using a Mann-Whitney-Wilcoxon test): (¥**) p<0.001; (**) p< 0.01;
(*) p= 0.05; (ns) not significant.
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Figure 8 - Effect of ASF1 depletion on the spatial distribution of parental H3.3 and H3.1
throughout S phase

A. Analysis method for the spatial distribution of parental H3.3 and H3.1 relative to
replicated DNA as described in Figure 6E.

B. Spatial distribution of EdU relative to replicated DNA. The plot shows the distribution
of the distances of EdU detections to the center of replicated DNA sites for control
(black) and ASF1-depleted (blue) early S phase cells. For B-D, the same cells were used
as in Figure 7.

C. Spatial distribution of parental H3.3 relative to replicated DNA. The plots show the
distributions of the distances of parental H3.3 to the center of replicated DNA sites for
control (black) and ASF1-depleted cells (blue or pink) in early S phase cells (left),
interior of mid/late S phase cells (middle), and the periphery of mid/late S phase cells
(right).

D. Spatial distribution of parental H3.1 relative to replicated DNA. The plots show the
distributions of the distances of parental H3.1 to the center of replicated DNA sites for
control (black) and ASF1-depleted cells (blue or pink) in early S phase cells (left),
interior of mid/late S phase cells (middle), and the periphery of mid/late S phase cells
(right).
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Supplementary Figure 1
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Supplementary Figure 1

A. H3.3 distribution by transcription levels. For A and B, the box plots show,
respectively, the distribution of H3.3 and H3.1 log; ratios to input (y-axis) at 10 kb
regions ranked by transcriptional status (x-axis). The rank reflects the level of nascent
transcription, from none to low (lower 10th percentile), mid (10t to 90t percentile) or
high (upper 10t percentile) (highlighted with increasingly darker colors).

B. H3.1 distribution by transcription levels.
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Supplementary Figure 2
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Supplementary Figure 2

A. Analysis of the H3.3 or H3.1 signal. The DBSCAN clustering algorithm groups together
detections with enough neighbors in a given radius. We refer to the isolated clusters as
H3.3 or H3.1 conglomerates. We analyze the volume and density of these conglomerates.
B. Number of regions or replicated DNA detected using the DBSCAN approach applied to
the EdU signal in our HeLa H3.3- (left) or H3.1-SNAP (right) cell lines. Error bars
represent standard deviation. p-values (using a t test): (***) p<0.001; (**) p< 0.01; (*)
p< 0.05; (ns) not significant.

C. The plots show the distribution of volumes of regions of replicated DNA in our HeLa
H3.3- (left) or H3.1-SNAP (right) cell lines. Error bars represent standard deviation. p-
values (using a Mann-Whitney-Wilcoxon test): (***) p<0.001; (x*) p< 0.01; (*) p< 0.05;

(ns) not significant.
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Supplementary Figure 3
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Supplementary Figure 3

A. (Left) Number of H3.3 conglomerates detected; (right) total number of H3.3
detections in the nucleus. 20 000 frames were used. Error bars represent standard
deviation.

B. Voronoi tessellation of STORM data. This partitions the signal into polygons such that
each polygon contains a single detection. Large polygons (yellow) correspond to low-
density regions and small polygons (dark red) correspond to high-density regions.

C. Voronoi surface analysis: the plot shows the distribution of small surfaces in cells in
early S phase (blue) and in mid/late S phase (magenta). For early S, N=8 cells and, for
mid/late S, N=10 cells. p-values (using a Mann-Whitney-Wilcoxon test): (***) p<0.001;
(**) p< 0.01; (*) p< 0.05; (ns) not significant.: (***) p<0.001; (*x) p< 0.01; (*) p< 0.05;

(ns) not significant.
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Supplementary Figure 4
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Supplementary Figure 4

A. (Left) Number of H3.1 conglomerates detected; (right) total number of H3.1
detections in the nucleus. 20 000 frames were used. Error bars represent standard
deviation.

B. The plots show the distributions of the volume of H3.3 or H3.1 conglomerates in cells
outside S phase (left), in early S phase (middle), and in mid/late S phase (right).

C. Conglomerate volume distributions in individual cells. (Left) Each row represents a
single cell where the percentage of conglomerates falling in every 7500 nm3 bin was
calculated and normalized for display. Heatmaps are unsorted within each group.
(Right) Scatter plot of the corresponding volume peaks cell by cell. Error bars represent
standard deviation. p-values (using a t test): (¥**) p<0.001; (**) p< 0.01; (*) p< 0.05;
(ns) not significant. Error bars represent standard deviation.

D. (Left) Voronoi tessellation of STORM data. This partitions the signal into polygons
such that each polygon contains a single detection. Large polygons (yellow) correspond
to low-density regions and small polygons (dark red) correspond to high-density
regions. (Right) Voronoi surface analysis: the plot shows the distribution of small
surfaces in cells in early S phase (blue) and in mid/late S phase (magenta). For early S,
N=10 cells and for mid/late S, 13 cells. p-values (using a Mann-Whitney-Wilcoxon test):
(*¥**) p=<0.001; (**) p< 0.01; (*) ps 0.05; (ns) not significant. Error bars represent

standard deviation.
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Supplementary Figure 5
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Supplementary Figure 5
Growth curves corresponding to the two cell lines HeLa H3.3- and H3.1-SNAP. Error

bars represent standard deviation. Three experimental replicates were used.
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Supplementary Figure 6
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Supplementary Figure 6

A. RPA staining (magenta) and EdU staining (green) in control and HU-treated
conditions, revealed by immunofluorescence. DAPI stains nuclei (cyan). The images
were acquired using an epifluorescence microscope. Scale bars represent 5 pm.

B. Quantification of parental H3.1 signal using epifluorescence microscopy in the control
and HU-treated condition. p-values (using a t test): (¥*x) p<0.001; (**) p< 0.01; (*) p=

0.05; (ns) not significant.
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Supplementary Figure 7
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Supplementary Figure 7

A. Labeling scheme using H3.1-SNAP to follow new histones. A quench step labels all
preexisting histones with a non-fluorescent dye. A chase step allows synthesis and
deposition of new unlabeled H3.1-SNAP. A pulse using the fluorophore TMR (orange)
labels H3.1-SNAP. The EdU labeling and triton extraction are as described in Figure 2.

B. Representative STORM images of new H3.1 (TMR, orange) and replicated DNA (EdU,
green) in HeLa H3.1-SNAP. The color gradient corresponds to the z range. Scale bars
represent 5 pm.

C. The plots show the distributions of the distances of new H3.1 to the center of
replicated DNA in early S phase cells (left), mid/late S phase cells in the nuclear interior
(middle), and mid/late S phase cells at the nuclear periphery (right).

D. Distance at the peak in the distribution plots in B for cells in early S phase (blue),
mid/late S phase cells in the nuclear interior (dark pink), and at the nuclear periphery
(light pink).

(i) (Top) Simulated data of two signals for (left) randomly distributed populations,
(middle) two colocalizing signals, and (right) two signals at a fixed distance from each
other. (Bottom) m function plotting the enrichment of the orange signal relating to the
green in the three cases. Region of the graph above 1 (dashed orange line) indicates
attraction. (ii) m function applied to the signal of new H3.1 and the signal of EAU. In each
cell, we applied the function locally to 8 zones at the nuclear periphery and 8 zones in
the nuclear interior. (Bottom) Example of m function for one zone. (Top) The scatter
plot indicates the distance at the maximum of the first peak for each zone. Due to low
signal in some zones, some m functions did not feature a peak of enrichment and were

excluded. Error bars represent standard deviation.
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Supplementary Figure 8
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Supplementary Figure 8

A. Scheme of the experiment: we either performed a single EAU pulse (EdU pulse), or an
EdU pulse followed by a 30 min-chase (EdU pulse-chase) in HeLa H3.1-SNAP.

B. Distribution plots of the distances of EAU detections to the center of replicated DNA
for the EAU pulse (black) and EdU pulse-chase (blue) in early S phase cells.

C. The plot shows the distribution of the volume of regions of replicated DNA in cells for

the EdU pulse (black) and EdU pulse-chase (blue) in early S phase cells.
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Supplementary Figure 9
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Supplementary Figure 9

A. Western Blot analysis of ASFla and ASF1b knockdown efficiency using siRNA against
ASF1. The SNAP H3.1 also contains a HA-tag, which was probed for in this Western Blot.
B. Ratio between the final (48h-chase after pulse, about two divisions) and the initial (Oh
after pulse) H3.1 signal in the whole nucleus in mock versus siASF1-transfected cells
following a pulse-chase experiment in a synchronized population. An epifluorescence
microscope was used. p-values (using a t test): (***) p<0.001; (**) p< 0.01; (x) p < 0.05;
(ns) not significant.

C. H3K4me3, H3K36me3, H3K27me3 and H3K9me3 staining (white) in control and
ASF1-depleted conditions, revealed by immunofluorescence in HeLa H3.1-SNAP cells.
DAPI stains nuclei (blue). The images were acquired using a confocal microscope. Scale

bars represent 10 pm.
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Supplementary Figure 10
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Supplementary Figure 10

MNase sensitivity analysis. Agarose gel electrophoresis of total DNA extracted from
Mock or siASF1 cells after the indicated times of MNase treatment (left). Densitometric
plots comparing digestion profiles at 2.5, 5 and 10 minutes of digestion show no change

between the two conditions (right).
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Supplementary Figure 11

A. Labeling scheme: Histone C.
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Supplementary Figure 11

A. Labeling scheme for H3K9me3 and H3K36me3 stainings in HeLa H3.1-SNAP in upon
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