
HAL Id: tel-02519746
https://theses.hal.science/tel-02519746v2

Submitted on 31 Mar 2020

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

A bottom-up approach to energy management in a
Smart Grid : adaptive and reactive model using a

decentralized architecture for a generic user-centered
system enabling large scale deployments

Victor Lequay

To cite this version:
Victor Lequay. A bottom-up approach to energy management in a Smart Grid : adaptive and reactive
model using a decentralized architecture for a generic user-centered system enabling large scale de-
ployments. Artificial Intelligence [cs.AI]. Université de Lyon, 2019. English. �NNT : 2019LYSE1304�.
�tel-02519746v2�

https://theses.hal.science/tel-02519746v2
https://hal.archives-ouvertes.fr






THESIS

A BOTTOM-UP APPROACH TO ENERGY
MANAGEMENT IN A SMART GRID :
ADAPTIVE AND REACTIVE MODEL

USING A DECENTRALIZED
ARCHITECTURE FOR A GENERIC

USER-CENTERED SYSTEM ENABLING
LARGE SCALE DEPLOYMENTS.

Victor LEQUAY





Foreword

Abstract

The field of Energy Management Systems for Smart Grids has been extensively ex-
plored in recent years, with many different approaches being described in the literature.
In collaboration with our industrial partner Ubiant, which deploys smart homes solu-
tions, we identified a need for a highly robust and scalable system that would exploit
the flexibility of residential consumption to optimize energy use in the smart grid. At
the same time we observed that the majority of existing works focused on the manage-
ment of production and storage only, and that none of the proposed architectures are
fully decentralized. Our objective was then to design a dynamic and adaptive mecha-
nism to leverage every existing flexibility while ensuring the user’s comfort and a fair
distribution of the load balancing effort ; but also to offer a modular and open plat-
form with which a large variety of devices, constraints and even algorithms could be
interfaced. In this thesis we realised (1) an evaluation of state of the art techniques in
real-time individual load forecasting, whose results led us to follow (2) a bottom-up
and decentralized approach to distributed residential load shedding system relying on
a dynamic compensation mechanism to provide a stable curtailment. On this basis, we
then built (3) a generic user-centered platform for energy management in smart grids
allowing the easy integration of multiple devices, the quick adaptation to changing en-
vironment and constraints, and an efficient deployment.
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Résumé

Le domaine de la gestion de l’énergie dans les smart grids a été largement exploré ces
dernières années, de nombreuses approches différentes étant proposées dans la littéra-
ture. En collaboration avec notre partenaire industriel Ubiant, qui déploie des solu-
tions d’optimisation énergétique du bâtiment, nous avons mis en évidence le besoin
d’un système vraiment robuste et évolutif exploitant la flexibilité de la consommation
résidentielle pour optimiser l’utilisation de l’énergie au sein d’une smart grid. Dans
le même temps, nous avons observé que la majorité des travaux existants se concen-
traient sur la gestion de la production et du stockage et qu’aucune des architectures
proposées n’étaient véritablement décentralisées. Notre objectif était alors de concevoir
un mécanisme dynamique et adaptatif permettant de tirer parti de toute la flexibilité
existante tout en garantissant le confort de l’utilisateur et une répartition équitable des
efforts d’équilibrage ; mais aussi de proposer une plate-forme ouverte et modulaire
avec laquelle une grande variété d’appareils, de contraintes et même d’algorithmes
pourraient être interfacés. Dans cette thèse, nous avons réalisé (1) une évaluation des
techniques actuelles de prévision de la consommation individuelle en temps réel, dont
les résultats nous ont amenés à suivre (2) une approche ascendante et décentralisée
pour l’ajustement diffus résidentiel reposant sur un mécanisme de compensation pour
assurer un effacement stable. Sur cette base, nous avons ensuite construit (3) une plate-
forme générique centrée sur l’utilisateur pour la gestion de l’énergie dans les réseaux
intelligents, permettant une intégration aisée de plusieurs périphériques, une adapta-
tion rapide à l’évolution de l’environnement et des contraintes, ainsi qu’un déploiement
efficace.
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1.1 Context

1.1.1 The energy transition

The way we produce, transport, and use the energy we need in our everyday life is
changing. Adding to the systemic inefficiencies of current power grid management
systems (which will be explained in section 2.1.2.3), the pressure of the climate change
fuels the search for new approaches to power grid management. Indeed, the rise of
renewable energy sources bring in new constraints : their various size, location and
power question the traditional way of managing energy production that took the avail-
ability and stability of power plants for granted. Distributed energy resources like solar
panels or wind turbines, combined with a growing number of local storage solutions
like home battery or electric vehicles, will create new forms of power grids which will
require custom management systems for each configuration. Conveniently, the con-
stant advances in information technologies offers new opportunities, allowing a more
dynamic control of the various assets of the network.

To ease the burden on the production side, the idea of adjusting the demand has
gained traction in the last decades and the democratization of connected equipment
in households opens the door to residential demand response. Household consump-
tion represents a significant share of the total energy demand, but the integration of
residential buildings into a dynamic energy management process raises a number of
issues, notably when considering the comfort of the inhabitants. There is a need for a
system with the ability to handle the large variety of possible use cases and existing de-
vices, as well as the inherent complexity of the human factor, in order to build a smart
grid.

1.1.2 The meaning of "smart"

The word smart originally defines1 something that is quick, sharp, vigorous, and de-
rived from describing a stinging pain to become an adjective for cleverness, wit, quick
thinking. But what interests us here is the more recent meaning of smart. Embedded
in smartphone in its most famous application, the use of this adjective used as a prefix
can be traced back to the Vietnam war in a far less fortunate example : "smart bombs".
Already, it conveyed the ideas that are still referred to today in the terms smart TV,
smart homes, smart buildings, smart grids, and even smart car, among others. From the
smallest home appliance (smart plug) to the ubiquitous smart grid, what really does this
term represent? One could argue that it is a mere marketing tool, which we will not
deny. However, as this word continues to be used even in scientific papers, it seems
interesting to analyse the set of ideas it conveys. If this term is so pervasive in today’s

1source : Merriam-Webster 2019.
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society, it is probably because its meanings are plenty, and cover a large part of what
we envision as the future.

Smart as technologically advanced

The first idea that comes to mind when thinking of smart-something is one of improve-
ment and optimization, that such an object or entity can do more that its previous itera-
tions, provide more services or offer better solutions. This notion is very often directly
linked to technological progresses, and more precisely, to the promises of information
technologies. Computing power and connectivity are the two pillars of the smart era,
opening a broad range of new possibilities in every field since the beginnings of modern
computer sciences around the second world war. Machine learning makes the automa-
tion of more and more complex tasks possible, and plays a key role in what makes a
system "smart" by allowing it to predict the evolution of its environment and the ac-
tions of its users, providing more relevant and customized services. Because more than
just new services, what we call smart is the adaptiveness of the connected systems and
their seamless integration into our everyday life.

Smart as sustainable

But smart does not always mean more. In a context of rising awareness of our impact on
climate change, sustainability is a crucial point which is also implied here. It may seem
paradoxical to think that adding more technology could be a way to limit the impact
our growth has on climate. The cost of embodied energy is difficult to precisely eval-
uate and the only undisputed way to significantly reduce our environmental impact
would be to reduce our need for energy and technology, which asks for concrete and
much needed global behavioral changes. However, one can be optimistic regarding the
future evolution of energy consumption in the digital field and consider that "smart"
systems should be those which reduce our need for transportation and infrastructures
(remote working) or help us adopt a more sustainable way of life (smart thermostats
and light switches for example avoiding unnecessary consumption). Sustainability also
substantially lies in the way the system is designed considering its life-cycle, its re-
usability and its openness to limit early replacements, costly maintenance or useless
redundancies due to incompatibilities. Much like an intelligent species, a single-use
system tailored for a precise use case only and unable to evolve through time can not
pretend to be smart.

Smart as enabling

Among the number of advanced, adaptive services technological progress can offer,
those we call smart are often those that tighten the link between humans and their tools.
Using a combination of learning abilities and adaptiveness, services can become more
intuitive over time, allowing an ever-growing share of the population to use them. The
concept of ambient intelligence reflects this idea : a technology so seamlessly integrated
in our everyday life and environment that its use becomes natural and users forget
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its existence [Cook09]. This notion is key to the democratization of smart systems as
they become more pervasive by making their use feel more natural and less constrain-
ing to the user. Real-time reactivity also plays a big part when it comes to offering an
interaction that feels natural. Finally, interoperability and adaptiveness are crucial, re-
moving the hassle of system reconfigurations and incompatibility, as well as ensuring
an extended life-cycle.

1.1.3 The Smart Grid

Smart grids may be a solution to the quest for sustainability in our power grids, har-
nessing the potential of renewable energy and dynamic load adjustment to reduce
consumption and the use of fossil fuels. As such, they are more of a general con-
cept, a global trend regarding the evolution of power grids rather than a clearly de-
fined entity, though the articles of Farhangi [Farhangi10] and Massoud Amin et al.
[Massoud Amin05] provide a very good overview of the topic. We described above
the different aspect of the adjective "smart", we will now see how they apply to the fu-
ture of the power grid.
Firstly, the smart grid relies on information technologies to enable a more precise and
timely management of the different elements constituting the grid, most notably the re-
cently integrated equipment like distributed renewable sources, local storage systems
and connected residential appliances. The growing number of sensors and connected
devices brings new types of inputs to the management algorithms regarding the state
of the grid, and the improving frequency and precision of the measurements allows for
a more accurate and reactive control.
Secondly, reducing the carbon emissions of the power grid by allowing the integration
of renewable energy sources is one of the main purposes of the smart grid. Consump-
tion management along with eco-friendly behaviors prompted by more intuitive and
connected interfaces are also very important in this regard. As we mentioned before,
sustainability also lies in the diminution of deployment and maintenance resources
needed. The abstraction of management algorithms would enables the implementation
of open and scalable architectures in order to promote interoperability and to avoid un-
necessary redundancies.
Thirdly, the ubiquity of connected devices in households and more importantly the de-
ployment of smart meters enables the consumer to be more aware of its active role by
interacting easily with the management systems. A big part of the smartness of a grid
management system lies in its ability to engage the consumer into a proactive behavior
via intuitive interfaces and appealing incentives. To this end, preserving the comfort
and privacy of the user when controlling its equipment is crucial, and transparency and
accountability are needed.
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1.1.4 Ubiant and HEMIS

The work presented in this thesis has been achieved in collaboration with Ubiant, a
company based in Lyon, France. Ubiant develops HEMIS (Home Energy Management
Intelligent System), a software solution that allows users to control their connected
homes in order to reduce their energy consumption while preserving their comfort.
HEMIS is built around the idea of adaptiveness, starting from the observation that no
situation is exactly the same : each household is built differently, sits in a different en-
vironment, and is inhabited by different persons with varying needs. The long term
objective of Ubiant from the beginning has been to allow buildings to be autonomous
by managing local production and storage assets [Mansour12]. This thesis is part of
their ambition to propose a complete integration of the building into the smart grid
by interfacing their building operating system with an upper layer of global energy
management system.

1.2 Problem Statement

Our work was guided by three main objectives, which will be regularly recalled
throughout this manuscript. They represent the requirements we identified as nec-
essary to design a practical and efficient energy management system for the smart
grid :

• ensuring the continuous supply of loads and optimizing energy use

• maintaining user comfort in residential building to improve acceptance

• adapting to the different use cases and situation while allowing a cheap deploy-
ment and maintenance of the system.

Here we want to provide a concise description of our goals regarding these key points,
as they will be thoroughly detailed in chapter 2.

1.2.1 Optimizing energy use

The smart grid as we described it in Section 1.1.3 in an ensemble of technologies aiming
at handling the profound paradigm shift underwent by the energy sector as production
transitions to less predictable renewable sources. However, the fundamental issue asso-
ciated with power grid management is the same regardless of the energy sources or the
kind of grid : the balance between production and consumption must be maintained
at all time. In Section 2.1.2.2 we will describe in detail the different ways this balance
is kept, notably regarding how different mechanisms are used depending on the time
scale. The role of an Energy Management System (EMS) is then to schedule the con-
trollable assets to make sure demand is satisfied at all time, in a way that optimizes a
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certain number of criteria such as cost and ecological footprint, for example. To achieve
this, an EMS needs two critical types of information : an accurate forecast of both pro-
duction and consumption plus a knowledge of the available means of action on both
production and consumption. Ideally, these inputs would be available and perfectly
accurate, allowing a "perfect" solution to exist at any given time that could be found us-
ing appropriate optimization techniques. This is not to say that this problem would be
trivial, as even in perfect condition the large amount of possible solutions considering
the number of variables asks for very efficient algorithms. However in this theoreti-
cal case, the field of multi-objective optimization already covers the issue extensively.
In practice, the accuracy and availability of these inputs can vary greatly depending
on the use case, complicating the optimization process and asking for new approaches
to be found. In this thesis our primary objective is to design a system able to achieve
this multi-objective optimization dynamically to handle the inaccuracy of forecasts (see
Section 1.3.1) and the variable availability of controllable assets notably in a residential
setting.

1.2.2 Putting the user back in the loop

As we put forward in section 1.1.3, the smart grid offers many opportunities for the user
to actively participate in the energy management by taking control of its consumption
to not simply represent a passive constraint for the EMS.
To this end, our system must adapt to the user and not the other way around. If residen-
tial load management is the keystone of the smart grid (see Section 2.2), it must not be
achieved at the user’s expense otherwise the appeal of the whole concept will be signif-
icantly diminished. Avoiding discomfort could be done in by either taking full control
of the appliances without disturbing the user which means perfectly predicting their
behavior, or by letting the users in charge, guaranteeing their comfort but potentially
jeopardizing the optimization of energy use. We think that a mix of the two approaches
could be achieved by allowing a smooth cooperation between the user and the system.

By that, we mean that the users must be able to precisely define their level of engage-
ment in the process. With the growing number of connected appliances, the constant
evolution of user interfaces, and the latent behavioral changes due to environmental
awareness, it is very important that the way the users interact with the system should
not be set in stone and instead be very flexible and modular to accommodate various
use cases and user preferences.

1.2.3 Facilitating deployment

Our final objective is to develop a system that could be deployed on real settings in the
years to come. It was then imperative to take into account the practical constraints and
obstacles that are typically encountered when deploying a commercial solution of this
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kind, using the experience of Ubiant in this field. Indeed, considering the yet unknown
form of future grids, the future of connected appliances, and the varying degree on
equipment of the connected buildings, we had to build our system in a way that would
not rely on any of these parameters, or at least make as few assumptions as possible.
Genericity, adaptiveness, scalability and robustness were the keywords in the work
presented here in order to avoid being limited to only a few use cases. They will be
thoroughly defined in Section 2.3.

1.3 Contributions

1.3.1 Very Short Term Residential Load Forecasting

As we mentioned in 1.2.1, an energy management system relies heavily on its ability to
predict what the energy production and consumption will be, in order to plan adjust-
ments if needed. If residential buildings are to be integrated in an energy management
system to provide load adjustment services, being able to forecast their consumption
is necessary. However, everyday use of household appliances rarely follows a fixed
schedule, making residential consumption extremely variable. We studied various load
forecasting methods to assess the achievable accuracy of very short term individual
load forecasting, in order to evaluate the viability of a system that would heavily rely
on such a forecast. If the lack of large enough data set prevented us to draw defini-
tive conclusions, our preliminary results seem to show that the variability of residential
consumption on the very short term is too high to be accurately predicted by existing
techniques. However opportunities lie in the multiplication of sensors in the house-
hold providing contextual information, potentially allowing significant improvements
in the forecast that still need to be proven using larger datasets.

1.3.2 Decentralized Residential Load Shedding

As a first step toward the objectives we listed in section 1.2, and considering the results
of our exploratory work into load forecasting, we built a load shedding system based
on Hemis, Ubiant’s solution, which satisfies the requirements of the current french
power grid operator regarding load shedding mechanisms. We chose a decentralized
approach facilitating the scalability of the system, where each building estimates its
adjustment capacity without infringing upon the user’s control of their equipment. To
compensate for unforeseen user’s behavior, a coordination algorithm allows the con-
nected building to compensate in real time the variations in shedding capacity, provid-
ing an adaptive and robust service. A decentralized reinforcement mechanism helps
improve the service quality and further reduces the stress on the system and the users
while ensuring equity among the latter. This model shows that scalability and reactivity
can overcome the lack of reliability of the individual load forecasting and the stochas-
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tic nature of user behavior. It provided both a practical and deployable system using
existing systems, and a strong platform on which to build the principal contribution of
this thesis.

1.3.3 Generic and Adaptive Energy Management System

The final contribution of this thesis is a multi-agent model designed as a modular back-
bone for energy management in a smart grid. The idea was to offer a generic framework
on which a large variety of control algorithms, constraints and management policies
could be implemented. Unlike the previous model which mainly focused on a spe-
cific use case (load shedding) and a precise spatial and temporal scale (buildings with
hourly predictions), this system offers an abstracted representation of the objectives
and constraints both local and global. With only limited implementation requirements,
it provides a reliable coordination mechanism in which the various connected assets
agree on an operational schedule satisfying the needs of the grid. We implemented
our model and tested it on various situations using realistic data to demonstrate its
reliability.

1.4 Outline of this thesis

This thesis is articulated around the three contributions presented in the previous sec-
tion. Chapter 3 presents our exploratory work on short term load forecasting, the ob-
stacles we encountered and the preliminary results we obtained. In Chapter 4, we de-
scribe the decentralized residential load-shedding system we designed, which fits the
reliability requirement of today’s utilities while handling the variability of household
consumption thanks to our dynamic adjustment mechanism. Finally in Chapter 5 we
explain how we used the load shedding system as a basis to develop a generic smart
grid energy management system able to handle a large variety of use cases, mainly fo-
cusing on residential building integration. We conclude this thesis in Chapter 6 by a
summary of our contributions, how we intend to continue to improve it in the coming
months and what perspective it opens. Following this introduction, we first give in
Chapter 2 an in-depth overview of the context of our work. Following the three main
objectives stated in section 1.2, we explain the situation of the current power grids and
the issues that smart grids aim to solve, then focus on the importance of residential load
management and the necessity of a facilitated deployment. We also give an introduc-
tion to the multi-agent paradigm we use as a basis for our models.





2
Background and State of the art

� This chapter’s objective is to provide the reader with the necessary background to understand the rest
of the thesis. We will introduce the main concepts and notions related to energy management, comfort
preservation and practicality of the final system. �
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2.1 The challenge of energy management

As we briefly explained in chapter 1, the first purpose of an Energy Management Sys-
tem is to optimize the energy use. In this section we will cover basic notions about
electricity and power grids to better explain what optimizing means here and why it is
necessary.

2.1.1 Electricity

Electricity is a physical phenomenon whose exploitation gave birth to tremendous pro-
gresses, mainly by allowing us to easily transmit energy from one point to another.
Over the course of the last century, it has clearly become one of the backbones of our
societies.

2.1.1.1 Main concepts

Electricity is the manifestation of the electromagnetic force, one of the four fundamental
forces (with gravitation, weak interaction and strong interaction). This force creates an
electric charge in certain particles, notably electrons with a negative charge and protons
with a positive one. Being at the outer layer of atoms, electrons can move more or less
freely in certain elements, called conductors. This movement of electrons, named elec-
trical current and which intensity (I) is measured in Ampere, is triggered by a difference
in electric potential between two points, called voltage (U) and measured in Volts.
In a simple electric circuit, charges flow in one direction only in what is called a di-
rect current (DC). However, most commercial application use Alternating Current (AC)
where the current periodically reverses direction, its voltage usually following a sine
wave. The main advantage of alternating current is the possibility to modify its voltage
using a transformer, which made its use more practical during the development of large
scale power systems. Indeed, the power or amount of energy (in Watts (W)) conveyed
by an electric current is equal to the intensity of the current multiplied by the voltage
: P = VI. As the intensity is the main parameter responsible for losses due to heat in
long power lines, being able to raise the voltage allows to lower the intensity to keep
the same power output while limiting losses (see section 2.1.2.1).
It is a common misconception that charged particles carry this electrical energy along
as it goes. In fact, electricity is a wave transmitting energy from one point to another in
the same way that sounds travels through air, or a liquid transfers pressure in a piston.
As such, electricity in itself can not be stored. It does not really matter on a small elec-
tronic circuit, but as soon as multiple power sources are present, ensuring that there is
no excess or shortage of energy becomes an issue. The larger the grid, the more impor-
tant the problem is, which is why power grids need management systems, as we will
see in the next sections.
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2.1.1.2 A bit of history

The existence of electricity, under one form or another, has been known since Ancient
Egypt (around 3000 BCE). It is interesting to note that links between magnetism and
electricity, as well as the notion of conductivity began to be theorized during Antiquity.
At the time, the electricity was mostly observed in its static form, giving certain objects
like pieces of amber the ability to attract other small objects. In fact the Latin word
"electricus" comes from the Greek word "elektron" which literally means "amber". It
was first used by English scientist William Gilbert in "De Magnete", the first compre-
hensive study of the phenomenon written almost five millenniums later in 1600. In the
centuries following this pioneering work, numerous scientists of the time interested
themselves in the matter, often giving their name to the properties their discovered.
Benjamin Franklin famously showed that lightnings are electrical, Luigi Galvani stud-
ied the way by which neurons communicate via electric signals, Alessandro Volta in-
vented the battery, André-Marie Ampère formalized the link between electricity and
magnetism, Michael Faraday invented the electric motor in 1821 and Alexandre Bec-
querel discovered the photo-voltaic effect in 1839. The evolution of the various theories
developed during this period has been notably summarized by E.T. Whittaker in 1910
[Edmund Taylor Whittaker10].

The end of the 19th century witnessed significant advances in the field of electri-
cal engineering. The first distribution system is built in 1882 in the US, in Manhattan,
by Thomas Edison. At its source, a direct current (DC) generator was able to power
roughly 1200 light bulbs at the time and converted only 2.5% of the energy of the
burning coal. Its profitability was made difficult by the limitation of DC current at the
time, which made long distance transmission inefficient [Smil10]. Edison’s competitor,
George Westinghouse, installed the first commercial alternating current (AC) genera-
tor in the famous Niagara Falls power plant in 1896. It was hundreds of time more
powerful than Edison’s station and, thanks to the advantages of AC on long distance
transmission (see 2.1.2.1), was able to power Buffalo City 40km away. It marked the be-
ginning of AC domination and democratization over DC [Carlson13]. At the beginning
of the 20th century, the invention of the induction motor (enabling to convert electric-
ity back into mechanical motion) led to the invention of electric household appliances
and the rapid growth in demand pushed the creation and expansion of electric utili-
ties. Around 1915, nearly all states had their own regulated electric utility. Soon, larger
companies controlled most of the transmission network and power plants over multi-
ple states. In the last fifty years, various regulation policies were voted to consolidate
the rules of the energy market and strengthen the transmission system in anticipation
to the growing number of distributed renewable energy resources 1.

1"Public Utility Holding Company Act of 1935: 1935-1992," U.S. Energy Information Administration,
January 1993
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Figure 2.1: Basic structure of a large scale electric power system 2.

2.1.2 Conventional power grids

Today, the vast majority of developed countries has a well established power grid, of-
ten interconnected with one another, and all are very similar in their structure and man-
agement. Here we describe their composition, how they tackle the energy management
problem and why new solutions are needed.

2.1.2.1 General composition

A power grid, like any electric circuit whatever its size, is composed of three parts: pro-
duction, transmission/distribution and consumption (see figure 2.1). National power
grids are supplied by large power plants, from which electricity is transmitted by a
backbone of high voltage power lines to the loads where it is consumed.

Production

Alternators provide most of the world’s electric power, using a principle discovered in
1832 by Faraday to convert mechanical energy to electrical energy. In such a generator,
a turbine driven by wind, water, steam or gas rotates a magnet within a closed loop of
copper wire, creating current. Major evolution is in power generation technologies has
then for long mainly concerned the force used to rotate that magnet. The first power
plants used water to move a turbine, then steam turbines were used, allowing the ex-
ploitation of various fuel such as coal, natural gas, oil, bio-fuels or wastes to burn and
heat water into steam. Nuclear power plants appeared after the second world war as
carbon-free and very efficient way of producing electricity and rapidly became a ma-
jor source despite the significant risks linked to radioactive fuel waste. In France in
particular, nuclear power currently amounts to 78% of the electricity production (fig.
2.2). The major and almost only source of clean, sustainable energy until then was hy-
droelectricity, using the potential energy of water to drive a turbine. Unfortunately its
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Figure 2.2: Evolution of fuel sources for electricity generation in France

limited availability due to geographical and environmental constraints prevents it from
accommodating the growing demand, explaining its decreasing share in the energy mix
over the years (fig. 2.2).

The last two decades however have seen the rise of many other renewable energy
sources following massive worldwide investments in sustainable power generation
(see fig. 2.3). In France for example, solar generation started growing steadily in 2008 to
reach 8,5MW of installed capacity in 2018 3. In the same year, the cumulative capacity
of installed wind turbines reached 15MW, and renewable energies (with hydroelectric-
ity) supplied more than 20% of the national demand3. Sun, wind and water are not the
only source of renewable energy. Geothermal energy which uses Earth internal heat to
turn water into steam, as well as bio-fuel and waste burning are also amongst devel-
oping sources. A comprehensive survey of renewable energy sources can be found at
[Ellabban14].

Transmission/Distribution

In large scale power grids, the centralization of power generation means that electricity
must be transmitted over long distances. Unfortunately, power lines can not perfectly
conduct electricity and tend to loose a portion of the energy transmitted as heat (Joule

3 source : RTE, Panorama de l’électricité renouvelable 2018.
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Figure 2.3: Investment in renewable energies in the last decades

heating). This loss being proportional to the intensity of the current passing through
the wire, increasing its voltage allows to convey the same amount of energy more ef-
ficiently (see 2.1.1.1). Therefore, as depicted in figure 2.1, transmission grids are a net-
work of transformers that increase the voltage coming from power plant up to 800kV
(step up transformers) to send it through long distance power lines before reducing it
again (step down transformers) to distribute it to end consumers. This results in a seg-
mented network, with sections carrying very high voltage (138 to 765 kV) constituting
the transmission network and sections connecting the end users at lower voltage (120V
to 70kV) as part of the distribution network.

Consumption

Nowadays, electricity has a large variety of uses, powering everything from transport
systems to farming equipment and of course our homes and industries. Due to the elec-
trification of energy uses (transport, heating, household appliances), global consump-
tion tends to generally increase over the years. If it stays relatively stable in developed
countries, the trend is clear when considering Asia and the Middle-East as can be seen
in figure 2.4. In 2017, Chinese electricity consumption grew by almost 6%, its fastest
pace since 20144.

4 source : Enerdata, Global Energy Statistical Yearbook 2018.
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Figure 2.4: Evolution in total energy consumption by region4.

2.1.2.2 Power grid balancing

The problem of storage

We explained in section 2.1.1.1 that electricity itself cannot be stored simply. It means
that the electricity needed at any given time must be produced by the power plants
at that same time, but also that all the power produced must be consumed. Power
can however be stored in other forms. Until recently, the only efficient way to do so
was to pump water up in the higher reservoir of a dam with surplus electric power,
then releasing it through turbines when needed. This solution is highly flexible and
very cheap, its only limitation being its total capacity as mentioned in 2.1.2.1. Signifi-
cant research and development efforts have been undertaken in recent years, notably in
chemical battery technologies [Aneke16], but it is still far from being a generally scal-
able, affordable and sustainable way of balancing a power grid. It is then necessary for
a grid operator to constantly monitor and control generation and transmission system
to maintain the desired quality of service to the end users.

Forecasting and scheduling

The first part of this balancing process is done ahead of time, using demand forecast
over various horizons. On the long term, to design and build power plants and trans-
mission equipment that are able to handle the load. On the medium to short term, to
schedule power generation a day ahead to match the predicted consumption. This is
done by stacking for each hour or half-hour the various energy sources in an order de-
pending on their characteristics until the total production for the interval matches the
forecast. Usually, energy sources are prioritized from the least flexible, like solar panels
or wind turbines that cannot be controlled or nuclear reactors that are slow to ramp up
of down, to the most reactive like hydraulic or gas turbines.
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Error correction

This process however relies on the accuracy of the load forecast that cannot be perfect
but also on the controllability of the majority of the generation panel. To compensate for
unforeseen variations, a series of mechanisms is implemented in every national scale
grids. A first layer of instantaneous corrections is automatically executed by genera-
tors and power electronics in a local reactive manner. They deal with small deviations
in frequency and voltage that occur continuously and rely on simple electronics with
almost no supervision. When the deviations are too important to be managed by this
layer, coordinated operations are needed. Their names and details can differ from one
operator to another but the following principles stay the same. When possible, power
plants do not commit to their full capacity when scheduling their operations but instead
keep what is often called a short-term operating reserve that allows them to produce
more power if needed. If this reserve is not enough, complementary measures are exe-
cuted that usually include the activation of peaking power plants that are able to ramp
up almost instantaneously. Industrial customers often have contracts with power grid
operators to provide demand response services, shutting down assembly lines at times
if needed for example. In some cases however, these mechanisms can fail to compen-
sate a peak in demand or a drop in production. As a last resort measure, parts of the
distribution network can be switched of temporarily (brownout) to avoid a large scale
failure of the power grid (blackout).

2.1.2.3 Issues of the current system

We saw in 2.1.2.2 that central power plants need to keep an operational margin in or-
der to compensate for unforeseen peaks in demand or production failure. It means
that today’s generators cannot operate at their nominal range as they are dimensioned
for power outputs that they do not reach most of the time. More importantly, as the
energy sources transition from fossil fuels to intermittent renewable sources like wind
and solar, the forecast uncertainty will increase while the available operational margin
will decrease. Also, as a side effect of the centralization of power systems, high voltage
power lines which allow the transmission of electricity over long distances represent a
significant cost and generate between 5% and 10% losses in power globally. To keep the
energy management system as it is today, the solution could be to increase the adjust-
ment capacity of the network. This can be done either by building more peaking power
plants or by developing large scale storage systems, which would be very expensive
and polluting. Sustainable solutions, as we will explain in the next section, reside not
only in more dynamic processes but mostly in more control over the consumption.
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2.1.3 Smart-grids : the new paradigm

In section 1.1.3, we defined the general idea behind the term "Smart grid" as a natural
improvement of the existing system thanks to new technologies. Here we will explain
the motivations behind this concept and how it brings new solutions to the issues en-
countered by today’s power grids.

2.1.3.1 Impact of climate change

The first ingredient to the rise of smart grids is climate change. Whether is was a trigger
or only a catalyst, the ongoing environmental crisis has been instrumental in numerous
changes in our societies.

On policies and people

Under the ecological pressure, various institutions around the globe took steps to re-
duce our impact on the environment. In the case of energy, this was notably done by
setting emission reduction targets to limit the use of fossil fuel and promote renewable
energy sources. The European Union for example took in 2010 a series of measures to
reduce its greenhouse gases by 20%, increase the share of renewable energy to at least
20% of consumption, and achieve energy savings of 20% or more, all by 2020. More
recently at the Paris Climate Conference (COP21) in 2015, nearly every countries in the
world agreed on a global action plan to limit global warming below a 2◦C. In May,
European Parliament elections saw a net progression of environmentalists, with green
political parties coming third and second in France and Germany, respectively.
As awareness about climate change grows, so does the general interest in ways to better
manage and reduce individual energy consumption [Lee15], as we will see in the next
section.

On the grid

Large scale power grids, as we explained in section 2.1.2.3, are not built to both integrate
a large share of intermittent, distributed renewable energy sources and exploit the load
flexibility of more energy-aware customers. Indeed, solutions under the current sys-
tem would either be to increase the security margin of existing power plant and build
more polluting fast-activating plants or to create large scale storage stations to compen-
sate variations in production, both of which would be costly, but also inefficient as it
would offer a temporary fix to a long term issue. In addition to climate-related con-
cerns, many European countries in the last decades decided to progressively phase out
nuclear power considering the potential risk for people and the environment, despite
the important reliance on this kind of energy. It further boosted the development of
renewable sources, particularly in Germany.
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2.1.3.2 Opportunities of information technologies

At the same time climate change urges societies to take action and increases the pres-
sure on the grid balancing mechanism, advances in information technologies and more
importantly their integration in more and more devices brings new opportunities. As
we explained in 2.1.2.2, the efficiency of an energy management system relies largely
on its ability to predict the consumption to schedule production accordingly. To this
end, electrical consumption is constantly monitored at various intervals, and the more
frequent the measurements are, the more precise and useful the information can be.
Until recently, small consumptions from residential or commercial buildings could not
be automatically transmitted to the operator. It was measured at the distribution point,
which lacked granularity, and the actual meter was difficult to access for the consumer
himself. Smart meters bring a digital solution by allowing the grid operator to access
the reading in real time and to make it available to the consumer. They are part of the
constant progress of information technologies toward connectivity, which gave birth
to the concept of Internet of Things : an ever-increasing number of connected sensors,
controllers and interfaces integrated in everyday devices and appliances and offering a
plethora of data, automation and remote control possibilities.

2.1.3.3 A diversity of solutions

To tackle the issue of the instability caused by intermittent renewable energy sources
and thus to enable their integration, various approaches have been offered. The un-
derlying principle is still the same : a number of assets must be coordinated in their
operations so that the sum of their production and consumption matches a predefined
value.

Supergrids and Virtual Power Plants

The need for better, more flexible energy management systems comes mostly from the
difficulty to control the output of intermittent energy sources like wind turbines and
solar panels. To tackle the problem at its source, two approaches offer to reduce this
inherent variability by grouping renewable sources scattered over a large territory, as
the variable power output is often directly linked to the meteorological conditions of
the location of the wind turbine or solar panel. By aggregating multiple generators
from various locations, the total production becomes less dependant on the weather
and thus is more stable.

The notion of Supergrids relates to a range of enhancement and additions to the
transmission system that would enable the interconnection of multiple national scale
power grids and the integration of remote renewable energy sources, like offshore wind
farms [Gordon06]. By facilitating the supply and exchange of renewable energy where
it is needed, it would help secure and stabilise the grid while enabling the development
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of more efficient and sustainable energy sources. The idea has gained significant trac-
tion in Europe where most inland countries are already interconnected [Van Hertem10].

While Supergrids are mainly a hardware approach to managing the variable avail-
ability of renewable energy, Virtual Power Plants take a more software-based path. Vir-
tual Power Plants, as indicated by their name, offer to present a single entity to the
power grid management system, hiding the variations of individual turbines or solar
panels and behaving as a stable power plant, thus simplifying the integration of renew-
able energies. The concept, first formally presented in [Awerbuch97], could provide an
interface to both the energy market and the grid balancing mechanism [Pudjianto07],
and can also be used to manage Demand Response [Ruiz09].

Microgrids

The concept of Microgrids emerged in the 2000’s [Lasseter01] as a way to handle the
growing number of distributed generation units. These are dispatchable units using
fossil fuels like fuel cells or CHP5 units, or renewable energy sources like photo-voltaic
panels, wind turbines, biomass or micro hydroelectricity [Lasseter02]. They are in-
stalled on low-voltage networks, close to customer load, and can provide power backup
in case of blackouts. But the true potential of these new generation means lies in the
way they are managed as all-day power supply. Indeed, these low-voltage, low-power
units cannot be integrated as-is in the main power system [Piagi06]. The idea is then to
create semi-autonomous sub-networks, "micro-grids", composed of low-voltage equip-
ment such as distributed generation, storage and residential loads, that can be consid-
ered as one single electric entity by the main network. The difference with the Virtual
Power Plant is that the different components of a microgrid are physically (not vir-
tually) close to each other and connected to the same low-voltage network. Robert
Lasseter [Lasseter01], one of the first researchers to study this concept back in 2001, de-
scribes a microgrid as "a cluster of micro-sources, storage systems and loads which presents
itself to the grid as a single entity that can respond to central control signals". This defini-
tion can be found in the majority of the papers related to microgrids [Dimeas05], but
as the IEEE-PES Task Force on Microgrid Control puts it in a 2014 survey [Olivares14],
"a detailed definition of microgrids is still under discussion in technical forums". The size
of a microgrid is also part of its definition, as many of the advantages of the concept
disappear when the size of the system increase, in terms of capacity, number of appli-
ances or topography (as line losses increase with the distance). Colson et al for example
[Colson09] consider a power system of several MW or less, which can be illustrated by
the isolated power system of Lemnos [European Commission96] which gather a total
power of 14.84 MW using diesel generators, wind turbines and some solar panels.

If the microgrid concept was proposed as a way to better integrate renewable energy
sources and distributed generation in general into the main power grid, consumers
that are part of a microgrid would not just benefit from a more efficient, eco-friendly

5Combined Heat and Power
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power system as a microgrid has other advantages. As Colson et al. [Colson09] put
it : "The primary goal of microgrid architectures is to significantly improve energy production
and delivery for load customers, while facilitating a more stable electrical infrastructure with a
measurable reduction in environmental emissions". First, its local generation capacity and
single point of connection with the main grid means that it can disconnect from it in
case of general blackout and still provide its consumers with a good quality current.
Secondly, the general quality of service should be globally better as small disturbances
in frequency and voltage that are usually observed in the main grid can be compensated
by local sources. Finally, as a microgrid is considered as a single entity on the electricity
market, it can trade energy with the main grid and sometimes make profit from the low
cost of renewable energies.

Demand Response

The idea of controlling the demand to alleviate the burden of intermittent generation
or reduce load peaks is not new [Sanghvi89] and is relatively straightforward. As we
mentioned in 2.1.2.2, this method is regularly used with industrial consumers as their
operations can be easily scheduled. A significant volume of the total consumption can
be reduced by a handful of factories, which makes the process compatible with the cur-
rent centralized control of power grids. Moreover, delayed operations can easily be
compensated financially and have limited impact on people [Gils14]. However, indus-
trial demand response is limited in terms of overall flexibility, as the volume of curtailed
consumption is difficult to adjust precisely and in a reactive way : assembly lines can-
not be partially stopped, and neither can they be switched on and off frequently and
randomly. To constitute a credible solution to the future fluctuations of production,

demand response must be highly flexible and reactive. We saw in 2.1.3.2 that the
democratization of smart meter has accelerated in recent years. It opens the door to
the management of residential loads which are potentially more flexible and could be
more dynamically controlled. Residential load shedding [Haider16] raises two major
challenges because if it solves the two issues of industrial demand response, it does not
have its two key advantages : limited impact on comfort and large capacity.
Thus the first challenge comes from the impact of load shedding on the comfort of
the inhabitants. Indeed, unlike industrial processes, domestic needs and associated
electrical consumption can not systematically be delayed with a simple financial cost
[Nguyen14]. Depending on the time of the day for example, a space heater could be
switched off without being noticed or on the contrary be necessary for a sleeping baby.
This complexity is addressed in depth in section 2.2.
The second challenge comes from the small volume of energy consumed by a residen-
tial building compared to factories. In order to be useful in a large scale power grid
balancing effort, a residential load shedding system would need to aggregate a large
number of buildings in order to reach a significant shedding capacity [Beal12]. As dis-
tributed demand side management could provide a substantial relief in handling the
variability of renewable production without necessitating extensive modifications of



24 Chapter 2. Background and State of the art

the existing system, our first contribution detailed in Chapter 4 focused on this ap-
proach. But demand side management can be applied at any scale : in residential mi-
crogrids for example, load management could be crucial to avoid relying on external
sources in case of shortage, or to take advantage of excess production [Lim14].

2.2 Leveraging residential consumption

In the previous section we gave a broad overview of how power grids work and how
new forms of energy managements could help solve the challenges faced by current
systems. We saw that leveraging residential consumption could bring new opportuni-
ties in demand response and also in microgrid management. In this section we focus
on the issue of residential consumption management to furthesr describe these oppor-
tunities, identify the associated challenges and the existing advances in the field.

2.2.1 The weight of residential consumption

2.2.1.1 Current situation and trends

In France, households and commercial buildings account for more than a third of the
total electricity consumption6. The ongoing deployment of smart meter, which should
soon cover the vast majority if not the integrality of consumers by 2021 as part of a
European initiative, is the key to unlock the potential of residential load management
as it enable its precise monitoring [McKenna12]. According to the French grid operator,
air conditioning (both heating and cooling) and water heating accounted for roughly
40% of a household electricity consumption in 2017, as we see in Figure 2.5. With the
democratization of smart thermostats, these devices represent a major tool to act on
a building’s consumption [Lu10]. Accounting for another quarter of electricity uses,
connected household appliances like dishwashers, along with lighting, are beginning
to spread and could also take part in demand response mechanisms in the near future.

The democratization of Plug-in Electric Vehicles (PEV) along with home storage bat-
teries, micro-cogeneration and solar panels are bound to fundamentally change the way
we consider the consumption of a residential building [Nguyen14]. As it becomes more
and more possible for a home to generate electricity to satisfy its own needs and even to
feed it to the grid, the word "prosumption" seems more fitting. This mix between pro-
duction and consumption is very interesting from many point of views, regarding the
improved autonomy from the grid in case of global failures, the reduction in transmis-
sion losses or the possibility of creating local energy market, and as such a prosuming
building can be seen as a microgrid (see Section 2.1.3.3) of its own [Lopes07].

6 source : RTE, Bilan Electrique 2017.
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Figure 2.5: End uses of residential electricity consumption in France. Source : RTE,
Bilan Electrique 2017.

2.2.1.2 Load consideration in research

Various ways of controlling residential consumption have been explored in the litera-
ture, with a clear focus on demand response applications [Nunna12, Albadi08], some-
times with both production and consumption [Kahrobaee13]. An extensive survey by
Pierluigi Siano [Siano14] gives a broad overview of papers on the subject. Each time, the
importance of high customer participation is highlighted, as it is the logical condition
for a functioning demand response system. The state of the art of residential demand
response will be detailed in section 4.2. In papers studying microgrid control how-
ever, loads are often neglected as researches focus mostly on production and storage
management. Levron et al. [Levron13] for example do not take load into account and
consider it constant over time. Others like [Basir Khan16, Dagdougui14, Karavas15]
use time-varying loads, with various degree of realism in the load profiles used. Even
when loads are integrated in the optimization process, they are often considered as ei-
ther critical (that can not be switched off) or non-critical (that can be switched on or
off at will) [Colson11b, Colson11a, Chaouachi13]. In [Fazal12], loads are more clearly
categorized into "critical", "interruptible" and "deferrable". An in-depth review of load
management in smart grids will be provided in section 5.1.2. We argue that such sim-
plistic classification can be the source of inconveniences on the user’s side, as loads do
not systematically have the same priority depending on the time of the day or the user,
for example a heating system is not always interruptible. Moreover, customer satisfac-
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tion, comfort or proactive participation has been given less attention in existing works,
as we will see next.

2.2.2 Engaging users

In 2010, The EU Commission Task Force for Smart Grids asserted that "the acceptability
of new services by the customers is a main concern".7 The general idea is that in order to
use the flexibility of residential loads for grid balancing, involving the user in a positive
and active way is needed. There are many aspects to this issue that we will cover here.

2.2.2.1 Economical considerations

The economics of energy management are complex and multifaceted and we do not
pretend to provide a deep hindsight into this field, instead focusing on the most rele-
vant aspects. The general principle is simple : on one end of the electrical grid, suppliers
face a challenge as profitability goes generally against environmental considerations.
On the other, consumers have it easier as reducing their environmental footprint also
means reducing their electricity bill. For this reason, a significant share of researches in
residential demand response try to leverage electricity prices to influence consumption.
Price incentives are indeed an effective way to cheaply and rapidly enroll a large num-
ber of consumer into a load shedding program, which is why time-based pricing con-
tract have been used by utilities since the early days of large scale power systems. These
include "time-of-use pricing" with predetermined time periods with different prices, or
"critical peak pricing" where certain days have significantly higher electricity prices
[Newsham10]. The main drawback of this approach is the reliance on human reactivity
which can lead to inconsistent results and can also affect the customer negatively by
increasing their bill if they do not adjust their behavior correctly [Eid16]. In order to
increase the reliability and potentially reduce the impact on the customer’s bill, well
designed interfaces can go a long way [Becker12] but human reactivity is still a bottle-
neck. To bypass this obstacle, the idea of controlling residential consumption directly
via connected equipment has been extensively explored, where the dynamic electricity
price is used as a signal to switch off appliances or delay their use [Kahrobaee13]. The
advantage here is that users no longer have to worry about consuming when price is
too high which can help convincing them to enroll in such programs. However, more
work regarding the satisfaction of their preferences could be done, as pointed out in
[Callaway11]. In this regard, the work of Beal et al. [Ranade10, Beal12] proposes a
demand response system where the user can indicate the flexibility of each connected
device by choosing between four different levels, the first allowing it to be switched off
at any time and the last forbidding any interruption.

7Final deliverable, expert Group 1, functionalities of smart grids and smart meters. EU Commission
Task Force for Smart Grids.
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2.2.2.2 Social factors

Economical considerations aside, awareness of climate change and its probable human
causes has increased the consumers willingness to reduce their environmental foot-
print, and a significant part of the population is ready to do so by reducing energy
usage at home [Semenza08]. To encourage this kind of behaviors, social incentives can
be leveraged.

Gamification and communities

It is a well known fact that peer pressure is a very powerful tool to influence someone
into changing their behavior. And indeed, as the concepts of residential demand re-
sponse and microgrid grow in popularity, the idea of connecting users participating in
the same community or load shedding system has emerged, using the heuristics and
dynamics of games to design interfaces destined to stimulate user engagement. Gnauk
et al. [Gnauk12] for example use an explicit scoring and competition system to en-
courage the participant in indicating flexible periods where the system can delay the
starting of appliances. Similarly, [AlSkaif18] implements a rewarding system promot-
ing energy saving and peak shaving behaviors. In another example, [Kashani17] went
as far as creating carbon emission challenges accessible via the social network Face-
book. Our partner Ubiant also takes this path, using physical interfaces such as the
Luminion8 which shows the user how its current energy consumption compares to both
its own average and the community’s.

The importance of fairness

If gamification can be an effective way to incentivise participation to grid balancing
programs, the notion of fairness in itself is crucial. Various works, like [Koutitas12],
acknowledge the lack of research towards residential demand response algorithms that
would consider fairness in their optimization criteria. [Vuppala11] argue that a fair pric-
ing system can lead to more user engagement in demand response scheme. With the
same observation, [Baharlouei13] propose a mechanism that fairly rewards participants
considering their level of commitment without penalizing too much those who do not
participate much. It seems indeed straightforward that users expect such a system to
treat every participant in the same manner and a failure to do so would inevitably lead
to users dropping out of the program. However, it is important to note that although
the fairness of a system could be measured to some extent, by counting how many
times each consumer takes part in a load shedding event for example or by comparing
the capacity it consents to curtail, it should also take into account more subjective fac-
tors like the inconvenience caused to the user which is not necessarily proportional to
the capacity.

8ubiant.com
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2.2.2.3 Security and privacy

The rise of the Internet of Things is accompanied by growing concerns about security
and privacy. The plethora of connected devices offering remote access to indoor micro-
phones, cameras and other sensors are indeed prime targets for cyber attacks. [Sicari15]
provides an in-depth survey of the technical challenges of IOT security and give point-
ers for solutions. A more recent paper by [Conti18] gives an up-to-date summary of the
current state of the art.

Regarding the smart grids in particular, the deployments of smart meters have been
the topic of debate and even faced strong opposition, notably in France and also in
Austria. The discussions revolve mostly around the grid operator monitoring in real-
time the electrical consumption of the building, possibly revealing private information
like occupancy or used devices for example [Revuelta Herrero18, Lisovich10]. Privacy
concerns in demand response architecture has been the focus of numerous papers,
[Lisovich10] for example provide an in-depth analysis of the issue and points to the
lack of regulatory safeguards in this regard. [Efthymiou10] also acknowledge the im-
portance of security and privacy for the acceptance of smart grid and smart metering
networks and offer a method to anonymize electrical consumption data. Going further,
[Wicker11] demonstrates the need for a privacy-preserving demand response system
and advocates for a minimization or even an absence of centralized data collection. In-
deed, a lot of privacy and security concerns can be avoided when sensible information
simply does not leave the household. The use of blockchains to secure individual data
in this context has also been studied, notably in [Knirsch18, Dorri17, Pop18], bringing
in the drawbacks of the blockchain, mostly in terms of resources.

2.2.3 The need for a user-centered system

In this section we saw that residential loads have a major role to play in future energy
management systems, and that their controllability depends largely on the involve-
ment of end users. We described the various methods used to engage users in demand
response program, from purely economic arguments to more subtle social engineering
techniques. However we find that the vast majority of approaches on smart grid energy
management follow a top-down approach, where the need and constraints of the grid
prevail on those of the users. When load is prioritized, it is not really integrated in the
optimization process which is not desirable either from our point of view. We argue that
the satisfaction of the users needs should be highly prioritized, as residential consumers
are bound to become the primary users and beneficiaries of smart grids. Also, we claim
that user preferences, constraints and satisfaction are not static parameters and should
not considered as such, and that no two users are alike on these grounds. On this topic
we align with the position of Jin et al. [Jin17] who designed a user-centered system that
learns preferences user the SMARTER method [Edwards94]. Others like [Monyei18]
and [Fan10] also follow this path and prioritize users well being.
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2.3 Enabling large scale deployments

In section 2.1 we explained how a smart energy management system could take advan-
tage of real time information and control in order to handle the variability of intermit-
tent generation and leverage flexibility on the demand side. In section 2.2, we showed
the importance of managing residential consumption and argued that the well-being of
the user should be placed at the core of the system. Here, we focus on the challenges
brought by the variety and number of situations a smart grid energy management sys-
tem would have to handle. Indeed, in order to be viable, the solution will have to
minimize the costs related to deployment and maintenance but also be able to adapt to
changes in the grid composition.

2.3.1 Handling the variety of situations

2.3.1.1 Genericity

We saw in 2.1.3 that smart grids can take multiple forms. From a handful of house-
holds equipped with solar panels and storage, to an offshore wind farm generating
megawatts of electricity, or a large demand response scheme involving thousands of
consumers, the use cases are extremely diverse. In the literature, many papers focus on
a particular setting : [Zamora10, Levron13, Nguyen12] offer a control algorithm from
microgrids with storage for example, [Fan12, Jansen10, Paetz13] researched ways to in-
tegrate electric vehicles and [Hernandez-Aramburo05] looked into microgrids powered
by fuel cells. While such research into the specificities of each kind of configuration is
essential, a deployable platform must allow these various algorithms and controllers to
coexist inside the smart grid management model [Kuznetsova14]. In addition to a large
variety of use cases, the heterogeneity of the actual devices on site must also be dealt
with. In practice, for the same kind of device each brand will likely have its own char-
acteristics and controls that the system will need to be interfaced with, meaning that
the less requirement our system has regarding this interface, the better [Mauser16].

Our goal in this thesis is not to design an energy management system that would
pretend to fit each and every possible use cases. However, even with a clear focus on
residential load management and microgrids, the number of possible configurations
calls for an open model that could not only be applied to a large variety of settings but
also that could work with third-party appliances and controllers with limited require-
ments [Mauser15].

2.3.1.2 Scalability

From optimizing energy use in a single autonomous household to managing a whole
smart city, the main principles are the same but the complexity is not. The combination
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of a large number of devices, each with its own characteristics and constraints, makes
a hard optimization problem [Logenthiran11]. This issue needs to be considered as
the development of smart grids is likely to be incremental, typically going from small
scale experimentations of a dozen of households to a single district, then maybe to an
entire city depending on the situation [Frey13]. If a different system must be deployed
each time the scale changes significantly, necessitating the replacement of equipment,
adding infrastructure and modifying interfaces, this development will be costly and
unpractical. It is important then that an energy management system should be scalable,

i.e that its performances do not depend on the number of controlled assets [Veit13].
In this regard, decentralized approaches have a clear advantage over centralized ones
where the cost in resources and especially in complexity is directly linked to the number
of controlled assets [Dagdougui14].

2.3.2 Adapting to changes

Power grids are not static structures, whatever their type or size. Over time, almost
every aspect of it will change: its components’ properties change with wear until they
are replaced, some are added by new users, settings and preferences vary, and global
constraints can also be modified by new regulations or other external reasons. For
an Energy Management System to last and provide a steady quality of service in the
long term, it is then crucial that such changes do not require profound and expensive
updates.

2.3.2.1 Modularity

It is maybe trivial to acknowledge that an energy management system should be able to
accept addition or removal of assets without major disruption. However, the frequency
of such changes in some cases could prove challenging depending on the model. It
is important for example that a homeowner can replace its appliances or install new
equipment with only minor intervention to the management system. The interest of
such a "plug-and-play" feature is advocated in [Colson10], with [Mauser15] following a
modular approach in the same objective. In this regard, we consider an energy manage-
ment system as modular if new physical equipment can be added dynamically without
modifying the system in place.

2.3.2.2 Adaptiveness

We explained why a viable energy management system must be generic enough to
accommodate various settings but also modular to allow changes to be made to the
grid composition. In a shorter time scale, parameters like user preferences or com-
ponents properties can be subject to real time changes that also need to be accounted
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for. Thermal comfort is a good example, with user-defined set-points for indoor tem-
perature that need to be reached at the correct time. A plethora of parameters can be
learned : battery charging time, room occupancy, ideal indoor temperature, preferred
lighting, user’s priorities regarding economical and ecological concerns, etc... For ex-
ample, Jin et al. [Jin17] use machine learning to estimate usage patterns, and Mazac et
al. [Mazac14] propose a generic algorithm to learn relevant patterns (room temperature
increase, occupancy, etc...) from raw sensor data, enabling the dynamic adaptation to
real environment rather than relying on theoretical models. Learning user preferences
and behavioral patterns is a complex task and out of the scope of this thesis. Using
a similar approach, Nigon [Nigon17] uses a multi-agent system to learn the behavior
of complex systems. However, regardless of the achievable accuracy on this field, the
ability to handle the variability of these parameters is an important factor of resilience
and robustness.

2.3.3 Limiting the cost

2.3.3.1 Simplicity

Cost is often a decisive criteria in the choice of a system considered for large scale de-
ployments. As computing power and ICT in general gets cheaper and cheaper with
technological progress, we argue that the final price of an Energy Management Sys-
tem will largely be determined by its simplicity and its robustness which impact not
only its deployment but also its maintenance in the long run. Without advocating for
a simplistic approach to energy management, it seems quite straightforward that ease
of understanding translates into a facilitated user engagement and above all a quicker
development of new features and adaptations.

2.3.3.2 Robustness

The robustness of an energy management system is defined by its fault tolerance

and relies on its ability to react and adapt to changes without breaking, but also on the
structural strength of its architecture. This resilience largely depends on the amount
of critical nodes on which depend the operations. In this regard the degree of central-
ization of the system is a good indicator of its resilience. If many approaches in the
literature are centralized, like in [Koutitas12, Chakraborty15, Conti10], a clear trend to-
ward decentralization can be observed [Olivares14]. However, it is interesting to note
that among the works using a decentralized approach most of the proposed designs use
some sort of hierarchical structures like [Pournaras14] and only a few offer a strictly flat
organization [Karavas15]. In another example, Basir Khan et al. [Basir Khan16] use "fa-
cilitators" to manage communication between the different entities.
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2.4 Multi-Agent Systems

Multi-Agent Systems (MAS) seem to be a promising approach to provide the scal-
ability, adaptability and robustness needed for a reliable Energy Management Sys-
tem, judging by the significant amount of works using this paradigm in the literature
[Kantamneni15]. In this section we will describe in more details what defines a MAS
with a special focus on their application to EMS.

2.4.1 Concepts

In computer sciences, a Multi-Agent System or MAS is typically a software represen-
tation of multiple entities that collaborate to solve a given problem. It emerged as re-
search field of its own as a mix of artificial intelligence, distributed system and gen-
erally software engineering, but also inherited from sociology, artificial life, game the-
ory and economy [Ferber97]. It can be tempting to call any system composed of sev-
eral distinct entities a Multi-Agent System, however as Rohbogner et al. point out in
an thorough analysis of MAS applications in Smart Grids : "It seems that engineers
use the term ’agent’ without a common understanding of what it actually embodies."
[Rohbogner13].

The term "agent" comes from the Latin verb agere meaning "to conduct, manage, per-
form, do". If various definitions of the concept of intelligent agent exist [Franklin97],
Wooldridge and Jennings [Wooldridge02] describe a software artifact exhibiting reac-
tivity, pro-activeness and social ability. An agent is then defined by its ability to respond
(react) to changes in its environment, initiate actions on its own and communicate with
other agents in order to satisfy its objectives. The properties that interest us in our work
are the inherent robustness and scalability of distributed architecture, along with the
modularity and adaptability that are among the main focuses of the research in MAS.

Designing a MAS consist in defining the local process that will allow a satisfying
global behavior of the population of agents to achieve the given objectives. The com-
plexity of this local process is what separates the two main approaches in the field :
reactive or cognitive models. In reactive models, agents are designed with limited pro-
activeness and only display simple behaviors are described as "reactive". Their actions
are then comparable to reflexes, as rules dictate the immediate reaction that should fol-
low a given external signal. Such agents often have no clear notion of goal, but they
can be designed so that a complex behavior emerges from their collective actions. The
term self-organization defines the spontaneous creation of order in a population of agents
without the existence of a predetermined authority or control system. Designing a sys-
tem achieving a given task following this approach is generally not a straightforward
process as it can be difficult to design the local processes and behaviors which, when
put together, will produce the desired result. This is the reason why bio-inspiration is
a trademark of Multi-Agent System research. Indeed, nature is not short of interesting
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examples of self-organization, one of the most used and cited being ants colony and
particularly their foraging technique in which they use pheromone trails to reinforce
shortest paths [Kakas11]. This indirect communication using markers on the environ-
ment that influence the actions of others is called stigmergy and is a key concept in MAS.
On the other end of the spectrum, cognitive models give the agent a knowledge of the
purpose of the whole system, its situation, and their respective roles in it. This ap-
proach is more straightforward to design as the final objectives can be more explicitely
translated than in a more reactive model, but it also generally requires more computing
resources for each agent. More complex agents allows for more complex organisations
and roles, with hierarchies, coalitions and negotiations being very present in the litera-
ture, which has been comprehensively surveyed in [Horling04].

2.4.2 Applications in smart grids

The distributed nature of a power grid and the need for robustness and reactivity in
energy management led many researchers toward multi-agent approaches, as noted by
[Olivares14]. The literature on this field has been recently reviewed by [Harmouch16]
and [Kantamneni15], who note the advantages of MAS approaches considering scal-
ability and resiliency. These same considerations led us to also follow a multi-agent
approach in our designs.

As pointed out by [Rohbogner13], a majority of MAS-oriented approaches to smart
grid energy management are local market models where agents representing the
different assets at varying scales trade energy, for example in [Chung13, Dimeas05,
Foo. Eddy15] or [Linnenberg11]. In these examples as in the majority of models fol-
lowing this approach, a hierarchical organisation is used where coordinator agents
centralize and match bids at one layer then trade similarly at a potential upper layer.
These systems are designed for real-time negotiations and not for scheduling energy
use on a given interval as they are primarily based on a price-following competitive
system. Their inherently centralized architecture can be a major drawback regarding
fault-tolerance, as the absence of horizontal communication mechanism makes the
whole system dependant on the central coordinator [Dagdougui14].

Market-based MAS are not the only centralized approaches. In many models in
the literature, agents have fixed roles in the system with varying responsibilities. In
[Colson11a] for example, an "observer agent" is in charge of communicating the state
of the grid to the others. In [Pipattanasomporn09], a "control agent" has a simi-
lar role of oversight, while a "database agent" works as a communication manager.
[Massimo Cossentino11] designed their MAS for microgrid control as a "society" of
agents where a "supervisor society" is in charge of the decision making process with
a "broker agent" and a "policy manager". While these models are sometimes not com-
pletely centralized, they do present critical agents on which a large part of the system’s
working relies, which renders them more vulnerable to failures.
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Other drawbacks of centralization are the lack of modularity [Foo. Eddy15,
Karavas15] but also the potential security and privacy issue inherent to a mecha-
nism where informations of the different stakeholders (agents) are necessarily explic-
itly shared [Klaimi18]. In the distributed MAS proposed by [Jiang06] for example,
there is no central agent but a common shared repository where agents register their
capabilities, allowing others to request services and place bids. While this solution
might be more fault-tolerant as the decision-making process is decentralized, sensible
information about usage patterns and needs are shared openly. Occurrences of fully de-
centralized models, like the one proposed in [Dagdougui14] which uses a peer-to-peer
coordination mechanism sharing only necessary information, are rare in the literature.
Some argue that "in a system where the presence of strong coupling between various
operating units requires a minimum level of coordination, a fully decentralized control
is unable to achieve stable operation based on local information alone" [Foo. Eddy15].
As a compromise, holonic architectures are an interesting form of hierarchy that stems
from the concept of holons, where an each element is composed of one or more sub-
ordinate elements, and can itself be a member of a super-ordinate one. These nested
structure can be found in many instances in biological or social systems and are par-
ticularly fit to represent power grids, as a load can be part of a larger entity (the house
for example) which itself can be a element of a sub-network (a microgrid) which is
connected to the wider powergrid, etc... [Frey13]. This form of organisation, also used
by [Mauser16] in their smart building energy management system, offers the needed
modularity of frequently changing configurations and limits the optimization process
of each agent to a manageable scope.

2.5 Summary and positionning

The objective of this chapter was to give a comprehensive overview of the motives and
context of this thesis. In section 2.1 we explained the principles behind current large
scale power systems and their drawbacks, and how a panel of solutions could enable a
paradigm change in the way energy is managed and enable the integration of renew-
able energies. In this thesis, we focus on residential consumption management through
the concepts of demand response and residential microgrid, which are addressed in
Chapter 4 and Chapter 5 respectively. In this regard, we explained section 2.2 the im-
portance of user acceptance and even user engagement. While a diversity of solutions
for user consideration in specific use cases are proposed in the literature, one of our
main concern in this work was to propose an open platform enabling various kinds of
interactions with the users, making sure that the interfaces can evolve and be adapted
to different needs without changing the system itself. Thus we consider the user as an
external constraint that the system has to deal with, raising the question of how to en-
sure a fair treatment by the system while still letting them in control of their appliances.
Specific mechanisms such as gamification (see section 2.2.2.2) or financial incentive (see
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section 2.2.2.1) are out of the scope this thesis and are complementary of your model,
e.g. by including them in the user constraints measure (as discussed in section 5.3.2)
For the same reason, in section 2.3 we defended the need for an easily deployable sys-
tem, which implies a high robustness, adaptiveness and reliability in order to handle
the diversity of use cases when dealing with residential buildings and smart-grids in
general. These requirements, which were not previously clearly acknowledged in the
literature, make the multi-agent paradigm particularly suited for the design of energy
management systems, so in section 2.4 we gave an overview of the field with a focus
on their architectures and how it affects their robustness. In the literature we find a
clear argumentation in favor of decentralization regarding robustness and scalability,
however all the approaches we reviewed featured a centralization of some sort, either
for control purposes or in the communication protocol. Considering this, we aimed at
showing that a fully decentralized energy management system was possible, i.e with
no dependency between any agent in order to provide the fault tolerance needed for a
robust energy management system. Before describing our core contributions in Chap-
ters 4 and 5, Chapter 3 describes our exploratory work on short-term individual load
forecasting.





3
Short Term Residential Load Forecasting

� In this chapter we identify the challenges related to the problem of individual short-term residential load
forecasting and give an overview of the existing works. Then we describe our approach using exogenous
variables, the obstacles we met, and the preliminary results we obtained. �
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3.1 Problem statement

The prediction of future consumption is crucial for energy management as it tells the
operating system what the power grid, whatever its size, will need to provide and
when. In chapter 2 we explained the challenges encountered by traditional power grid
management, how it relied on a day-ahead load forecasting on the global scale to sched-
ule its production, and why being able to act on the demand side is a crucial step toward
smarter grids as the energy source are increasingly difficult to schedule.
We also explained that residential loads account for a significant share of the demand,
and argued that managing them requires the inhabitants to be proactive or at least com-
pliant with the process, implying that the load management system must be able to deal
with the preferences and needs of every building individually. To this end, an accurate
prediction of the building consumption is an important, if not crucial tool.

In this chapter we study the state of the art in short term residential load forecasting
techniques, discuss and do preliminary test of their accuracy and identify potential op-
portunities for improvement. In this section we define precisely the kind of settings we
focus on in terms of aggregation level and time scales, and we bring up the possibility
of local variables exploitation. In section 3.2 we review the state of the art in load fore-
casting with a clear focus on the use cases that interest us. In section 3.3 we describe
how we tested the algorithm we selected, and on which datasets, and we analyse the
preliminary results we obtained in section 3.4 before concluding on this exploratory
work in section 3.5.

3.1.1 Aggregation level

In the traditional way of managing a power grid, generation is scheduled on a day to
day basis to match the global load forecast. Generation being centralised, this global
forecast accounts for a large number of consumers : the french grid for example pow-
ers more than thirty millions households1. At this scale, variations of individual con-
sumption are hidden by the global trend due to the averaging effect. As intermittent
generation becomes more and more pervasive in the production landscape, the scale at
which energy is to be managed tends to be considerably reduced [Hernandez23]. Typ-
ically, the concept of microgrid described in 2.1.3.3 gathers local generation and loads
in sub-networks of small sizes, often less than a dozen of residential buildings. In such
a situation, the typical variation of one building’s consumption represents a far more
significant share of the network’s consumption that on a national scale. The question is
then : can a disaggregated consumption be accurately predicted, ideally at the level of a single
household, with state of the art methods ?

1CRE, Les marchés de détail de l’électricité et du gaz naturel, 31/03/2018
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3.1.2 Time scales

Multiple interdependent parameters related to time can be considered in load forecast-
ing. In the same way the aggregation level is significantly reduced by the profound
changes in energy management, the time scales used for microgrid energy manage-
ment are different from the one used in global power grids.

The key parameter is the time steps or interval used, meaning the duration between
two consecutive predicted points. As load forecasting relies mostly on past data, the
duration of this interval is directly linked to the granularity of the available data : pre-
dicting the load hour by hour can only be done if it has been measured at least at this
rate. In the next sections, real-time will refer to an interval of one minute or less between
two measures.

Another important parameter is the horizon, corresponding to the duration over
which the load needs to be predicted. Today, production is scheduled a forecast of the
next 24 hours and, on the larger scale, investments in grid infrastructure and new power
plants are planned using yearly projections. Theoretically, the further the horizon, the
better it is for the energy management system regarding operational scheduling, as
long as the forecast is accurate. In the case of microgrids however, the volatility of
production and demand makes long-term forecasting difficult and ask for reactivity
rather than long-term planning.

The last parameter is the amount of past measurement fed to the load forecasting
algorithm. It can range from many years of past consumption data to the last few
minutes only. This depends obviously on the total amount of data available but it is
potentially also limited by the specifications of the device where the computation is
made, for example in decentralized energy management models where it would be
processed locally with limited resources. We did not have any objective or constraints
for this parameter as its limitations are mostly technical and not theoretical. Obtaining
good results with a limited amount of past data is definitely interesting in many regards
but it was not our focus here.

The focus of this thesis is the management of energy in the context of future smart
grids and in terms of time scales, the most demanding configurations are microgrids.
Indeed, as the demand in such disaggregated environment is highly volatile [Chitsaz15]
and the production and storage asset’s capacity is limited, reactivity is key in order
to maintain the grid balance. In such cases, a minute by minute interval, which is
often called "Very Short-Term Load Forecasting (VSTLF)" [Hernandez23], would be a
reasonable objective.

3.1.3 Local variables

The consumption of a household depends on multiple factors. Some of them, like time
of the day, of the year, or the weather, are already used in large scale load forecasting.
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However these variables only provide information on large time and spatial scales,
they do not vary by the minute (weather changes are mostly relevant on an hourly ba-
sis) and do not change between two neighboring houses. It is then unlikely that they
could be used to predict changes in the consumption on smaller scales. More local in-
formation however, like the presence of the occupant in the house or the temperature
inside a room are very likely to be correlated to changes in the building’s consump-
tion. The developments of microgrids often goes hand in hand with the integration
of connected equipment in buildings, so measurements allowing us to monitor these
variables along with consumption are becoming more and more available. Ubiant,
through the deployment of its Home Energy Management solution, had begun gath-
ering anonymized records from various sensors in inhabited households. One of our
objectives in this work was then to determine whether these exogenous variables could
be used to improve the accuracy of the forecast.

3.2 State of the art

A very extensive survey on load forecasting techniques for smart-grids has been written
by Hernandez et al. in 2014 [Hernandez23] and is a recommended read for a compre-
hensive view of the topic, listing the various objectives and approaches and comparing
the performances of the studied works. It covers a broad range of time scales but fo-
cuses mostly on short term (hours to weeks) and medium to long term load forecasting
(months to years), with less than ten percent of the reviewed papers relating to very
short term, i.e under an hour. It highlights the lack of works focusing on disaggregated
environment, citing the growing need for accurate forecasts on small sized networks
such as microgrids and smart buildings. The authors also acknowledge the potential
of using relevant input data other than historical load to improve the accuracy of the
prediction, however they found a small minority of works in this direction, mostly ex-
ploiting only weather data. More recently, Deb et al. [Deb17] published a similar survey
with detailed explanation of a large variety of methods, sharing similar observations.
Here, as stated in the previous section, we want to focus on the very short term load
forecasting in disaggregated environment, with a particular interest on the use of ex-
ogenous variables. In this section we review the main approaches to load forecasting,
i.e classification, linear regression and non-linear regression, the latter representing the
large majority of the contemporary literature on the topic.

3.2.1 Clustering

The principle of classification methods for load forecasting is to choose among a num-
ber of past load patterns the one that is the most likely to appear in the next steps.
The most used method is the k-means algorithm which is mostly combined with other
algorithms, like Self-Organizing Maps [Chicco04, Zhang12, Tsekouras07] or genetic al-
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gorithms [Yang05] to predict the consumption for the next 24 hours. It is notably used
by Valgaev et al. [Valgaev16], using calendar informations in conjunction with the past
consumption period to find the most likely pattern for the next period. However this
method, which is also currently used by Ubiant to forecast hourly, weekly and monthly
consumption, is not well suited for smaller time scale as many patterns might not re-
produce exactly at the same time from one day to another.

3.2.2 Linear Regression Models

Linear models appeared in 40s to forecast demand, and among them appeared the very
popular ARMA models [Abou-Hussien81]. ARMA or ARIMA for Autoregressive (In-
tegrated) Moving Average is an efficient tool which capture the seasonal patterns of
time series, making it well suited to forecast the total load of large power systems
on the long term [Edwards12, Weron07]. Indeed, the averaging effect and the rel-
ative similarity of load profiles present smooth aggregated load curves. On a small
scale, it has been used to predict peak loads [Rajurkar85] or to predict electricity prices
[Conejo05, Contreras03]. The general principle is that the forecast value is a weighted
sum of the past values. In practice, this approach requires an extensive knowledge of
the problem to manually tune the parameters of the model. As said in [Hernandez23]
: "Demand prediction is a complex problem due to its non-linearity, and it is there-
fore a big challenge to translate it into linear models". This observation is shared by
[Chitsaz15] whose authors join the consensus among recent papers that non-linear re-
gression methods easily outperform linear regression thanks to the recent advances in
neural networks.

3.2.3 Non-linear regression

Non-linear models and notably Artificial Neural Networks (ANN) in general appeared
in the 80s as an efficient way to represent both the regularities and stochasticity of
electrical consumption time series. They have been extensively studied and used in
load forecasting context. A highly cited review on neural networks for load forecast-
ing written by Hippert et al. [Hippert01] makes a good starting point on the matter.
It confirmed the interest of the approach at the time, recommending more rigorous
testings. Among the more recent papers on the subject, we want to highlight an inter-
esting benchmark of non-linear models on hourly consumption prediction published
by [Edwards12] and a similar work by [Mocanu14] providing a comparison of different
deep learning methods, but targeting aggregated environments.
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3.2.3.1 Artificial Neural Networks

Artificial Neural Networks are a statistical learning method inspired by biological neu-
rons and constitute the basis of what are called deep learning algorithms. They are com-
posed of formal neurons which are mathematical functions taking a number of inputs ,
combining them linearly (in the majority of models) before using a non-linear function
called the activation function to determine its final input (see figure 3.1a). The kind of
neurons used and the way they connect with each other define the kind of network
being used. In one of the most common model called a Multi-Layer Perceptron (MLP),
these neurons are grouped in layers, where the output from each neuron of one layer is
used as input for each neuron of the next layer. In its simplest form, only two layers are
used : the first, called the hidden layer, is directly connected to the input variables and
sends its outputs to the second, called the output layer, which then expresses the final
result of the network for a given set of input variables. The term deep learning is used
when more than one hidden layer is used. Figure 3.1b depicts such an architecture.

(a) (b)

Figure 3.1: (a) An artificial neuron. (b) A simple two-layer feed-forward neural net-
work. This figure is provided by [Hippert01].

In order to produce satisfying results the network must then be trained by tuning the
weight of each neuron. This learning process is the most important step in the design of
a neural network and various approaches exist, usually using a descent-based method
to minimize a manually defined error function. The performances of the network, as
well as the learning speed are related to its architecture and its learning algorithm but
also to the choice of the error function and of the input variables. Theses variables can
prove difficult to select in some cases, which is why hybrid approaches have been studied,
where an optimization algorithm is used to automate the learning process. This can be
done for example using meta-heuristics such as Particle Swarm Optimization [Liu14],
evolutionary algorithms [Amjady10] or even a Fruit Fly Optimization algorithm [Li13].
Another interesting approach are Ensemble models which have been the focus of a survey
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and benchmark by Wang et al.[Wang17]. Unlike hybrid models which aim at perfecting
the predictions of a single algorithm by using different methods for the different steps
of the forecasting process, ensemble model bet on quantity and run multiple learning
processes in parallel. In a heterogenous ensemble model for example, different algo-
rithms are trained on the same set of data in hope that they complement each others
and combine their strong points to offer a satisfying performance [Jetcheva14]. In the
same objective, a homogeneous model will use only one algorithm but will run mul-
tiple instances on different subsets of the input data. Gaillard et al. [Gaillard16] used
such an approach to predict the evolution of electricity prices. In the conclusion of their
survey, Wang et al. [Wang17] noted the lack of works considering disaggregated en-
vironment and short term forecasting but also state that "The study of incorporating
occupancy information into prediction model has a greater potential to improve the
prediction performance."

Among the approaches using a single non-linear model, the Self-Recurrent Wavelet
Neural Network (SRWNN) developed by Chitsaz et al. [Chitsaz15] has been designed
with single residential loads as a target. In their model, the inputs are chosen using a
custom feature selection algorithm explained in [Amjady11]. Their neural network uses
the Morlet wavelet function as the activation function in the hidden layer, which result
is then fed back in with the next input (recurrent Elman network architecture). The
model is then fitted using the Levenberg-Marquardt algorithm which uses a gradient
descent.

3.2.4 Exogenous Variables

In the survey by Hernandez et al. [Hernandez23], the need for new variables in the
forecasting process "such as data which anticipate the operation of the main loads"
is mentioned but not focused on. In large scale demand forecasting (hourly, daily and
monthly load forecast on large geographical areas), the weather and calendar data have
long been used [Abou-Hussien81, Drezga98, Valgaev16].

However, these variables carry less information on smaller scale : the weather does
not discriminate between neighboring homes, and appliance usage is not regular to
the hour, let alone to the minute. The interest of more local variables, notably occu-
pancy, has been brought up by several studies [Nguyen13] ; although this information
is harder to obtain. As Wand and Srinivasan explain it : "Most of the studies did not
adopt occupancy information because it is hard to acquire quality data; for example,
lack of occupancy sensors and other privacy concerns have led to data unavailability."
[Wang17]. Jetcheva et al. [Jetcheva14] share the same insight when describing their
approach to the hourly forecast of a industrial building consumption via an ensemble
model, where they lacked such occupancy data. Kwok et al. [Kwok11] successfully use
occupancy data to improve the predictive accuracy of the cooling load of a large com-
mercial building (hourly). Similarly, works presented in [Massana16, Shi16, Kamaev12]
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and [Li15] all leverage occupancy and sometimes device-specific consumption to im-
prove their forecast accuracy. All these works however focus on non-residential build-
ing and aim at predicting hourly consumption only, with the exception of [Mena14]
which predicts the next 60 minutes. The model presented by Aung et al. [Aung12] con-
sider a residential building but uses only past temperature data and above all predicts
only the peak load for the next time unit, not the actual consumption.
To the best of our knowledge, despite a number of ongoing work on real-time activity
recognition in residential buildings [Nguyen13], there is no published work on the use
of occupancy data to predict the consumption of a single home in the very short term,
i.e hourly or less.

3.3 Methodology

Our survey of existing approaches to load forecasting distinctly showed the lack of
study on disaggregated environment (typically a single household), on the very short
term (less than an hour) and therefore no studies on the potential of local variables to
increase the accuracy of such a forecast. Our primary objective here was to assess the
performance of a state of the art algorithm on a significantly more demanding dataset,
i.e on a minute by minute forecast of a single residential building energy consumption.
Considering the high variability of real-time consumption, we expect that the result
would be significantly worse than on traditional aggregated hourly data. A second
objective was then to determine whether the use of local variables could improve these
performances. We chose the model presented by Chitsaz et al. [Chitsaz15] for our
tests as it was a recent model designed for disaggregated environment with promising
results according to the authors. The code was also accessible which facilitated our
work. In this section we describe the datasets we used for this exploratory study, and
the hyper parameters we used for the algorithm.

3.3.1 Datasets

3.3.1.1 Ubiant’s office

To our knowledge there is no public open dataset for minute by minute measurement
on multiple variables for residential buildings, we turned to the data coming from
Ubiant’s deployed systems. Unfortunately, the number of available real-time measure-
ments was very limited due to the early stage of deployments.

We set up a platform for automatic gathering, cleaning and qualification of real-
time data, which would allow us to work on an increasing amount of relevant datasets
in the future. Energy consumption is given by the smart meter with a frequency vary-
ing between 2 and 30 seconds depending on the device. Other sensors also either do
not have a regular output (for example a movement sensor only transmits when move-
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ments are detected) or have a different rythm depending on the brand. To convert this
irregular data stream to an exploitable dataset, we made the time scale constant either
by aggregating or by interpolating the measures depending on the original granularity.
The final data sets are then composed of minute by minute data from a single building,
with at least the instantaneous energy consumption (in kW) of the building.

The only dataset containing enough data at this time comes from Ubiant’s own
offices and contains a week of real-time (one minute interval) monitoring from the
smart meter and more than a hundred connected sensors measuring movements, doors
and windows opening, indoor temperature and air quality (humidity, CO2, VOC) and
brightness. Among these sensor data are also recorded switch pushes which, with
many other events like movements, doors and windows opening and CO2 changes,
are human activity indicators that are processed inside HEMIS (Ubiant’s solution) to
create a virtual occupancy sensor that is also recorded in real time. Ultimately, we had
a week long record of minute by minute measurement from the Ubiant’s office in Lyon,
France. It consisted of 14678 data points going from 09/06/17 at 09:29 to 19/06/17 at
14:06. Table 3.1 describes the 9 different variables that are recorded on multiple rooms
and aggregated at the building level (totalling 55 measurements each minutes).

Variable Description Unit Min Max
IPOW Instantaneous consumption kW 0.92 4.81
OCC Occupancy % 0.00 100
OPE_CLO Last open/close sensor value 0/1 0 1
TMP Room temperature ◦C 20.68 27.76
BRI Brightness in the room lux 0.57 1020
CO2 CO2 concentration ppm 326 951
VOC VOC2 concentration ppm 1.00 1661.5
HUM Relative humidity % 30.20 57.20

Table 3.1: Description of the variables recorded by Hemis in the dataset from the Ubiant
office

3.3.1.2 UCI’s dataset

The algorithm we wanted to test had been designed to predict hourly electricity use,
so it could be expected that its performances on our minute by minute dataset would
be much poorer. Also, this dataset coming from Ubiant’s office was very small in re-
gard to the amount of data usually needed to correctly train a neural network, and
aggregating the data time-wise to increase the time scale would have reduced even
more the amount of data available. To provide grounds for comparison, we chose to
assess the performances of the algorithm on an open dataset from the UCI machine
learning repository3. This dataset contains the electricity consumption of individual

3https://archive.ics.uci.edu/ml/datasets/ElectricityLoadDiagrams20112014
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buildings (in kW) recorded every 15min for four years from 2011 to 2014, which sums
up to 140256 data points.

3.3.2 Algorithm parameters

The algorithm used by Chitsaz et al. [Chitsaz15] is a Self-Recurrent Wavelet Neural
Network (SRWNN) which architecture is slightly more complex than that of the typical
Feed-Forward Neural Network described in 3.2.3.1, and can be visualized in figure 3.2.

Figure 3.2: The Self-Recurrent Wavelet Neural Network used by Chitsaz et al.
[Chitsaz15] (figure from the original paper).

The input variables x1...xM are first processed by the wavelet layer which consists of
NxM neurons using a feedback loop (hence the Self-Recurrent part of the name) that
stores the previous state of the network and a Morlet wavelet function [Grossmann84]
as the activation function ψi,j :

ψi,j(xj) = ψ

(
xj + ψi,jz−1 · θi,j − bi

ai

)
, ψ(x) = e−0.5x2

cos(5x) (3.1)

With i ∈ N, j ∈ M, ai and bi a scaling and shifting parameter respectively, ψi,jz−1

the value of the previous iteration and θi,j the weight of this feedback. The M inputs
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are processed in parallel in N groups and the results sent to a product layer where the
product of the M wavelet function are combined as follows :

Ψi =
M

∏
j=1

ψi,j

These products are finally combined with the direct inputs in a weighted sum so that
the actual output of the SRWNN is as below :

y =
N

∑
i=1

wi · Ψi +
M

∑
j=1

vj · xj + g

wi and vj are respectively the weight of the product neurons and of the direct in-
puts in the final sum and g is the bias of the output neuron. In total, the network has
M + (M + 3)N + 1 free parameters that need to be tuned by the training process, which
we will not describe in details here. Instead we refer the interested reader to the original
paper [Chitsaz15] where the learning algorithm is described. We followed the imple-
mentation of the authors and used the recommended hyper parameters for the learning
algorithm. For both datasets, we used 2/3 of the data for training on 1/3 as test. We
asked the algorithm to predict the electricity over an horizon H of 1, 5 and 15 next pe-
riods for each dataset. The inputs where chosen empirically to be the last 96 measures
of electricity consumption. As an evaluation criteria, we used the classical Root Mean
Square Errors (RMSE) defined by the following formula, where Lobs

t and Lpred
t being the

observed and predicted load for the predicted period t.

RMSE =

√√√√ 1
H

H

∑
t=1

(Lobs
t − Lpred

t )2 (3.2)

3.4 Results

3.4.1 Very Short Term Load Forecasting

Table 3.2 shows the forecast error on different horizons using the SRWNN on the two
datasets presented in the previous section. As expected, the forecast error increases
with the forecast horizon, and the accuracy of the prediction on minute by minute data
is significantly worse than on 15min interval. However, the minute by minute dataset
was far too small to allow for an efficient training, and these tests do not allow us to
truly compare the performances of the algorithm on the two time scales as they are not
performed on similar datasets.
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Error on prediction horizon
Dataset Scale Interval Method 1 5 15
UCI Agregated 15min SWRNN 0.0636 0.16 0.225
Ubiant Individual 1min SWRNN 0.217 0.411 0.496

Table 3.2: Prediction error of tested methods for different forecast horizon on the two
datasets

3.4.2 Influence of exogenous variables

As detailed in section 3.3.1.1, the dataset coming from Ubiant’s office contains a num-
ber variables coming from various sensors in real-time. Figure 3.3 shows the correlation
coefficient found between the different variables and the instantaneous electricity con-
sumption. It appears that the most correlated variable is the occupancy, with CO2 levels
and brightness following closely behind.
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Figure 3.3: Correlation coefficient between the different variables of the ubiant’s of-
fice’s dataset and the instantaneous consumption.

A graph of both electricity consumption and occupancy can be seen on figure 3.4. It
illustrates the correlation between occupancy and instantaneous electricity consump-
tion, but also that occupancy is clearly not the only factor influencing consumption.
Indeed, if the large periods of occupancy and higher consumption undoubtedly match,
variations in occupancy do not systematically translate to changes in energy consump-
tion.



50 Chapter 3. Short Term Residential Load Forecasting

Figure 3.4: The minute by minute dataset from the Ubiant office. Only instantaneous
electricity consumption (top) and occupancy (down) of the whole office are shown.

To confirm the potential of this additional information, we fed the SRWNN with
past occupancy data in addition to past consumption. More precisely, the inputs where
the last 96 occupancy measures along with the last 96 electricity consumption values,
and the rest of the training was done as explained in section 3.3.2. In figure 3.5 which
shows the error of the algorithm with and without occupancy data as input, we can see
an improvement on the forecast over short horizons, the error being more noticeably
smaller from horizon 1 to 5. It seems to indicate that exogenous data can indeed help
the prediction, even without having to develop dedicated new architectures. These
results have to be confirmed on other and larger datasets.



Section 3.5. Summary 51

RMSE

horizon

3
IPOW
IPOW + OCC

Figure 3.5: Error of the forecasting algorithm over increasing horizons, with and with-
out occupancy data as input.

3.5 Summary

Our goal in this exploratory work was to determine the feasibility of individual very
short-term load forecasting. Indeed, the emergence of small scale network such as mi-
crogrid comes with a need for a precise load forecasting which is crucial to manage
production accordingly. At the scale of a small microgrid or even a single residential
building however, the demand is far more volatile than that of an aggregated envi-
ronment, as demonstrated by [Chitsaz15]. The reduction of network size also brings
a reduction in time scales, as the small capacity of distributed generation and storage
assets require reactivity in order to maintain the grid stability. As the variations in
residential consumption is naturally linked to the activities of the inhabitants, we also
wanted to evaluate the improvement in accuracy that could be achieved when using
data from sensors in the household. We reviewed the literature on the topic focusing
on approaches considering disaggregated environment and very short term load fore-
casting, and we studied their use of exogenous data such as occupancy. We observed,
as did other surveys [Hernandez23, Wang14, Deb17], that a very small share of works
is interested in these aspects. We identified a neural network model by Chitsaz et al.
[Chitsaz15] that seemed promising in its results on hourly forecast of a single building,
the authors having designed the system to be particularly fitted to disaggregated envi-
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ronments. We gathered a minute-by-minute dataset from measurements in the Ubiant’s
office in order to test its accuracy on very short term forecasting, along with an existing
dataset from the UCI with measurements every 15 minutes. As the Ubiant’s datasets
also contains exogenous data, notably occupancy, we confirmed the significant corre-
lation of this variable with the instantaneous energy consumption and observed the
influence of using it as an additional input variable on the neural network. Both tests
gave expected results : the accuracy is significantly lower when the time scale reduces,
and occupancy data seems to improve it. Unfortunately, the very limited size of the
minute-by-minute dataset prevent us from drawing more definitive conclusion than
mere trends, as it does not allow the neural network to learn from enough past data.
As future research we want to validate our preliminary results on larger datasets that
are currently collected thanks to our new deployments. However, as human behavior
and in our case appliance usage is not perfectly regular it is likely that the accuracy of
forecasting algorithms relying only on past consumption data will be limited under a
certain granularity. The use of occupancy data and other sensor can certainly reduce
the prediction error by adding context, and the democratization of connected equip-
ments and commercially available sensors will allow a growing amount of data to be
exploited to this end. However, it seems clear for now that the energy management
systems for small scale networks can not fully rely on the accuracy of load forecasts to
plan their operations, and must instead be able to cope with a highly volatile demand,
which will be one of our main objective in the design of our energy management sys-
tems, described in the next chapters.



4
Decentralized User-centered Residential

Demand Response

� In this chapter we show how a bottom up approach can be used to build a reliable Demand Response
system thanks to a decentralized coordination algorithm. Instead of the users having to adapt to the grid
balancing constraints, we put them at the core of the system which adapts in real-time to unforeseen
variations. This reactive user-centered mechanism is built on top of a scalable and robust communication
layer to offer a reliable service. �
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4.1 Problem Statement

We saw in chapter 2 that power grids are currently under pressure due to significant
changes on the production side. Indeed, increased irregularities in electricity gener-
ation ask for new paradigms to be found. A highly studied solution is Demand Re-
sponse, in which consumers actively modify their consumption in response to grid
needs. Various demand response mechanisms already exist, and they have been in
use for a long time. However, they only exploit a fraction of the potential of demand
response, as they usually exclude residential consumers (Section 2.1.3.3). Indeed, lever-
aging residential consumption into demand response adds two major constraints.

First, in order to obtain a load shedding capacity significant enough to matter on the
scale of a national power grid, a large number of residential loads have to be aggregated
and mobilized.
Secondly we saw in section 2.2.2 that the user’s comfort should not be compromised on,
requiring the system to handle the variability of residential consumption, which is very
difficult to forecast (chapter 3). The objective of this work is to show that a bottom up
approach can be used to leverage residential consumption to provide reliable demand
response while satisfying these constraints. In this section we further detail the problem
we want to tackle and the properties we want to obtain. In section 4.2 we review the
literature related to residential load shedding and position our contribution. We explain
our approach in section 4.3 and the model we designed in section 4.4. The results of our
tests are presented in section 4.5 before a summary of this chapter in section 4.6.

4.1.1 Demand response mechanism

Our goal here is to design what is called a Demand Response Operator (DRO) : a system
or entity that manages a set of connected buildings to adjust their consumption at the
utility’s request. The designation and the precise specifications can change depending
on the country and the utility, but the general principle is the same regardless. This ad-
justment is typically done by reducing the consumption, which is called load shedding
or curtailment, but demand response could also compensate a surplus in production
by consuming more. In this work we chose to only consider load shedding because
cases of overproduction are still rare even if they are beginning to occur in some parts
of the world with a significant share of renewable energy production. Even then, ex-
cess of energy is less of a major issue than the opposite and can be dealt with relatively
easily. For this reason current utilities mostly need demand response for load shedding
purposes.

In the following sections, we assume that the process unrolls as follows:

1. The utility sends a load shedding offer to the DRO with a requested capacity in
Watts, due to be reached at a given starting time and kept constant until a given
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ending time.

2. The DRO answer whether or not they accept the offer

3. At the given starting time, the loads managed by the DRO reduce their consump-
tion to reach a total curtailment matching the request. The stability of the reduced
consumption is verified by the utility.

4. At the ending time the loads resume their normal consumption and the utility
either rewards or penalizes the DRO regarding the quality of the load shedding.

Currently, in centralized nation-wide power grids, load shedding is relevant only if
the available capacity is significant at the scale of the power grid. In France for exam-
ple, the order of magnitude used to negotiate load shedding offers is the megawatt (1
MW = 1000 kW), while the average household instantaneous consumption rarely ex-
ceeds a few kilowatts. Numbers vary depending on the exact situation, but in order
to gather enough shedding capacity from residential consumption the number of con-
nected buildings must at least be in the thousands, and the more the better. This means
that to provide a relevant service to the power grid, the residential load shedding sys-
tem must be highly scalable (see Section 2.3.1.2). It also need to be reliable, i.e it must
maintain a stable curtailment for the whole duration of the event. Finally, the large
number of distributed components in the system combined with the high stakes of the
grid stability requires the system to be robust, meaning that weakness points should be
avoided as much as possible.

It follows from the process described previously that the Demand Response Opera-
tor must be able to precisely know the available flexibility of the managed loads (i.e the total
shedding capacity of the system) at all time. When using industrial loads to provide de-
mand response, knowing the available flexibility in advance and maintaining a stable
demand during a requested period is straightforward as the consumption comes from
managed and scheduled processes. Reaching the same level of control in a residential
setting brings in additional constraints that we will described in the next section.

4.1.2 User constraints

The available flexibility of a residential load logically varies with the current consump-
tion, but also depends largely on how the load shedding system can act on the various
appliances. In section 4.2 we give an overview of the approaches used to control the
building’s consumption, and most importantly how they take the user’s comfort into
account, as the impact of demand side management on the users comfort and way of
life is often neglected or under-emphasized [Giebel07]. In this thesis we argue that as
residential loads exist solely to provide comfort to the users, a load shedding system
that would impact negatively this comfort goes against the very purpose of the power
grid by trying to maintain it. In order for the users to accept the idea of load shedding
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and to actively engage in a Demand Response process, it must be integrated in such
a way that the user can clearly and simply specify how the system can operate while
maintaining its comfort. The system’s interface with the users must then be easy to
set up and to adjust in real time. Most importantly for us, it must never interrupt or

prevent the user from turning on or off an appliance, even during a load shedding.
These constraints mean that in order to be reliable and offer the necessary curtailment
stability the system must be able to cope with unpredictable changes in the user’s be-
havior, thus being highly adaptive and reactive, i.e to be able to compensate sudden
variations in the available flexibility.

In addition to a non-intrusive integration into the life of the users, the system must
also ensure that the burden of the load shedding is spread among the participants in a
fair way. Depending on the situation, it is possible that the totality of the participants in
the system might not be required for a given load shedding event, and in any case the
amount of participation of each building will vary. The participation to a load shedding
effort can be burdening (decreased comfort) or rewarding (financial incentive), some-
times both, depending on the situation. The fairness of the system then lies in ensuring
that any preference regarding the participation of a building over another is justified
by the needs of the system and that every participant is treated in the same way.

It should be noted that we choose to not consider any economic model in our work
regarding the way the DRO is rewarded for a load shedding event, or the way the users
can obtain a financial compensation for the reduction of their consumption. Various
commercial schemes could be used regardless of the way the Demand Response System
is implemented. Indeed, assuming that precise consumption is monitored and logged
at all time as it is a prerequisite for any load shedding to be possible, all accounting can
be done a posteriori. We left these questions out of the scope of this thesis, however
price incentive-based systems will be discussed in section 4.2.

4.2 State of the art

We covered the inception and the main trends of load shedding in section 2.1.3.3. Here
we review the different ways residential load shedding has been implemented in the
literature focusing on the criteria and properties we find relevant in section 4.1, namely
scalability, reliability and the respect of user comfort.

4.2.1 Indirect load control

The different approaches present in the literature can be described as exerting either
a direct control on the loads or an indirect one. In the later case, which is the most
widespread, the power consuming appliances are controlled by the end user only. The
load management system then consists in incentives aimed at encouraging the desired
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behavior from the user, typically using the electricity price as a signal (time-of-use pric-
ing or real-time pricing). This technique is often used by utilities who offer contracts
in which the cost of electricity varies depending on the needs of the grid, thus pushing
the users to avoid consuming when the price is high and deferring the use of power-
hungry appliances to periods where the price is low [Samadi12]. Multiple variations of
this method have been proposed, some with fixed rates depending on the time and day,
others with a more dynamic pricing communicated in advance to the user in different
ways (flashing indicator, smartphone apps, etc...) [Mohsenian-Rad10]. The incentive
can also be unrelated to the electricity price and rely mostly on social pressure and
rewards. Some works have been done on interfaces allowing the user to compare its
consumption to its neighbor’s, or to know the amount of stress the grid is under at any
time, encouraging changes in energy use (see section 2.2.2.2).
The main advantage of these indirect approaches is their scalability [Weller88]. Indeed,
they generally do not require any complex installation on the user side, and can then
be deployed at very large scale with very little resources. However, what these ap-
proaches gain on volume, they loose it on control. The principal and blocking issue
with incentive-based load management control is that the actual result is hardly pre-
dictable [Callaway11]. Users will react to changes in the signal in a time and fashion
that is not known by the utility, making precise scheduling of load shedding difficult
by relying on statistics only. Consequently, those mechanisms are not reliable enough to
be used alone as a Demand Response system as defined in section 4.1.1. Their great
simplicity and scalability are still very interesting properties that should be aimed at.
Regarding the user’s comfort one could argue that incentive-based approaches, by sim-
ply encouraging the desired behavior, does not get into the way of the every day life
of the users. However, if they do not directly constrain the user, not following the
incentive can have significant consequences, notably with price incentives where un-
wanted behavior (consuming when the demand is high for example) can be penalized
by considerably higher electricity bills. In order to not be bothered by the economics
of the system, the user must constantly make sure that their consumption matches the
constraints of the grid, which does not fit our requirements for a user-centered system.

4.2.2 Direct load control

Approaches that fall under the direct control category do not rely on the user alone
to act on its consumption and use a direct connection to the actual building and its
appliances in order to modify their operation schedule. Contrary to the indirect control
described previously, the reliability of the system is significantly higher depending on the
level of control the user maintains on its appliances, and corresponds to our needs in
this work. However, other major drawbacks can be found depending on the control
architecture used. Regardless of the technical implementation, these approaches can be
further classified regarding the way decisions are taken.
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In most cases the system is centralized, meaning that a single algorithm chooses the
next action of each controlled appliance, in a top-down fashion. In France, the biggest
(and until a few years ago the only) energy provider uses a "centralized remote control
by musical frequency" which turns on and off water heater in households via power-
line communication [Tavernier46]. This method allows the quick mobilisation of a large
adjustment capacity but lacks in precision as the orders are blindly broadcast, even if
they can be limited to selected sub-network. The impact on the user’s comfort is limited
as the only affected appliances electric water heater that benefit from a good thermal
inertia. The same approach has been followed and enhanced by others in commercial
systems that were able to control more appliances in households, but with limited suc-
cess as reviewed by [Eid15]. The most obvious issue with this kind of system is the lack
of robustness due to the single point of failure [Lu11]. Security measures like redundancy
can not completely compensate the inherent fragility of a centralized model. Scalability is
also an issue as the complexity of the decision process is generally in direct relation to
the number of connected appliances or buildings [Ramchurn11]. The principal advan-
tage of a centralized approach is its straightforwardness, as all the information needed
for the decision making process is available for system to use classical multi-objectives
optimization algorithms.
Instead of a purely centralized system, distributed approaches have been explored
where the decision making process is shared between the participants in the system.
However, many works in this field use hierarchical architectures which, while indeed
not being totally centralized, still present critical elements. The work presented in
[Karfopoulos15] uses such an architecture, modeling "coordinator agents" aggregating
information at various levels. Similarly, Lim et al. [Lim14] present an agent-based
load shedding system where a control agent receives bids from production agents and
load agents before dispatching orders. In another example, The work presented in
[Pournaras14] use a hierarchical architecture where information goes up and decisions
go down. Regarding user satisfaction, their system uses two different polls to evaluate
the user’s willingness to participate in load shedding effort and configure their system
accordingly. While this can improve the reliability of the load shedding by lowering
the share of uncooperative participants, it does not prevent the system from impacting
the user’s comfort at time, and no solution is provided to cope with real-time changes
in the user’s behavior.

A mix between direct and indirect control, sometimes referred to as "dynamic pric-
ing with enabling technologies", offers interesting properties. It consists of in-house
systems controlling the appliances by reacting to a broadcast signal, often price-like. It
is similar in a way to the legacy system of the french utility mentioned above but pro-
vides more precision as the signal is not reduced to a on/off order. The work of Beal
et al. [Beal12] is a representative example. Each appliance is equipped with a smart
plug which will switch on or off randomly. The probability of switching is determined
by two factors : a broadcast incentive depending on the needs of the grid, and the user
preferences regarding the priority of the appliance in question. The broadcast signal
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allows a considerable scalability as it does not depend on the number of connected de-
vices, however the stochastic nature of the system means that its reliability depends
on the number of connected devices, possibly preventing a progressive deployment
which would likely be required as we explained in Section 2.3.1.2. Indeed, the most
recent paper on the model states that "the controller scales well on a range of at least 10
000 to 10 000 000 devices" [Papalexopoulos13]. The user preferences are represented by
four "colors" indicating for each smart plug when the device can be controlled by the
system : "Anytime", "Peak power" (for peak shaving adjustments), "Emergency only"
and finally "Never". Moreover, a one-hour override button allows the user to manually
disable the system at any time. This approach provides a simple way for the user to
set its preferences, however the randomness of the switching can be inconvenient and
the interface does not allow precise settings such as preferred time intervals, optimal
indoor temperature, etc... This approach is similar to the one used in the hierarchical
system by Karfopoulos et al. [Karfopoulos15] where the user’s input is limited to a
priority list indicating the level of disruption that is tolerated for each appliance.

Few works offer a fully decentralized model. Among them, Mohsenian-Rad et al.
[Mohsenian-Rad10] use a smart pricing system on which agents adjust their consump-
tion, taking into account precise user preferences. Each agent tries to maximize its ben-
efits in a game-theoretic setting, relying on the external price and direct exchanges with
other agents to evaluate its options. This system gathers many interesting properties
such as robustness and user consideration, although the scalability is not mentioned
in the paper. However it lacks the control and precision needed in our settings, as the
price signal is only an incentive. The reliance on inter-agent communication can also
reduce the robustness of the system.

4.3 Proposed approach

To build a Demand Response system satisfying the scalability and the reliability con-
straints stated in section 4.1 while solving the issues relative to the user’s comfort noted
in section 4.2.2, we chose to follow a bottom-up approach using a multi-agent system.
Instead of a centralized model where each building consumption is modified following
a load shedding request, our system allow a global load shedding capacity to emerge
from the individual capacities of the connected buildings. To this end we built a dy-
namic coordination algorithm, described in section 4.4, which relies on two essential
elements. The first is a building’s energy management system called HEMIS, devel-
oped by Ubiant, which is able to compute the flexibility of the building at all time and
act on its consumption while maintaining the user’s comfort. The second is a gossip-
based decentralized communication protocol named Push-Sum [Kempe03] allowing a
fast and reliable propagation and aggregation of information between the participants.
In this section we describe HEMIS and the Push-Sum algorithm before formalizing the
precise problem our system needed to solve following this approach.
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4.3.1 The Smart Building Solution: Hemis

Developed by Ubiant in collaboration with the LIRIS laboratory, Hemis is a smart build-
ing energy management system [Mansour12]. It provides an intuitive interface en-
abling the user to set its preferences regarding indoor temperature and lightning by
defining an optimal set point but also a comfort margin for the system to make adjust-
ments if the need to act on the consumption arises. For example, the target temperature
for one room could be set at 22◦C with a margin of +/- 2◦C, allowing the system to
reduce the energy consumption while staying within the tolerance margins of the user.
This process differs from the usual energy saving processes which maintain an opti-
mal comfort at all time, and is specifically designed to offer load shedding services to
the grid. It allows the users to easily inform the system of both their needs and their
willingness to participate in load shedding at the same time. Hemis also collects the
data coming from various sensors around the connected house that monitor move-
ments, door openings, light switches and air quality among other variables, and stores
it locally, along with the real-time electricity consumption. This historical data is then
combined with contextual information such as the time period and the weather to be
processed by classification algorithms, in order to identify common patterns and try to
predict the occupancy of the building. This forecast is then used in combination with
the user’s preferences to estimate the load shedding capacity of the building, that we
call flexibility in the following sections. This flexibility is the estimated share of the
predicted electricity consumption that could be reduced if needed. The accuracy of this
information can vary widely depending on the situation, basically whether the users
behave predictably or not. Indeed, it is important to notice that the users stay in control
of their equipment at all time. For example if an appliance is switched on and contra-
dicts the predictions, it will not be forced off again by the system. Instead the flexibility
is simply updated with this new piece of information.

Hemis is designed with interoperability and genericity in mind, in order to accom-
modate for the various building configurations it is presented with. Based on a multi-
agent system solving a multi-constraints optimisation problem, this solution is able to
maintain a desired level of comfort (indoor temperature, lighting, air quality, etc... with
respect to the user’s habits and preferences) while automatically lowering the overall
energy consumption. Its underlying principle is a virtualization of both abstract objec-
tives and physical entities of the building. Connected appliances (heaters, lights, sen-
sors, electrical rolling shutter, etc...) are represented in the system by reactive agents,
each linked to an area of the building and to one or several environmental factors. For
example, an electric heater will obviously act on the room’s temperature, but also on
the electricity consumption. A rolling shutter would be linked to the brightness of the
room, but will also impact its temperature in addition to the power consumption. The
user simply interacts with the system by setting objectives on each of the environmental
factors, thanks to an intuitive interface. The agents then collaborate using shared mark-
ing spaces to find the best trade-off between their different and sometimes antagonistic
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objectives.

In our approach, each building connected to the system is equipped with Hemis,
and as such is able to communicate its flexibility for any time period. This information
is an estimation, not a guarantee of shedding capacity, as the users maintain the full
control of their devices at all time. However it is the necessary information for the
agents to coordinate their action and adjust their consumption to reach the desired
shedding capacity. As the only requirement for our system is the ability to predict a
flexibility and to control the loads when needed, a system different from Hemis could
be used as long as it fullfils them.

4.3.2 The Push-Sum algorithm

The Push-Sum algorithm, presented by Kempe et al. [Kempe03], allows a group of n
nodes to collectively process the value of an aggregate information (sum, mean, prod-
uct, maximum or minimum value) in a completely decentralized way using what is
called an epidemic or gossip propagation model. A node then holds a value x and
the objective is to know the mean value 1

n ∑ x after a sufficient number of rounds. It
is supposed that the nodes are able to communicate with each others, forming a con-
nected graph. This algorithm works for any graph topology, as long as the network is a
connected graph, meaning that there exists a path between each pair of nodes. Time is
divided in rounds during which the nodes all follow the same process. The node uses
two variables : a sum s initialized to x and a weight w initialized to 1. The algorithm
followed by each node i is then as follows. At the beginning of each round, a set of J
nodes including i are selected at random and sent a pair (αs, αw) with α = 1/J.
At the end of the round, the node updates the value of s and w by summing all pair
(ŝr, ŵr) it received during the round : s = ∑ ŝr and w = ∑ ŵr.
The new estimate value of the mean is then s

w .

This algorithm allows the computation of various aggregates other than a mean. In
order to compute a sum instead of a mean, only the weight w needs to be initialized
differently. In this case, w will be set to 0 except for one agent whose w will be set to 1.
Computing minima or maxima can be done by keeping the minimum or the maximum
of the received values and propagating it with α = 1.

Kempe et al. show that, "given a γ and a δ, the relative error in the approxi-
mation of the real value agg is at most γ with probability at least 1 − δ in at most
O(log n + log 1

γ + log 1
δ ) rounds" [Kempe03]. However the convergence speed can vary

depending on the topology of the network and the potential connectivity constraints.
To illustrate the performances of the protocol in a representative use case, we simu-
lated a network of 2000 nodes connected via websockets to represent a large district of
connected buildings using an internet connection. We initialized x for each node to a
random value between 0 and 3000 (the order of magnitude of a residential instanta-
neous consumption in Watts), and let the node communicate with only one other ran-
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dom node at each round. This limitation constitutes a worst case scenario on connectiv-
ity constraints, considering today’s networks capacities. We measured that in this case
the maximum number of rounds needed until each node converges to the exact mean
x̂ is 25. Using our implementation in Java and standard hardware, with one thread
per node dispatched on multiple computers with two different IP networks, these 25
rounds represent approximately one second. It shows that the logarithmic complexity
of the Push-Sum protocol, combined with the speed of internet communications and
the relative small number of nodes needed for our use case in practice, allows for a
comfortable scalability.

In addition to a fast convergence, the nature of this algorithm also makes it possible
to add and remove any number of nodes at any time. This plug-and-play feature pro-
vides a great robustness and facilitates an incremental deployment of a system using
on this protocol. It is also relevant to notice that this algorithm allows for a straight-
forward implementation of monitoring features, for example by using a decentralized
sum to know the size of the population or to count the occurrence of a property among
the nodes, by setting x = 1. All the information and shared variables can be accessed by
communicating with any of the nodes, thus eliminating the need for a parallel and po-
tentially centralized monitoring system. This versatility, adding to the aforementioned
scalability, modularity and robustness of the Push-Sum algorithm makes it a highly
reliable and efficient protocol to use in our decentralized system.

4.3.3 Coordination problem

In the following of this chapter, each building taking part in the Demand Response
program is considered as an agent a in the system. Each of these agents is equipped
with the system described in section 4.3.1 and is able to know at all time t the total
flexibility of the building f tot

a (t) that is the power (in Watts) that can be removed from
the normal consumption of the building. This flexibility is an estimate and can change
depending on the user’s behavior. For a population of N agents the estimated total
flexibility, or load shedding capacity, of the system is then

Ftot(t) =
N

∑
a=0

f tot
a (t) (4.1)

As defined in section 4.1.1, a load shedding request (LSR) is a set {F̂, td, t f } with F̂
the expected power consumption reduction which is constant between td and t f . Here
we assume that the LSR is received by a subset of agents which transmit it to the whole
population, either by broadcast or in an epidemic fashion, eliminating the need for any
central coordination mechanism. It is also supposed that the the estimated total flexi-
bility Ftot(t) is higher than the target F̂ by a margin decided by the operator, otherwise
the request is declined. This margin mostly depend on the predicted reliability of the
system which can be based on past load sheddings, but this question is out of the scope
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of this thesis as is mainly a practical consideration depending on the situation and does
not change the problem addressed here.

To reach the target capacity F̂ during the whole event, each agent a must engage a
share f̂a(t) of its total flexibility f tot

a (t). As the system does not prevent the user from
using their appliances as they wish, potentially reducing the available flexibility f tot

a (t)
of the agent (see section 4.3.1), it is likely that the actual flexibility fa(t) of some agents
will deviate from f̂a(t). During the load shedding event the actual total flexibility F(t)
is then

F(t) =
N

∑
a=0

fa(t) (4.2)

To ensure the load shedding stability the system must be able to dynamically react
to these changes so that the agents adjust their respective flexibility fa(t) to maintain
F(t) = F̂ at all time t. In the next section, we propose an architecture that provides this
stability, in a fair, robust and scalable fashion.

4.4 Decentralized Load Shedding Model

4.4.1 General principle

In order to solve the problem defined in section 4.3.3, we chose a decentralized ap-
proach based on a multi-agent system using an epidemic communication algorithm.
An agent is a building able to communicate its flexibility thanks to the ambient in-
telligence solution described in 4.3.1, which maintains the user’s comfort at all time.
Thanks to the aggregate computation algorithm described in section 4.3.2, each agent
also knows at all time the value of various variables concerning the whole population
which allows it to take decisions locally without the need for a centralized or hierarchi-
cal control, thus enabling a scalable and robust system. The aim of this decentralized
system is then to determine for each load shedding event the amount of participation
of each agent. For this purpose each agent locally evaluates itself on its ability to fullfil
its commitment and assigns itself a mark, representing its level of performance, follow-
ing a process described in section 4.4.2 When the agent receives a LSR, it will engage a
certain amount of its total flexibility depending of course on the capacity requested but
also on its mark and its total flexibility in order to fairly spread the requested adjust-

ment. The engagement process is described in section 4.4.3. During the load shedding,
each agent knows at all time a decentralized estimate of the total capacity engaged by
the population and reactively adjust its own engagement if it does not match the ob-
jective, as explained in section 4.4.4, in order to ensure the reliability of the system.
Following the event, the agent will update its mark according to its performance.
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Figure 4.1: Main phases of an agent process.

4.4.2 Agent self-evaluation

The mark ga of the agent a assesses its reliability, meaning its ability to execute the
shedding it committed to. Indeed, an agent unable to correctly estimate its flexibility
negatively impacts the whole system and is the sign that the user is reluctant to partic-
ipate in load shedding: its participation to future events must then be reduced. To this
end, the agent computes during the whole event the difference between the engaged
flexibility f̂a(t) (see section 4.4.3) and the actual shedding fa(t) it achieved. To sanction
even more the big deviations compared to the small differences, the agent measures the
quadratic error ( f̂a(t)− fa(t))2.

To obtain an error relative to the shedding capacity of the agent, the sum of the
differences during the event is weighted by the inverse of the squared initial flexibility.
That way, if the error represents a significant fraction of the initial flexibility, the agent
is penalized more. Thus an error ea > 0 computed as follows:

ea =
t f

∑
t=td

( f̂a(t)− fa(t))2

f̂a(t)2
(4.3)

If ea = 0 the agent did not deviate from its initial pledge. On the contrary, ea = 1
means that it was not able to leverage any flexibility at all. If the agent did not partici-
pate to the last event, it assigns itself an average error ea = 0.5 to avoid being influenced
by an event it did not took part. In order to evaluate the agent on its global reliability
and not only on the last event, an exponential moving average ēa is used following the
formula ēa = τea + (1 − τ)ēa, τ being the degree of weighting decrease (or smoothing
constant). Such a moving average provides a good approximation of the real average
while eliminating the need to store a complete history of past values.

Eventually, the final mark ga of the agent is obtained by normalizing the error by
the minimal and maximal average errors of the population:

ga =
ēa − ēmax

ēmin − ēmax
∈ [0, 1] (4.4)



66 Chapter 4. Decentralized User-centered Residential Demand Response

Using this formula, the most reliable agent will have ga = 1 and the least reliable
ga = 0. ēmin and ēmax are obtained thanks to the epidemic communication algorithm
described in section 4.3.2.

4.4.3 Engaging the agent’s flexibility

When receiving a LSR the agent computes its engagement considering its current total
flexibility f tot

a (t) and its reliability mark ga. The principle is straightforward, with the
engaged flexibility f̂a(t) being proportional to the reliability. However two important
elements are added to the equation.
First, an agent must be able to take part to the event, even with a reliability mark of 0.
Otherwise, it would not be able to improve its mark and so would never be able to
participate again. In order to prevent agents with such low reliability from taking a
large share of the capacity, the minimum engagement f base

a depends on how the impor-
tance of the agent’s flexibility f tot

a (t) compares to the minimum and maximum flexibil-
ity among the population, respectively fmin and fmax (known via decentralized aggre-
gation) :

f base
a = fmin ∗ fmax − f tot

a (t)
fmax − fmin

(4.5)

Second, in order to preserve some capacity to compensate for other agents potential
failure (section 4.4.4), the agents do not engage their full flexibility regardless of their
mark and retain a fraction m ∈ [0, 1] of their flexibility.
The agent’s engagement is then given by the following equation.

f̂a(t) = ( f tot
a (t)ga + f base

a (t)(1 − ga))(1 − m) (4.6)

As this engagement aims at reaching the requested capacity F̂, it is bounded by the
difference between F̂ and F(t) the total flexibility of the population (equation 4.2):

f̂a(t) = min( f̂a(t), (F̂ − F(t))) (4.7)

Furthermore, as the agents all get the LSR almost at the same time (depending on
the speed at which the information is propagated), it is possible that less reliable agents
engage themselves first, leaving only a small fraction of the requested capacity for the
most reliable to participate in. To prevent this, the agents take advantage of the delay
before the beginning of the event to spread their reaction in time. If tr is the moment
the LSR is received by the agent and δ ∈ [0, 1[ a security margin before the beginning
of the event td, each agent chooses the time te when it will compute and communicate
its engagement regarding its reliability as follows :
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te = tr + (td − tr) ∗ (1 − ga) ∗ δ (4.8)

This way, the moment the agent will engage depends linearly on his reliability : the
most reliable agent reacts immediately when receiving the LSR while the less reliable
waits until the last moment.

4.4.4 Adjusting agent’s participation

As soon as a LSR is received and until the end of the event, agents must adjust their
participation when necessary to keep the total load shedding F(t) stable at the objective
F̂. To this end, we designed a mechanism that allows each agent to adjust its share on
a collective effort to quickly reach a global objective by summing their contributions.
The first step is to detect a gap between the estimated sum of the contributions F(t) and
the global objective F̂. It may seem like an easy task, but here individual contributions
are constantly changing, adding to the small variations created by the decentralized
computation of the aggregates. To avoid an oscillatory behaviour when F(t) � F̂, we
used two complementary mechanisms that are often found in control systems.

The first one is the use of a ratio 0 ≤ H ≤ 1 implementing an hysteresis around
the target F̂, damping small variations at low frequency due to the continuous varia-
tions of the agent’s flexibility (see figure 4.2). A threshold crossing is then detected if∣∣∣ F(t)

F̂
− 1
∣∣∣ ≥ H. This ratio must be defined considering the stability requirements of the

utility and the order of magnitude of the capacity measured.

The second mechanism allowing a reliable detection is a kind of low-pass filter eras-
ing quick variations. It is implemented with a timer twait. To be taken into account, a
crossing must be observed for at least twait time steps. This delay has to be set so that the
new value of F(t) is known by the whole population before any new adjustment, thus
avoiding any unwanted oscillations of F(t). This could be done in a dynamic way by
the agents themselves but we let this issue out of the scope of this work, as it can easily
be tuned empirically. These two systems are combined to lead to an efficient threshold
crossing detection by each agent despite the frequent variations due to the convergence
of the collectively computed aggregate (see figure 4.2).
Once a crossing is detected the agent adjusts its engagement f̂a(t) using equation 4.9
which spreads the required adjustment over the population, proportionally to the cur-
rent participation f̂a(t) of each agent.

f̂a(t + 1) = f̂a(t) + f̂a(t)
F̂ − F(t)

F(t)
(4.9)

As f̂a(t) ≤ f tot
a (t), it is possible that the population becomes unable to reach the tar-

get if the total available flexibility drops too much. Situation will not prevent the system
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from working normally but could be damageable for the grid in practice depending on
the case, which is why we stated in section 4.3.3 that a LSR should not be accepted if
the initial estimated total flexibility is not significantly higher than the target.

t

Crossing detected

Figure 4.2: Target crossing detection process. Here a crossing is confirmed when the
aggregate value is above F̂ ∗ (1+ H) (green areas) for a duration of twait. The agent then
starts adjusting its share to the effort.

4.5 Experiments

4.5.1 Test protocol

To evaluate our model we simulated n agents, each with a total flexibility f tot
a (t) (in

Watts) randomly chosen in the set {100, 200, 400, 500, 2000, 3000} corresponding to a
range of flexibility going from switching off or dimming lightning to switching off or
delaying space heating. The total flexibility engaged by an agent at any instant t is
available at once. However, it can vary afterward depending on the user’s actions
(turning appliances on or off for example) or on external conditions (weather, price
of electricity, etc. . . ). To simulate a realistic user behavior, we acted on two factors :
the probability of a failure to maintain the engaged flexibility, and the moment this
failure indeed happens during the load shedding event. Each agent a is then attributed
a failure probability pa following an exponential distribution pa = 0.9e−0.3xa with xa
being the index of the agent a in the population, in order to obtain a small number of
agents with a high failure probability and vice-versa. During the load shedding event, if
an agent fails, its flexibility drops to zero, simulating a refusal from the user to take part
in the load shedding. In a real situation, the flexibility would not systematically drop to
zero, but this worst case scenario has the advantage of showing both the reliability and
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the robustness of our system, on top of facilitating the reading of the results by making
the drops more obvious. Indeed, it not only demonstrates the behavior of our system
when the total flexibility drops abruptly, it also simulates the sudden deconnection of a
number of agents and shows the reaction of our system in such case.

We wanted to verify on one hand that our system was able to resist to a significant
drop in the total flexibility (as long as it stays above the requested capacity F̂, see section
4.4.4), and on the other hand that the stability of the load shedding is maintained even
when the system has to adjust very frequently (the drop in total flexibility is spread
out in time). To this end, we combined two different types of failure which randomly
determine the precise time when an agent could fail depending on its total flexibility.
The first type is meant to simulate the case of a household with a small load shedding
capacity, which could represent a simple dimming of the lights. A reduction of lumi-
nosity being easily noticeable by the user, they are more likely to either react quickly
or not react at all. For agents with a small flexibility, i.e f tot

a (t) ≤ 1000, the moment
t f ail is then chosen as follows : t f ail = td + (t f − td) ∗ (1 − 3

√
α) with α ∈ [0, 1] drawn

randomly, td and t f being the starting and ending time of the load shedding (see section
4.1.1). The agent is in this case very likely to fail right at the beginning of the event, and
the probability diminishes with time, as illustrated by figure 4.3.
If the total flexibility if bigger ( f tot

a (t) > 1000 in our tests), t f ail = td + (t f − td) ∗ 3
√

α

which corresponds to the contrary of the previous failure type. As time passes, the
agents is more and more likely to fail (see figure 4.3). This scenario simulates the cases
of buildings with a higher flexibility which would correspond to turning off heating
equipment, or delaying home appliance activation. In those cases, the effect of the
shedding is not noticed immediately by the users, who are then more likely to react as
time passes.

Figure 4.3: Probability distribution of failure with time depending on the total flexibil-
ity.



70 Chapter 4. Decentralized User-centered Residential Demand Response

The visualize the results, time is indexed using the iterations of the Push-Sum algo-
rithm used by the agents to aggregate the shared variables (see section 4.3.2). In order
to reduce the simulation time, both the length of the load shedding events and the in-
terval separating them last only 200 iterations, which is extremely short (less than a few
seconds in real settings) compared to the duration of a real-life load shedding event
(several minutes or several hours, with a preparation time of at least half an hour). The
hysteresis is fixed at H = 0.01 and the delay twait at 10 iterations. See section 4.4.4 for
details on how these parameters should be set.

4.5.2 Results

4.5.2.1 Reliability, robustness and scalability

In order to test the efficiency of the multi-agent system in maintaining the curtailment
stability, we analysed the performances of our model without the self evaluation mech-
anism and without the security margin, which will both be evaluated in the following
tests. When an agent receives a LSR it engages its full flexibility, considering its mark
as being the highest possible (ga = 1) as if it was fully reliable regardless of its actual
performances. This way, the less reliable agents are not filtered out after the first event,
maintaining the pressure on the adjustment mechanism. It also helps observing the ef-
fect of only the adjustment mechanism on the quality of the shedding. To increase the
readability of the results and to reduce the simulation time, the size of the population
is limited to n = 20 agents in this first setup. We show in the next experiment that the
size of the population does not affect the performances of our system.
Every other parts of the model are working as described in section 4.4.

Figure 4.4 shows the 20 agents performing consecutive load shedding events. As
the evaluation mechanism is disabled, each event is independant in regards to the per-
formance of the system, which is why we chose to show only two to allow a more
detailed view of the process.

The continuous green line represents the total engaged flexibility F(t). At the begin-
ning of the simulation, there is none. When the LSR is received (t = 30), the engagement
phase starts. We observe a peak in engaged flexibility that reaches the total available
flexibility Ftot (dashed line) as every agent engages its total flexibility at once (the self-
evaluation is deactivated), then adjusts back to the requested capacity F̂ = 10000 W af-
ter a time corresponding to the delay twait, confirming the correct behavior of the agents
during the coordination phase. The actual load shedding begins at t = 230, indicated by
the dash-dotted line of the target F̂ rising to the desired value (10000). Following the
scenarios described in section 4.5.1 the total Ftot drops gradually during the event, with
the failure of part of the agents. As expected a corresponding drop can be seen in the
engaged flexibility F(t), but it is quickly compensated by other agents after a delay of
at least twait. This delay is the shortest time allowed to detect a variation, as described
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Figure 4.4: Dynamic adjustment during two consecutive events without the self-
evaluation mechanism.

in section 4.4.4, as it dampens the potential swings due to the epidemic propagation of
information. This dynamic recovery from local failure without any over-compensation,
which can be observed each time the engaged flexibility deviates from the objective,
confirms the efficiency of our adjustment mechanism to provide a reliable load shed-
ding. As we mentioned in section 4.5.1, this also shows the robustness of our system in
case of deconnexion from a number of agents, as it corresponds to the complete flexi-
bility loss experienced here.

Scalability

To validate that our system is able to handle large populations, we ran simulations
with different population sizes using otherwise the protocol described in section 4.5.1.
The requested capacity F̂ is set to 40% of the total flexibility. Figure 4.5 shows that the
behavior of the system is similar to the above experiment with a smaller population.

In order to assess the reliability of our system independently from the population
size, we measured for each event the Mean Square Error normalized (nMSE) by the
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Figure 4.5: Dynamic adjustment by 2000 agents on 4 consecutive events.

requested capacity.

nMSE =

√
∑

t f
t=td

(F(t)− F̂)2

(t f − td).F̂

It allows us to compare the performances of the system when the scale changes. Ta-
ble 4.1 shows the mean nRMSE computed over several repetitions for each population
size, as well as the standard deviation. We see that the error does not feature any clear
trend correlated with an increase in population size and neither does the standard de-
viation, proving the scalability of the model.

Pop. size Nb. runs nMSE Std. dev.
10 100 0.2 0.01
200 60 0.24 0.03
2000 40 0.22 0.03
200000 20 0.26 0.05

Table 4.1: Average nRMSE on the population size (section 4.1).
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4.5.2.2 Self-evaluation

The role of the self-evaluation mechanism, that we disabled in our previous tests, is to
improve the reliability of the load shedding event after event by prioritizing the most
reliable agents during the engagement phase.

To demonstrate the effect of this mechanism we simulated 14 consecutive events
using the protocol described in section 4.5.1. For each event, we calculate the mean
square error as

MSE =
∑

t f
t=td

(F(t)− F̂)2

t f − td

Figure 4.6 shows the average MSE over the 50 runs, along with the standard deviation,
in two situations. First, the blue line and area correspond to the results obtained with-
out the evaluation mechanism. As expected the error shows noticeable variations due
to the random failing probabilities of the agents, but no apparent trend as the least reli-
able agents continue to participate in the same proportion from one event to the other.
Second, the black line and gray area show the results obtained with the full evaluation
mechanism. The curve follows a clear downward trend, proving the ability of the sys-
tem to reduce the error over time. We notice that the error reaches a plateau from the
11th event onward, as the evaluation mechanism cannot prevent even the best agents
from failing.

The self-evaluation mechanism acts on two separate parts of the model, namely the
agent’s engaged flexibility and reaction time. Figure 4.7 shows the detail of the first six
consecutive load shedding events of a single run in three different situations which will
be described in the next paragraphs, allowing us to better illustrate the behavior of the
system. This time we measured at each iteration the error |F(t) − F̂|, i.e the absolute
difference between the requested curtailment and the actual load shedding. To allow
for a relevant comparison of these situations, the random generator seed is the same.

The first situation, in Figure 4.7a, serves as a reference point by showing the perfor-
mance of the system without the evaluation mechanism, as in section 4.5.2.1. The agents
immediately engage their entire flexibility for each load shedding event. On the graph
we distinguish the six event by the blue areas. Without the evaluation mechanism, the
magnitude of the peaks does not show any particular trend, as expected. Indeed, the
total flexibility of the agents is the same at each event and is totally engaged each time.
The variations in error is then only due to random changes in information propagation
through the gossip algorithm.

In the second case, we tested the first part of the evaluation mechanism, meaning
that the agents this time engage a share of their total flexibility considering their mark,
which is updated after each event (see section 4.4.2). The agents still engage their flexi-
bility immediately as they receive the LSR. Figure 4.7b shows the errors in this case. We
clearly see that a majority of peaks has significantly reduced in amplitude. We notice
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Figure 4.6: Evolution of the MSE for 14 consecutive events with and without the full
evaluation mechanism, averaged over 50 runs. Colored areas show the respective stan-
dard deviation.

that some peaks are still present as they correspond to agents failing for the first time,
which cannot be avoided by the evaluation mechanism. This is logically the case for
the first event as no agent has had the opportunity to evaluate itself yet. As soon as the
second event however, two average peaks in the first case are considerably reduced in
the second, meaning that agents that failed in the first event had a far less negative im-
pact on the second. The effect is clearly noticeable in the following events. This proves
the relevance of our evaluation mechanism and its capacity to improve the quality of
the load shedding through time.
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In a third case, which performances are plotted on figure 4.7c, the evaluation mecha-
nism is in full effect. The agents consider their mark to moderate not only the flexibility
they engage but also the speed at which they react to the LSR, letting higher ranking
agents weight in first but most importantly allowing the information to spread correctly
during the engagement phase. For the same reason as in the second case, the first peak
and some of the highest peaks stay identical in these simulations. However every other
peaks has almost disappeared compared to the two previous cases, meaning that delay-
ing the introduction of the agents regarding their mark further improved the reliability
of the whole system.

4.5.2.3 Security margin

In section 4.4.3 we explain how the agents retain a security margin m during the en-
gagement phase. This constitute a reserve to compensate the potential failure of less
reliable agents during the load shedding. To demonstrate the interest of this mecha-
nism, we ran the same simulation as in section 4.5.2.2 with 6 consecutive events and
the evaluation mechanism fully activated, but this time we represented a worst case
scenario where the most reliable agents (ga > 0.99) systematically fail during the last
three events. Results are shown in figure 4.8. If m = 0 (figure 4.8a), the agents do not
keep a margin at all, they engage their entire flexibility considering their current mark.
The global effort is then spread amongst the most reliable agents only. When they fail,
the recovery is difficult and slow as a number of agents are not engaged yet and take
time to react. If m = 0.5 (figure 4.8b), the agents only engage half of their flexibility
at each event, spreading the effort on a larger share of the population as the requested
capacity is not reached by the most reliable agents immediately. When these agents fail,
the recovery is significantly better, as showed by shorter peaks in error and significantly
fewer steps.
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Figure 4.7: Error evolution during six consecutive events. (a) the agents engage their
full flexibility at once. (b) the agents take their mark into account and engage immedi-
ately (c) the agents consider their mark for both engagement and reaction time.
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4.6 Summary

Distributed load shedding is prone to quickly develop in the upcoming years. As a
straightforward solution to the biggest current problems of the energy sector, it offers
an ecological way to keep the network running. The biggest obstacle faced by existing
systems and ongoing work is to be able to deploy such a system while not affecting
the user’s comfort with a model light enough to be reliable and cost effective on a
large scale. Yet, with a simple centralized approach, taking the user’s comfort into ac-
count implies a constant and heavy two-way communication between the server and
the nodes, limiting the system’s scalability and flexibility. In this chapter we showed
that a fully decentralized architecture, able to manage a large number of consumers si-
multaneously following a bottom-up approach, is a possible solution to these reliability
and scalability issues. By delegating the comfort management to the building itself and
by letting the agents independently decide how to take part in a load shedding effort
we obtain a highly resilient system which can scale up easily.

We presented a coordination mechanism associated with a self-evaluation process
for the agents. It uses an existing gossip-like algorithm allowing each agent to know
the state of the system at all time without the need for a central coordinator nor a high
connectivity, while being powerful enough to allow real-life use even when the number
of connected building is high. Of all the shared variables, the most important one is
the total engaged flexibility of the whole population. It allows each agent to adjust
dynamically its own share of the effort to maintain the stability of the load shedding.
For this adjustment to be efficient, a hysteresis mechanism combined with a low-pass
filter is used to ignore small variations due to the decentralized communication and
also to avoid oscillatory behaviors.

On top of this communication layer, the self-evaluation process enables the most
reliable agents to take the most part of the load shedding effort. To this end, each agent
measures its performance during the event. If its actual consumption reduction does
not match the one it committed to, its mark drops. In subsequent events, it will en-
gage a smaller part of its available flexibility in order to lower its impact on the stability
of the shedding. This potential inability to fulfill its engagement comes directly from
the decisive choice to not interfere with the user at any time, which means that they
are free to turn on or off their devices even during a load shedding event. The dy-
namic adjustment mechanism handles these unforeseen variations in real-time, while
the self evaluation process improves the whole system’s resilience and stability in the
long term.

To validate our approach, we measured the performances of our system by realisti-
cally simulating the agents failures. We varied both to failure probability of the agent
and the moment the failure happens to put the system under various types of stress.
We first confirmed the efficiency of the dynamic adjustment mechanism and showed
that each variation for the target capacity is compensated as soon as it is detected. We
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then proved the relevance of the self-evaluation process by showing the evolution of
the load shedding stability on consecutive events. As self-evaluation reduces the im-
pact of the less reliable agents on the shedding quality, the error decreases with time as
the number of failures diminishes. Comparatively, the number of failures without the
self-evaluation remains constant.

We showed here that a decentralized multi-agent system could bring the scalability
and the reactivity needed to compensate in real time the unpredictability of user behav-
iors for a reliable load shedding service. However, this approach still relies heavily on
the ability of the building’s energy management system to predict its flexibility. In the
next chapter, we present a model for decentralized load management in a microgrid,
based on the bottom-up approach described here, where we provide a per-appliance
control enabling a finer dynamic consumption scheduling.





5
Generic Adaptive Energy Management for

the Smart Grid

� In this chapter we present a generic platform providing a coordination algorithm for the dynamic
scheduling of connected assets in a smart-grid. The decentralized architecture using a gossip-based com-
munication protocol provides both scalability and robustness, while the modularity of the model allows
the quick integration of various constraints and equipment. It is designed with reactivity and adaptabil-
ity in mind to handle high variability in production and demand, leveraging the flexibility of residential
buildings without imparing the users comfort. �
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5.1 Problem statement

The load shedding system presented in chapter 4 was a first step toward our goal of de-
veloping a smart grid management system. We showed that is was possible to provide
residential demand response while maintaining the user’s comfort thanks to an adap-
tive and dynamic decentralized architecture. Load shedding is a very powerful solution
to the issues encountered by current power grids regarding the increased pressure on
the grid stability caused by intermittent power sources. However, as the share of re-
newable increases in the production panel, the traditional way the energy is managed
is challenged as a whole as new solutions emerge (see section 2.1).

In its broadest sense, a smart grid can be defined as a group of electrical assets which
production or consumption can be controlled and/or predicted to some extent, by an
energy management system. Energy management in a smart grid can then be defined
as a dynamic multi-objective optimization problem where [1] the sum of their energy
output must be as close as possible to a given objective to ensure the stability of the
grid (section 5.1.1) and [2] the local operational constraints must be satisfied (notably
considering the user’s comfort, see section 5.1.2).

Our objective is to design an Energy Management System (EMS) to control the dif-
ferent assets of any given smart grid to solve the aforementioned multi-objective op-
timization problem in real-time with as few limitations as possible regarding the use
cases. It means that our system must handle the considerable diversity of both possible
situations and devices, ranging from a Virtual Power Plant composed of a mix of fuel
cells and solar panel to a wind turbine-powered microgrid comprising a few homes
with connected appliances. To facilitate a quick and cheap deployment of the solu-
tion on new configurations, it must also be highly modular and generic. As we stated in
section 1.2, our work revolves around three main axes which are the optimization of
energy use, the respect of user comfort and the ease of deployment. In this section we
will define for each of these axes the problems we want to solve with our approach.

5.1.1 Energy use optimization

Energy management in smart grids covers a wide range of domains from power elec-
tronics to machine learning. Part of the research on energy management focuses on
real-time generation regulation, sometimes referred to as the primary control level
[Olivares14]. This primary control aims at maintaining the grid quality of service re-
garding frequency and voltage on the very short term, typically under a minute. The
response time required by such systems is very short as reactivity is crucial to the grid
operations and the solutions come mostly from electrical engineering [Guerrero13],
thus we will not focus on this level of control here. Relying on this primary layer, a
secondary control layer operates on the medium to long term and is responsible for
the reliable operations of the grid regarding more abstract objectives, the most im-
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portant being the balance between consumption and production. As we detailed in
section 2.1.3.2, three general types of energy management have emerged over the last
decade.

• Demand Side Management (DSM) eases the pressure on the supply side by of-
fering intelligent load control, for example by spreading water heating device
activation to minimize consumption peaks [Ranade10].

• Virtual Power Plants (VPP) make scattered, intermittent generation compatible
with traditional power grid by virtually aggregating into a single, more control-
lable entity [Pudjianto07].

• Microgrids (MG) are sub-networks that consist in local energy production and
consumption, behaving as a single entity for the main grid and facilitating the
integration of intermittent energy sources, mixing the concepts of VPP and DSM
[Lasseter01].

As a growing amount of research is being done on smart grids, a number of systems
and approaches are proposed for each of these use cases and their variants. However,
we argue that the underlying optimization problem is the same regardless of the ap-
proach, as we explain next.

At any given time, an electrical device will consume or produce electricity. For
simplicity this energy output, which can be negative (if the device is a consumer), pos-
itive (if it produces electricity) or null, is often called prosumption and the device itself
a prosumer (see section 2.2.1.1). As a smart grid is a group of such assets, it becomes
a prosumer itself. The first goal of an EMS is then to control the energy output, or
prosumption, of the smart grid, which is the sum of the individual prosumptions of its
components. This target energy output can be defined as a vector O which corresponds
to the desired prosumption for each of the next H discrete time periods. The values of
this vector, the horizon H and the duration Δp of each time periods, but also the way
they are communicated to the system, all vary depending on the use case.
For example, in the case of Demand Response (DR), the target output is usually given
by the utility (see Chapter 4) which will request temporary changes in the expected
consumption to compensate variations in production. A load shedding (reduction in
consumption) corresponds to an increased prosumption for a defined period of time.
For a Virtual Power Plant (VPP), the desired prosumption depends among other things
on the current price for energy sale. In order to sell energy when the prices are high,
the VPP will want to maximise its prosumption. On the contrary, it could try to store
energy or ramp down its production to minimize the prosumption when selling prices
are low.
In the case of an islanded Microgrid, high demand might not be met by the local pro-
duction which can not rely on the main grid to fill in. Also, excess of production can not
be absorbed by the few loads. To avoid damaging equipments or causing a blackout,
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the energy output has to be null at all time.
Finally, a connected microgrid could behave as a DR provider by adapting its pro-
sumption to the needs of the grid, as a VPP by following the selling price of electricity,
or it could choose to maximize the use of local production and behave as an islanded
microgrid.

The primary objective of an EMS is then to schedule the grid’s operations so that
the actual power output matches the target power output at all time, or more precisely to
minimize the distance between the two vectors.

5.1.2 User satisfaction

As we already stated previously (see section 2.2), our thesis is particularly focused on
smart grid comprising connected households. When dealing with residential load man-
agement, the end users are fundamental actors of the system. Space and water heating,
which directly impact the user’s comfort, account for nearly two thirds of home energy
use in the US1 for example, making their control an essential part of a smart grid sys-
tem. The efficiency and large scale deployment of such systems thus depends on the
user’s acceptance.

In chapter 4 we explained the necessity of residential user’s acceptance and gave
the rules an EMS must follow to increase its chances to obtain it :

• Energy management should not prevent or force any action. Users have to know that
they always have the option of controlling their appliances while allowing EMS
to take control as long as their preferences are respected.

• Equity must be guaranteed among grid participants. The global cost of grid balancing
must be shared equally between participants, considering individual preferences
regarding the willingness to participate.

It is relevant to note that these considerations also apply to industrial or commercial
users, although their constraints are generally less subject to frequent changes. We
also purposely chose to not include any form of economic consideration, regarding for
example a financial incentive to participate in the grid balancing as a user, as these
questions are out of the scope of this thesis.

5.1.3 Process simplification

A smart energy management system must be designed to accommodate a large number
of different use cases. Even when considering microgrid settings only, the amount of

1source : www.eia.gov/consumption/residential/data/2015
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possible combinations of connected appliances in smart-homes is considerable and be
subject to change. Yet the cost of deploying such a system at a large scale is directly re-
lated to the amount of expert knowledge needed to install and maintain it. The real-life
scalability of an EMS then depends on the straightforwardness of its working, which is
related to the amount of work any installation or modification requires. The individual
components of a smart grid such as energy sources, storage equipment or household
appliances all have their own constraints, working and often proprietary protocols. As
we aim to integrate as many different kinds of assets and not design each and every part
of a smart grid, the core of the system should be both highly generic, enabling the con-
figuration and implementation of any use cases and devices. It should also be scalable
and enable the incremental addition of many entities into the grid without impairing
its performances. Finally, it is essential that a modification to one part of the system,
like the constraints of an asset or the topology of the network for example, does not
necessitate an intervention on any other parts. Such modularity would prevent costly
maintenance and significantly improve the robustness of the system.

5.2 State of the art

Instead of focusing on a particular use case, we looked at the general picture and eval-
uated the existing approaches on the key points developed in section 5.1 : user accep-
tance, scalability, modularity, and robustness.

5.2.1 User acceptance

A significant share of the research on energy management systems integrating resi-
dential loads relies on strong assumptions regarding load control and user acceptance.
Levron et al. [Levron13] for example do not take load into account and consider it con-
stant over time, which is unrealistic. Colson et al. [Colson10] work with a time-varying
load but do not describe the origin of the information. Similarly, [Umeozor16] assumes
a perfectly predicted load which is also unrealistic as we saw in Chapter 3, and do not
present a way to manage it, only mentioning that it could be controlled.

When the load is considered as part of the optimization process, it is often simply
split between critical (that can not be powered off) and non-critical (that can be powered
off at will) over which the user has no control [Colson11a, Parisio11, Logenthiran12].
This approach is too simplistic as the non-critical loads like dishwashers or HVAC2

equipment, while indeed being less sensible to changes in schedules, still significantly
impact the user’s comfort depending on how they are managed.

Among the few works that clearly integrate user feedback or preferences into the
process, Pournaras et al. [Pournaras14] use answers from one survey to adjust the flex-

2Heating, Ventilation and Air Conditioning
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ibility of agents and evaluate the resulting discomfort on a second survey. This method
is not practical enough as the surveys do not allow the users to precisely define how
they want their appliances to be managed, they only give two vague options regarding
whether the user is favorable to a higher amount of control or not. Beal et al. [Beal12]
tested a system where each connected device was given a load shedding priority chosen
by the user on a scale of one to four. These approach eventually take a real user setting
into account, however it does not fit the need for an intuitive interface between the user
and the system or for a real-time adjustment capacity as we detailed in section 4.2.2.
[Pipattanasomporn09] also mentions user-defined priorities but do not give many de-
tails regarding how they are implemented and use a critical/non-critical distinction in
their simulations.

It is worth noting that price incentive-based DSM systems exist [Mohsenian-Rad10,
Veit13, Fan10], providing a fair user-centered way to leverage residential loads. How-
ever, it does not provide the reactivity and controllability needed for a dynamic grid
balancing because it relies exclusively on the users to act on the consumption, as we
explained in section 4.2. In a variation of this approach, [Fan10] integrate the user’s
preferences in their optimization via a generic parameter allowing a variety of settings
to be implemented.

The work presented by [Ramchurn11] is a very interesting approach to load man-
agement considering the user’s preferences. For each kind of load they associate a
marginal comfort cost to a given solution (deferring or reducing the load) which is to be
minimized by the system. [De Oliveira11] also focuses on user’s comfort by modeling
different kinds of services and how to evaluate the satisfaction of the user. However
they offer a static optimization algorithm which ability to handle real-time variations
in user’s behavior is not discussed. Indeed, while these approaches do provide promis-
ing ways to handle the user’s preferences, they do not satisfy our need for an adaptive
and scalable system, as we will see next.

5.2.2 Scalability, modularity and robustness

"Modern grids include significant numbers of prosumers, making the scaling of control
algorithms a pending challenge" (Frey et al. [Frey13]). Indeed, the complexity of the
optimization problem grows with the number of connected homes and appliances.

A significant part of the existing works relies on centralized models that gather all
the parameters of the considered network into a single fitness function subject to var-
ious constraints. Model Predictive Control is often used in this case, and consists in
formulating an optimal schedule for every asset by minimizing the global fitness func-
tion over a given time horizon. The first step of the schedule is then implemented and
the resulting changes integrated in the fitness function, before the process is repeated.
As representative examples, Parisio et al. [Parisio11] used this method to manage a
microgrid and Ouammi et al. went beyond that to control a "cooperative network of
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smart microgrids" [Ouammi15]. Power-flow equations can also be used to formulate
the fitness function, as in [Levron13]. In cases were the number of solutions is limited
it is possible to find the absolute best schedule, as in [Hernandez-Aramburo05] where
all possible solutions are computed in advances to be accessed in real-time. In this
case however only the production from gas engine, which is time-independent, is op-
timized. When considering energy storage systems and thermal loads, which are time-
dependent, this kind of approach is unsuitable. To find the optimal solution at each
time step, various algorithms can be used from gradient-based linear optimization to
dynamic programming. These approach have three main drawbacks. In terms of scal-

ability, these optimization methods reach their limits when facing high-dimensional
state variables and multiple dynamic and conflicting objective to be optimized [Li16].
Their modularity and adaptability is also very limited as a modification of the grid
(adding or removing an asset, updating a constraint) systematically requires changes
in the fitness function. Most importantly, regarding robustness, if alternatives to stan-
dard optimization exist such as distributed computation using bio-inspired heuristics
[Colson10], too often they are implemented in a centralized way, offering a single point
of failure [Basir Khan16] which can only be mitigated partially by using redundancy
for example.

As previously said, there are many different use cases labelled a smart grid, and
almost as many proposed systems, each with their specific configurations and con-
straints. For example, some focus on fuel consumption minimization [Hernandez-Aramburo05],
some on the integration of electric vehicles [López13], others specifically on storage sys-
tem management [Xu11]. Some works [Frey13, Pipattanasomporn09] advocate the idea
of a generic framework enabling the integration of any device and accommodating for
different management policies. However the former only provides guidelines and a
survey focused on generic architectures while the latter provides a role-based model,
lacking robustness.

On these observations, a number of works propose a multi-agent paradigm using
different approaches and a comprehensive survey can be found in [Kantamneni15].
Role-based models are frequent but often lack the fault-tolerance capacity as they may
include an "optimizing agent" [Ramachandran13], a "schedule agent" [Zhao15], a "fa-
cilitator" [Basir Khan16] or even a "central coordinator agent" [Anvari-Moghaddam17],
which would bring the drawbacks of centralized systems. Moreover, Rohbogner et
al. [Rohbogner13] find that some approaches, notably market-oriented designs such as
the one presented in [Linnenberg11] or [Mengelkamp17], lack the proactive and self-
adaptive capabilities that are part of the commonly accepted definition of multi-agent
systems. Fulfilling the requirement for decentralization, Colson et al.[Colson11a] offer
a simple model for microgrid power management using three different agent types to
demonstrate that decentralized multi-agent systems are "a viable alternative and de-
serve investigation, especially considering the daunting microgrid control problem."
However, their approach lacks genericity and relies on direct communication between
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the different types of agents which implies complex exchanges and can limit the scala-
bility and modularity of the system.

5.2.3 Market-based models

A significant amount of work has been focused on market-based system for energy
management in recent years, and a comprehensive survey can be found in [Abdella18].
If use cases vary, from large scale demand response to small microgrid settings, the
underlying logic stay the same : the idea is that producers and consumers trade en-
ergy on a competitive market in order to reach an equilibrium where offers satisfy the
demands. The concept has been used in various approaches, with recent examples in
[Mengelkamp18, Zhang16, Tushar18]. In the literature we had access to, every pro-
posed approach used a form of centralization [Jogunola17] either to simply share the
energy bids or to directly determine the best match. Even if we set apart this structural
issue, we chose not to follow a market-based approach not only because of its com-
petitive nature which could enable greedy behaviors that do not fit with the explicit
objectives of fairness and cooperation we wanted to achieve, but also because of the na-
ture of the market model where the emergence of an equilibrium is reached indirectly
through the market’s laws of offer and demand and not via a transparent and easily
explainable process that we deem necessary (see Section 2.3.3.1).

5.3 Proposed approach and agent model

In section 5.1 we listed three main objectives. Our system must be able to schedule
the operations of the different assets of a smart grid so that its energy output matches
the desired value at any time. As our focus is on integrating residential loads without
impairing user comfort, this scheduling process must be highly reactive and adaptive to
handle the variations in residential consumption. It must also ensure that the burden of
load adjustments is spread among the users considering their willingness to participate.
Finally, the architecture should allow an easy, modular and scalable deployment while
staying robust and reliable.

To achieve these requirements, we present a framework that allows different en-
ergy optimization algorithms, and even different architectures, to coexist. We showed
in chapter 4 that a decentralized multi-agent system can be used to build a reactive,
scalable and robust coordination mechanism, so we exploited the same bases in a simi-
lar approach. The load shedding system was designed to be an efficient solution using
an existing smart building management system (HEMIS) to offer a service fitting the
current requirement of traditionnal utilities. Here we go beyond this limited use case
and do not rely on an existing system to manage the devices in the building. Instead, in
this model each device affecting the stability of the grid by consuming and/or produc-
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Agent

Figure 5.1: Overview of the agent process loop.

ing (prosuming) electricity is represented by an agent. It can be a home heating system,
a solar panel, an electric vehicle, a washing machine, a fuel cell, etc...

The smart grid EMS is then constituted by a population of agents, pursuing the goal
of achieving the dynamic multi-objective optimization described in section 5.1 : match
the energy output to a given objective O over H discrete time steps while satisfying the
local constraints. As we explained in 5.1.1, this target vector O, its size H, the duration
of the time steps Δp and the way these parameters are set all depend on the situation.
As opposed to role-based models presented in section 5.2.2, each agent in our model
follows the same general process presented in the next section.

5.3.1 General process

Each agent has the ability to optimize its future actions considering the energy opti-
mization objective (section 5.3.3), and to estimate the amount of effort these actions
require regarding its local constraints (section 5.3.2). Its prosumption forecast and es-
timated effort are shared with the other agents of the network so that the total esti-
mated total consumption and the average effort are known by the whole population
(section 5.3.5). Agents then repeat the process by adjusting their actions consequently,
depending on how the global prosumption objective is met and how their effort com-
pares to the average. figure 5.1 gives an overview of the local agent loop.

As shown in figure 5.2, the agents are synchronised with a global timeline which
is divided into discrete periods p, during which they will iterate over a local feedback
loop to schedule their operations over a certain horizon H, aiming to converge toward a
satisfying solution, where the sum of their scheduled prosumption equals O at all time.
If the agents are synchronised with regards to the global timeline using their internal
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clock, their local timeline can differ from one agent to another, i.e the iterations i can
have different durations and thus vary in number during one period p.

Figure 5.2: Time discretization. During each period, each agent iterates over its local
process until the optimization converges.

More precisely, at each iteration i, the agent chooses an operational schedule s using
an optimization algorithm that minimizes a fitness function f (si), which is a weighted
sum of the impact of the schedule on the grid output f c(si) (section 5.3.3) and the effort
it represents f e(si) (section 5.3.2). These two antagonistic components are prioritized
by a dynamic ratio r(i) (section 5.3.4) in the following way :

f (si) = (1 − r(i)) · f e(si) + r(i) · f c(si) (5.1)

An operational schedule s can take many forms depending on the actual device
the agent represents. For a dishwasher, it could consist in a list of tasks with their
starting time. A space heater could use a time series of temperature set points. This
representation is specific to each agent and is not communicated to the others. When
a schedule is selected, only its corresponding prosumption and effort are shared in a
decentralised manner with the entire population of the smart grid (see section 5.3.5).

5.3.2 Local constraints satisfaction

The first component of a schedule’s fitness f (si) is the satisfaction of local constraints
f e(si). In most state of the art approaches (see section 5.2.1), the local constraints only
consider the operational financial cost to be minimized. As explained in section 5.1.2
however, the integration of residential loads and their constraints associated to user’s
satisfaction add new rules that can not be reduced to a financial cost only. Comfort is
difficult to measure in an absolute way, and the needed real-time adaptiveness prevents
any form of fixed scales to measure it, regardless of the use case. Moreover, we need
to make sure the burden of compromising between the global objective and their local
constraints is spread among the agents (see section 5.3.4), particularly when these local
constraints reflect the impact of the grid balancing on the user’s comfort. In this objec-
tive, the degree of satisfaction of the local constraints must be expressed in the same
way for all agents.
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In our model, we propose the notion of effort as a unified measure to evaluate
an agent’s operational schedule si regarding its own constraints. The effort f e(si) is a
normalized value that allows the implementation of a wide range of constraints de-
pending on the use case. It represents the quality of a given operational schedule s with
f e(si) = 0 corresponding to the best possible schedule at the current iteration i regard-
ing the user’s tolerance. For example, in the case of a heating system where the user
can define optimal temperatures and tolerance margins, f e(si) = 0 when the schedule
s perfectly matches optimal temperatures and f e(si) = 1 when it reaches the tolerance
margin. The implementation could allow f e(si) > 1 in cases where the balance of the
grid is an absolute priority, in an islanded microgrid for example. This definition is
flexible and can be adapted to match different objectives and policies. The only strong
requirements are that f e(si) ≥ 0 and that its definition is consistent for all agents in
the system. We provide the detailed implementations used for our simulations in sec-
tion 5.4.

5.3.3 Energy optimization

The primary objective of the EMS is to optimize its energy use (see section 5.1.1). The
second component of a schedule’s fitness f (si) (eq. 5.1) is then its impact f c(si) on the
grid prosumption. This impact depends on two H-dimensional vectors:

• C(si) is the prosumption schedule corresponding to the operational schedule s for
iteration i.

• Ctot(i − 1) is the sum of the agents’ last proposed schedules prosumption at the
beginning of the iteration i. It represents the predicted total prosumption of the
smart-grid, including the prosumption of this agent’s previously selected sched-
ule ŝi−1: C(ŝi−1).

For the EMS to satisfy its primary objective, Ctot(i) must be as close to O as possible.
Minimizing the impact of a schedule s on the total energy output of the grid will be
obtained by minimizing

f c(si) =
||(Ctot(i)− C(ŝi−1) + C(si)− O||2

H
· 1

f c(sloc
i )

(5.2)

which returns the squared mean of the current total consumption taking into ac-
count the consumption of the new schedule C(si). f c(sloc

i ) is used to normalize f c(si).
It corresponds to the impact of a schedule sloc that would only satisfy local constraints,
meaning that f e(sloc

i ) = 0 (the evaluation of local constraints satisfaction is described
in section 5.3.2). Indeed, the schedule that minimize f e(s, i) has always the worst pro-
sumption schedule, otherwise the agent would consume or produce energy uselessly.
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This means that f c(s, i) ∈ [0, 1] where f c(si) = 0 when s allows the total prosumption
to perfectly match the objective of the grid and f c(si) = 1 when it corresponds to the
worst consumption profile for the grid.

5.3.4 Effort distribution

Third component of the fitness function (equation 5.1), the ratio r(i) ∈ [0, 1] determines
the current priority of the agent. At the beginning of an optimization period, r(i) = 0
meaning that only the effort f e(s, i) is minimized. As the end of the optimization period
comes closer, the ratio increases with the pressure to balance the grid f c(s, i) until a
satisfying solution is found (i.e the total prosumption of the grid matches the objective).
r(i) = 1 means that the selected schedule only tries to minimize the impact on the grid.

The ratio is computed as follows :

r(i) =
(

ti − tp

Δt

)q(i)

q(i) =
f e(ŝi−1)

f e(i)
(5.3)

The time stamp tp marks the beginning of the current period p, ti corresponds to
the time at the beginning of iteration i, Δt is the duration of a period, and f e(i) is the
average effort consented by the community.

The interest of this ratio is double. As detailed in section 5.1.1, the grid balance is
the primary objective of the system. This ratio ensures that while the local constraints
like the user’s comfort are satisfied at first, they are progressively outweighed by the
pressure to maintain grid stability. At the end of the optimization period, it is the only
criteria considered by the agents when choosing a schedule. This allows an adaptive
and dynamic compromise to be made between the secondary and primary objectives
defined in section 5.1.

This ratio also pushes towards an equal distribution between participants of the
amount of effort they consent. As stated in 5.1.2, a fair sharing of the cost of grid bal-
ancing between the participants is an important step toward the acceptance of such sys-
tems by the users which is an objective of our model. As the notion of effort is relative,
this fair sharing of effort corresponds to a minimization of the effort variance among
the participants. The rate at which the ratio r(i) increases thus depends on the effort
currently consented by the agent compared to the mean effort of the participants of the
smart grid. Indeed, thanks to the component q(i) in equation (5.3) which can be refered
to as a fairness factor, an agent making comparatively less effort than the average will
more quickly increase its ratio. On the contrary, the ratio will increase at a slower rate
for agents requiring more effort from the users. This enables the progression towards a
fair repartition of the effort among the agents.
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5.3.5 Communication framework

Once the agent selected its best schedule ŝi with respect to the fitness function 5.1 at the
end of the iteration i, its prosumption C(ŝ, i) is communicated to the population along
with the associated effort f e(ŝ, i). The total current prosumption forecast Ctot(i) of the
smart-grid and the mean effort f e(i) are then updated to allow the other agents to react
(see section 5.3.1).

As the only communication requirements are the aggregation of these two vari-
ables, this model allows us to use the Push-Sum protocol [Kempe03], as we did for
our load shedding system presented in chapter 4. This gossip-like algorithm allows a
large number of agents to compute aggregates — notably means and sums — in a fully
decentralized manner while only requiring the synchronisation of the participants on
rounds, which can be done by using the local clocks of the agents. It is inherently ro-
bust toward agent’s failure as it allows the dynamic addition or removal of participant
in real time. This "plug-and-play" capability of the system associated with its inherent
scalability makes it particularly well fitted for large scale real-life deployments where
configurations and use cases vary frequently. Furthermore, as detailed in section 4.3.2,
its convergence speed allows the agents to obtain the correct value in a matter of sec-
onds which is negligible, even compared to the demanding time scales considered in
5.3. In place of Push-Sum, one could use a central node gathering all the individual
variables then broadcasting the aggregated results, or another kind of distributed ag-
gregation protocol.

However the use of this algorithm satisfies the criteria of robustness and scalability,
but also offers a fundamental layer of privacy and security. In section 2.2.2.3, we ex-
plained the need for privacy-preserving architectures, with [Wicker11] advocating for
the absence of centralized data collection. Here not only does our model require no
centralization or any sustained peer-to-peer communication, with the Push-Sum algo-
rithm the agents never even share the real value of their variables directly, but rather an
updated share of the aggregate (see section 4.3.2 for details). Preserving the privacy of
users and securing the communications are not our main focus in this work, however
we argue that these considerations should be part of the design of the system, thus our
communication requirement limited to the strict minimum.

Another advantage brought by the simplicity of our framework is its modularity
regarding the network topology. Our model enables a completely flat network, where
each device can communicate with all the population without intermediaries. However
this single-layered communication is not required, and the creation of subnetworks is
entirely possible if the need arises. For example, in some cases a centralized aggregation
could be used in parts of the network like inside a smart home, where existing solutions
mostly consist in a box controlling the connected equipments. Implementing such a
configuration is straightforward, by using an agent representing the home as a gateway,
aggregating the prosumption and effort of the agents inside the home before sharing in
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it a decentralized way with the rest of the grid.

5.4 Implementation

In this section we want to show how the different types of devices that are usually
part of smart grids can be integrated by using the generic effort function to implement
their respective constraints. The objective here is not to give an exhaustive list of all the
possible devices or constraints, as this list is constantly growing and changing. Instead,
the following implementations are rather representative and realistic examples of how
the constraints of the most common smart grid components can be implemented. We
aim to demonstrate the modularity of our model, and how it can be adapted to the
different use cases by fitting a wide range of constraints.

In this work we focused on residential smart grids, so in this section we mainly
detailed how household devices can be integrated. Generally, a smart grid is not com-
posed of controllable assets only, so the EMS must also consider non controllable ones
in order to take informed decisions. In the controllable category we usually find :

• Inertia-based devices : notably heating and cooling system (HVAC3, fridges,
etc.) they account for the biggest share of adjustable loads in residential build-
ings [Nguyen13, Wright07]. Consequently, smart thermostats, space heaters and
fridges are already deployed in a growing number of households4.

• Task-based devices : mainly including household appliances that draw a signif-
icant amount of power in a short period of time such as dishwashers. This cat-
egory could also includes industrial equipments and is commonly referred to as
"deferrable loads".

• Generators : this category includes all the power sources that can be programmed,
ranging from small fuel cells or micro hydro generators to larger traditional
power plants.

• Energy storage systems : they are essential assets for facilitate the integration of
renewable sources.

In the non controllable category we put :

• Renewable energy sources like wind turbines and solar panels that depend di-
rectly on the weather.

• Global household consumption : a large part of a household’s power consump-
tion is far from being entirely controllable and can only be forecast to a certain
extent (see chapter 3).

3Heating, Ventilation and Air-Conditioning
4Source : full report at www.iea.org/efficiency2017.
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It is important to note that regardless of this classification the different assets are
integrated in the same way using the single effort function described in section 5.3.2
which implementation varies, as we will see in the next sections.

5.4.1 Inertia-based devices

Common heating or cooling devices are thermostatic loads that are activated or not
depending on the current temperature relative to a target. An operational schedule s
for such a load can then be a time series giving the state of the device for each of the
next steps. This state q ∈ Z would correspond to a given energy consumption (given
by the device’s specifications) and a known influence on the room temperature. This
influence can be computed using various method, either by observation or by using
thermal models, most often a combination of both [Lu10], but this is out of the scope of
our work. Using this information, the temperature schedule T(si) corresponding to an
operational schedule can be computed iteratively.

User preferences for such an agent would typically include a target schedule T̂ of
the desired temperature for each step and a tolerance margin λ in degree. The comfort
criteria is then defined as the mean square error (MSE) between the estimated and target
temperature divided by the square of the margin:

f e(si) =
1

Hλ2 · ||T̂ − T(s, i)||2

.

This way, as defined in section 5.3, f e(s, i) = 0 when the target temperature is ex-
actly matched and f e(si) ≥ 1 when the temperature is predicted to reach or exceed the
tolerance margin of the user in average. To optimize the operational schedule in our
simulations (see section 5.6), we chose to use a genetic algorithm. However, it is impor-
tant to note that a different optimization algorithm could be used here depending on
the performance needed.

5.4.2 Task-based devices

Task-based devices are typically household appliances : dishwashers, washing ma-
chines, dryers, or even rice cookers. They can achieve different tasks, each task k con-
sisting of a duration d(k) and a load profile c(k), which are fixed and given by their
specifications. At a time ts the user would select a task (a washing cycle for example)
and define the time tu when the task must be finished (ex : 6pm). An operational sched-
ule s for such a load is then a tuple (k, tk) with k being the user-selected task and tk the
candidate starting time of the task.

We defined the effort consented by the user as the interval between the time (tk +
d(k)) the task is actually completed by the appliance and the desired completion time tu
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set by the user. The worst case scenario ( f e(si) = 1) being the task starting immediately
(tk = ts), the effort associated to a given schedule is evaluated as follows :

f e(si) =

∣∣∣∣ tu − (tk + d(k))
tu − (ts + d(k))

∣∣∣∣
.

When the tasks have a fixed duration and consumption as supposed in this case, the
number of possibilities for the optimization of the starting time tk is quite limited (equal
to the number of steps of the optimization horizon H), allowing to simply compute the
fitness of each possibility to select the best solution. This is the method we use in our
simulation (section 5.6).

5.4.3 Generators

The operation schedule of a generator such as a fuel cell or a diesel-powered unit would
be an array containing its power output for each of the next M steps. Optimizing it can
then be done by a genetic algorithm, as for inertia-based devices (see section 5.4.1).
Eventually, the goal of the agent could be to minimize its running time to reduce the
fuel expenses notably. The effort of a schedule could then be defined relatively to a
worst case scenario, maybe considering a price forecast, with the best case scenario
being not turning on at all (or when electricity price exceeds fuel cost). Depending on
the use case, periods of time when the user would rather have the cell not activated
(during the night for example) could also be added to the effort criteria.

5.4.4 Energy Storage Systems

Energy Storage Systems (ESS) are a key actor in the smart grid paradigm [Ibrahim08].
Indeed, when deferring or shedding the demand is not enough, storage is the only way
to maintain the stability of a grid with intermittent energy production. Moreover, Plug-
In Electric Vehicles (PEV) are predicted to become an important part of the residential
energy consumption in the next years [Callaway11]. If the charging process is open to
third-party control a plugged vehicle could become a proper storage asset or at least a
controllable load, and managing it would require high-level constraints like the user-
specified charge completion time.

Regardless of the method used, the goal of an energy storage system (besides
providing grid balancing or economic optimization services) is to maximize its life-
time [Basir Khan16]. Thus in our simulation we defined the effort associated with a
charge/discharge schedule as the amount of energy exchanged by it, relative to its max-
imal instantaneous power :

f e(si) =
H

∑
p

( |C(si)p|
max

)
· 1

H
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This maximal power max is the same for charging and discharging in our implementa-
tion, but one could easily consider different values or a time-dependant variable. Also
the number of switches between charge and discharge caused by the schedule coud be
taken into account [Levron13].

5.4.5 Non controllable assets

Non-controllable loads by definition do not need an optimization mechanism. They
simply communicate their planned consumption (or production) to the system like any
other agent, and their effort is set to the average effort of the population. This way, it does
not affect the pressure on the controllable assets.

5.5 Formal properties of the model

Our objective in this section is to demonstrate the ability of our coordination mecha-
nism to systematically reach an optimum garanteeing a stable grid while maximizing
the satisfaction of local constraints. In our model, an equilibrium is reached when the
sum of all prosumptions is equal to the objective, i.e Ctot = O. Here we want to prove
that such equilibrium is a Nash equilibrium and is also pareto efficient, the actions of
each agent are the proposed schedules and its utility being the effort that has to be
minimized. To this end, we make the following hypothesis.

1. The time of convergence of the communication algorithm is negligible so that
all shared values are considered as immediately available to all agents. As we
explained in section 5.3.5, our implementation using the Push-Sum algorithm
makes this assumption reasonnable.

2. We consider that only one agent changes its schedule at any time. In practice
overlaps are rare and absorbed by subsequent changes.

3. A correct solution always exists, ensuring that an equilibrium can be achieved. It
reflects the reality as the worst scenario could always be to turn of the loads to
avoid the damages of a blackout.

4. For any agent, the effort value is different for two different schedules.

5.5.1 Nash equilibrium

Once the equilibrium reached, if any agent unilaterally changes its schedule, it will lead
to an unbalanced grid which is not acceptable. Thus any equilibrium is systematically
a Nash equilibrium.
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5.5.2 Pareto efficiency

To prove the Pareto efficiency we will consider, ad absurdum, that the reached equilib-
rium E is not Pareto efficient which means that at least one agent A can reduce its effort
by changing its schedule. This necessarily leads to an unbalanced grid by creating pe-
riods with excess production and periods with excess consumption, called slots in the
following demonstration. Consequently, another agent F (or group of agents) will have
to fill the slots FS freed by A, and one agent G (or group of agent) will have to get out
the slots NS filled by A. In the following, we will considered that there is only one agent
G and one agent F as the reasoning is exactly the same with multiple agents applying
the argumentation iteratively on each agent of the group. We distinguish three possible
cases:

• F 	= G and NS is not the preferred solution of G. G has to move to other slots were
its effort is smaller. Another unbalance is created, which has to be compensated,
so that the whole reasoning has to be applied recursively.

• F 	= G and NS is the preferred solution of G. In order to move, G has to decrease
its effort so that this new equilibrium cannot dominate E in the sens of Pareto.
Since in the algorithm, all the agents initially proposes their preferred solution,
this case will happen at some point.

• F = G, meaning that the agents can compensate the imbalance caused by A. For
the new equilibrium to Pareto dominates E, FS has to provide strictly smaller
effort (hyp. 5). Considering that all agents always have updated information
(hyp. 2), that only one agent acts at a time (hyp. 3) and that in the algorithm
each agent proposes the schedule that fits the most its local constraints and grid
pressure (equation 5.1), there is 2 possible sub-cases:

– if FS were free at some point, F should have proposed this schedule and was
forced to move (because this is not E). So that to get back these slot it has to
move another agent and the same reasoning applies recursively.

– if NS were free, the same applies to A.

5.6 Simulations

In order to validate our approach we simulated different use cases using the implemen-
tation presented in section 5.4. Our goal was to confirm the following key behaviors:

• reliability : the system converges to an optimal solution (Ctot = O) consistently

• robustness : agents can be seamlessly added during the process

• scalability : the system can handle a large number of agent
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• fairness : the effort is fairly spread amongst the agents

5.6.1 Reliability and robustness

To show the ability of the multi-agent system to quickly reach a solution to optimize the
energy use, we simulated an islanded residential microgrid. The only energy sources
are a solar panel which production data comes from a test array deployed by Ubiant
in the south of France, and a generator. The loads are 7 connected dishwashers, 5 con-
nected washing machines and 3 electric heaters. The effort function of the dishwashers
and washing machines is computed following the implementation proposed in sec-
tion 5.4.2, and the heater’s using the one detailed in section 5.4.1. The prosumption
profiles of the solar panel, washing machine and dishwasher can be found in annexe
A. The target energy output O is zero at all time (islanded microgrid), the optimization
period were set to a duration Δp of 1 minute, and the horizon H to the next 24 hours
(1440minutes). To demonstrate the robustness of the system, the 7 dishwashers were
added to the system during the optimization period.

We run the same simulation for one optimization period 50 times, sampling the
total energy output Ctot every 2ms (sampling steps on the figures). At each time we
measured the RMSE between Ctot and the target energy output O = 0 using the follow-
ing formula :

RMSE =

√√√√ H

∑
p=1

Ctot
p · 1

H

Figure 5.3 represents the mean RMSE of the consecutive runs as well as its standard
deviation. At the beginning of the optimization periods, the agents converge toward
a first solution in less than a tenth of a second (50 sampling steps), demonstrating the
efficiency and reliability the model. At the time marked by the vertical line, the 7 dish-
washers are added. The curve shows that with the new constraints induced by the
added agents, the system takes some time to converge again toward RMSE = 0 as
expected. This shows the robustness of our adaptive mechanism as well as the consis-
tency of the system’s behavior in converging rapidly toward a satisfying solution.

5.6.2 Scalability

Here we want to demonstrate the ability of our system to find the best solution indepen-
dently from the size of the population. We defined an isolated microgrid setting where
an hypothetical external source (a solar farm for example) steadily provides 400kW for
16 hours during the day, from 2am to 6pm. As a non-controllable source, its effort
simply follows the mean and its operational schedule is fixed (see section 5.4.5). We
simulated 3200 identical task-based appliances with only one task consuming 1kW of
electricity during 2 consecutive hours. Their effort function f e(s, i) is implemented as
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Figure 5.3: Mean RMSE over 50 consecutive runs with the settings described in sec-
tion 5.6.1. Almost half of the agents are added during the optimization period (the
vertical line shows the exact time).

described in section 5.4.2 and their target completion time tu is 12am, meaning that they
all have the same latitude as to when to start their task. The objective is identical to the
previous experiment (section 5.6.1) : reaching O = 0 for the next 24h, i.e H = 24, the
only change being the duration of each period which is set to Δp = 1h. The sampling
rate is also modified to one measure every 200ms.

The simulated situation represents an extreme case as the only way for the system to
run all the tasks is to evenly spread them during the interval where energy is provided.
As the tasks last 2 hours each, the agents could create 1 hour gaps that could not be used
by another agent, preventing the population from converging to a satisfying solution.
Figure 5.4 shows the mean and standard deviation of the evolution of the RMSE during
a single optimisation period, repeated 60 times with varying random seeds. We see that
the system never fails to converge toward a correct solution where the RMSE = 0.

We also ran the same experiment multiple times while varying the population size
to evaluate its influence on the convergence time. The production of the power source
was adapted each time to fit exactly the demand. Table 5.1 shows the results where
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Figure 5.4: 3200 task-based appliances coordinating to fit the production of a single
power source (section 5.6.2). RMSE measured every 200ms of one optimization period,
averaged over 60 consecutive runs.

we notice that the convergence time does not increase linearly with the population
but rather logarithmically, allowing the system to reach a satisfying solution in a few
minutes even with a very large number of agents.

Pop. size Nb. runs Avg. conv. time Std. dev.
10 1000 2s 0.2s
100 100 11s 1s
3200 60 70s 5s
10000 50 121s 13s
100000 40 155s 31s

Table 5.1: Average convergence time depending on the population size (section 5.6.2).
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5.6.3 Fairness

We explained in section 5.3.1 how our system minimizes the effort of each agent while
spreading it fairly amongst the agents thanks mostly to the ratio r(i) which allows each
agent to adjust its effort by comparing it to the mean effort of the population. Com-
puted by equation 5.3, this ratio prioritizes either the local constraint satisfaction or the
energy use optimisation depending on two factors : the time left before the end of the
optimization period and the effort consented by the agent compared to the mean effort
of the population. The objective of this last element, which we refered to as the fairness
factor in section 5.3.4, is to push the agent to converge to a solution where the effort is
fairly distributed by reducing the deviation from the mean.

To demonstrate this property, we used the same setup as scalability experiment
described previously (section 5.6.2), with the following modifications. To the 3200 task-
based devices we add 16 fully charged battery packs able to provide 400kWh each, and
we consider that the solar panel array can be disconnected if useless. The battery packs’
effort function is computed using the equation provided in section 5.4.4, i.e they try to
minimize their own prosumption. If the appliances do not consider the mean effort of
the population in their optimization, they would all schedule their operation at their
prefered time, between 10pm and 12am. In such situation, their effort would be 0 but
the battery’s effort would be maximal. A better effort distribution would be to exploit
the production from the solar panel, leading to a smaller deviation to the mean effort.

In this experiment we ran the same coordination period with and without the fair-
ness factor (q(i) = 1) and measured the mean effort and the mean deviation from this
mean among the population every 200ms. We then averaged the measures over 60
runs with variable random seeds to validate the observations statistically. The results
displayed on figure 5.5 show that without the fairness factor, the mean effort stays al-
most constant, as does the deviation from this mean. As expected, with the fairness
factor the mean effort is higher but the deviation is significantly smaller, as agents tend
toward a fair solution where the effort is spread evenly among them.
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Figure 5.5: Mean effort of the agents as they settle on a satisfying solution with and
without the fairness factor (section 5.6.3).

5.7 Summary

To sustain and accelerate the current energy transition from large scale fossil power
plant to renewable but intermittent power sources, smart grids integrating residential
load management are a promising solution as we explained in section 2.2. Particu-
larly, microgrids can combine the flexibility of residential load adjustement with the
efficiency of local renewable production while at the same time relieving the main grid
balance system by behaving as a stable autonomous unit. However, leveraging resi-
dential consumption to balance a microgrid comes with two major challenges. As we
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stated repeatedly throughout this thesis, the user must be the priority of a smart grid
management system. As such, the impact of grid balancing on their comfort should be
minimized. In order to handle the changes in the user preferences and behavior, the
management system must then be highly adaptive and reactive. At the same time, the
diversity in household appliances and grid assets and the need for a cheap and efficient
deployment calls for a modular, reliable and scalable system.

In this chapter we described an approach to smart grid dynamic load balancing en-
abling a user-centered residential load adjustment. By adopting a bottom-up approach,
we offer a way for the users to take control over their commitment to participate in de-
mand response mechanisms, as we did in our previous model (see chapter 4). Instead
of considering the user as a fixed constraint and making strong assumption regarding
the flexibility of household appliances like a majority of existing works (section 5.2.1),
we designed an adaptive system that handles the diversity of use cases and user con-
straints. The core of our model is built around the compromise between the user’s
comfort and the grid stability, which is dynamically adjusted in real time. To build
a complete solution that could be deployed to the mass market, we chose a decentral-
ized infrastructure with a modular design in order to considerably ease the process. The
generic model proposed here facilitates the integration of a large variety of devices by sim-
ply defining the way they evaluate their own running cost and their impact on the
user’s comfort via the associated criterion. The iterative optimization process allows
for a self-adaptive dynamic reaction to changes in the user’s behavior and most notably to
changes in the grid’s configuration, as we demonstrated by simulating the real-time
addition of new agents during an optimization period, in a realistic microgrid setting.
We proved the pareto efficiency of our coordination algorithm, which shows that our
model allows the agents to converge to a solution where the grid stability is ensured
while equity regarding the consented effort is maintained. In addition to the generic
device representation mentioned before, our light communication requirements allowed
us to use a gossip aggregation algorithm as a backbone to our smart grid management
system, which enables a truly decentralized system.





6
Conclusion and perspectives

� Here we will briefly recall the challenges we addressed in this thesis and review the solutions we
offered. We then discuss the results we obtained and draw the perspectives for futur works opened by our
approach. �
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6.1 Objectives

Smart grids have been a trending topic in the last decade and will without a doubt
continue to be for the years to come, as they encompass all the emerging use cases,
approaches and technologies enabling the transition toward a greener grid. To deal
with the plethora of issues caused by the increasing intermittency of energy sources, a
mix of various systems managing different parts and aspects of the future grid will be
needed, with new generation of power electronics guaranteeing the quality of service in
the short term and higher-level energy management systems operating on the medium
to long term. In this thesis we primarily focused on the latter, with the general objective to
develop an EMS for residential smart grids. In this field, plenty of approaches have already
been explored, each addressing specific concerns from battery management to failure
recovery. However, adding to the objective of optimizing energy use in smart grids, we
identified two important aspects that we decided to focus on.

6.1.1 Users

Demand response will play a major role in tomorrow’s management systems. Instead
of always building more production and storage assets to compensate for imbalances
in the grid, controlling the consumption is more likely to be cheaper, straightforward
and efficient. A large part of this consumption is residential, the energy being used
to power air conditionning, household appliances and the various electronics of our
everyday life. The combined growth of environmental concerns and connected equip-
ments encourages users to be an active part in the energy transition, primarily by re-
ducing their consumption. Residential Demand Response and Microgrid management
systems could push the idea a step further by directly controlling a part of the user’s
equipment in order to finely adjust the consumption to the needs of the grid. This idea
can raise concerns regarding the user’s comfort that could be seriously reduced if their
appliances are not properly managed. A major goal of this thesis was then to facilitate
the democratization of residential demand response by ensuring the user’s comfort at all time.

6.1.2 Deployment

Another foreseeable aspect of the future smart grids is the cohabitation of heterogenous
systems with different algorithms, requirements and communication protocols; manag-
ing networks of unique topology, configuration, location and constraints; composed of
assets from competing brands presenting various characteristics and interfaces; used
by inhabitants with their own involvement, preferences and tech-savviness. In this ex-
tremely diverse environment, experienced first-hand by our industrial partner Ubiant
in the deployment of smart-home solutions, we identified the vital need for a unifying
open model which would enable a sane cohabitation of proprietary components and an
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easy adaptation to a large range of use cases. Also, because these very diverse con-
figurations and situations tend to change with time (adding or removing, modifying
management policies, etc...), this genericity should be combined with a high modularity
to offer a practical platform for actual deployments with limited maintenance costs.

Challenges in moving agent-based technology to the real world Deployed applica-
tions of agent-based systems Emerging applications of agent-based systems Integrated
applications of agent-based and other technologies User studies of deployed agent-
based systems

6.2 Contributions

6.2.1 Load Forecasting

As a first step toward the design of a user-friendly EMS, we evaluated the capabilities
of existing load forecasting algorithms to determine if anticipating the user’s consump-
tion and behavior on the short term would be possible (chapter 3). We implemented
the most promising algorithm to measure its performances on very short term individ-
ual load forecasting, using available data from Ubiant deployed solutions. The limited
datasets used prevent us from drawing definitive conclusions but our preliminary re-
sults tend to show that existing methods struggle to handle the important variability of
small scale consumption on the very short term. We showed that the use of exogenous
variables like occupancy could improve the accuracy of the forecast but this hypoth-
esis would require further testing with an extensive dataset, which is currently in the
making at Ubiant. Regarding our objectives, we decided that the currently achievable
accuracy was far from enough to credibly rely on predicting consumption, even though
the use of exogenous variable such as occupancy seems promising. Thus, to handle the
stochasticity of user behaviors while optimizing the energy use, our system would need
to be highly reactive and robust.

6.2.2 Decentralized Residential Demand Response

Our goal was then to design a user-friendly, robust and reactive system that would
still be simple and generic enough to provide the modularity and genericity needed
for large scale deployment. This challenge, added to the primary objective of energy
use optimization, called for a very adaptive and resilient solution, which directed us to-
ward a multi-agent approach. As a first step, we focused on demand response only and
designed a system to fit the current framework of the french grid operator (chapter 4).
Building on top of Ubiant’s smart home energy management system, we designed a
decentralized coordination mechanism allowing the agents to engage their flexibility
to answer to a load shedding request. To maintain a stable curtailment, the system
does not prevent the users to use their appliances but rather relies on the reactivity and
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size of the population of connected buildings to compensate for unpredicted changes
in the user’s behavior. On top of this real-time adjustement algorithm, a self-evaluation
mechanism allows the overall performances to improve over time by limiting the im-
pact of the less reliable elements. The advantages of this model are twofolds. Firstly,
contrary to existing works where the user either loose temorarily the control of its ap-
pliances or is constrained to follow dynamic prices, our bottom-up approach allows
the user to maintain a full control of their appliances at any time while still offering any
flexibility to be exploited. Secondly, while a majority of the literature offers centralized
systems with either a direct control or a broadcast signal, the fully decentralized hori-
zontal architecture we designed using a fast gossip communication algorithm enables
a precise monitoring and control of the system without a single point of failure, each
component (building) following the same process and possessing the same amount of
information. The scalability and robustness brought by this flat design are crucial for
a cheap and reliable large scale deployment which then increases the stability of the
demand response by involving a large number of participants.

6.2.3 Smart Grid Energy Management System

Our residential demand response system was dedicated to distributed load shedding
and relied on the prerequisite that the building energy management solution was able
to provide a relatively accurate estimation of the flexibility of the building at anytime.
Our goal was then to go further that simple demand response by providing an architec-
ture for the management of smart grids in general, including production and storage
control, the typical use case being microgrids. To handle the considerable diversity of
use cases (see above section 6.1.2), we chose to abstract the coordination mechanism
from the local characteristics of each component by defining the notion of effort which
allows each device to handle its own constraints and objectives and express them in
an unified way to the system. With this approach, integrating a new asset only re-
quires to implement the fitness function converting these constraints into this notion
of effort. Like our first model (chapter 5), the coordination mechanism is designed to
allow a fully decentralized architecture using the same gossip communication protocol,
this time to reach a consensus over their respective operational schedules. This is done
by iterating over a process identical for all agents where they start by proposing the
schedule that fits their local interest best (lowest effort), then making progressive mod-
ifications to it until the global prosumption schedule of the grid matches the objective
or until no agent can make further efforts. As each agent is aware of the average effort
consented by the population, it can adjust its own effort accordingly so that the burden
of load balancing is spread evenly over the population. We showed that this simple
algorithm allows the agents to converge quickly to a satisfying solution, even with a
high number of conflicting constraints (all the appliances want to be scheduled at the
same time). We proved that this solution is systematically a Nash equilibrium and is
also Pareto efficient. This system shares the scalability and robustness of the demand
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response system thanks again to the absence of any critical component, and has even
fewer communication requirements as only two variables (the total schedule and the
mean effort) need to be aggregated via the Push-Sum protocol.

6.3 Future work

6.3.1 Real life testing

Using data from various sources, we were able to simulate a realistic use case to test the
performances and validate the properties of our energy management system. How-
ever, more testing needs to be carried out on real-life settings in order to consolidate
our confidence in the model and better analyse its potential limitations. In the com-
ing months, the actual deployment of the solution on an actual connected building
equipped with production and storage assets is planned. We will then be able to work
on more detailed local optimization algorithm and to study the behavior of the system
depending on parameters such as connectivity, time scales and accuracy requirements
on real equipment. The genericity of our approach will be put to the test with the inte-
gration of a variety of actual appliances, and we plan to stress the system to evaluate its
robustness and adaptiveness. A large part of this incoming work relates to engineering,
but it will allow us to collect crucial data in order to fully evaluate the performances of
our system. A broader question relates to the notion of fair effort distribution. Indeed,
if our system guarantees a theoretical convergence toward a solution when agents tend
to consent to the same effort, this value is relative and depends exclusively on the im-
plementation of the fitness function. For a part of the assets which are not directly
linked to the user’s well being, this function is usually well defined and boils down
to an operating cost. However, for household appliances and HVAC systems which
directly influence the user’s comfort, evaluating the quality of the solution can be more
complex and will need a comprehensive evaluation on the long run.

6.3.2 Security

Althought this relates more to engineering, further work could be carried on the se-
curization of communication between the agents as the reliability of the system in this
regard might and should be a major concern for the users. Our design is inherently
secure, on one hand because only anonymized information necessary for the global
scheduling are transmitted which do not include sensitive or detailed information
about the users or their behavior ; on the other hand because the Push-Sum protocol
used to convey these data makes it extremely difficult to trace a given information back
to its original sender. However, the network as a whole could benefit from existing
cryptography methods to provide an additionnal layer of protection. Using standard
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web communication protocols would allow this, but many different methods can be
employed depending on the actual link between the different assets.

In the same category, the use of a blockchain parallel to the coordination mechanism
has been mentioned. It could be used to keep track of the energy transactions between
the agents [Mengelkamp17], but also of the amount of effort consented by them at each
step, to later apply potential rewards and tariffs. A blockchain is far from being the
only way of implementing such a ledger, nor is it the cheapest or the simplest. How-
ever, it would be relevant with our affirmed position on decentralization and security
[Knirsch18]. Before that, several obstacles inherent to current blockchain technologies
such as energy consumption must be overcome.

6.3.3 Further studies on load forecasting

Our preliminary and exploratory work on short term individual load forecasting pre-
sented in chapter 3 yielded few significant results. The first tests we were able to per-
form on state of the arts algorithms for short term load forecasting were enough to
confirm the initial intuition that the attainable accuracy on individual load is very low.
However, if the dataset used allowed us to identify a possibility for improvement by ex-
ploiting exogenous variable such as occupancy, its size was insufficient to draw defini-
tive conclusion. Datasets containing frequent monitoring (one minute interval at least)
of multiple variables related to electric consumption are rare, mostly because there is
only a small amount of inhabited building equipped with monitoring equipment, and
because gather and cleaning the data is difficult. Ubiant, through the deployment of
smart home solutions, has the potential to gather extensive datasets of this kind and
has begun to do so using the tools we developed for our work, obviously with the in-
formed consent of the homeowners (even if data is systematically anonymized). With
more data at hand, a better and deeper analysis of the capabilities and shortcomings of
very short-term individual load forecasting can be envisionned, possibly opening new
doors regarding residential load management by anticipating behaviors and needs.

6.3.4 User interface

The developpement of advanced interfaces in line with our user-centered approach
was not our focus in this thesis, but the ability to design intuitive interfaces was one
of the motives behind the idea of a simple and unifying model. When presented with
rudimentary interfaces which lack precision or are bothersome to adjust, it is likely that
the settings will only fit loosely the actual preferences of the users. The consequences
are a bigger uncertainty for the management system, as the users could frequently want
to override or change the preferences in real time. On the contrary, if the users are
able to easily and precisely communicate their preferences to the system, they will be
encouraged to set them in a way that actually fits their needs, naturally increasing the
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reliability of the management system and potentially reducing the final operating cost
of the grid. Smooth communication with the users could also be of prime importance
when dealing with emergency situations regarding the stability of the grid. In some
cases, notably in small isolated microgrid, the risk of black-out could happen despite an
efficient EMS, as production can depend heavily on external factors such as the weather.
In such cases, a quick and clear understanding of the situation by the users could help
reduce the inconvience but could also mitigate it, for example if manual intervention is
needed to curtail the demand (some devices can not yet be managed by the EMS , as
we saw in section 5.4). Also, as we mentioned in section 2.2.2.2, gamification and social
incentives can be important tools for the active involvement of users. Thanks to the
straightforward logic used by our coordination algorithm, it could be possible to design
interfaces and that allow the users to understand how the balancing mechanism works,
which would help them to better engage in the system but most importantly to better
welcome the adjustments made by the management system and maybe even actively
adapt their energy use themselves by seeing this as a social game. By leveraging the
intuitive notion of effort which is at the core of our model, we could inform the users of
their relative level of participation in the collective balancing effort in real time, which
is both a good indicator of the impact of their energy usage but also a good way to show
the interest of the adjustments made by the system.

As we mentionned previously on our perspectives regarding load forecasting, big
opportunities lie in the ability to learn and forecast the users behavior, as it comes in
pair with the idea of automatically learning and updating their preferences. The possi-
bilities are numerous, from simply learning the occupancy patterns of the building to
the precise temperature preferences for each room depending on the time of day and
day of the year, but also potentially knowing the lighting habits and needs to be able to
exploit these small but abundant sources of flexibility. Eventually, these considerations
lead back to the idea of ambient intelligence (see section 1.1.2), with the combination
of smart interfaces and advanced prediction capabilities allowing for a smooth user
experience, which improves the performances of the system in a virtuous circle.
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A.1 Prosumption profiles used in simulations

Figure A.1: Seven different load profiles for dishwashers used in section 5.6.1. Source :
KIT, OSHv4
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Figure A.2: 5 different load profiles for washing machines used in section 5.6.1. Source
: KIT, OSHv4
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Figure A.3: Production curve of a solar panel array used in section 5.6.1. Source : Ubiant
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Gossip Communication in a Multi-Agents System. In IEEE 10th International Conference
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