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Chapter 1

Introduction

Einstein’s theory of General Relativity (GR) is arguably one of the greatest scientific
achievements ever. This elegant theory still awaits expression in the language of quantum
physics - somehow now achieved for all of the other fundamental interactions of nature.
The cornerstone of GR is the Weak Equivalence Principle (WEP) which expresses the
equivalence of inertial and gravitational mass.

Numerous theoretical and experimental investigations proved that the gravitational
mass and the inertial mass of ordinary matter are equivalent to one part per 1012. Point-
ing out the lack of evidence considering the gravitational behavior of antimatter systems,
theorists have built new models that in some cases violate CPT or Lorentz invariance as
an explanation for baryogenesis or cosmological problems.

With advances in antimatter synthesis, tests of the WEP with antimatter are now
achievable. Considering the weakness of gravity compared to any residual electrical or
magnetic force, direct free-fall experiments with charged antimatter appear unrealistic.
Antihydrogen is the best candidate because of its electrical neutrality and its lifetime com-
pared to other neutral anti-systems like positronium atoms (Ps). But this apparent ad-
vantage implies the use of complicated systems to trap neutral atoms. Such trapping tech-
niques have already been performed by antimatter experiments such as ATRAP [1, 2, 3],
ASACUSA [4, 5, 6] and ALPHA [7, 8, 9].

Even if these collaborations have already managed to synthesize antihydrogen atoms,
the measurements of F = Mg/MI , defined as the ratio of the gravitational mass Mg to
the inertial mass MI of antihydrogen, remains quite difficult.

In this chapter, a retrospective of the discoveries around antimatter is made as well
as a summary of the great theories in particle physics and relativity. Finally, a panorama
of attempts to measure the gravitational behavior of antimatter is presented.

13
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1.1 Antimatter discovery

1.1.1 Dirac equation and the negative solution problem

In 1928, Paul A. M. Dirac by means of an innovative theoretical concept, obtained a
relativistic theory of the electron. While major physicists of the time, like Oskar Klein
or Walter Gordon, were already working on a relativistic equation, referred to as the
Klein-Gordon equation, Dirac solved the problem of negative probability density func-
tions by introducing a solution not based on a one dimensional wave function but on a
four-dimensional wave function, called a spinor. Equivalent to four parallel Schrödinger
equations with mixing terms1, the equation can be formulated as:

i
h

2π

∂Ψ

∂t
= −i h

2π
~α.~∇Ψ + βmc2Ψ (1.1)

where Ψ is a four-dimensional wave function; m, the mass of the particle, c the speed
of light; h, Planck’s constant and ~α,β are the 4x4 matrices acting on spinors, also known
as Dirac’s matrices.

This equation addresses the problem of the negative probability density while rigor-
ously describing the spin, the magnetic moment and the spin-orbit interaction of the elec-
tron [10, 11]. However this equation raises a new problem; when a simple two-dimensional
wave function may describe the electron spin states what happens to the other two di-
mensions ? Moreover, if the positive solutions of this equation describe the electron, what
about the negative solutions ?

"The relativity quantum theory of an electron moving in a given electro-
magnetic field, although successful in predicting the spin properties of the
electron, yet involves one serious difficulty [...] connected with the fact that
the wave equation [...] has, in addition to the wanted solution for which the
kinetic energy of the electron is positive, an equal number of unwanted solu-
tions with negative kinetic energy for the electron, which appear to have no
physical meaning."

Paul Dirac, 1930

In 1929, Hermann Weyl suggested that the negative energy solutions (and positive
charge) stand for protons [12]. Dirac demonstrated that such a hypothesis leads to a
violation of the electric charge conservation and postulated that vacuum is made of an
infinite number of negative energy levels (later referred as the Dirac sea). Following this
idea, if enough energy is transferred to a negative energy electron, it becomes a real elec-
tron (with positive energy) leaving a hole in the ’sea’.

"A hole, if there were one, would be a new kind of particle, unknown
to experimental physics, having the same mass and opposite charge of the
electron."

Paul Dirac, 1931 [13]

In 1931, Dirac put forward the controversial2, but equally ingenious hypothesis that
holes could be interpreted as new particles.

1In the low velocity approximation, one can find the Schrödinger equation : i h
2π

∂Ψ
∂t

= − 1
2m

( h
2π

)2∇2Ψ
2Robert Openheimer [14] opposed this idea arguing that it implies an unstable nature of the atom.
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1.1.2 From theory to experiment : antimatter under the spotlight

In 1932, Carl Anderson discovered that, high energy photons from cosmic rays interact-
ing with a lead screen, produce electrons as well as particles with almost the same mass
but with opposite charge [15] as shown in Figure-1.1. Furthermore, these new particles
can be converted back into two photons. The discovery was confirmed at the Cavendish
Laboratory (Cambridge) by Patrick Blackett and Giuseppe Occhialini in 1933 [16].

The same year C.D. Anderson named this new particle, today interpreted as an anti-
electron, positron [17]. Subsequently, as a confirmation, Irène and Frédéric Joliot-Curie
identified positrons in the β+ decay process of a phosphorus isotope [18] following:

30P →30 Si+ e+ + ν

Nevertheless, the Dirac equation in (1.1) is not only valid for electrons but for any spin-
½ particles. Indeed, following this idea, the proton and the newly discovered neutron [19]
should also present a corresponding anti-partner with the same mass but with opposite
spin.

Figure 1.1 Cloud chamber photograph by C.D. Anderson [17]. A 63 MeV positron passed
through a 6 mm lead plate and emerged at 23 MeV . The length of this path is at least
10 times greater than the possible trajectory of a proton with the same curvature.

Antiproton Discovery In 1955, after some minor unconfirmed cosmic-rays events [20,
21, 22], Emilio Segrè and Owen Chamberlain discovered the proton antimatter counter-
part, named antiproton (p̄ or pbar) [23]. They used the novel proton accelerator, called the
Bevatron, at the Lawrence Berkeley National Laboratory designed to achieve a 6.5 MeV
energy, which corresponds to the threshold that produces proton-antiproton pairs im-
pinging an initial proton beam on a copper target. The detection of the antiprotons was
performed via a momentum and time-of-flight identification, since the main contaminant
particles were negative mesons produced in the reaction with a higher momentum.
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Additional antimatter discoveries One year later, in 1956, following the same TOF
discrimination principle in the same laboratory, the team of Oreste Piccioni and Bruce
Cork discovered the neutron counterpart, the antineutron (n̄) [24].

After single antiparticles, the production of antimatter turned to antinuclei, such as:
anti-deuterons (d̄) at Brookhaven first [25] and few months later in Europe at CERN in
1965 [26], antihelium-3 nuclei (3H̄e) in 1971 [27] and antitritons (3H̄(+)) in 1974 [28].

In 1995, a new step was taken by the LEAR (Low Energy Antiproton Ring) experi-
ment at CERN. Colliding an antiproton beam circulating in a ring with a Xenon gas jet,
the first (and simplest) atomic structures made of antimatter, antihydrogen atoms (H̄),
were synthesized. 11 events were recorded (with an hypothetical background of 2 ± 1
events) [29].

Furthermore, in 2010, the STAR experiment at RHIC, Brookhaven National Labora-
tory, announced the discovery of the first anti-hypernucleus, the antihypertriton (3

Λ̄
H̄) [30].

All these discoveries have been recently confirmed at high energy by the ALICE experi-
ment, CERN-LHC [31, 32] as summarized in Figure-1.2. They also reported the discovery
of antihelium-4 nuclei (4H̄e).

Figure 1.2 Energy-loss as measured in the Time Projection Chamber (TPC) of the ALICE
experiment. The black lines correspond to the expected energy loss for different particles-
antiparticles and nuclei-antinuclei. Data taken in lead–lead collisions at 2.76 TeV [33].
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1.2 (anti-)atoms in an (anti-)Universe

The relativistic interpretation of the quantum theory gave birth to a new family of par-
ticles. As proof of his genius, Dirac is also at the origin of a theory today considered as
the very first step of the quantum field theory[34]3. This latter is undeniably one of the
greatest achievements in modern physics describing three of the four known interactions
(electromagnetism, weak and strong interactions).

The quantum field theory formalism implies that physical laws stay unchanged under
the successive combined transformations:

• C-symmetry: charge conjugation, switching all particle properties with those of
their corresponding antipartners.

• P-symmetry: parity transformation, opposing the spatial coordinates

• T-symmetry: time reversal

If there is no more doubt on the C-symmetry and P-symmetry violation in the weak
sector [35, 36] and moreover on the combination of both CP-symmetry [37, 38, 39, 40],
there is no hint yet of the violation of the CPT-symmetry4.

Today, the invariance of the physical laws under the above CPT combination is widely
recognized as an indisputable truth. The CPT-invariance implies that the inertial mass,
charge magnitude, mean life and magnetic moment are identical for any particle and its
corresponding antiparticle. One of the main goals of the current low-energy antimatter
experiments is to confirm this statement. A non-exhaustive list of the last results can be
found in Refs.-[7, 41, 42, 43, 44, 45, 46, 47, 48].

According to the invariance of the physics laws with respect to the CPT-symmetry,
a major question remains partly unanswered : why are we made of matter and not anti-
matter ?

Astronomical observations show that in the observable Universe, antimatter particles
are sporadically present. It means that no matter and antimatter macroscopic structures
coexist in our close neighborhood. Indeed, such coexistence would lead to the emission
of radiation coming from a large number of annihilations at the frontier between matter
and antimatter.

The Standard Model of particle physics associated with the ΛCDM -model (or Stan-
dard Cosmological Model) explains at best the composition of our visible Universe. Shortly
after the Big Bang, matter and antimatter are produced with almost5 the same abun-
dance. The coexistence of particles and antiparticles lead to annihilation processes pro-
ducing the current observed photons. At the end of this phase, all particle-antiparticle
couples disappeared. The exceeding particles remain forming the Universe as we know it.

Hints of this original event are still detectable by estimating the baryon-to-photon
ratio in our visible Universe, also referred as baryon abundance η = nb/nγ , with nb the
number density of baryon and nγ the number density of relic blackbody photons. Ac-
cording to [49], recent cosmological evaluations6: 5.8×10−10 ≤ η ≤ 6.6×10−10. It means

3The new quantum electrodynamic (QED) theory is the fruitful work of successive ingenius physicists
whose apotheosis is reached in 1949 with the work of Julian Schwinger, Sin-Itiro Tomonaga and Richard
Feynman.

4Considering the CPT symmetry, one should note that a violation of the CP-symmetry induces a
violation of the T symmetry.

5The quasi-equality is here of crucial importance.
6The number density of relic blackbody photons is fixed by the Cosmic Microwave Background tem-

perature T = 2.7255(6) K to nγ = 410.7(3) cm−3. The baryon density nb in the standard Big Bang
Nucleosynthesis scenario (BBN) depends only upon Ωbh

2, the average baryon mass at the present epoch,
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that almost one particle over 109 survived to the primordial annihilation.

Following this estimation, particle physicists and cosmologists have tried to explain
this asymmetry. In 1966, Andrei Sakharov proposed an explanation [50] based on three
conditions (referred as the Sakharov conditions):

1. The C- and CP-symmetry violation allows matter and antimatter to interact differ-
ently.

2. The violation of the baryon conservation law that explains the excess of baryons
over antibaryons.

3. Interactions must be out of thermal equilibrium.

As described in the previous subsections, several experiments already established the
violation of the C- and CP-symmetry. Moreover, the expansion phase during the early
age of the Universe (when the annihilation process occurred) can be seen as an out-of-
equilibrium system where particles and antiparticles do not achieve a thermal equilibrium.
Unfortunately, no evidence of a broken baryon conservation law has yet been brought to
light and still need to be found7.

In parallel with the Sakharov conditions, another exotic hypothesis suggests the co-
existence of matter and antimatter in equal quantities in the Universe. The absence of
irradiating interface could be explained by an asymmetry in the gravitational behavior
of antimatter with respect to matter [51, 52]. This Kant-like perspective of an ’antimat-
ter island Universe’ is unlikely at our scale and is not supported by recent cosmological
observations on the Cosmic Microwave Background.

1.3 "Defying gravity"

Before drawing hasty conclusions about the disappearance of antimatter beyond the vis-
ible horizon, one should understand how gravity applies and what could differ from the
behavior of matter.

1.3.1 The (not so) Weak Equivalence Principle

When physicists have to deal with macroscopic low energy experiments, they inevitably
deal with Einstein’s theory of General Relativity. This theory relies on postulates con-
fronted by nearly one century of experimental tests without fault, among them the Equiv-
alence Principle.

In its weak form or Weak Equivalence Principle (WEP), it asserts that in a grav-
itational field the acceleration of a "test particle" is independent of its mass and its
composition but only depends on its initial position and velocity [53]. This principle is
also called the Universality of Free-Fall (UFF ). In the framework where the gravitational
acceleration is indistinguishable from a mechanical acceleration, it is equivalent to say that
gravitational mass is identical to inertial mass. When associated with the Local Lorentz
Invariance (LLI ) and the Local Position Invariance (LPI ), this principle is known as the
Einstein Equivalence Principle (EEP) and is at the foundation of the Einstein’s Special
and General Relativity theory.

and the Newtonian constant of gravitation GN . It is now fixed to nb = 2.503 × 10−7 cm−3. Larger
references in [49].

7The baryon (and/or lepton) number violation can be accommodated in the Standard Model of
particle physics via the existence of the sphaleron.
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This Equivalence Principle is qualified as weak as opposed to the Strong Equivalence
Principle whose demonstration is based on a pure geometrical approach of space-time and
requires a more detailed but also constraining definition. This latter aims to generalize
the WEP to any place in the Universe even in regions where the gravitational field suf-
fers from important distortions8. The violation of such SEP would rest on the variation
of fundamental constants, like the (Newton’s) Gravitational Constant over time like for
instance at the early age of the Universe or close to massive cosmological structures.

1.3.2 From theory to experiment

The EP has been the cornerstone of all gravity theories since Galileo’s work 400 years
ago. By investigating the motion of objects on inclined planes and pendulums9, he un-
derstood that objects of different mass and composition accelerate similarly in the same
gravitational field and formulated the first empirical law of free-falling bodies.

The first mathematical description of gravity was published by Sir Isaac Newton in
1687 in the famous Pincipia. By applying his second law, Newton considered the funda-
mental difference between the inertial and gravitational mass [54]. Let’s consider Newton’s
law of motion for a free-falling body:

~F = minertial ~a ; with ~F = mgravitational ~g then, ~a =
mgravitational

minertial
~g

After testing his theory via the use of pendulums with different mass and composi-
tion, he found no deviation from mgravitational/minertial = 1 with 10−3 accuracy. Using
pendulums as well, Bessel improved this limit to 1 part per 105 in 1832. In 1889, Loránd
Eötvös used an innovative system composed of a torsion balance. He demonstrated ex-
perimentally the equality with an accuracy of 1 part per 109[55, 56].

More than a century later, the mass identity is still of interest for various theoretical
and experimental investigations. Most of the experiments challenging the EP are based on
the comparison of the acceleration of test bodies made of different compositions. Paying
tribute to the Baron von Eötvös, a new dimensionless parameter has been defined to
quantify the equivalence between the inertial and gravitational mass. For two test bodies
defined as A and B, the Eötvös parameter η is:

η(A,B) =
∆a

aS
= 2.0

(aA − aB)

(aA + aB)
= 2.0

(
mg

mi
)A − (

mg

mi
)B

(
mg

mi
)A + (

mg

mi
)B

(1.2)

with mg and mi, respectively the gravitational and inertial mass, ∆a the hypothetical
difference in acceleration and aS the average acceleration.

In recent decades, the η parameter has continued to be lowered (cf Table-1.1). Its
measurement and the test of the UFF is still necessary to test Einstein’s theories at the
highest level.

An important element one should notice, is the apparent simplicity of the experiments
in Table-1.1. The use of a torsion balance or a test mas in a satellite orbiting around
the Earth offer the possibility to confirm the WEP with a maximum accuracy of 10−15.
Is such a precision achievable for testing antimatter ? Could a deviation explain its
disappearance ?

8The EEP require to work in local constant gravitational potential and then do not take into account
for instance tidal effects induced by the rotation of the Earth or the revolution of the Moon.

9The free-falling object experiments from the Pisa tower is more a myth than reality.
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Year Authors Limit on Method
& η = |∆a/a|

Reference parameter

1590 Galileo 2.10−2 Pendulum
1687 Newton [54] 10−3 Pendulum
1832 Bessel 2.10−5 Pendulum
1908 (1922) Eötvös [55, 56] 2.10−9 Torsion Balance
1918 Zeeman 3.10−8 Torsion Balance
1935 Renner 2.10−9 Torsion Balance
1964 Dicke, Roll, Krotkov [57] 3.10−11 Torsion Balance
1972 Braginsky, Panov 10−12 Torsion Balance
1976 Shapiro, et al. [58] 10−12 Lunar Laser Ranging
1987 Niebauer, et al. [59] 10−10 Drop Tower
1989 Stubbs, et al. [60] 10−11 Torsion Balance
1990 Adelberger, Eric G.; et al. [61] 10−12 Torsion Balance
1999 Baeßler, et al. [62] 5.10−14 Torsion Balance
2003 V. Nevizhevsky, et al. [63] 0.2 % Neutron free-fall
2016 MICROSCOPE [64] 10−15 Earth Orbit

Table 1.1 Progress in the evaluation of the Eötvös parameter ηE

1.4 What about antigravity ?

A gravitational asymmetry seems impossible holding as exact the GR theory with the
EEP principle. But regarding the expansion mechanism and the composition of our
Universe, theorists have developed new models including matter-antimatter gravitational
asymmetry. For instance, Nieto and Goldman supported this point of view (cf. Ref.[65],
Section 8) conjecturing a possible "fifth force" among the current gauge forces of the
Standard Model (SM ) without any contradiction with GR.

"... the more precisely anomalous gravitational effects are ruled out in
earth-based matter-matter experiments, the more unrestricted is the possi-
bility that there can be a significant anomalous gravitational acceleration of
antimatter"

Nieto & Goldman, 1991, [65]

There is also no obvious evidence concerning CPT-symmetry. While many experi-
ments rigorously proved the correctness of CPT for asymptotically flat-space relativistic
local field theories, some Standard-Model Extensions (SME ) assume a possible violation.
Indeed, CPT-symmetry does not impose constraints on how antimatter interacts with a
gravitational field induced by a matter structure. If one considers a simple gravitational
experiment of a falling apple on Earth, the strict application of the CPT-symmetry means
therefore to drop an "anti-apple" on an "anti-Earth".

1.4.1 Indirect estimation

A consequence of the WEP is a gravitational redshift [66]. For oscillatory systems, this
latter is characterized by a shift in the observed frequencies compared to expectations
with respect to the position of the studied system in the gravitational field.
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We can here define a new parameter, the matter-antimatter gravitational coupling α
as:

ḡ = αg (1.3)

with g and ḡ, the gravitational accelerations of matter and antimatter respectively.
One can easily derive from (1.3) in the framework of a free-fall that :

α =
MĀ

MA
⇐⇒ |1− α| =

∆MĀ−A
MĀ

(1.4)

where A represents a test mass and Ā its antimatter counterpart, M the gravitational
mass of A/Ā.

Attempts to establish a limit on the WEP with antimatter have already been per-
formed. By measuring, the K0− K̄0 oscillation rate [37, 67, 68] or the proton/antiproton
cyclotron frequency [69, 70, 71], one can extract an indirect limit on the gravitational
asymmetry between matter and antimatter.

∆Mg.φg ∝ ∆ω with φ =
GM

Rc2
(1.5)

∆Mg is the equivalent mass difference between matter and antimatter, GM the standard
gravitational parameter, R the orbital radius, c the speed of light and ∆ω the gravitational
redshift10

The limits found are :

|1− α| ≤ 2.0× 10−13 from neutral kaon mixing [68]
|α− 1| < 5× 10−4 from cyclotron frequency measurement [71]

If such results seems indisputable, a controversial argument emerges from their anal-
ysis. Indeed, the above values are established using the supergalactic cluster (the "great
attractor") as the dominated excess mass. But the definition of the excess mass ref-
erence (the Earth, the Sun, the galactic nucleus or the supergalactic cluster) leads to
different values of |1 − α| with several orders of magnitude difference. As emphasized
in reference-[72, 65] and in Ref.[66]-Section 5.4, the evaluation of the |1− α| = ∆M/MA

value is still subject to a debatable definition and does not constitute an irrefutable proof.

1.4.2 Astronomical observations

On 23rd February 198711, a type-II supernova exploding in the Large Magellanic Cloud [73]
offered the opportunity to highlight a possible gravitational asymmetry. Three hours be-
fore the supernova appeared in the sky, a neutrino burst was detected in two different
neutrino experiments: 11 events reported at Kamiokande II (Japan) [74, 75] and 8 events
in IMB (USA) [76].
According to Ref.[77] and [78], these 19 events revealed statistically no difference in the
arrival time of neutrinos, antineutrinos and photons. Demonstrating that (anti-)neutrinos
and photons follow the same trajectories in the gravitational field of the galaxy, Krauss
and Tremaine [78] estimated the WEP to be true with an accuracy of at least 0.5%.
Considering at least one νe event, the autors of Ref.[79] derived the WEP to be validated
to an accuracy of one part per 106.

10In the case of Ref.[71], the redshift is defined as a difference in the measured antiproton cyclotron
frequency compared to proton one. In the case of the K0−K̄0 oscillation, it corresponds to the difference
between their de Broglie frequencies define according to Ref.[68].

11IAUC 4316: 1987A; N Cen 1986
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But again, the hypothesis used for the gravitational potential and the excess mass
reference12 is questionable. Furthermore, the difficulty to differentiate between neutrinos
and antineutrinos and to clearly establish the flavor of the detected events raised the
problem of their origin.

Despite other theoretical attempts to glimpse an asymmetry in the gravitational cou-
pling for instance in (anti-)neutrino mixing between flavor eigenstates [80] or even in the
solar neutrino "deficit" [81], no evidence has supported these theories so far.

1.4.3 Direct attempts

Seeing the limits of the indirect measurements, only direct tests seem to offer a level of
confidence high enough to test the WEP. Considering the difficulty to synthesize antimat-
ter and the incompatibility of mixing matter and antimatter, torsion-balance or pendulum
experiments are obviously unfeasible with antimatter.

Figure 1.3 Schematic dia-
gram of the helium-immersed
portion of the Witteborn-
Fairbank apparatus.

However, the neutron free-fall experiment13 per-
formed in 2003 [63] presents an interesting perspec-
tive for direct observation. Valery Nesvizhevsky and
his team used Ultra-Cold Neutrons (UCN ) to realize
a single particle free-fall experiment. Such a free-fall
test with antineutrons is unrealistic because the cool-
ing and guiding processes that involve scattering and
bouncing off of matter [82]. Nevertheless, improve-
ments in antimatter trapping and cooling techniques for
non neutral antimatter systems offer the possibility to
reach energies low enough to observe gravitational ef-
fects.

In 1968, Witteborn and Fairbank proposed a direct
measurement using cold electrons and positrons [83, 84,
85]. As shown in Figure-1.3, this experiment is based on
the analysis of the time-of-flight distribution of electrons
(resp.: positrons) falling freely within a shielded vacuum
chamber. A cryogenic source at the bottom of the cavity
emits cold electrons upwards in a fountain-like mode. A
Multi-Channel Plate faces the source on the top of the
cavity. The electrons are constrained to move along the
axis of the vacuum cavity by a magnetic field of a coaxial
superconducting solenoid. Residual fields mainly result
from induced image and are reduced by surrounding the
free-fall region with copper drift tubes (cf Figure-1.3).The
charged particles experience an effective gravitational ac-
celeration:

geff = g(1−Qme/eM)

where Q and M are the charge and mass of the particle.

12The references [77] and [78] used the galaxy and the galactic nucleus as excess mass reference.
13Mentioned in Table-1.1
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If all the residual forces are suppressed, the distribution of the electrons or positrons
time of flight should display a cut off at tcutoff =

√
2mh/mg =

√
2L/g with the drift

tube length L. F.C. Witteborn and W.M. Fairbank found that for the electron, geff was
less than 0.09g. A simple calculation gives an estimation of geff = 2g in the positron case.

Considering the gravitational potential gradient of an electron or a positron at the
Earth’s surface equivalent to mg = 5.6 10−11eV.m−1, all vertical electric and magnetic
gradients must be reduced below the 10−11 eV/m scale14. But even working in an in-
sulating box with at least one trapped charge inside would lead to a force greater than
mg. Systematic errors overwhelm all measurements. After several attempts and thorough
research of noise sources, the result of geff = 0.02g for electrons has not convinced the
antimatter community [86] and no attempt has been made for positrons.

Following a similar method but with antiprotons, the PS200 experiment [87] (Fig.-1.4)
accepted by CERN based on the capture and cooling of antiprotons into a Penning trap to
make the same free-fall test as in the Witteborn-Fairbank’s experiment. This experiment
was installed at the LEAR facility, unfortunately this antiproton investigation stopped
without any evidence. It seems realistic to suppose that such an experiment would suffer
from the same systematics problems.

Figure 1.4 Schematic diagram of the apparatus for the proposed experiment PS200, based
on Ref.-[88]

The previous attempts to test the WEP with single free-falling charged particles ex-
hibit the most important problem in such gravity experiment: the lightness of particles.
For instance, the ratio of the electrostatic and gravitational forces between two protons
at 1m distance is tremendous:

14The corresponding electric field is 10 fV/m = 10−11 V/m
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Electrostatic Force : FE = kC
q1.q2
d2 → F = 2.3× 10−28 N

Gravitational Force : FG = Gm1.m2

d2 → F = 1.87× 10−64 N

}
FE
FG

≈ 1036

Even if the associated technology has been improved, reaching a level of residual field
lower than 10 fV/m = 10−11 V/m appears quite challenging. The obvious conclusion
is to perform such a free-fall test with neutral antimatter systems. Such experiments are
now being pursued using laser cooling and velocity techniques to measure the time of
flight or to measure the position in a magnetic antihydrogen trap. These experiments will
be performed more precisely than either the antiproton or positron experiments.

1.5 Toward current experiments

As seen in this historical summary, antimatter has always attracted the interest of the
scientific community. After a controversial theoretical discovery and unexpected experi-
mental discovery, its apparent disappearance after the Big Bang remains an open question
both in particle physics and cosmology.

Numerous speculations have been put forward regarding the dominance of matter in
the very first moments of the Universe. Some of them find their origin in the gravitational
behavior of antimatter. Thus, examples of repulsive gravity [89] or supersymmetric mod-
els (integrating ’supergravity’) are flourishing. These theoretical concepts of gravitational
asymmetry are clearly born from a scientific void for which neither the CPT symmetry
(describing the non-gravitational interactions at the scale of the particles) nor relativity
(describing the interaction of the gravity on large scales) are predictive. Nevertheless, in
physics "the absence of proof is not a proof of absence" !

Nowadays, gravity theories like the Special or General Relativity, or any other cosmo-
logical models rely on pillars such as the WEP. This latter is verified through different
measurements with very high accuracy. Unfortunately, all these experimental verifica-
tions only concern matter environments.

If attempts of indirect measurements have not been conclusive, new techniques in
trapping, cooling and in detection systems make it possible to reach energies low enough,
to explore the gravitational interaction. The use of neutral antimatter systems, like anti-
hydrogen atoms, appears as the only way to test the WEP with antimatter15.

In fact, three experiments are currently under development at CERN to determine the
gravitational acceleration of antimatter: AEgIS [92], ALPHA− g [93] and GBAR [94].
These experiments (in addition to ATRAP and BASE) are located in CERN’s AD hall,
which is presently the worlds unique source of antiproton beams for experiments. The
layout of the AD hall is shown in Figure-1.5.

The AD ring was used as an antiproton accumulator during CERN’s illustrious period
of proton-antiproton collisions with the SPS ring that produced the W and Z particles in
UA1. The AD now stores antiprotons created from 26 GeV protons (from the PS) hitting
an iridium target and decelerates them over a 110-second cycle during which magnetic
ramping combined with stochastic and electron cooling reduces their energy to 5.3 MeV .

15The use of positronium atoms (Ps), bound states of an electron and a positron, has been investigated.
The Ps lifetime in its ground state n=1, t ≈ 140ps, is too short to see anything but a ballistic experiment
seems realistic if excited to Rydberg states. Ref.[90, 91].
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Figure 1.5 Antiproton Decelerator hall showing the AD ring plus experiments. The AD
is the large exterior ring and the experiments are located in the hall on the right. The
new ELENA ring is also visible (upper left). Figure from [95].

1.6 How to decelerate a beam (further)?

As mentioned in the previous section, the AD ring provides to most of the experiments
using traps antiproton at 5.3 MeV when they require antiprotons of 1 − 5 keV kinetic
energy. Different beam deceleration techniques have been used to slow down the antipro-
tons by a factor 1000. All these techniques, however, have a price, that of a poor efficiency.

The experiments like BASE [96],ALPHA [7], ATRAP [1] and AEgIS [92] use degrader
foils to slow AD beams. The beam passing through a thin metallic film, loses energy by
interacting with the nuclei in presence. Such technique suffers from a low efficiency due
to scattering in the degrader material and to adiabatic blow up of the beam emittance.
Indeed, most of the antiprotons do not interact (enough) with or annihilate in the thick
film and are lost. Less than 0.1% of the beam can be used and trapped.

The ASACUSA experiment benefits from a different deceleration via the use of a
Radio-Frequency Quadrupole Decelerator (RFQD) [97]. It operates as an inverse linac,
which decelerates the 5.3 MeV antiprotons extracted from the AD down to 100 keV with
a deceleration efficiency of 30%. This post deceleration increases the trapping fraction
of antiprotons into the “MUSASHI” catching trap by about two orders of magnitude, as
compared to the conventional degrader method. However, the deceleration in the RFQD
is accompanied by an adiabatic blow up which causes significant reduction of the trapping
efficiency. The RFQD is also very sensitive to the upstream trajectory of the beam and
optics mismatch errors through the connexion line with the AD ring. About 70% of the
beam is lost when passing through the RFQD, the transverse beam size is big (160 mm)
and the transport downstream has to be shortened. A degrader must be used anyway
leading to a capture efficiency in the MUSASHI trap of 3−5% of the antiprotons [98, 99].

Also located in the AD hall (see Figure-1.5) is the synchrotron ELENA [95], which
will further transform the antiproton beam energies from 5 MeV to 100 keV . Such low
energies open up beam-transport possibilities based on electrostatic optics. At CERN’s
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sister facility, ISOLDE beams are transported at 60 keV . Experiments at ISOLDE using
Penning traps rely on electrostatic deceleration, which was adopted by the GBAR exper-
iment to avoid the losses using foils. The implementation of this decelerator stage is the
main subject of this thesis.

1.7 This thesis

In the course of this thesis, the dynamic, electrostatic-elevator decelerator was introduced
and brought from conception to apparatus.

The decelerator system was simulated in its entirety, mostly using the ion optics pro-
gram SIMION. But as the device is comprised of six electrodes, finding optimum voltage
configurations proved practically impossible. The simulation process was therefore coded
using a genetic algorithm that has been proven to provide more generalized solutions to
many-variable problems. This is one of the first such studies using low-energy electro-
static beam optics.

In the course of this work, the decelerator instrument was constructed from scratch.
A complete 50 keV proton beam line was also constructed and characterized as a test
bench. After testing the different components individually, a first prototype demonstrated
the deceleration of the 50 keV proton beam in Orsay. The system was then installed in
an ultra-high-vacuum-compatible chamber, mounted on an adjustable chassis inside an
IP3X-standard high-voltage protection cage and moved to CERN, where it was installed
on the ELENA LNE50 extraction beam line.

The ELENA ring operates at pressures lower than 10−12 mbar. Due to an unfortunate
vacuum leak in the helicoil-type seals that appeared during the high-temperature bak-
ing of the decelerator system, it was impossible to open the valve between ELENA and
GBAR before the 2017 year-end technical stop. During the shutdown in early 2018 the
decelerator electrodes were removed and remounted inside of standard CF UHV chambers
that were designed and ordered. During this time, additional simulations and design was
performed for the integration three additional components for GBAR: a proton source
upstream of the decelerator, injection optics into the future antiproton Penning-trap and
the switchyard to separate the unreacted antimatter beam components. The decelerator
provided low-energy antiprotons from ELENA in late 2018.

The thesis is organized as follows. Chapter 2 describes the GBAR experiment in
general and the antiproton decelerator concept in particular. Chapter 3 recalls some
of the basics of electrostatics and the tools required to simulate the decelerator. The
extension of the simulation to the genetic algorithm is presented in Chapter 4. Chapter
5 describes the mechanical design and the implementation and testing of the decelerator.
Chapter 6 presents the simulations and design studies for the proton line, refocusing optics
and switchyard. Finally, chapter 7 concludes the thesis and gives several perspectives for
continuing work on this sophisticated and ambitious experiment.



Chapter 2

The GBAR experiment

2.1 Principle

GBAR stands for Gravitational Behavior of Antimatter at Rest.
As explained in the introduction, the antimatter gravity experiment is best performed

using neutral species. However, cooling neutral antihydrogen (needed to minimize the
initial velocity) is extremely difficult. The major innovation brought by the GBAR ex-
periment, based on an idea of Walz and Hänsch [100], is the production of antihydrogen
in its ionic state (one antiproton with two bound positrons). H̄+ ions can then be sympa-
thetically cooled down to some 10 µK by Coulomb interaction with an easily laser cooled
species. An antihydrogen atom is then obtained by photo-detaching the excess positron
using a laser pulse. The neutral H̄ atom produced is subject only to the gravitational
interaction and freely falls.

The acceleration ḡ is obtained by measuring the fall time of the antihydrogen. It
starts at the moment of the laser shot responsible for the photo-detachment and ends the
antihydrogen annihilates at the bottom of the chamber. ḡ is determined via the ballistic
equation :

z =
1

2
ḡ(tpd − ta)2 + vz0(tpd − ta) (2.1)

with z, the free-fall distance; tpd, the moment of the photo-detachment laser pulse; ta, the
moment of the annihilation and vz0 the vertical z-component of the initial speed. For a
vacuum vessel of reasonable size ∼ 1 m, the speed of the atoms H̄ has to be of the order
of 1 m/s which corresponds to energies of about 42 neV (resp.: T = 5 µK). Such low
energy can only be achieved by mean of laser and sympathetic cooling.

Several methods exist for producing antihydrogen [1, 7]. For GBAR, the H̄+ ions are
obtained through a double charge-exchange reaction involving antiprotons and positron-
ium Ps, bound states of an electron and a positron:

p̄+ Ps −→ H̄ + e− (2.2)
H̄ + Ps −→ H̄+ + e− (2.3)

Unfortunately, cross sections for such reactions are not well known. Many theoretical
calculations [101, 102, 103, 104] have be realized to estimate them. Only three experimen-
tal points were measured for the first reaction using normal hydrogen [105, 106]. These
points are shown in Figure-2.1 with the recent calculations from [103].

27
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The H̄+ production yield can be estimated with :

NH̄+ ≈ Np̄ ×
1st reaction︷ ︸︸ ︷
(σH̄nPsL)×

2nd reaction︷ ︸︸ ︷
(σH̄+nPsL) (2.4)

with NH̄+ , the number of antihydrogen ion(s) produced; Np̄, the number of antiproton(s)
passing through the Ps plasma; σH̄ , the cross section for the first reaction; σH̄+ , the cross
section for the second reaction; L, the typical length of the Ps converter and nPs the Ps
density.

According to Eq.-2.4, for Np̄ = 106 antiprotons passing through the Ps converter at
6 keV and for positronium atoms in the 1S ground state, a density of nPs ≈ 2.1011 cm−3

is required. The commonly used, 22Na isotope decays by positron emission to stable 22Ne
and has a half-life of 2.6 yr. Such sources, used by all other AD experiments, are available
commercially but are not available with sufficient intensity. To reach such density in less
than 100s, GBAR does not use a 22Na source but a LINAC1.

Figure 2.1 Total cross section for the double charge exchange reaction with different laser
excitations of the positronium (see section-2.2.2) with a0 = 0.529 Å, the Bohr radius.
Plots are from [101] and [102].

Using the numbers above, the H̄+ rate is estimated at about one per AD pulse. About
1500 ions are needed to achieve an accuracy on ḡ of about 1%. More details about the
general layout and GBAR expectations can be found in the original 2011 proposal [94].

The GBAR experiment is broadly divided into four sections:

1. Positron production and accumulation.

2. Antiproton deceleration and focusing.

3. Antihydrogen synthesis (including laser excitation of positronium).

4. Antihydrogen cooling and preparation, and annihilation detection.

1See Section 2.2.1.
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A schematic view of GBAR illustrating this functional breakdown is shown in Figure-
2.2.

Figure 2.2 Schematic illustration of the GBAR experiment.

The layout of the GBAR experiment in the AD Hall is shown in Figure-2.3.

Figure 2.3 Layout of the GBAR experiment in the CERN AD hall.

Step 1 is achieved using the linac and positron traps. Step 2 is performed in parallel
by the AD/ELENA rings followed by the p̄ pulsed drift tube. Step 3 is via the reaction
chamber and Step 4 in the free-fall chamber. The different components are described in
the following section.
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2.2 Experimental setup

2.2.1 Linac and Positron source

A linac (linear accelerator) of 9.5 MeV energy and 300 mA peak current running at
300 Hz repetition rate accelerates electron bunches of a few microseconds length.

Positrons are created by impinging the electrons on a tungsten target. Some of the elec-
trons interact with the target nuclei and emit high energy Bremsstrahlung rays. Gamma
rays with a large enough energy can dissociate into electron-positron pairs. Considering
an electron to positron conversion of K(e− −→ e+) ∼ 10−4, a 107 e+/bunch rate is ex-
pected behind the target.

The high radiation requires the linac and the tungsten target to be placed in a bunker
made of iron and concrete as displayed in Figure-2.3 (without roof). As illustrated in
the Figure-2.4, the unusual vertical position of the assembly was chosen to limit the dose
depositions.

Figure 2.4 Sketch of the linac mounted above the positron tungsten target and moderator
inside the GBAR bunker [107]

Since the energy of the newly generated positron is too high, the tungsten target in-
cludes a tungsten mesh moderator [108]. Positrons injected into tungsten are slowed down
in the metal to thermal energy. The positrons deeply thermalized are annihilated, while
the positrons reaching the surface can be re-emitted in vacuum with a few eV energy. A
potential difference is applied to the moderator to define the kinetic energy of the beam
for downstream transport.

The beam passes through a magnetic separator that selects only the low energy
positrons (∼ 50 eV ). The beam is guided outside the bunker along a vacuum line covered
with a solenoidal winding generating a axial magnetic field of 8 mT that radially confines
the positrons. Finally, a buncher compresses the 2.5 m positron pulse in time to inject it
into a finite-length trap cavity.

The linac was constructed for GBAR by NCBJ2 and installed in January 2017 and
the first e+ pulses were generated in November 2017. A average preliminary flux of
3.4 105 e+/bunch was measured.

2Narodowe Centrum Badań Jądrowych, Swierk, Poland.
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Buffer-Gas Trap

The first step of the positron stacking is carried out using a buffer gas trap (BGT ) filled
withN2 gas. Developed by Murphy and Surko in 1992 at the University of San Diego [109],
it consists of a 0.1 T Penning-Malmberg trap made of three stages. A scheme of a BGT is
shown in Figure-2.5. Positrons are cooled by Coulomb interactions with the electrons of
the N2 molecules. The design of the electrodes and of the vacuum chambers was chosen
to optimize the differential pumping. When a maximum of positron bunches have been
stacked, the plasma is compressed using the rotating wall technique3. The latter consists
of inducing angular momentum to the plasma in order to reduce its radius (see Ref.-[113]).

Figure 2.5 Principle scheme of the buffer gas trap. The positron are injected from the
left.

Accumulation Trap

The pressure in the last cavity of the BGT is too high for positron accumulation which
requires long storage time. Once the rotating wall technique applied, the positrons are
sent to a cryogenic 5 T Penning-Malmberg trap. A picture of the trap is displayed in
Figure-2.6. Details can be found in Refs.-[114, 115].

Figure 2.6 Picture of the positron accumulation trap.

3Details about this technique can be found in plasma literature like in Refs.-[110, 111, 112].



32 CHAPTER 2. THE GBAR EXPERIMENT

2.2.2 Reaction Chamber

After accumulating about 1010 positrons, the plasma is ejected from the trap with an
energy of about 5 keV . It is focused through electrostatic optics onto a silicon cell to
produce positronium. This cell, named positron-positronium converter (PPs, also referred
as reaction chamber), is a bar with an effective rectangular cross section of 1 mm2 (an-
tiproton beam view) and is 20 mm-long. It is composed of silicon coated inside with
nanoporous silicon oxide (SiO2). A schematic of the reaction target is shown in Figure-
2.7.

Figure 2.7 Sketch of the p̄− Ps interaction region.

Positrons extracted from the storing trap pass through a first windows made of 30 nm
of silicon nitride (SiN), transparent to 5 keV positrons. Thus, they hit the opposite
wall of the cell coated with SiO2. In recent years, the potential for nanoporous insulator
materials to be used as highly efficient Ps converters has been recognized and extensively
studied [116]. When e+ are implanted into such a material at kinetic energies of a few
keV , they scatter off atoms and electrons in the bulk and are slowed to eV-scale energies
within a few ps. With efficiencies of a few tens of percent, the slow positrons capture
bound electrons, which tend to accumulate in defects of the material. In the pores, Ps
repeatedly bounces off the cavity walls and eventually approaches complete thermaliza-
tion with the target material. Figure-2.8 shows typical scenarios for the production of
positronium in the converter.

Figure 2.8 Schematic of the ortho-positronium formation principle in the PPs converter.
From Ref.-[117].

Two types of positronium atoms are synthesized corresponding to the relative orien-
tations of the spins of the electron and the positron. An anti-parallel spin state S = 0,
called para-positronium (pPs),and a parallel spin state S = 1, called ortho-positronium
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(oPs). Both positronium states are meta-stable and annihilate after some time. The
main difference between these two states is their lifetime. Para-positronium has a lifetime
of almost 250 ps, and does not exist long enough to react with antiprotons. Per contra,
ortho-positronium with a lifetime of approximately 150 ns is therefore more favorable to
react to form antihydrogen. A 30% efficiency for oPs conversion has been measured with
positrons of 3 keV and less [118, 119].

The production of H+ ions is initiated by the injection of an antiproton pulse into the
conversion target, via the two successive reactions Eq.-(2.2) and Eq.-(2.3).

The cross section of the first reaction was measured with its matter equivalent reaction
p+ Ps −→ H + e− for energies of the order of 10 keV for the proton. It is estimated for
lower energies in Ref.-[106]. Inversely, the cross section of the second reaction was not
measured but estimated for its matter equivalent reaction H + Ps −→ H − +e+ in the
order of 10−16 cm2 [120].

The cross section of the double reaction is shown in Figures-2.1 respectively. The
cross section of the second reaction can only occur for H̄ atoms with energies higher
than 6 keV with ground state Ps. This cross-section increases if the positronium is in an
excited state. The laser excitation of the Ps is then investigated as a serious solution to
increase the H̄+ production for the states n = 3 and n = 2.

At CERN, the converter assembly and commissioning is currently in progress. Since
the PPs converter is at the crossroad of the positron beam, antiproton beam and laser
beams, it has to take into account the different mechanical and electromagnetic con-
straints. In fact, the converter must be located downstream of the positron storing
trap, away from its fringe field influence, in order to not reduce the lifetime of the oPs
states [120]. At the same time, the reaction chamber has to be aligned on the antiproton
path.

2.2.3 Capture, cooling and free-fall

Capture and precision traps

As detailed in Ref.-[121], H̄+ ions are guided, decelerated4 and captured into a RF linear
trap using sympathetic cooling with laser cooled Be+ ions. For this purpose, Be+ ions are
loaded into the RF trap and undergo a Doppler laser cooling using UV light at 313 nm.
The low-energy Be+ ions (∼ mK) organize by forming a Coulomb crystal, as shown in
Figure-2.9.

Figure 2.9 Photograph of cold Be+ (∼ mK) crystals with 4500 ions trapped [107].

4The final deceleration process is still under investigation. Hints show that a similar Pulsed Drift
Tube technique (this thesis) could be used.
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The H̄+ ions arriving from the side of the crystal, loose energy via coulomb interaction
with the cooled Be+ ions. The light ions such as H̄+ tend to concentrate at the center
of the coulomb crystal when the heavier ones (Be+) remain on the periphery. Intensive
simulations [122] showed that the capture efficiency of the H̄+ ions is enhanced using spe-
cific mass ratios. The possibility of using an intermediate ion species such as HD+ ions
between the Be+ and H̄+ ions is under investigation. The use of such an intermediate
species5 would reduce the required cooling time (according to [122] tcapt ∝ N

− 4
3

ions).

Figure 2.10 Picture of the precision trap (left), details on the cavity and x-shaped elec-
trodes of the precision trap (right). The gap between the end caps is almost 2 mm [123].

After the capture trap, the H̄+ trip ends in the precision trap. The latter consists of an
x-shaped, gold coated, micro-fabricated chip trap as shown in Figure-2.10. The x-shaped
chips provide a RF trapping field for radial confinement and two DC endcaps for longitu-
dinal confinement. In the trap cavity, Raman sideband cooling is applied, preparing the
H̄+ ions in the vibrational ground state at ∼ 10 µK (respectively : ∼ 1 neV energy). At
the end of all the successive cooling processes, the velocity dispersion of the H̄+ ions is
expected of the order of 1 m/s.

Finally, a quasi-at rest H̄ atoms are obtained by photo-detaching the excess positron
of the H̄+ ions. The laser pulse generating the excess positron ejection, initiates the
free-fall time measurement.

Free-fall detection

The capture and precision traps are maintained inside a detection chamber. The design
of which is shown in Figure-2.11. A small electrostatic quadruple bender deviates the
beam, transported from the reaction chamber, with a 90◦ angle. This chamber has been
designed to sustain UVH vacuum, a homogeneous low magnetic field required for Raman
cooling and a high radiation transparency. The chamber is about 1 m tall.

The free-fall is initiated with the photo-detachment laser. The newly produced H̄
atoms fall into the chamber and annihilate hitting the bottom plate of the chamber. The
chamber is surrounded by several layers of detectors. They detect the position and time
of the exiting pions coming from the annihilation of the antiprotons.

Two types of detectors are used. The first ones are Micromegas-type gaseous detectors.
Such detectors have a high spatial resolution, but a low time resolution. Three layers

5A 10% HD+ and 90% Be+ mixture is also considered.
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Figure 2.11 Sketch of the free-fall chamber housing the capture and precision traps.
The Raman laser beams, the magnetic shielding and the cryo-cooling system are indi-
cated [124].

of Micromegas detector are used to reconstruct the path of the pions to localize the
annihilation position. The second are plastic scintillators, with a low spatial resolution
but with a high time resolution. These detectors are used to trigger the passage of the
pions and reconstruct the free-fall time considering the pion time-of-flight delay. The high
resolution of the plastic scintillator allows removing background events such as cosmic
rays.

2.2.4 Antiproton decelerator (this thesis)

While the positron beams are being prepared, the p̄ are being decelerated in the AD/ELENA
to 100 keV .

In the experimental proposal [94], the GBAR collaboration accepted an innovating
electrostatic decelerating system whose central element is a Pulsed Drift Tube (PDT )
decelerating the ion bunches and selecting the downstream energy of the beam. Such a
deceleration technique for antimatter has been mentioned for the very first time by Nieto
and Goldman in reference-[125].

Figure 2.12 Principle scheme of the GBAR decelerator.

Transported at ground potential, the antiproton pulse slows down facing the strong
electric field at the entrance of the drift tube. Passing though it, particles reach a local
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flat potential distribution and are no longer influenced by strong electric gradients. As
illustrated in Figure-2.12, the tube is then switched from a given potential VPDT 6 to
ground while they are inside. When exiting the drift tube, antiprotons do not see a re-
accelerating potential and retain their residual energy [126] calculated as Er = Ei−VPDT
where Ei and Er are the initial and residual energies.

The design of the decelerator is inspired from an existing cooler and buncher system
used on the ISOLTRAP experiment [127]. In this setup, a 60-keV exotic ion beam is
retarded to an energy of a few eV by mean of an electrostatic decelerating field and in-
jected into a linear radiofrequency quadrupole ion trap (RFQ trap) filled with a buffer gas.

The ions ejected from the trap fly out with a kinetic energy of a few eV but with an
electrostatic potential energy of 60 keV due to the potential reference of the trap. Since
the beam travels through the rest of the ISOLTRAP setup at ground potential, a pulsed
cavity ensures the transition from the high voltage part to the ground one without any
re-acceleration. Because of the need for low-energy injection, all Penning trap facilities
use such a device.

Figure 2.13 Sketch of the switchyard and the pulsed drift tube assembly from the TRIGA-
TRAP apparatus [128]. (1 ) Incoming ion pulse, (2-red line) 30 keV energy beam and (blue
line) 1.1 keV energy beam, (3-orange line) 30 keV energy bent trajectory, (4 ) horizontal
deflector plates, (5,6 ) curved deflectors, (3,7 ) switchyard left and right ports, (8 ) PDT,
(9 ) deflector, (10 ) grounded electrode and (11,12 ) deceleration lenses.

A good example of such operational technique can be found in Ref.[128]. For the
TRIGA-TRAP experiment, ion bunches delivered at 30 keV are injected into a switch-
yard chamber. A Pulsed Drift Tube (PDT) is used in order to improve the efficiency of
trapping by slowing down the ion beam from 30 keV to almost 1 keV . Such apparatus
is shown Figure-2.13.

6In the case of the GBAR experiment with an expected 1 keV antiproton beam, VPDT = −99 kV .
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In all the previous apparatus, a particular attention has been devoted to optics. The
decelerating drift tubes are key elements to select the downstream beam energy and/or
to ensure the transition between two different electrical potential references along the
beam path. One should anyway keep in mind that changing the beam energy impacts
the optical properties of the traveling ions. The electric field gradient at the entrance of
the PDT leads to a strong focusing of the beam. We will show later that solutions exist
to counterbalance this effect.

Following an approach akin to the TRIGA-TRAP experiment which uses two lenses,
a design made of a series of six electrostatic, cylindrical lenses followed by a 40 cm-long
pulsed drift tube has been proposed in the GBAR framework. Initially held at −99 kV ,
the PDT is switched to ground and delivers a 1 keV antiproton beam to the rest of the
experiment. We show in the following section, that the number of electrodes and the
potentials applied on them, and the size and length of the Pulsed Drift Tube can be
determined with respect to the properties of the incoming beam in order to maximize the
transmission of the antiprotons through Ps converter downstream. Options to decelerate
antiprotons to 2 keV and 6 keV have been also investigated to perform spectroscopic
measurements. First, in order to clearly understand how does a potential variation im-
pact the beam propagation, the next chapter will come back to electrostatic basics.





Chapter 3

Simulations and electrostatic basics

Electrostatic beam optics are of great importance in low energy electrostatic accelera-
tors. Developed from 1930 to 1955, the theory of electrostatic has been abandoned in
favor of simulations made possible by the increase of computing power. However, nu-
merous descriptions and introduction to matrix formalism are available in literature like
References-[129, 130, 131, 132, 133]1.

In this chapter, we will introduce the calculation methods used to determine the po-
tential either via the SIMION software2 or via analytical approximations. Subsequently
we will focus on the electrostatic formalism concerning the GBAR decelerator. We will
see the impact on the energy of the beam and the ion trajectories. Finally we will arrive
at the limits of the study from basic electrostatic simulations.

3.1 Numerical implementation

As detailed in Reference-[134], SIMION is an electrostatic and magnetic field modeling
program. It is designed to model the electrostatic and magnetic fields and forces created
by a collection of shaped electrodes under given symmetry assumptions. Electrostatic and
magnetic fields can be modeled by boundary solutions of partial differential equations,
such as Laplace’s equation or Poisson’s equation. It may also integrate (when necessary)
collective phenomena, such as space charge, occurring within a charged particle beam.

SIMION is renowned in the low energy ion and trapping community. It is interesting
here to detail the operation and the methods used by the SIMION software because,
as we will see later in this chapter, the main decelerator simulation program has been
implemented in Python based on the SIMION software.

3.1.1 Electric Field Calculation

In the past, the solutions of Laplace’s equation were provided by a variety of techniques
such as resistor networks, conducting paper, electrolytic tank, magnetic analog or confor-
mal transformations3. Nowadays, with the explosion of the computation power, numerical
methods such as finite-difference or finite-element techniques are achievable.

SIMION is reputed for its efficiency in studying electrostatic optics thanks to a power-
ful and adaptable calculation of potential maps. The computation of such maps is based
on a specific finite-difference technique called over-relaxation. We won’t go into further

1These references do not constitute an exhaustive list.
2The representations of the ion trajectories in the rest of this work were made from this software.
3Chapter 1.1 and 1.3 of Reference-[131], give further details about the mathematical and experimental

methods for resolving the Laplace’s and Poisson’s equation.
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details about the suffix ’over’, specific to a refinement method speeding up the calculation.
Let’s focus on the general principle of the so-called relaxation method.

The relaxation technique relies on the representation of a 2D or 3D space by a square
base mesh whose nodes carry the value of the local potential. An iterative process com-
putes on each node a new estimate of the potential according to the values on the nearest
neighbor nodes. In a classical 3D projection, the new estimate is the average value of the
six nearest neighbors.4 In the case of the GBAR decelerator, it is more convenient, in
order to save calculation time, to reduce the 3D problem to a 2D representation including
a rotational symmetry. In such representation, since the four nearest points do not con-
tribute equally, a scaling function has to be introduced concerning the radial components.

At the first iteration, the potential on the nodes corresponding to the position of the
polarized electrodes is set to a parametric 1 V value. If the electrode is usually grounded,
the potential value on the corresponding nodes is set to 0 V . The nodes corresponding to
electrodes (polarized or grounded) stay fixed during the computation. Over the successive
iterations, each nodes is scanned and the potential value it carries is updated with respect
to the values on its nearest neighbors. The potential value on each point (except those
corresponding to an electrode) change less and less between two successive iterations. The
iterative process ends when this change is smaller than a given value. In the case of the
GBAR decelerator, the threshold has been set to 10−7.

This iterative process is repeated independently for each charged electrode. A stan-
dard potential map is thus generated and stored in separate files. The general potential
map is based on the additive solution property of the Laplace’s equation. In other words,
for each node of the mesh the value of the general potential is the sum of the individual
potentials generated by each electrode weighted by the value of the applied voltage.

An important point about the general potential map is the mesh size. Indeed, the
smaller the mesh, the more accurate the value of the potential is during the calculation
of the trajectory. Unfortunately, the smaller the mesh size and the longer the relaxation
calculation time is5. In the case of a small mesh size, the search of the potential value in
the map is also slightly slowed during the calculation of the trajectory. The impact seems
minimal but the very large number of calls causes a noticeable slowdown.

3.1.2 Trajectory computation

Another element to consider in the simulations is the trajectory calculation method and
the importance of the initial conditions.

The calculation of the ion trajectory is based on a classical numerical integrator known
as the classical Runge-Kutta method at 4th order or RK4 [135, 136]. Such numerical in-
tegration method evaluates iteratively the value of a function f , solution of an ordinary
differential equation, by temporal successive steps.

The RK4 method is applied twice per step. First, for the integration of the instan-
taneous speed of the particle. Second, for the integration of the position of the particle.
The only force the particles experience is the Lorentz force: ~F = q ~E. Then, the evolution
of the kinetic variables (acceleration, speed and positions) is deduced from the variation
of the potential6 in the map from the initial position and speed of the particles.

4Specific conditions are applied for the nodes on the borders of the mesh following either the Neumann
or Dirichlet boundary conditions.

5The bigger the size of the storage files as well.
6This corresponds to the value of the electric field.
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Figure 3.1 (top) - Shape of the potential applied on a decelerating tube without switching
it to ground. The outermost cylinder electrodes are grounded while the long middle
electrode is held at VPDT . The beam travels from left to right. (middle) Trajectories of
a parallel uniform beam of 100 keV-energy antiprotons through the drift tube polarized
at VPDT = −75 kV . Simulated using the SIMION software. (bottom) Trajectories of a
parallel uniform beam of 100 keV-energy antiprotons through the drift tube polarized at
VPDT = −99 kV . Simulated using the SIMION software.
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3.2 Electrostatic basics

The accelerating, respectively decelerating, tube lens is a central element of electrostatic
ion optics. Figure-3.1 presents two illustrative electrostatic configurations. The paths of
p̄ particles at exactly 100 keV passing through decelerating tubes polarized at −75kV
and −99kV are shown. Here, the beam is idealized by 20 particles homogeneously spaced
flying parallel. The entire system is composed of three coaxial cylinders with the same
inner radius Rin = 50 mm. The outermost electrodes are grounded, the central and
longest one is held at potential VPDT . Hereafter, the PDT notation is used even if the
drift tube (DT) is initially studied with static potential.

Let’s concentrate on the effects on the beam while entering into the polarized decel-
erating tube that corresponds to the region where the influence of the electric field is the
highest. Figure-3.1 shows that the trajectories of the reference ions, originally parallel, is
modified by the presence of the strong electric field. Through the first grounded electrode,
antiprotons experience a radial force tending to deflect them away from the optical axis,
whereas inside the decelerating tube the radial force is directed inward.

We also clearly see from Figure-3.1 (middle) that the intensity of the radial component
of the field (outward first and then inward) increases with the distance from the optical
axis. Indeed, the outermost particles of the bunch suffer a more important deviation than
the innermost ones. The combination of the radial dependence of the electric field and
the deceleration of the test particles leads to a convergence of the trajectories onto a point
called focal point or image point.

It is worth pointing out that the trajectory of the particles through this electrostatic
system is reversible. Thereby test particles flying out the decelerating tube experience an
inward force in a first time and are slightly deflected away in a second time. Since they
are slower inside the drift tube than outside, the focusing effect is again dominant. This
particular case appears in Figure-3.1 (bottom) on the right panel of the simulation where
the beam is refocused while exiting the drift tube.

Both reasonings applied upstream and downstream the decelerating tube demonstrate
that for the same incoming beam energy, the higher the potential difference and then the
stronger the electric field, the greater the deflection angle of the deviated particles. Here is
the obvious proof that the electric field gradient at the entrance (resp: exit) of a polarized
Drift Tube acts as an electrostatic lens. Example Figure-3.1 shows that the one-electrode
deceleration leads to important losses. Since the energy of the antiprotons from ELENA
(100 keV )7 is fixed, other optics have to be placed upstream of the decelerator to prevent
the beam from blowing up. In a latter section, a more detailed electrostatic study about
the pre-decelerating and post-decelerating optics is discussed.

3.2.1 Paraxial-ray approximation

We could try to find an approximated analytical solution of the potential inside the drift
tube and deduce the applied force along the particle trajectory. Let’s take a general
rotational symmetric solution of the Laplace equation ∆V = 0 with :

V (r, φ, z) =
∞∑
n=0

(−1)n
V (2n)

(n!)2

(r
2

)2n

The potential V (z, r) at radius r of an axially symmetric potential distribution is given

7And also latter, for the 10 keV protons generated from the internal GBAR source
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by the potential V (z, 0) along the optical axis following:

V (z, r) = V (z, 0)− r2

4
V ′′(z, 0) +

r4

64
V (4)(z, 0)− ... (3.1)

with V ′′(z, 0) and V (4)(z, 0) the second and forth derivative of the potential along the
optical axis.

Studying particle trajectories with small angles close to the axis, we can consider the
second derivative only:

V (z, r) = V (z, 0)− r2

4
V ′′(z, 0) (3.2)

The radial force acting on the antiprotons is by definition:

F = qEr = q
∂V (z, r)

∂r
(3.3)

Using equation (3.2), the radial gradient becomes:

F (r, z) = −qr
2
V ′′(z, 0) (3.4)

Equation (3.3) and (3.4) show that the radial force applied on a charged particle is
proportional to the distance from the optical axis and to the second derivative V ′′(z, 0).

From there, it is possible to establish the equation of motion for a particle traveling on a
parallel initial trajectory and at a small radius r from the optical axis into an axisymmetric
electric field. This particular case is better known as the paraxial-ray approximation.
From (3.4), it is easy to express the Newton’s second law of motion [54]:

mr̈ = q
∂V

∂r
= −qr

2
V ′′(z, 0) (3.5)

With :

ṙ = r′ż (3.6)
r̈ = r′′(ż)2 + r′z̈ (3.7)

where in the small angle approximation ż is the total velocity and z̈ the instantaneous
acceleration in the z-direction.

According to the definition of the electrostatic potential energy and the kinetic energy
of a charged particle, (ż)2 = 2ηV (z, r) where η = q/m. If z̈ is the acceleration of the
particle in the z direction, we can express it as z̈ = ηV ′(z, r). Replacing into (3.7) and
combining with (3.5) in the limit of small radius (r ≈ 0), it becomes,

r′′ +
V ′(z, 0)

2V (z, 0)
r′ +

V ′′(z, 0)

4V (z, 0)
= 0 (3.8)

A good remark from Ref.[137] is that η doesn’t appear in 3.8. Thus, if the mass m
or the charge e influence the trajectory of the considered ions, η does not. For instance
with e >> m, two negatively singly-charged particles (like an antiproton and an electron)
undergo the same deceleration and follow the same trajectory through the same potential
gap.

Another important element as pointed out by the autors of Refs.[138] and [137] is in
the case of two semi-infinite electrodes when particles are flying through the gap. Chang-
ing the electrostatic reference by increasing the potential on both electrodes in the same
proportion does not modify the shape of the trajectory. It confirms the assumption that
only the difference of potential acts on the ion trajectories.
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3.3 Electric field at the ends of the Drift Tube

Finding an explicit expression for V (z, 0) is something complex because there are no or
few models applicable to most electrostatic optics. No ideal analytical solution exists
even for one of the simplest electrostatic lenses like the ’Einzel’ lens8. However, under
well-chosen assumptions, it is possible to approach a mathematical solution for V (z, 0).

The GBAR decelerator has the advantage of presenting a complete rotational sym-
metry. A reference method created by Sidney Bertram in 1940 [139, 140] gives an ap-
proximate function of V (z, 0) in good agreement with numerical solutions as computed
by softwares like SIMION. In the configuration shown in Figure-3.1, the gap between the
first electrode at ground and the drift tube can be simplified as between two semi-infinite
tubes of unit radius R separated a distance S with a potential V 1 applied on the left
tubes and V 2 on the right one.

A general solution for such electrodes using the Bertram’s method is given by:

V (z, 0) =

(
V1 + V2

2

)
+

(
V2 − V1

2ωS

)
loge

cosh ωz

cosh ω(z − S)
(3.9)

with ω = 1.318, when R 6= 1 then ω becomes ω
R .

A simpler form is found by considering S → 0:

V (z, 0) =

(
V1 + V2

2

)
+

(
V2 − V1

2

)
tanh(ωz) (3.10)

This hypothesis remains valid for S 6= 0 at a scaling factor, if S is small enough
compared to the inner diameter of the tubes9. The first and second derivatives are
deduced from (3.10):

V ′(z, 0) =
V2 − V1

2
ω sech2(ωz) (3.11)

V ′′(z, 0) = −(V2 − V1)ω2 tanh(ωz) sech2(ωz) (3.12)

On Figure-3.2, a comparison between the SIMION software and the previous analyt-
ical formulas is carried out on both ends of the drift tube. The agreement between the
curves and the simulated data is really good. The shaded span highlighted the position
of the electrodes. The organization follows the GBAR decelerator design including an
upstream electrode 80 mm-long, the drift tube 400 mm-long and a downstream electrode
40 mm-long. The gap between the electrodes and the drift tube on both side is 30 mm.
From the electrostatic point of view, the drift tube is held at −99 kV 10 while the outer-
most electrodes are kept to ground.

It is interesting to note that the trajectory of the ions as discussed in the previous
section and represented in Figure-3.1, finds all its physical meaning through the shape
of the second derivative as plotted on Figure-3.2 (bottom plot). Taking into account
its charge, it is evident here that the radial force applied on an off-axis antiproton is
proportional to the product of the distance to the optical axis and V ′′(z, 0). This latter
is negative on the left side of the first gap (z < 5650 mm) meaning that an outward
force applies and positive on the right side of the same gap (5650 mm < z < 5800 mm)
resulting in an inward force.

8An ’Einzel’ lens is an electrostatic device made of 3 successive, cylindrical electrodes.
9In the decelerator, ∅ = 100 mm and S = 30 mm.

10The plotted curve for the potential is in absolute value.
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Figure 3.2 Simulated shape of the axial potential V (z, 0) (absolute value, top) and its first
(middle) and second derivatives (bottom) computed with the SIMION software. For the
derivative plots the y-axis is in symmetric logarithmic scale. The gray spans represent
the position of the drift tube and on both side the grounded electrodes. The red lines
correspond to the fit of the SIMION data using equations (3.10), (3.11) and (3.12).

3.4 Energetic study of the Drift Tube

The definition of the potential along the optical axis through the drift tube offers the
possibility to approach the electrostatic deceleration principle from an energetic point of
view. It relies on the difference between the initial kinetic energy of an incoming antipro-
ton with respect to the electric potential energy it experiences locally inside the drift tube
when this latter is switched to ground. That’s why inhomogeneities of the potential map
inside the tube impact the energy distribution of the particles downstream.

Since the GBAR antiproton line is based solely on electrostatic optics, the energy
spread is of crucial importance. As mentioned above, two particles with different energies
do not follow the same path when passing through the same electrostatic lens. The energy
distribution of the beam causes optical aberrations referred as chromatic aberrations. For
instance, a fast antiproton would be less deflected than a slower one through successive
lenses. The greater the energy spread, the greater the chromatic aberrations within the
particle bunch, and the bigger the beam spot when focusing onto a target as illustrated
on Figure-3.3. In GBAR, worsening the energy distribution while decelerating further
reduces the transmission rate through the silicon converter and directly impacts the H̄+

production.



46 CHAPTER 3. SIMULATIONS AND ELECTROSTATIC BASICS

Figure 3.3 Illustration of the chromatic aberration effects in the case of an Einzel lens,
performed with SIMION. The beam, flying from left to right, is initially parallel and
uniformly distributed over a radius r = 5 mm. The energy distribution is considered as
a gaussian center on 1 keV . On the right, the curve represents the size of the beam (2σ
value) after passing through the lens with respect to the initial energy spread.

As discussed in the previous section, the shape of the potential on the optical axis does
not follow a perfect square function. According to (3.10), the potential V (z, 0) on the
edge of the drift tube tends asymptotically towards VPDT following a hyperbolic tangent
behavior, so-called penetration field11. This means that if the bunch is located on the
edge while switching the drift tube to ground, the outermost antiprotons undergo a lower
deceleration than the innermost ones. It is interesting to note that the axial profile of
the potential always affects the energy spread towards higher energy values. If this latter
is higher than the initial energy spread of the beam, the energy distribution will not be
anymore symmetric.

Let’s now define δd as the depth from the edge of the tube such as illustrated in Figure-
3.4. From the potential function (3.10), we can determine the value of δd over which the
potential variation due to the penetration field drops to negligible values compared to the
energy distribution of the initial beam. The antiproton pulse must penetrate deeper than
δd into the drift tube to not suffer a wider spread of the energy distribution. Obviously,
the length of pulsed drift tube has to be extended by twice the length δd.

If we assume σE , the maximum acceptable energy spread induced by the deceleration
at z = δd as:

σE =
∆E

Ef
=

(q)∆V

(q)Vf

where ∆V = |V (δd, 0) − VPDT | and Vf , the final virtual potential directly proportional
to the energy of the beam downstream the decelerator.

The switching depth δd can be evaluated from:

δd =
1

ω
argtanh(2σE

Vf
VPDT

+ 1) (3.13)

The energy spread σE (≡ ∆V/Vf ) induced by the deceleration is plotted on Figure-3.5
(dashed line) with respect to the distance δd from the edge of the drift tube in the case
of the GBAR experiment. For example, to make sure that the energy dispersion induced
by the deceleration is |∆V/V | < 10−4, the tail of the antiproton bunch should be located

11Electrostatic equivalent to the magnetic fringe field.
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Figure 3.4 (Top) - Schematic of the entrance of the drift tube and definition of δd. (Bot-
tom) - Potential projection at the entrance of the drift tube and definition of VPDT and
V (δd, 0).

further than δd = 268 mm from the edge of the drift tube while switching it to ground.

The parameters of the beam provided by ELENA also participate in determining the
dimensions of the drift tube. To ensure a constant deceleration, the potential distribution
in the drift tube has to remain as flat as possible around −99 kV over a distance at least
as large as the size of the antiproton pulse when decelerated at 1 keV . According to
[95], the bunch length is expected to be ∆t = 75 ns (r.m.s. value). This latter can be
turned into space unit assuming a mean velocity of v(1keV ) = 438 mm.µs−1. A simple
calculation gives a bunch length inside the drift tube of L1keV = 4∆t×v(1keV ) = 131 mm
with 2σ significance. In a similar way, we find the bunch length for decelerated beams at
2 and 6 keV such as L2keV = 186 mm and L6keV = 322 mm.

Let’s take the case of GBAR as an example. The initial antiproton beam is expected to
be decelerated from 100 keV to 1 keV with an initial energy spread ∆E/E = 10−3. The
expected energy variation is then ∆E = 100 eV . Taking into account the conservative
nature of all the forces acting on the bunch12 while decelerating, the ∆E value should
remain the same leading to an energy spread downstream the decelerator of ∆E/Ef =
10−1. Expecting now to decelerate the antiproton bunch without impacting this latter by
more than 10% (it means that the energy spread induced by the decelerator should be less
than σE = 10−2), the pulsed drift tube in the decelerator should theoretically measure:

L1keV + 2× δd(σE = 10−2) = 131 + 2× 172.4 ≈ 476 mm

12The space charge effect and other intra beam scatterings are considered negligible over the 2 m
distance of the apparatus.
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Figure 3.5 Evaluation of the axial potential variation along the pulsed drift tube with
respect to the distance δd from the edge of the drift tube. (dashed line) - Theoretical
estimation for a R = 50 mm semi-infinite cylinder initially polarized at VPDT = −99 kV .
(solid lines) - Corresponding simulations of the potential spread for 5 different sizes of
drift tubes (finite length, R = 50 mm) obtained with SIMION.

The relation (3.13) applies only in the case of a semi-infinite, cylindrical electrode.
Since working with such an abstract object is impossible, Figure-3.5 illustrates simulated
values of |∆V/Vf | along tubes polarized at −99 kV for 5 different finite lengths (300,
400, 500, 600 and 700-mm). We can see that the variation of the potential is in good
agreement with the theoretical prediction over the first centimeters in all cases before di-
verging due to the symmetry of the system. The divergence of the simulated curves in the
logarithmic scale marks the middle of the drift tube where ∆V = 0. Taking into account
that the antiproton bunch must be at the center of the drift tube while switching it to
ground, we can evaluate in the different cases the maximum energy spread it would suffer.

One should keep in mind that the same reasoning applies radially. The potential de-
formations near the surface of the drift tube induces energy variations as well. This time,
since the potential is smaller on the optical axis than in the vicinity of the electrode, the
energy distribution is affected towards smaller energy values. The impact of the radial
profile of the potential on the energy distribution is however much less important than in
the axial case, as shown in Figure-3.6.

In the case of the GBAR decelerator, knowing that the antiproton bunch is 131 mm-
long, 10 mm-large at 1 keV inside the 400 mm-long drift, the minimal energy spread is
σE,L ∼ 10−1 axially and σE,R ∼ 5.10−4 radially. Adding to this the displacement dur-
ing the 25 ns of switching time corresponding to δdswitch = 11 mm, ie σE,switch = 1.10−1.

It corresponds to an energy downstream the apparatus of :

Ef = 1000 keV ± 100 eV (initial spread) ± 90
0.5 eV (deceleration spread)

± 90
0 eV (switching spread) (3.14)
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Figure 3.6 Evaluation of the radial potential spread inside the pulse drift tube with respect
to the radial position. Simulated for a 400 mm-long drift tube polarized at VPDT =
−99 kV . The values are extracted at the middle of the tube (δd = 200 mm).

Applying a similar reasoning for deceleration at 2 keV and 6 keV :

At 2 keV : Ef = 2000 keV ± 100 eV (i.s.) ± 100
0.5 eV (d.s.) ± 100

0 eV (s.s.)

At 6 keV : Ef = 6000 keV ± 100 eV (i.s.) ± 1000
0.5 eV (d.s.) ± 1000

0 eV (s.s.)

3.5 Pre-focusing system

In the previous section, we investigated the deceleration from an energetic point of view.
We now know that the decelerator is able to decelerate an antiproton bunch from 100 keV
to 1 keV (respectively: 2 keV and 6 keV ) and evaluated the impact on the energy distri-
bution of the antiproton beam. However, a very important question for GBAR remains:
how many of the decelerated antiprotons may reach the Ps converter ? It is important
to remind here that the lower energy antiprotons, the higher the cross section for the
production of antihydrogen ions (as explained in Chapter 2).

As mentioned in the earlier sections, the electrostatic gradient at the entrance of
the DT has a similar effect as an electrostatic lens. One should keep in mind that the
transmission through the drift tube is even greater when the paraxial approximation is
respected. In other words, it is crucial to keep the beam as parallel as possible with the
smallest possible spot inside the pulsed drift tube13.

The potential on the drift tube determines the energy of the particles downstream
the decelerator. It is therefore necessary to compensate for the strong focusing effect
with the use of an additional optics. As we have already mentioned at the beginning of
this chapter, the simplest one is an Einzel lens. It consists of three cylindrical electrodes
whose central electrode is polarized and the outermost electrodes kept grounded. Such

13If the beam is too wide, it experiences edge effects near the electrode.
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an Einzel lens is then placed upstream of the decelerating tube.

As shown in Figure-3.7, the GBAR decelerator consists of cylindrical electrodes with
an inner radius of 50 mm and an outer radius of 60 mm. At first the beam passes
through six electrodes, referred as pre-decelerating electrodes, the first and forth elec-
trodes are 50 mm-long and the others 80 mm-long. These six electrodes are mechanically
divided in two groups of three electrodes. Subsequently, it passes through a pulsed drift
tube 300 mm-long in its preliminary design as exposed in the Figure-3.7. In such a design,
the gap between all the electrodes is 30 mm.

As described in the previous sections, the choice of such a geometry makes it difficult
to construct an analytical approach. Then, in order to avoid the use of difficult non-linear
solutions, a numerical approach was preferred. At first glance, intensive simulations seem
an easy way out, but as we will see in this chapter, they have their share of complications
as well.

Figure 3.7 Schematic of the pre-prototype shape of the GBAR decelerator as implemented
in the preliminary simulations. Colors indicate different voltages applied on the electrodes.

3.5.1 Light optics analogy

For a better understanding, it is interesting to use an analogy with light optics. Indeed,
in some aspects, an Einzel lens (or any other cylindrical electrostatic lens) has similarities
with a thin lens as employed in light optics. Thus if a charged particle is traveling off axis
along a path parallel to the optical axis displaced from it by a distance h, it emerges from
the lens with a certain angle. The plane from which the trajectory seems to be deviated
is called the principal plane. The point where the path of the particle crosses the optical
axis is called the focal point. Finally, such as in light optics, the distance between the
principal plane and the focal point is called the focal length. These elements are displayed
in Figure-3.8.

As in light optics, each electrostatic lens has two focal points (and two principal planes
as well) depending on the direction of the particle through the lens. The first one is the
object focal point corresponding to the point from where a charged particle seems to come
when it emerges downstream the lens on a parallel path. The second one is the image
focal point, corresponding to the crossing point between the optical axis and the path of
a particle originally flying parallel.

It is interesting to note some differences with this analogy. Unlike light optics, the
image and object principal planes do not necessarily coincide with the geometric center
of the lens. If the electrostatic lens presents a symmetry along the optical axis, the
object and image focal points (respectively principal planes) are then equidistant from
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Figure 3.8 Definition of the principal planes and focal points in an electrostatic gap. The
grey lines correspond to equipotential lines in the gap.

the midpoint. This is for example the case of a conventional Einzel lens. If the lens is
electrostatically asymmetric, such as in the case of the drift tube where the potential is
not the same on both side of the gap, the principal planes and focal points are displaced
toward the low voltage side of the lens. Figure-3.9 illustrates the position of the focal
points and principal planes for the drift tube when polarized at −90, −94, −98 and
−99 kV according to the GBAR design.

Figure 3.9 Schematic of the principal planes and focal points for the GBAR drift tube for a
100 keV antiproton beam. The square markers correspond to the object focal points and
the round marker to the image focal points. Colors correspond to the studied deceleration
case. The focal points and principal planes are represented in the limit of the paraxial
approximation (R < 20 mm). All the electrodes except the PDT (in blue) are grounded.
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3.5.2 Telescopic system with an additional lens

Once highlighted the definition of the focal points and planes, a step further in the case
of the decelerating drift tube is to look at the addition of an Einzel lens upstream the
pulsed drift tube.
With two lenses on the same optical axis, it is possible to realize a telescopic system.
With such system, if the incoming beam is parallel, it emerges from the last lens parallel
as well. The sinequanone condition to implement such telescopic assembly is that the
image focal point of the first lens coincide with the object focal point of the second lens.
In the case of the GBAR drift tube, it consists in focusing the antiproton beam on the
object focus point of the pulsed drift tube as depicted by the square markers in Figure-3.9.

The magnification of the telescopic system can be evaluated the same way as for light
optics systems by the ratio of the focal lengths of the optics, M =

sf
si
− f2

f1
where si

and sf are the initial and final spot sizes of a parallel beam and f1 and f2 are the focal
length of the first and second lenses. According to the magnification formula, in order to
minimize the beam size in the drift tube, a larger focal distance is required for the first lens.

The focal length of an electrostatic lens can be adjusted with the potential applied on
the electrode. Then, the longer the distance between both optics elements, the smaller
the beam spot inside the drift tube according to the magnification formula. Figure-3.10
shows the cases of a 100 keV antiproton beam decelerated at 1 keV through such a tele-
scopic system with an Einzel lens located upstream the pulsed drift tube at two different
distance L = 500 mm and L = 1000 mm. In both illustrated cases, the beam emerges
parallel (the system is really telescopic) but with different spot sizes14.

Figure 3.10 Comparison of simulated telescopic systems for a 1 keV deceleration. The
apparatus is composed of an Einzel lens and a pulsed drift tube. The initial beam is
taken homogeneous over a radius R = 10 mm and parallel to the optical axis with an
energy of exactly 100 keV . The red lines correspond to the equipotentials with a 5 kV
step. (Top) - Distance between the Einzel lens and the drift tube L = 500 mm. The spot
of the emerging beam is 8 mm. (Bottom) - Distance between the Einzel lens and the drift
tube L = 1000 mm. The spot of the emerging beam is 4 mm.

14The longer the distance between both optics elements, the lower the potential required to make the
focal points coincide.
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Such an optical telescopic system is currently considered in the framework of the post-
LS2 design of the ASACUSA experiment where the replacement of the RFQD is envisaged
in favor of an electrostatic decelerator.

3.5.3 Limits of the light optics analogy

The studies presented so far all focus on homogeneous and parallel incident beams. The
reality is of course slightly more complex and the analogy with geometric light optics
quickly reaches its limits.

Spherical aberrations

The first limitation is the so-called spherical aberrations. They are characterized by axial
displacements of the focal point for off-axis particles traveling parallel at different dis-
tances from the optical axis. The effects of these aberrations appear in Figure-3.11 for
the drift tube. It can be noted that the position of the focal point changes according to
the initial position of the particle. To a first order approximation, we can consider this
displacement proportional to the square of the lens semi-aperture h of the initial particles.

Figure 3.11 Position of the focal point object (left) and image (right) with respect to the
radial position of the incoming particles in the case of the GBAR drift tube. The incident
test-particles are traveling parallel with an energy of 100 keV .
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Liouville’s theorem and phase space definition

Up to now we have treated parallel particle trajectories and properties through optical
devices. In fact, we have to deal with a beam of (anti-)particles, i.e. an ensemble of
several particles moving on average in the same direction15. Thus, a realistic beam does
not necessarily obey the paraxial approximation.

To describe such a beam, it is necessary to move to a representation of the beam based
on the position of the particles in the phase space. In this representation, a beam takes
the form of an ellipse characterizing its size and its divergence in each x and y plane as
depicted in Figure-3.12.

Such an ellipse can be described via the emittance ε with the expression:

ε = γx2 + 2αx.x′+ βx′2 (3.15)

where x is the position, x′ the first derivative of the position (equivalent to the angle of
the particle) and α, β, γ three parameters known as Twiss parameters16. As shown in the
Figure-3.12, the α parameter is related to the beam ellipse tilt , β is related to the beam
size and γ to the beam divergence. The γ parameter is not necessarily given since it is
dependent on α and β according to :

γ =
1 + α2

β
(3.16)

The emittance ε is the 2-dimensional phase-space area occupied by the particles of a
beam. This parameter gives a measure of the beam quality. The smaller the emittance,
the smaller the beam spot, the smaller the beam divergence.

Figure 3.12 Phase space ellipse representation of the beam on one axis. Drawing from
Ref.[141].

15And in our case, on average at the same speed.
16They can be referred as Courant-Snyder parameters as well.
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In practice, we ideally wish to get a beam with as small an emittance as possible. But
physically, the phase-space distribution of the beam is determined by the source of the
beam and cannot be modified by accelerator17. This is a consequence of the Liouville’s
theorem. According to Ref.[142], this theorem states that, if we have a distribution of
points in phase space, described by a density function ρ(x, x′) for a two-dimensional phase
space, and the motion of the particles in that phase space is determined by a Hamiltonian,
then the phase-space density will be constant in time. In other words, in the presence of
conservative forces, the area defined by the ellipse of the beam in the phase-space repre-
sentation is conserved.

Another consequence of the Liouville’s theorem is that the emittance ε varies as the
inverse of the momentum18. A decrease in the momentum implies an increase of the emit-
tance. An intuitive way to understand it is to consider the definition of the divergence
(average angle of the particles in the beam) as the ratio of the radial component of the
speed v⊥ over the axial component v‖. Since the deceleration is not isotropic, only the
axial component v‖ of the speed changes.

In the case of GBAR, the ratio v⊥/v‖ increases by a 10 factor19. Therefore, the emit-
tance increases as well, passing from 4π mm.mrad in ELENA to 40π mm.mrad inside
(and downstream) the drift tube. Consequently, the size and the divergence of the beam
inside the drift tube can not be infinitely reduced.

3.6 Conclusion

As designed with the six pre-decelerating electrodes, only five of them can be polarized
between 0 and 100 kV while the very first one is kept grounded as a potential reference.

The application of an analytical approach as used for the determination of potential
(such as the Bertram method) or the telescopic system (such as the light optics analogy)
appears difficult. Furthermore, the geometry of the electrodes with a diameter = 100 mm
larger than the length of the electrodes L = 80 mm does not allow to apply electrostatic
rules to first order. The non-linear behavior of the potential (and the need to realize
a development to higher order) appears clearly in Figure-3.13. In such an electrostatic
configuration, the potential on the optical axis is not only determined by the potential
on the electrode N but also depends on the potentials applied on the N − 1 and N + 1
electrodes. This latter appears smoothed.

The use of five different potentials appeared to offer a certain flexibility in the de-
celeration process. However, as a balance, it presents a very large number of applicable
electrostatic configurations.

17Except some particular cases.
18One can also consider the so-called normalized emittance referring to the area in the (x, px) canonical

phase space with x the position and px the x-momentum. Such normalized emittance is conserved during
acceleration/deceleration. This definition is not considered in this document.

19The kinetic energy is reduced by a factor 100 and the speed by a factor
√

100 = 10.
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Figure 3.13 Simulation of the influence of the nearest electrodes on the potential along
the optical axis. The red curve corresponds to the potential along the electrodes, the blue
curve to the potential along the optical axis. The position of the electrodes is illustrated
on the bottom part.



Chapter 4

Results using a Genetic Algorithm

4.1 Minimization algorithm

In this chapter, we will show the reasons for choosing an evolutionary algorithm in the
electrostatic potential research. We will see how this type of algorithm can find solutions
for the GBAR decelerator when associated with simulations of ion trajectories. Finally
we will present the results obtained from the preliminary design of the decelerator and
the limits of such an algorithm within the GBAR experiment.

4.1.1 Systematic calculation method

The simplest way to look for the best solution is to define a parametric value, called "met-
ric", characterizing the expected behavior of the beam. The smaller this value, the closer
it is from the best solution. Scanning and evaluating all the possible configurations offers
the guarantee to find the minimal value of the metric. According to the metric definition,
the dimensionality of the problem can be reduced by encoding each configuration in a
unique way through the use of one or two combined variables. For instance, the voltage
ratio between two electrodes or the addition of symmetry in the problem can simplify the
minimization of the metric.

Unfortunately, such reasoning can not be applied in the case of the decelerator if we
consider all the charged electrodes as independent. Indeed, in this case, the system has
five independent degrees of freedom offering a very large number of possible combinations.

Let’s consider ∆V = 100 V as the minimal voltage variation inducing a visible change
in the beam propagation, with a voltage range between 0 V and 100 kV , each electrode can
take 1000 possible values. It means (103)5 = 1015 voltage combinations for the decelerator
apparatus. If the calculation of the metric function lasts 30 s optimistically1, the overall
simulation for the evaluation of all the possible combinations would last 3.1016 s, roughly
a billion years. Conversely, the evaluation of all the possible combinations in a reasonable
three month time would require a 12′500 V voltage step. This latter is of course too large.

Then it is obvious that such a method, ironically called bulldozer method, is unachiev-
able in a reasonable amount of time. When looking for the minimization of the metric,
the ergodicity2 of the method is a necessary condition but not a sufficient condition.
It is therefore necessary to use more efficient methods including convergence toward an
optimal solution.

1For comparative purposes, a realistic simulation time for 5,000 ions is around 85 s.
2The ergodicity is, in lay terms, the ability of an algorithm or numerical process to reach all the

points of the space in which it is defined.
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4.1.2 SIMION SimplexOptimizer

The first minimization method studied is already implemented by default with the SIMION
software. This module, called SimplexOptimizer, is an optimization routine based on
the simplex method also known as Nelder-Mead downhill method. Such a method is a
commonly applied numerical method to find an optimum of a given function in multi-
dimensional space. This routine is typical in electrode simulations with SIMION when
looking for voltages minimizing for instance the beam spot size. Such method applies
perfectly in the context of the metric as we defined it before in a solution space with
N > 1 dimensions.

This routines requires four inputs:

• Starting points, one per dimension of the problem.

• Step sizes, one per dimension of the problem.

• A function characterizing the required parameters for the beam. This is by definition
the metric function.

• A minimal metric value, which stops the algorithm.

This Nelder-Mead type method assumes a metric function f defined in a N dimen-
sions space. The initialization of the algorithm consists in generating a non-degenerated
simplex3 with the starting points as inputs. By successive iterations, the algorithm eval-
uates the value of the metric function for the starting points and repeats the operation
for surrounding points within a step size. In every dimension, it modifies the value of the
vertices in the direction tending to reduce the metric value. If the step size is too large
to reduce further the metric, the algorithm decreases its value to ensure the execution of
the next iteration.

Limitations This method enables to cover the solution space in an optimized way with-
out evaluating all the possible configurations. By modifying one, two or three variables
at each iteration, the algorithm converges to a solution satisfying the desired conditions.
However, this simplex optimization routine has some limitations. This mathematical
method tends to converge towards the nearest local minimum. Once the simplex is fixed
around a local minimum, the latter becomes an attractor from which the algorithm can
not take out. The diversity of the solutions reduces with the iterations. Thus, the prob-
ability of finding the global minimum of the metric function (or at least a lower local
minimum) is small. Indeed, from the initial points, the algorithm does not scan all the
configurations but relies on global trends at each iteration, which does not guarantee a
monotonous convergence to a local minimum. Similarly, if the metric function does not
allow a minimum (even locally), the algorithm does not converge and loop to infinity4.

Therefore, such a routine is only useful for more detailed investigations of the voltage
values. In the case of the electrostatic configurations of the decelerator, this non-ergodic
method appears limited because it requires the execution of a very large number of time
the algorithm with different initial points to make sure that the minimum reached by
the metric function corresponds to a global minimum. It is important to remember that
an ion simulation is performed at each iteration. Thus, the calculation time becomes
relatively large even though less important than in the case of the bulldozer method.

3Polytope in a N dimension space composed of N + 1 vertices. In a 2D space, a simplex is a triangle,
in a 3D space, a simplex is a tetrahedron.

4This method limits the infinite loop risk by introducing a maximum number of iterations.
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If the calculation time of the bulldozer method, or the non-ergodic nature of the
simplex method represents a real problem in the search of the electrostatic configurations
for the GBAR decelerator, it is now possible to implement a technique that guarantees
both the ergodicity hypothesis and the fast convergence towards the global minimum (or
at least a local minimum with lower metric value). The algorithms providing the best
solutions fulfilling those criteria emerge nowadays with the automation of systems and
belong for the majority of them to the family of the evolutionary algorithms as we will
describe below.

4.2 Genetic algorithm and potential selection

Because of the inherent difficulty of optimizing a system with five variables, an attempt
was made to solve the problem using a Genetic Algorithm approach.

4.2.1 Description of Evolutionary Algorithms

In 1860, Charles Darwin published his book, On the origin of species [143]. In this work,
Darwin rejected old dogmas considering that every species is able to survive in any envi-
ronment and exposed his theory about the evolution of species. We can summarize it as
follows: under external conditions, species have progressively adapted and selected through
breeding processes to live in a specific natural medium.

In contrast to Lamarckism, Darwinism considers that evolution involves the selection
and transmission of survival traits within a population of individuals. It is only during
the 20th century that genetics reveals the processes involved in this natural selection of
species. The problem of the information processing and the support of heredity has been
solved. Computer scientists then studied methods to implement systems spontaneously
evolving with respect to new environmental conditions. Such processes are the basement
of the evolutionary computation.

Figure 4.1 Schematic diagram of a typical evolutionary algorithm.

As shown in Figure-4.1, an evolutionary algorithm simulates the evolution of a pop-
ulation of various individuals, randomly generated to which transformations are applied
and subject to selection. Temporality is marked by the passage through each of the stages
of the algorithm, called a generation. If the selection occurs with respect to a specific
(and well defined) criteria/function, the population tends to improve from one generation
to the next [144, 145, 146].
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Such an algorithm does not require any knowledge about the problem itself. Accord-
ing to Ref.-[147], one can see it as a black box with several inputs (variables) and several
outputs (objectives). The algorithm executes defined operations on the inputs and reads
the outputs, re-injects them as inputs and repeat the operations in order to improve the
successive outputs.

Evolutionary algorithms constitute an original approach in solving information pro-
cessing problems; no needs to look for analytical solutions, or numerical approximations,
but simply for solutions satisfying different criteria the best way. If there is no absolute
guarantee to find the unique global optimum (for instance in a multi-dimensional prob-
lem), their ability to find such a global optimum (or suitable local optima) in a reasonable
amount time is much more better than with other classical computational methods.

During the last decades, the explosion of the worldwide computing power offers op-
portunities in solving more complex evolving systems without mathematical concepts or
requiring too many iterative processes. For instance, in addition to cellular automata,
such evolutionary algorithms are used to simulate the complex flight of bird groups or
the movement of barchan dunes in the desert. With the development of neuron networks,
they give birth to the basement of the artificial intelligence (AI ) and to the automatic
optimization (AOp) [148].

Today the Evolutionary Computation includes several types of algorithms among
which three are mainly represented:

• the Evolutionary programming [145]

• the Evolution Strategy [149]

• the Genetic Algorithm [150, 151]

With its chromosome representation, this latter offers the best perspective in solving
the potential distribution problem for the GBAR decelerator. In the next section, the
classical operation of a genetic algorithm with a biological analogy is presented with
particular bounds to the electrostatic deceleration optics problem.

4.3 Genetic algorithm

Genetic algorithms (GA) are at the crossroad of computation science, evolution theory
and modern genetics. The combination of these last two is today designated as Neo-
Darwinism. They provide solutions to problem without analytically calculable solutions
in reasonable time. The difference with a classical evolutionary algorithm lays on three
main transformations: the crossover, the mutation and the selection.

Basically, a GA can be defined as a computer code looking for an extremum (resp:
extrema) of a function defined on a specific data space. Five elements are required to use
it:

• A way to code the characteristics of the individuals inside the population. It consists
in attributing to each point of the data space an unique set of coordinates. In the
case of the decelerator, the coding principle is an array composed of five values
corresponding to the potentials applied on the five pre-decelerating electrodes. The
idea is to explore as much as possible the space of the solutions offered by the
different values of potentials.

• A genesis mechanism of the population. This mechanism is crucial to avoid the
generation of a homogeneous population increasing the convergence time towards
the global optimum.
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• An evaluation function for the individuals of the population. This function returns
a value called fitness. We can compare this with the study of the beam in the drift
tube with the selection criterion based on the spot size, the beam divergence or a
combination of both defined as the metric.

• Transformations also called operators to explore the data space or diversify the
population.

While executing a GA, thousand of solutions answering the problem are randomly
generated. These genotypes undergo an evaluation process estimating the relevance of
such solutions following the species selection theory. It means that the more fitting the
solutions are, the higher is the probability for these solutions to ’survive’5. The popula-
tion (the group of solutions) evolves in successive generations via crossovers of the best
solutions and via random mutations. By reiterating this process several times, the popu-
lation evolves towards an optimal solution.

A pseudo-code for a typical GA is:

1. Initialize the population P

2. Evaluation process on P

3. "While" optimal solution found "then":

a) New population P ′ = parents selection in P

b) P ′′ = Crossover on P ′
c) P ′′′ = Mutation on P ′′
d) P replaced by progeny P ′′′ and new Individuals

e) Evaluate P again

4. EndOf "While"

Following this formal definition and composition of GAs, questions remain: what is
the general format of the information ? how does the selection mechanism occur ? how
does the population diversify ?

4.3.1 Coding a GA

No need to be a specialist in genetics or biology to understand the selection process of a
GA. As described above, a GA is based on a population of solutions. Each solution can
be associated to genes. The different values they can take are called alleles. Coding each
allele in an unique form is absolutely crucial.

At a higher level, a sequence forms a chromosome. It can be unique. Finally, a group of
chromosomes represents an individual. All the generated individuals form the population.

Let’s now define the genetic equivalence in the case of the optics problem for the decel-
erator. The investigated solutions are obviously the electrostatic configurations applied
on the pre-decelerating electrodes, considering the potential values as genes and the dif-
ferent values of each potential as alleles. The potential values are coded over 17-bit binary
values between "00000000000000000" (0.0) and "11000011010100000" (100’000.0). The
different solutions are expressed as 85-bit chromosomes consisting of 5 concatenated genes.

5Stay in the process.
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For example, according to the following potential values:

BIN(86778) = 10101001011111010

BIN(74026) = 10010000100101010

BIN(46870) = (0)1011011100010110

BIN(11800) = (000)10111000011000

BIN(50733) = (0)1100011000101101

The chromosome becomes:

[86778, 74026, 46870, 11800, 50733]⇔ ′1010100101111101010010000100101010010110111

000101100001011100001100001100011000101101′

Selection

The selection operator determines which individuals of the population P survive to the
next generation defining a new population P ′. For n individuals in P , n/2 individuals
are selected in P ′ (the remaining n/2 individuals are generated by the crossover process).

This operator is crucial to ensure the convergence to the optimal solution. It directly
impacts the population deciding which element of P ′′′ survives, dies or breeds. The prob-
ability of survival of an individual is supposed to be directly related to its effectiveness in
the population to meet the selection rule. The relevance of an individual in the population
is materialized by the fitness value. Let’s develop here three selection methods6:

• The roulette wheel selection or fitness proportionate selection. It is the most com-
monly used method where the survival probability is directly proportional to the
performance of the individual in the population. Such selection offers a big variance
(dispersion) of the individuals. Nevertheless, this kind of selection is intimately
dependent on the random sampling adopted. Thus, two deviances may appear:

– A high fitness deviance, where only a few individuals are selected several times
as having a high fitness.

– A low fitness deviance, where the selection of only low fitness individuals hap-
pens.

Both led to a stagnation situation of the genetic code or at least seriously slowed
down its execution. The selection of a specific seed value in the pseudo-random
processing and the introduction of the replacement7 operator ruled out this problem
by generating new combinations of potentials.

• The elitism or elitist selection, retaining only the best individuals in a generation
P for the next generation P ′. In this selection, the variance is almost zero and the
diversity of the individuals seriously impacted. It can be used as confirmation tool
for the best solutions found. The crossover and mutation probability have however
been proven to prevent any premature convergence.

• The tournament selection, the fairest and most relevant selection. In this latter, a
random sampling with replacement operates between two individuals of the pop-
ulation P . If the sampling results have a value p such as 0.5 < p < 1.0 then the

6These methods have been selected successively to operate in the framework of the potential config-
urations of the decelerator.

7Cf. later in the text
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tournament duelists with the highest fitness is selected for the population P ′. The
variance and diversity of this selection is high and the selection pressure can be
adjusted by changing the selection range of p.

For unfixed reasons, the tournament method caused a slowdown in the execution of
the code requiring the use of the roulette method or the elitist method with enhanced
mutation and crossover rates to obtain a greater diversity of results.

Crossover

The crossover or recombination in the GAs is the computational transposition of the
natural mechanism leading to the biological bases of heredity. This operation occurs after
the selection on P . The new generation P ′ is then composed of n/2 individuals. n/4
couples are randomly generated and ’breed’. Chromosomes from the parents are copied
and recombined to generate new individuals.

Figure 4.2 Examples of crossover processes: (up) Single-point crossover, (middle) Multi-
point crossover, (down) Uniform crossover. Figure based on Ref.-[152]

After the creation of a chromosome pair, both parent chromosomes are copied8. The
recombination of the chromosome can then follow various ways.

8To continue on a genetic analogy, there are cloned
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A first way is to randomly select one locus on both chromosome copies delimiting seg-
ments. According to the crossover probability Pc, the segments are exchanged with their
counterparts on the opposite chromosome as shown on Figure-4.2 (up). Such crossover
is called Single-point crossover. It is possible to apply this operation on more than one
separation locus (cf Figure-4.2 (middle)). In this case, it is called Multi-point crossover.
By increasing the number of selection loci, a better diversity appear. Indeed, the higher
the number of selection loci, the higher the probability a crossover appends, the larger
the diversity is. At the beginning, only one locus was chosen. Thereafter, the number of
loci was increased to 2 or 3 in order to increase the number of solutions.

Another way is to generate a binary mask with the same length as the parent chromo-
somes. Each byte of this mask codes for one gene on both elements of the chromosome
pairs. It determines from which parent the first descendant chromosome inherits the
gene in the corresponding locus. For instance, if the mask presents a ’0’ value, the first
descendant inherits from parent chromosome #0, else if the mask presents a ’1’ value,
it inherits from parent chromosome #1. Symmetrically, the second descendant inherits
from the complement of the mask. Such recombination is referred as uniform crossover.
An example is found on Figure-4.2 (down).

The crossing operator, as in genetics, ensures the mixing of the coding material and
allows the reproduction of favorable alleles. In more concrete terms, this operator creates
new combination of parameters and guarantee the possibility to reach any point on the
data space.

Anyway, the common action of selection and crossover do not participate in creating
new genes. Indeed, if the ensemble of the chromosomes in a generation carry a non-
favorable allele, there is no way following the selection or recombination rules to generate
this favorable allele. This is why a new operator is introduced, the mutation.

Mutation

The mutation operator consists in changing the allele of a gene according to a given prob-
ability Pm. It modifies the characteristics of a solution randomly and maintains diversity
inside the population. The mutation introduces kind of "noise" as a local perturbative
function.

Such operator limits the genetic drift. This latter occurs when some alleles of the gene
are randomly favored and tend to spread among the population until all chromosomes
present the same.

In addition with the crossover, the mutation guarantee the ergodicity of the GA.
Intuitively, it means that in a reasonable amount of time, any point of the data space can
be reached. Since a mutation can happen anywhere randomly on a chromosome, a GA
offers mathematically the opportunity to reach the global optimum.

Replacement

The replacement is the easiest step in a GA. It consists in generating the new generation
according to the previous operations. The main goal is to determine which part of the
previous generation is kept or not.

A first method consists in replacing a part or even the entire P population by the new
P ′′′ generation without any consideration for the fitness value of the new individuals with
respect to the previous generation. This method introduces a great diversity but exposes
the GA to a genetic drift. Indeed, a low fitness individual from the P ′′′ population may
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replace a high fitness individual from the P population. The risk of drift increases with
the replacement of the entire generation P , also known as generational replacement.

Another method consists in sorting the P population and introducing only the descen-
dants whose fitness is better than the parents. This strategy is a better way to ensure
the GA convergence. It is known as the elitist replacement.

But as always with elitism, the risk is to see a premature convergence of the solutions.
The possibility to introduce a few new individuals generated via a pure random process is
a good way to keep the engine of diversity active. It is interesting to cite another existing
process called overcrowding, consisting in the increasing the population size but this
process has not been used in this framework.

4.3.2 Example of a simple GA

In order to test the GA code without the complexity of the SIMION-like simulations, a
simpler case has been encoded. Such a code is useful to benchmark the different ran-
domizers and seeds possible and to highlight the undesired behavior of the GA. It is also
the only opportunity to set the different values of mutation, crossover and replacement
probabilities.

Let’s consider the simple example of a population of endemic birds on an island. This
initial bird population has 3 different phenotypes in the following proportions:

Phenotype Chromosome: Code Initial
[Allele 1, Allele 2] proportion

black plumage ⇔ [black, black] ⇔ [1,1] ⇔ 25%
white plumage ⇔ [white, white] ⇔ [0,0] ⇔ 25%
grey plumage ⇔ [black, white]/[white, black] ⇔ [1,0]/[0,1] ⇔ 50%

Table 4.1 Initial bird population

The GA description of the bird colony starts with the genesis of the population. Here
a randomize function generates the individuals of the first generation with respect to the
ratios given in Table-4.1. The diversity of such first generation is crucial to avoid founder
effect where a random reduction of the genetic characteristics leads to an undesired con-
vergence. In specific cases, the choice of a good randomize function may be critical.

Let’s apply on the initial population the crossover and replacement operators but
without any selection. The randomize function and its seed have been chosen in order
to avoid the founder effect. Figure-4.3 (top) shows the typical evolution of a bird pop-
ulation in such a case. The three species almost keep the same proportion over time.
This test is a good way to see if the individuals suffer genetic drift originally. As shown
in Figure-4.3 (middle), a genetic drift may lead to an undesired convergence favoring
here the white population. Comparing the two first plots, one can appreciate the crucial
impact an initial genetic drift may engender with respect to the selection criterion.

Let’s imagine that a natural predator of the birds is now introduced on the island.
This predator eliminates certain individuals over generations from a selection criterion,
for instance defined as: "The more white birds are, the less chance they have to survive".
Following the criterion, the phenotype "black plumage" must then be favored.

Figure-4.3 (bottom) presents an ideal case of convergence. The main difference com-
pared to Figure-4.3 (middle) is the non variability of the final solution. While a genetic
drift may favor the "grey plumage" or "white plumage" phenotypes, the GA converges
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toward an unique solution in almost 100% cases where only the black population survive
(whites disappear first and greys thereafter).

Figure 4.3 Evolution of the phenotype ratios in the bird population over 400 generations
integrating the crossover and replacement processes. (top) Careful randomize function
with optimal random seed. No genetic drift appears. The mean values of the different
ratios : Ŵ = 0.23, B̂ = 0.29 and Ĝ = 0.49. (middle) Classical uniform randomize
function without seed selection. Genetic drift appears with extinction of the grey and
black population (undesired convergence). (bottom) Ideal GA convergence with crossover,
mutation, replacement and selection operators.

4.3.3 Applying Genetic Algorithm to potential search

From SIMION to Python

Despite its frequent use, SIMION has a significant disadvantage. It is based on a lan-
guage not commonly used in physical simulation, the LUA language. Such a language,
optimized for the deployment and development on embedded systems, is an inconvenient
to implement a code as complex as a genetic algorithm. For more ease in the coding of
the genetic algorithm, the LUA language [153] has been abandoned in favor of Python 2.7.

This program is based on a "Pythonian" transcript of the main functions of SIMION
as previously described. The calculation of the potential from the finite difference method
is carried out for a mesh of 0.25 mm size. Each of the six pre-deceleration electrodes and
the drift tube were integrated following the original design shown in Figure-3.7. The
potential map for each electrode is stored in a separate binary files of type npy using the
cPickle Python module. In the same way, the integration of the trajectories with the
RK4 method is done with a fixed step of 10 ns.
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An advantage of Python is its ability to be used to parallelize a code. Indeed, the use
of a GA requires a very large number of calls for the same functions such as for the inte-
gration of trajectories and the repetition of these functions for the different configurations
in the individual population generated. With the Python multiprocessing package, it is
possible to perform simultaneously the trajectory integration of several particles at the
same time before gathering all the final kinematic parameters in the drift tube. The cal-
culation speed is then increased. This option is not available in SIMION or LUA language.

General organization of the GA method

Figure-4.4 summarizes the general organization of the potential search method with the
genetic algorithm and the trajectory simulation.

The method has two sides, on one hand the organization of the selection following the
GA principle and on the other hand, the integration of the trajectories of the ions for each
configuration. For this, we benefit from the efficiency of object-oriented programming.
The structure of the method is therefore divided into two blocks.

The first block is fully dedicated to the GA and the generation of the electrostatic
configurations. Individual objects are generated by a master object, called Population. At
each generation, the Population object classifies the Individuals according to their fitness
value and selects from it the Individuals which survive, mutate, breed or are replaced.
The Population object contains 100 Individuals randomly chosen thanks to a randomizer
whose seed value has been carefully determined to avoid any original genetic drift. The
Population object manages the GA selection mechanism. It is at the Population level
that the selection parameters are adjusted (the mutation rate, the probability of crossing,
the probability of replacement, the number of survivors).

Individual objects carry the characteristics of the problem. Each Individual receives
as attributes the voltage values applied on the pre-decelerating electrodes. These values
are obtained randomly (new Individuals or replacement) or by modifying previous values
(mutation or crossover). Individuals also carry methods applying the mutation, crossover,
or replacement operators when ordered by the master Population object. It is also from
this object that the second part of the search code is called.

The second block is entirely dedicated to the trajectory modeling, the execution of
ion flight simulations through the decelerator and the calculation of the fitness value from
the final parameters of the simulation.
The central element of this block is the Beam object. This latter has several crucial
functions:

• It manages the generation of the potential maps via the Field object.

• It generates 200 Particles9 objects according to the defined beam parameters.

• It calculates the fitness value from the final states of the Particle objects.

The Field object carries as attributes the corresponding unitary potential maps for
each electrode. The methods specific to the Field object are dedicated to calculating the
potential maps and the corresponding electric fields. Thus, before the start of the GA,
the unitary potential maps are generated with the relaxation method and saved in binary
files. During the execution of the GA, the Field object loads the unitary potential maps
from these files, receives the voltage values of the Beam object and returns the general

9200 Particles is a compromise between the desired 1000 particles simulation and the calculation
time.
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potential map. It is also this object which is in charge of returning the value of the po-
tential (and the electric field) at the coordinates of the ion at each step of the trajectory
integration.
Finally, the objects Particle carry as attributes the kinematic parameters of the simulated
antiprotons. They also carry the RK4 integration method that modifies the attributes
step by step.

The advantage of creating a master Beam object is to group the Particles and Field
objects. It also manages the parallelism in the execution of the integration method for
each Particle object. At the end of the simulation, it brings together the final parameters
of the Particles and pools these elements to extract the fitness value. Finally, it returns
this value to the Individual who generated it.

To summarize, the program generates a Population object. This latter integrates 100
Individual objects carrying an unique electrostatic configuration.
At the creation of each Individual, a Beam object is created. It generates a general map
of potential following the attributes of the Individual who generated it and creates 200
Particle objects with respect to the desired beam parameters. These Particles integrate
the RK4 method as well as the kinematic parameters of the simulated antiprotons.
Once the integration of the trajectory is performed by each Particle object, the final
parameters of the simulation are pooled by the Beam object that evaluates the fitness
value. The latter is returned to the Individual level.
When all the Individuals received their fitness value, the Population object orders them
with respect to their fitness and applies the various GA operators.
A new generation then starts, and new Individual ’s (or those who have been chosen for
mutation or crossover) generate a Beam object and so on...

Remarks on the execution of the search algorithm The main problem of this ar-
chitecture is that the parallelism is restrictive at the level of the Particle object. Indeed,
despite the parallel computation of the trajectories, the block managing the selection of
the electrostatic configurations (in pink on the Figure-4.4) stays in stand-by as long as
the Beam object has not finished the integration of all its Particle attributes. Then, the
main cause of slowdown comes from the simulation block. To improve the efficiency of
the search algorithm, the entire simulation block could be replaced by an electrostatic an-
alytical solution10 which does not require to simulate the propagation of a beam through
a simulated decelerator.

Extracted potential configurations

The GA method is run several times with different initial populations11. It returns a list
of Individuals containing electrostatic configurations classified by increasing fitness.

Because of the slowness of the program (despite the parallelization), it is difficult to
expect total convergence every time. The idea is then to pay attention to the intermediate
stages of the runs. After 100 generations, 70% of the population is concentrated around
the same values of potentials (convergence toward a local or general minimum). We can
then highlight the points of fixation/convergence even temporary during the execution of
the GA.

For this, an independent routine checks the population at each generation before
applying the mutation, crossover and replacement operators, and extracts a weighted

10At least, an electrostatic approximation.
11The seed of the randomizer is carefully changed to avoid initial genetic drift.
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average configuration of the first 50 Individuals. If the average configuration does not
change more than 1000V (1% of the maximum voltage) for each gene on half of the
Population for at least 10 generations, the values are saved. The configurations used in
the next section have accounted for 50% of the population for at least 10 generations.

Initial conditions As explained in the previous chapter, the evolution of the beam
through the decelerator is strongly correlated with the initial conditions of the particles.
From basic information communicated at the time, we were not able to simulate a beam
with precise parameters. The essential information known then was the emittance about
4π mm.mrad. From such an emittance, it is possible to generate a beam whose profile in
the phase space is a square whose width corresponds to the maximum hypothetical size of
the beam 4 mm and the height corresponds to the maximum hypothetical divergence of
4 mrad. Since the system is axisymmetric, the beam is generated in only one transverse
direction in a first time12.

Figure 4.5 Phase space distribution of the simulated beam.

Subsequently, we obtained the Twiss parameters of the beam (see Table-4.2) resulting
from beam simulations in the ELENA ring. These parameters are still preliminary but
give a good idea of what the beam from ELENA should be at nominal.

The simulated beam configurations downstream the ELENA ring can be divided in
two types:

• A configuration type referred as "Minimize Alpha" which tends to minimize the
Twiss parameter α. The ellipse of the beam in the phase space is then flat.

• A configuration referred as "Minimize beam size" which tends to minimize the size
of the beam spot.

12Dissociation for the X- and Y- axis performed latter with the parameter shared by ELENA.
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These configurations are presented for three different distances from the GBAR handover
point: 2 m, 3 m and 4 m. The handover point corresponds to the sector valve between
the ELENA ring and the GBAR experiment. It marks the position from where the beam
enters the GBAR experimental zone.

Case αx αy βx βy Dx D′x

2m Min. beam size -0.2888 0.6457 1.221 1.573 -1.546 -0.573
2m Minimise α 1.02e-9 -9.25e-10 4.636 8.396 -1.64 -0.556
3m Min. beam size -0.3564 0.2945 1.878 1.658 -1.918 -0.531
3m Minimise α -8.15e-2 -6.17e-3 4.486 10.488 -0.525 -0.587
4m Min. beam size -0.421 -0.0357 2.658 1.897 -2.28 -0.504
4m Minimise α -0.2336 -0.0225 5.607 9.649 -2.466 -0.509

Table 4.2 Preliminary Twiss parameters of the beam ejected from ELENA as generated
by the madx software [154]. The emittance of the beam is εx = 4.10−6 m.rad horizontally
and εy = 6.10−6 m.rad vertically. The momentum spread ∆p/p = 2.5e− 3.

Stopping conditions The objective of these simulations is to find the electrostatic
configuration that allows us to have a parallel beam with a small spot size, taking into
account the physical limitations as explained in the previous chapter.

In a first step, simulations are performed statically (the voltages on the electrodes
stay unchanged during the simulation). For simplicity, to consider only the optical effects
upstream the decelerator, all the simulated ions stop at the center of the DT13. For the
same reasons, effects on the ion time-of-flight distribution are not taken into account and
the ions are generated at the same time in the simulation.

In a second step, a more realistic beam is simulated for the most interesting electro-
static configurations. These simulations then integrate an energy and temporal dimension.
In the following, the initial conditions are much more studied.

Metric The best solution to characterize the beam shape satisfying the desired condi-
tions is to define a unitless parameter called metric. This metric behaves as a variable
that must be minimized (resp: maximized) to converge towards an optimal solution. It
is the computational equivalence of the fitness value considered in the GA.

In the case of GBAR, we can use the following definition to characterize the size and
divergence of the beam inside the DT:

metric = α×
(
a
r

r0
+ b

x′

x′0

)
(4.1)

with r the beam radius (1σ-value), r0 = 10 mm the characteristic (best expected) beam
radius, x′ the beam divergence, x′0 = 10 mrad the characteristic (best expected) beam
divergence, α a factor related to the transmission rate through the drift tube14 and a,b
weighting coefficients (usually a = b = 1).

This definition of the metric offers a unitless variable that must be minimal when the
beam is small and has a small divergence. Hereafter, the entire simulation process and
the metric estimation is referred as a metric function by analogy with mathematics.

13Effects related to switching or to energy dispersion are not considered.
14This factor has to be equal to 1 when the transmission rate is 100% and large α >> 1 when the

transmission rate tends to zero.
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4.4 Results

4.4.1 GA outputs

The solutions presented in the Table-4.3 are the weighted average configurations on the
majority of individuals for 10 non-successive generations. Configurations are rounded
to 100V. The initial simulated beam follows the phase space distribution as shown in
Figure-4.5. After a post-analysis, similar solutions are brought together.

V1 V2 V3 V4 V5 Spot Size Divergence Fitness
(kV) (kV) (kV) (kV) (kV) 1σ(mm) 1σ(mrad) (unitless)

69.3 59.4 53.6 71.0 0.0 2.54 6.81 2.34
63.5 0. 29.1 48.9 70.7 3.78 6.24 2.51
69.5 60.0 53.4 12.1 12.5 2.43 7.61 2.51
63.6 1.1 0.1 2.0 10.9 2.25 8.02 2.57
34.0 74.9 10.2 22.1 30.7 2.93 8.24 2.79
14.6 79.2 12.1 50.1 94.8 9.24 3.03 3.07
10.3 37.4 84.5 0.5 1.2 4.94 14.899 4.960
12.4 15.0 25.1 95.4 89.3 16.08 7.73 5.95
14.3 45.6 99.1 0.3 100.5 6.43 20.42 6.71
13.7 44.9 92.6 77.8 27.9 2.07 47.13 12.30

Table 4.3 Solutions proposed by the execution of the Genetic Algorithm with the corre-
sponding 1σ-value of the beam spot and beam divergence at the center of the drift tube.
The last column shows the fitness value taking into account in all the presented cases a
100% transmission rate through the whole decelerator structure. Potentials are expressed
in absolute values.

It is important to note that the smallest fitness solutions have repeatedly be the ter-
minal solutions of the GA when its execution was stopped manually. Unfortunately, the
lack of history on the execution of the GA does not allow to determine clearly how many
times for each one.

Through the ten configurations presented in Table-4.3, the first six have fitness values
f ≤ 3 while the last four have higher fitness values. The last four configurations are not
the best solutions but show good results either for the spot size or for the divergence, but
not both at the same time.

Concerning the first six rows of the table, we can identify three different combinations
as highlighted by the colors. The first kind is composed of a "plateau", identified in green,
whose voltages vary between −55 kV and −70 kV . Such configurations end with small
potential values below −12.5 kV . The second kind has the V 1 voltage fixed at −63 kV ,
in red, and ends with a ramp, coloured in blue, with two different terminal value (−70 kV
for the first and −11 kV for the second). Last but not least, the third kind shows two
successive ramps. The first ramp, in purple, ranges from 0 V (if we consider the first
grounded electrode) to −80 kV in both cases and the second ramp, coloured in blue,
presents different terminal values.

By using these configurations as inputs in a corresponding SIMION simulation, we re-
alize that the potentials of higher values have a much more influence than the potentials
of low values. As we saw, all combinations have 1, 2 or 3 strong potentials dominating
the configuration. The most evident strong potentials appear in bold in Table-4.3. The
influence of the other potentials being minor, they can be considered as weak potentials.
So varying the value of a strong potential changes much more the fitness value than the
one of a weak potential. The value of the weak potential only slightly impacts the prop-
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agation of the beam as long as it does not reach approximately 75% of the value of the
closest strong potential.

By injecting beam parameters as expected from ELENA15, two configurations differ
from those in Table-4.3. Both selected configurations have two strong potential and seem
to show the ratios for the weak potentials. In order to study their relative influences, we
empirically extrapolate formulas to determine the applied voltages.

The first one is found to be : [−63.5, 0.0, −29.1, −48.9, −70.7].
Approximated relations for such voltage configurations, hereafter referred as 1P1R (1
Peak, 1 Ramp), are:

V 1, V 5 ∈ [−100kV, 0[ and V 2 = 0V,

V 3 =
1

3
V 5, V 4 =

2

3
V 5 (4.2)

The second one is found to be: [−34.0, −74.5, −10.2, −22.1, −30.7].
Approximated relations for such voltage configuration, hereafter referred as 1R1R (1
Ramp, 1 Ramp), are:

V 2, V 5 ∈ [−100kV, 0[

V 1 =
1

2
V 2, V 3 =

1

3
V 5, V 4 =

2

3
V 5 (4.3)

The remaining solutions highlighted in green in the Table-4.3 behave like a telescopic
system with several electrodes holding the same voltage. As we saw in Chapter 3 with
the light optics analogy, the further the first lens electrode(s), the better the focusing into
the drift tube. This may explain why they haven’t been selected after SIMION studies.

4.5 Choice of the preliminary beam configuration

Both "Minimize Alpha" and "Minimize Beam Size" configurations are tested for the
three different distances proposed, see Table-4.2. In the case of both selected configura-
tions 1P1R and 1R1R, 2000 particles are simulated. The Tables-4.4 & 4.5 present the
beam spot and beam divergence in the drift tube for the different cases.

1P1R Beam spot X Beam div. X Beam spot Y Beam div. Y
1σX (mm) 1σX′ (mrad) 1σY (mm) 1σY ′ (mrad)

Distance 2m
Min. Alpha 3.74 23.0 4.22 21.50

Min. Beam Size 5.41 35.66 5.59 29.74

Distance 3m
Min. Alpha 3.92 26.64 4.30 21.62

Min. Beam Size 5.08 18.54 4.95 17.56

Distance 4m
Min. Alpha 2.34 5.88 1.90 4.25

Min. Beam Size 2.48 6.76 1.96 4.22
Table 4.4 Beam parameters in the drift tube for the 1P1R electrostatic configuration.

The electrostatic configurations 1P1R and 1R1R are tested without refinement of the
voltages. As we will see, these values can be improved.

15See previous section for details.
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1R1R Beam spot X Beam div. X Beam spot Y Beam div. Y
1σX (mm) 1σX′ (mrad) 1σY (mm) 1σY ′ (mrad)

Distance 2m
Min. Alpha 2.07 38.70 2.55 37.46

Min. Beam Size 2.95 68.73 3.32 60.23

Distance 3m
Min. Alpha 2.03 44.41 2.63 37.69

Min. Beam Size 3.11 39.80 3.24 35.00

Distance 4m
Min. Alpha 1.63 10.52 1.29 8.96

Min. Beam Size 1.81 11.31 1.52 5.86
Table 4.5 Beam parameters in the drift tube for the 1R1R electrostatic configuration.

4.5.1 Optics modification

For technical reasons, the original design shown in Figure-3.7 has evolved. The distance
between the V 2 − V 3 electrodes and between the electrode V 5 and the drift tube have
been enlarged as shown on Figure-4.6. Furthermore, the length of the PDT changed from
300 mm to 400 mm. This new design was used for the deceleration prototype in Orsay.

Figure 4.6 Schematic of the prototype design of the decelerator.

The modification of the distances between the optics inevitably impacts the trajectory
of the ions. It is then necessary to modify the electrostatic configuration to compensate
for the changes. The problem is to know if these changes have a strong impact on the
value of the voltages compared to those applied for the original design. As we saw in the
previous chapter, the system is highly correlated. In other words, changing the potential
on one electrode can lead to changing the potentials on all the other electrodes.

We re-implemented the configurations found by the GA in SIMION with the new
organization. We considered a gaussian beam following the "4m Minimize Alpha" config-
uration. The ion-flight simulation is exectued ion-per-ion and stop 500 mm downstream
the drift tube. To not take into account temporal effects, the drift tube is switched to
ground when the ion passes at the center of the tube. Figure-4.7 summarizes the ion tra-
jectories comparing the preliminary and prototype designs with the configurations 1P1R
and 1R1R as found by the GA. Figures-4.7-B1/B2 show beams with higher divergence
downstream the PDT. They mark in both cases, the necessity to change some of the
voltages.

Starting from the GA solutions, we then used the simplex method to find out if
the prototype design displays new electrostatic configurations. As the simplex method
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converges towards the nearest minimum, we assume that the new form of potential is
relatively close to that found by GA. We applied the simplex method several times and
found the following average configurations:

1P1R∗ : [−61.5,−4.5,−24.9,−44.7,−66.5] (4.4)
1R1R∗ : [−30.3,−69.7,−0.5,−19.5,−32.5] (4.5)

We can see that the 1P1R∗ and 1R1R∗ configurations are very close to the 1P1R and
1R1R initial voltages. The changes applied to the original design have a relatively small
impact. The main change occurs on the first strong potential V 1 for 1P1R∗ and V 2 for
1R1R∗. Again, the weak potentials do not play an important role if they stay at less than
75% of the closest strong potential.

Figure 4.7 Comparison of the "4m Minimize Alpha" beam through the preliminary design
(Ax) and through the prototype design (Bx, Cx) with the initial electrostatic configura-
tions 1R1R and 1P1R (Ax, Bx) and with the corrected voltages as found with the simplex
method (Cx). The voltage indicated below the drift tube is switched to ground when the
particles reach the middle of the tube.
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"Simplicity is the ultimate sophistication." (L. Da Vinci)

To summarize, from a multitude of configurations with 5 independent variables, the GA
returned two main configurations, 1P1R and 1R1R. Via extrapolations, we reduced the
number of independent variables to only 2. These variables correspond to the value of the
strong potentials carried by the electrodes (V1, V5) for the 1P1R configuration and the
electrodes (V2, V5) for the 1R1R configuration. The other potentials, called "weak", do
not participate significantly in the focusing of the beam in the drift tube. By the simplex
method, we confirmed that the two voltage schemes found with the GA are also valid for
the prototype design despite different inter-electrode gaps.

After deducing empirical relations between the strong and weak potentials, as ex-
pressed by the formulas Eq.-(4.2) and Eq.-(4.3), one may raise the question of the depen-
dence between both strong potentials. In other words, are there other couples of solutions
for (V 1, V 5)|1P1R and (V 2, V 5)|1R1R, except Eq.-(4.4) and Eq.-(4.5), verifying the same
beam conditions or improving them ?

In order to establish the correlation between the strong potentials, we performed a
systematic calculation. We concentrated on the 1R1R configuration since it has the best
results concerning the beam spot size in the drift tube. Following the same protocol as
in the simulation in the Figure-4.7, we performed the simulation ion-per-ion stopping
the flight of the ions 500 mm downstream the drift tube. When the particle flight is
stopped, the X- and Y-positions as well as the elevation and azimuth angles are saved. If
a simulated antiproton ends before reaching the downstream 500 mm limit, the latter is
not counted. 5000 antiprotons are simulated following the "4m Minimize Alpha" beam
configuration.

Figure 4.8 Systematic calculation method for the 1R1R electrostatic configuration through
the prototype design of the decelerator depicted Figure-4.6. The transmission (top) is
estimated from the ratio between the number of antiprotons in a R < 50 mm radius,
500 mm downstream the DT, with 5000 initial particles. The beam spot values (middle)
and divergence values (bottom) correspond to the 1σ-values.
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The result of the systematic calculation method is shown in Figure-4.8. The trans-
mission rate through the decelerator apparatus (top) corresponds to the number of an-
tiprotons reaching the end of the simulation (500 mm downstream the drift tube) with a
radius R < 50 mm16. The beam size (middle) and the beam divergence (bottom) values
correspond to the 1σ-values.

We see from the top plots in the Figure-4.8 that the maximum transmission rate (100%
for 5000 particles) coincide rationally when the beam size is small and the beam divergence
is low. If we do not take into account the temporal effects and the impact on the energy
distribution, the transmission is very good (above 96%) for −75 kV < V 2 < −55 kV and
−93 kV < V 5 < 0 V .

Regarding the middle plot in the Figure-4.8, we note that the beam size is minimal
for V2 between −65 kV and −73 kV . It reaches a minimum for V 2 = −69.250 kV .
Conversely, the beam size does not depend strongly on the voltage applied to V5 for
V 5 < −70 kV . For −60 kV < V 5 < 0 V , the beam spot is smaller than 8 mm (1σ-value).
However, the beam size slightly decreases with respect to V5. It reaches a minimum value
(4 mm) when the latter tends to 0 V .

According to the bottom plot in the Figure-4.8, the same behavior is observed with
respect to the beam divergence. Thus, we find that the beam divergence depends mainly
on the value of V2. Similarly, the divergence decreases when V5 tends to 0 V .

The same development also applies to the 1P1R configuration. The strong potential
V1 is then V 1 = −61.5 kV . The difference between the strong potential V 1 = −61.5 kV
in the 1P1R configuration and the strong potential V 2 = −69.25 kV in the 1R1R con-
figuration is easily explained by the distance between the electrode on which the strong
potential is applied and the object focal point of the drift tube.

We can then imagine that a configuration with the V 1 or V 2 electrode polarized while
all the others are grounded offers the best solution. Such solution is identical to the
telescopic system proposed in the Chapter-3.

4.5.2 Discussion

It is pleasant to note how right was Edward Teller : "Physics is, hopefully, simple."17.
The best solution appears to be a telescopic electrostatic system such as described in
Chapter 3. It would be interesting to run the GA again with the prototype dimensions
in order to see if after more than 100 generations, a similar result is found.

Energy of the beam In the case of GBAR, the initial energy of the antiproton beam
passing through the decelerator is fixed at 100 keV and those of the proton beam at
10 keV . As previously seen, the decelerator is supposed to decelerate antiproton beams
from 100 keV to 1 keV . It must also be able to offer antiproton pulses to the rest of the
GBAR experiment within an energy range between 1 keV and 10 keV . When working
with the matter equivalent charge exchange reaction, the decelerator is also supposed to
decelerate the 10 keV proton pulses from the GBAR internal source to 1 keV . A re-
maining question is : what are the potentials we have to apply when decelerating pulses
to higher energies ? What are the voltages when the initial energy of the beam is not
100 keV ?

16R = 50 mm corresponds to the radius of the beam pipe downstream the decelerator cavity.
17E. Teller continued : "... Physicists are not."
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At first sight, it seems easy to establish the electrostatic configuration for decelerat-
ing an antiproton pulse from 100 keV to 10 keV starting from the configurations found
in Eq.-4.2 and Eq.-4.3. But the idea that a correction factor18 should be applied to all
the voltages is not true. Such a mathematical shortcut would be effective only if all the
initial parameters of the beam are modified by the same factor. Indeed, cross-multiplying
appears to not be a good solution and a practical example of such a problem is exposed
in Chapter-5 with the particular case of the Orsay decelerator prototype tested with a
50 keV source.

Back to the simplest telescopic solution, one can find that reducing the potentials
cross-multiplying with the potential on the PDT worsens the transmission through the
decelerator. Indeed, when decreasing the potential on the DT, the object focal point
of the DT moves away from the tube (cf Chapter-3, Figure-3.9). To compensate for the
upstream displacement of the object focal point, the voltage on the lens must be increased.

Downstream refocusing According to the previous sections, we found the best con-
figuration to be a telescopic configuration with V 1 = −61.5 kV . The Figure-4.9 shows
a comparison of a 100 keV antiproton beam through such an electrostatic configuration
considering an additional Einzel lens downstream the PDT.

The design used in these SIMION simulation correspond to the prototype design as
illustrated in the Figure-4.6. The beam is composed of 5000 antiprotons are generated
3 m away from the decelerator following the initial "4m Minimize Alpha" beam config-
uration. While passing through the pulsed drift tube, antiprotons are decelerated from
100 keV to 1 keV . The potential on the drift tube is switched from −99 kV to ground
at t = 2.29 µs.

The following plots illustrate the beam profile as expected 500 mm downstream the
PDT. Without refocusing system, the beam spot is 32 mm on the X-axis and 26 mm
on the Y-axis with 95% confidence level. By introducing an Einzel lens between, the
beam spot measures then 19.7 mm on the X-axis and 17.0 mm on the Y-axis with 95%
confidence level.

We will see in the next chapter that the refocusing system behind the PDT has been
investigated using other type of optics in order to improve the transmission through the
Ps converter.

18Found to be the ratio between the desired final potential on the PDT with the initial −99 kV
potential.
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Figure 4.9 Comparison of the refocusing impact downstream the PDT. In the top figures,
the red dashed lines correspond to the place where the beam profile is taken. In the
bottom plots, the red circles correspond to the 95% confidence ellipse. (A) Trajectories
without refocusing system. (B) Trajectories with an Einzel lens for refocusing. The
potential applied on the center electrode of the Einzel is V = −930V .





Chapter 5

GBAR Antiproton Decelerator Setup &
Results

5.1 Prototype off-line test bench and measurements

To pursue the study of the deceleration principle, an off-line prototype of the decelera-
tor had been tested up to 50 keV with beam provided by a Penning-type discharge source.

As elaborated in Chapter 3 and 4, we proposed a decelerating system made of a series
of six electrostatic, cylindrical lenses followed by a 300 mm-long drift tube. The geometry
of the electrodes has been chosen in order to minimize the risk of arcs. The cylindrical
symmetry (axisymmetry) guarantees good resistance to high voltage by limiting coronal
discharges.

Following the design presented in Figure-4.6, the pre-decelerating electrodes are di-
vided in two triplets (see Figure-5.1). As shown in Figure-5.2, they are insulated from

Figure 5.1 Picture and schematic of the prototype off-line decelerator test bench as in-
stalled in Orsay from 01/2016 to 08/2016. The ion beam is flying from left to right over
3 m.

81
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Figure 5.2 Triplet of pre-decelerating electrodes mounted on the aluminum frame with
Macor rods.

the beam pipe by Macor rods. The whole triplet structure is supported by an aluminum
frame. The gap between the triplets of electrodes is determined by the size of these frames
and fixed to 90 mm.

Due to lack of space, we were not able to use a refocusing system downstream the
pulsed drift tube. We then chose to install the diagnostic part directly downstream of the
PDT with enough distance to resolve the different species of ions in time and not to pick
up the electromagnetic noise while switching the tube. Although the refocusing problem
was partly solved by increasing the potential on the upstream electrodes, as we will see,
the beam signal suffered from a too low intensity downstream the PDT.

The decelerated beam energy was scanned with the use of the energy analyzer made
of three successive meshes installed on a movable support as shown in Figure-5.3. In ad-
dition to this energy analyzer, a Faraday Cup (FC ) allowed to measure the beam current.
Finally, a MCP detected the beam at the end of the line and sends the signal through
a low-pass filter and an amplification chain to an oscilloscope coupled with a monitoring
computer.

Figure 5.3 (left) - Picture of the energy analyzer used in the prototype of the decelerator.
(right) - Schematic of the energy analyzer detector. The beam is displayed in blue, the
insulating parts are beige and the conducting parts are grey.
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5.1.1 Orsay proton source

The source used to test the Orsay decelerator prototype is a Penning-type ion source.
Developed since the first discharge experiments performed by Penning in 1936 [155], it
consists of a DC discharge generating ions in a so-called plasma cavity. In our case, such
an ion source is filled with H2 gas. As shown in Figure-5.4, the DC high voltage Vd is
applied between the anode (in green) and the cathode (in yellow) and is typically of the
order of Vd = 3.0 kV . The electric field induced by the difference of potential Vd forces
the ionizing electrons to oscillate between the cathodes.

The path of the ionizing electrons is further increased by the addition of a magnetic
field along the axial direction of the discharge chamber. The magnetic field induces a
Larmor gyration of these electrons around the magnetic field lines with a frequency:

2πf = ω =
eB

me
(5.1)

with a radius :
r =

mev⊥
eB

(5.2)

with me the electron mass, B the axial magnetic field and v⊥ transverse velocity of the
particle.

For electrons in the Orsay Penning-type ion source, it corresponds to a frequency of
1.1010 rad/s (≈ 1.6 GHz) and a Larmor radius of 1.8 mm, respectively, based on an axial
magnetic field strength of 580 G. Since the Larmor radius is smaller than the dimension
of the discharge chamber, the ionizing electrons are then radially trapped by the axial
magnetic field and longitudinally trapped by the potential difference between the cath-
odes and the anode.

Electrons in the neutral gas are accelerated by the applied electric field and undergo
collisions with the H2 molecules. If the electron has sufficient energy, it removes one or

Figure 5.4 Schematic of the Orsay Penning-type discharge source. The green piece cor-
responds to the anode, the yellow one to the cathode and the black one to the grounded
collimator playing also the role of extraction electrode. The magnetic field is longitudinal.
The plasma cavity is ∅15 mm × 30 mm. The electrostatic configuration is Vd = 3.0 kV
and Va = 5.0 kV . The red lines correspond to equipotentials with 100 V steps. The blue
ellipse corresponds to the trapped electron region.
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more electrons from the neutral atoms, resulting in secondary electrons increasing further
the number of ionizing electrons. The plasma is then ignited and sustained by these
multiple collisions.

e− + H2 −→ e− + H + H 8.8 eV
e− + H −→ e− + e− + H+ 13.6 eV
e− + H2 −→ e− + e− + H+

2 15.4 eV
e− + H2 −→ e− + e− + H + H+ 18 eV
e− + H2 −→ e− + e− + e− + H+ + H+ 46 eV

Table 5.1 Ionization processes in hydrogen gas with respect to the electron impact energy.
Data from Ref.[156].

The Table-5.1 lists the various collision processes and products for electrons in a hydro-
gen gas environment. The dominant ionization process is the electron impact ionization
of the hydrogen molecule. The created protons and H+

2 ions are much more massive
than the electrons and are not confined by the axial magnetic field. They are swept to
the two cathodes by the symmetric potential distribution within the discharge region and
accelerated by the applied electric field.

For the Orsay source, an aperture of 4 mm diameter in one cathode allows the ions to
exit the discharge chamber. The ion source components (yellow and green in the Figure-
5.4) are floated at high voltage. The application of an electric gradient Va between the
plasma chamber and a grounded (extraction) electrode produces a beam and accelerates
it for the final application with a energy E = qVa. The collimator is located 75 mm
from the cathode with a 4 mm aperture and is 30 mm long (see Figure-5.5 (left)). The
extracted ion current is a function of both the plasma density within the ion source and
the size of the extraction aperture.

Figure 5.5 (Left) - Picture of a collimator and extraction electrode. (Right) - Picture of
the Orsay source. The blue and white bottle is the Hydrostik hydrogen reservoir.

For a fixed magnetic field and applied discharge voltage, the source operates in several
modes that depends on the pressure within the plasma cavity. The discharge current is
generally proportional to the source operating pressure motivating the use of the Penning
discharge for pressure gauge [157]. Higher or lower pressures within the discharge chamber
result in higher neutral density and the mean free path for ionization electrons decreases.
Operation in these regimes requires frequent pressure adjustment and can become unsta-
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ble1. As the gas pressure in the plasma cavity is quite hard to measure, an indirect setting
for the pressure has to be employed. The pressure in the plasma chamber is evaluated
qualitatively from the pressure indicated by the closest gauge directly downstream the
source2. In absence of mass flow regulator, a full investigation of the different regimes for
the Orsay source was not possible but the best parameters for long time operations were
found to be Vd = 3.0 kV with the pressure read on the closest gauge p = 1.10−6 mbar.
With such settings, the routinely extracted current was around 1− 2 µA at 5 keV .

Working with hydrogen, the atomic ion fraction3 in the extracted beam is low, on the
order of 1%− 15%. According to Ref.[161], the low atomic ion fraction can be explained
by the low electron density (and thus the low plasma density) and short mean free path of
molecular H+

2 ions in the plasma chamber. Furthermore, additional secondary electrons
are emitted from the grounded collimator under ion impacts. These secondary electrons
are accelerated back into the discharge region and represent a serious problem for H and
H2 recombination. The possibility to use electron repelling plates has been investigated
but spark generation for Va > 10 kV was observed and complicated the source operation.

Another explanation for the low atomic ion fraction can be found in Ref.-[156]. At
primary electron energies relevant to such a source of the order of 1000 eV , the cross-
section for the creation of a molecular H+

2 ion is one order of magnitude higher than the
one for the creation of an atomic H+ ion when both originate from molecular H2. The
H+ ion is formed from electron impact on the atomic H neutral, but this event requires
the prior dissociation of neutral H2. More detailed investigations to improve the atomic
ion fraction can be found in literature as in Refs.-[162, 163].

The source is supplied with gas provided by a hydrostik cell of 10L (see the blue cell
on the right picture in Figure-5.5). In order to study the species distribution extracted
from the Penning-type ion source, two mass spectroscopic techniques have been used.

Wien filter Developed in 1898 [164, 165], it consists in two independent electrodes
face to face operated in a magnetic field. By applying in addition a difference of potential
between both electrode plates, an electric field is generated perpendicular to the magnetic
field. For V⊥ = 0 V , the charged particles are deflected by the magnetic field with a force
~F = q~v × ~B with q the charge of the particles, ~v the velocity of the particles and ~B the
magnetic field. By applying, a difference of potential V , the deflection of the ions can be
counterbalanced depending on their speed.

~Fmag = q~v × ~B (5.3)
~Felec = −q ~E (5.4)

(5.5)

with ~Fmag + ~Felec = ~0, then:

E = vB (5.6)

with ~E the electric field between the electrode plates.

In the case of the Orsay Penning-type source, a 5000 G magnetic field is provided by
two permanent magnets. Since the generated ions are supposed to be single-charged ions
and since the accelerating potential ramp is fixed in time, the initial speed of the particles
depends directly from the initial energy and then from their mass.

1Detailed explanation of major instability processes in these regimes may be found in Refs.-[158, 159,
160].

2It follows the principle of the calibrated leak technique.
3Defined in Ref.[156] as the fraction of atomic versus molecular ions.
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Figure 5.6 (Left) - Picture of the Wien filter on its mounting flange. (Right) - SIMION
simulation of the Wien filter for a 10 keV H+/H+

2 beam example. The initial beam is
here 2.5 mm-large and parallel.

The relation between the difference of potential ∆V and the mass becomes:

∆V

d
=

√
2K

mi
B (c) =

√
2qVacc
mi

B (c) (5.7)

with ∆V , the difference of potential between the Wien filter electrodes; d = 7 mm, the
distance between the plates; K = qVacc, the initial kinetic energy proportional to the
accelerating potential Vacc; q, the charge of the ion and c, the speed of light.

Figure-5.6 presents the Wien filter used in Orsay with trajectory examples made with
SIMION.

Figure 5.7 Wien filter spectrum of the Penning-type source.

Studying the species distribution consists to scanning the mass domain by changing
the potential applied on the electrodes of the Wien filter. Such a technique is advanta-
geous because it does not require a pulsed beam. The signal is acquired on the Faraday
Cup at the end of the line and related to the difference of potential applied between the
Wien filter electrodes.
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From the Wien filter spectrum shown in Figure-5.7, we can identify ion species such
as H+ (A), H+

2 (B), CH+ (C), H2O
+ (D), CO+/N+

2 (E) and O+
2 (F) according to their

mass assuming a slight shift (especially for the smallest masses).

Time-of-flight spectrum Another method used to establish the species distribution
of the Penning-type source consists in pulsing the beam in order to perform time-of-flight
(TOF ) measurements. Such a technique requires to let the pulses fly over a sufficient
distance to differentiate between species.

The beam is chopped with a pair of deflector plates followed by a 15 mm aperture
(see Figure-5.1). The applied voltage is pulsed by a switch4 with a 1 second repetition
period. For all measurements, the initial time Tref is defined when the potential on the
deflector plates is turned off. Four pairs of steering plates, two for each direction, allow
to center the ion pulses.

Here, a 20 keV pulse, 1 µs-long, is generated through the decelerator off-line proto-
type. The signal is acquired after 3 m of flight on a Multi-Channel Plate (MCP). This
technique was used to obtain the TOF spectrum in Figure-5.8. A comparison is realized
with SIMION to identify the different species. The results with the flight time method
corroborate those obtained with the Wien filter.

Figure 5.8 (top) - Signal acquired on the MCP (blue). The noise on the left part of the sig-
nal is coming from the high voltage switch used to pulse the beam. A numerical low-pass
filter is applied (red) to emphasize the signal shape. (bottom) - Corresponding SIMION
simulation. The vertical dashed mark on both plots the different species simulated with
SIMION for comparison: (A) - H+ ions, (B) - H+

2 , (C) - CH+, (D) - H2O
+, (E) - CO+,

(F) - N+
2 and (G) - O+

2 . The amplitude of the species in the simulation has been adapted
a posteriori to fit with the signal shape and check the identification.

Advantages and disadvantages The Penning-type source used in Orsay for the decel-
erator off-line prototype is a multi-species source. Unfortunately, the atomic ion fraction
is very low and does not allow a pure proton deceleration. However, this distribution of
species offers the opportunity to test the deceleration on the CO+ and N+

2 ions while
keeping the others species as references for TOF measurements. A difficulty remains the
bad repeatability of the measurement over long time because of pressure variations in the
plasma chamber.

4Push-Pull GHTS 10kVDC-100A BEHLKE model.
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5.1.2 High Voltage circuit

Ion trajectories through the decelerator were shown in Chapter 3 and 4 while simulating
the pulsed drift tube. Constructing a real system that holds 100 kV and switches it to
ground in less than 200 ns is far from trivial. Extrapolated from the ISOLTRAP experi-
ment, running typically at only 30 kV , we believe this is the first such system working at
100 kV . Here, we describe the HV switch, circuit and protection system.

From an electrical point of view, a charged cylindrical electrode storing electrical po-
tential energy placed into a grounded tube and isolated by vacuum, is equivalent to a
capacitor. A measure of the capacitance was found to be Cproto = 100 pF for the decel-
erator in its off-line prototype design with a 300 mm-long drift tube and Cfinal = 25 pF
for its on-line design with a 400 mm-long drift tube.

Pushing this reasoning, pulsing the drift tube potential and quenching the electro-
static potential energy consists of operating a capacitor discharge. To perform a correct
deceleration, the drift tube has to be switched to ground when the bunch flies through.
Considering a 300 ns long bunch decelerated to 1 keV , it represents a fall-time lower
than 175 ns. Such operation appears easy when dealing with low-voltage devices but it
becomes more complex when tensions reach 100 kV .

VHV switches

The main problem of the discharge operation is the transition from the polarized state
to the unpolarized state5. To perform such switching, two Very High Voltage (VHV )
MOSFET6 switch devices have been specially designed by the BEHLKE company.

The first one is a HTS 1501-20-LC2 as presented in Figure-5.9. This MOSFET device
performs 150 kV switching with a maximum current acceptance of 200 A and a mini-
mum turn-on time of 10 µs. This switch is a one-way switch also referred as single pole,
single throw switch (SPST ). This name corresponds to a simple on-off switch with two
terminals, either connected together or disconnected from each other. For simplicity, the
SPST denomination will be used hereafter.

Figure 5.9 Picture of the BEHLKE HTS 1501-20-LC2 single pole, single throw (very) high
voltage switch. The switch is presented mounted on insulated plastic supports.

5Here, (un)polarized means that the component is (un)charged.
6Standing for Metal-Oxide-Semiconductor Field-Effect Transistor.
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The second switch is a HTS 1401-20-GSM as presented in Figure-5.10. It performs
2 × 140 kV switching with a maximum current acceptance of 200 A and a minimum
turn-on time of 10 µs. This switch is a two-way switch also referred as single pole, double
throw switch (SPDT ). The latter corresponds to a simple break-before-make changeover
switch where a COM pole can be connected either to a positive polarity or to a negative
polarity pole. For simplicity again, the SPDT denomination will be used hereafter.

Figure 5.10 Picture of the BEHLKE HTS 1401-20-GSM single pole, double throw (very)
high voltage switch.

The SPST switch allows us to build a simple pulsed HV circuit where the drift tube
is switched from ±100 kV to ground. It is an ideal tool for fast switching tests and
commissioning. In the future, the SPST switch can be replaced by the SPDT switch.
The double-throw switch will enable to change the polarity of the drift tube. It will be
possible, for 100 keV p̄ beam deceleration, to switch from −49 kV to +50 kV 7, when
a single SPST switch can only switch the PDT to ground. Then, techniques, such as
rebunching and time-focus, will be achievable by applying a ramping positive potential.

In the following HV circuit description, the polarity of the system is positive to perform
proton deceleration. The design of the HT circuit in negative polarity for the deceleration
of the antiprotons is strictly identical except for the connections to the BEHLKE switch.
The latter must be reversed to accommodate negative voltages.

HV pulsing circuit

The 100 kV tension to charge the drift tube is delivered by a bipolar Spellman power
supply SL150. According to the technical data from Spellman, this power supply can
deliver a maximum current of Imax = 1.5 mA. A resistor Rsupply > 35 MΩ is used to

7The current SPDT circuits displayed in Figure-5.12 needs to be modified to support the transient.
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limit the current when switching the DT to ground. In our case, a resistor Rsupply =
1 GΩ (see Figure-5.12), has been chosen in order to increase the complete rise time to
tload = 5 × RsupplyC = 0.5 s8. Such high value resistance limits the corona effect when
re-polarizing the DT.

According to BEHLKE technical data, the optimal operating current should not ex-
cess (with safety margins) 150 A. Then, a resistor in series with the switch limits the
current flowing through it when depolarizing the DT. Considering the maximum oper-
ating voltage V = 150 kV , the resistor has to be Rlimit > 1.0 kΩ (cf. Figure-5.12). To
avoid impacting the fall time, the smallest resistance value has be chosen (Rlimit = 1 kΩ).

From those values, one can estimate the discharge time constant τ for both off-line
prototype and on-line designs. Neglecting the parasitic inductive and capacitive effects,
the latter is evaluated as τ = Rlimit × Ci where the Ci correspond to the capacitance in
each case. The discharge time constants are found to be τproto = 100 ns for the off-line
prototype design and τfinal = 25 ns for the final on-line design.

These values are still lower than the 175 ns time required for the bunch to cross the
entire drift tube at 1 keV . While switching from the polarized state to the unpolarized
state, the 1 keV bunch moves over a 78 mm distance. The Figure-5.11 shows a complete
1 s cycle.

Figure 5.11 PDT potential measured through a 1 : 10′000 divider probe during a complete
1s switching cycle on the decelerator. The potential applied on the pulsed drift tube is
10 kV with the SPST configuration as illustrated in Figure-5.12a. The overshoot at
t = −0.2s is induced by the resistive nature of the probe. Three undesired arc signals are
visible.

Another element to point out from BEHLKE technical data is the leakage current
Ileak < 20 µA through the MOSFET switch in closed mode. Such a leakage current
induces an error on the actual value of the potential applied on the DT. With a current
of 20 µA and an initial voltage of 100 kV , the actual voltage applied on the DT is only
80 kV . To suppress the effect of the leakage current, a low value resistor Rover = 120 Ω

8tload = 0.125 s for the final on-line design of the decelerator.
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(a) SPST switch design.

(b) SPDT switch design.

Figure 5.12 Schematic of the pulsed high voltage circuit when working with (a) - the SPST
switch or (b) - the SPDT switch. The schematic corresponds to the design for proton
beam deceleration and accept only positive polarity. The connection to the switch must
be reversed to accept negative polarity. Rsupply = 1 GΩ, Rlimit = 1 kΩ, Rover = 120 Ω.
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is introduced in series with the resistor Rsupply and the switch. The value of such resis-
tor has been chosen in order to limit the overshoot phenomena associated with parasitic
inductive effects. With Rover = 120 Ω, overshoots are limited to less than 10% of the
voltage step.

A schematic of the pulsed HV circuit with the SPST switch and an equivalent design
for work with the SPDT switch can be found in the Figure-5.12.

High Voltage protection

The realization of such a pulsed high-voltage circuit is a real technical challenge. Indeed,
we must take into account mechanical, electrical and safety constraints.

As presented in the Figure-5.13, the resistors Rsupply, Rlimit and Rover are specific
non-inductive, ceramic resistors dedicated to pulsed high voltage purposes. They are
connected to each other through large brass connectors carefully machined with no pro-
truding edges that would cause corona (or sparking).

To avoid any deleterious capacitive effect, all the pulsed parts of the HV circuit have
to remain unshielded. Protection of users and electromagnetic compatibility is ensured by
a copper Faraday cage. For mechanical reasons, the entire pulsed system (Faraday cage
plus high voltage components) is placed under the decelerator chamber and the Faraday
cage is included in the decelerator chamber frame.

According to the safety rules [166, 167, 168], any live equipment must be protected
from direct or indirect9 electrical contact with grounded elements. For this purpose, it is
common to place the exposed electrical equipment in environments with a high dielectric
strength such as, in SF6 gas, refined oil or insulating cast resin. However, these solutions
represent a particular difficulty for maintenance in case of component failure.

Therefore, a simple air-insulated installation has been chosen. According to Ref.-[169],
the dielectric strength of dry air at 25◦C is almost 3 kV.m−1. For safety reasons, this
value is lowered to 1kV.m−1 when designing electrical equipment. Air-insulate live com-
ponents held at 100 kV requires 10 cm distance for flat surfaces (i.e. homogeneous fields).

Corona discharge Even if the risk of electric arc can be diminished by respecting a
safe distance, it is not enough to suppress corona discharge in the Faraday copper box.
Corona discharge occurs in the vicinity of a charged component when locally the strength
of the electric field is high enough to ionize the molecules of the surrounding gas (or
fluid) but when the closest path through the surrounding medium is too long to initiate
an electric arc or breakdown. In our case, corona is an undesired effect since it induces
current leakage in the circuit, limits the applied voltage and produces ozone.

The corona effect can be extinguished by taking care to reduce the strength of the
local electric fields at the surface of the high voltage components. Indeed, corona dis-
charge occurs mainly on surfaces with sharp edges or points, where the electric field lines
converge. The design of the high voltage circuit encased in the Faraday cage consisted of
smoothing the charged surfaces, increasing contact areas and conductor size, and building
of a dielectric barrier (see Figure-5.14).

9Inductive or capacitive effects.
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Figure 5.13 Picture of the high voltage assembly in the SPST configuration. The grey bars
are the high voltage ceramic resistors. The cable on the right provides the 100 kV tension.
The circuit is connected on the upper part through the white ceramic feedthrough to the
drift tube . In the background on the left, behind a Plexiglas plate, the SPST switch is
connected to the system on one branch and to the earthed chassis on the other one. The
feedthrough connection is made inside a hollow brass ball to avoid corona.
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Figure 5.14 Picture of the pulsed high voltage circuit (Figure-5.12) embedded in its dielec-
tric shield inside the copper Faraday cage. Resistors and special connections are visible
in Figure-5.13.

In this purpose, special brass ball connectors have been installed at the crossing point
of the high voltage ceramic resistors (see Figure-5.13). The large radius of this ball en-
ables a larger contact with the resistors and imbed the assembly screws whose threads are
obvious sources of corona. In a similar manner, new cable-to-feedthrough contacts have
been realized to protect the end of the ceramic high voltage feedthroughs. These contacts
cover the threads of the feedthroughs and avoid the appearance of corona discharge. At
the same time, they have been designed to connect the high voltage cables from the top.
An examples of such contacts appears at the end of the white ceramic feedthrough in the
Figure-5.15.

Figure 5.15 Photograph of a high voltage feedthrough mounted on the decelerator cham-
ber. The feedthrough is connected to the cable with a new high voltage contact.

In addition, a complete dielectric shield made of Teflon covers the high voltage com-
ponents. Such a high dielectric layer reduces the formation of corona by increasing the
closest path to generate arcs (see Figure-5.14).
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Earthing Special attention was paid to the earthing of the structure. Indeed, during
the switching, current loops can appear locally. These loops represent a danger for the
diagnostic and control devices, especially if they are generated by an undesired spark. To
ensure sufficient earthing, all electrical installations were placed on and connected to a
ground floor. This ground floor serves as an electrical reference for the entire system.

Finally, connected from lattice of brass strips, a protective cage encompasses the en-
tire decelerator chamber. This cage is an essential element for user safety. According to
Ref.-[168], an IP3X classification is required for such enclosure [166, 167]. IP3X testing
involves pressing a standardized test probe, in the form of a 2.5 mm steel wire, against
all openings in the enclosure, with a force of 3 N . For acceptance, the probe must not
enter the enclosure.

5.1.3 Orsay prototype setup

We set the source acceleration potential to 50 kV . The resulting energy of the exiting par-
ticles was measured to 48 keV with an energy spread of 250 eV 10. This spread is mainly
due to the discharge potential applied to generate ions. The current was measured before
applying any potential at 4.6 µA± 0.25 µA due to the fluctuating gas pressure inside the
plasma chamber. The geometrical emittance of the source through the whole line was
estimated at roughly 25π mm.mrad.

A bunch length of 2 µs was used to reduce the distortion phenomena induced by too
short impulsion on the electronic trigger of the transistor switch. In order to perform a
deceleration of the beam from 48 keV to 1 keV , the PDT is first held at 47 kV . The
switching of the drift tube is synchronized on the chopper cycle with a delay time of
1.8 µs. For a 47 kV potential, fall-times of order 135 ns were recorded (slightly longer
than the 100 ns expected).

Figure 5.16 MCP signal while decelerating from ∼ 50 keV to 1 keV . (blue line) - Pre-
amplified MCP signal as displayed on the scope screen. The noise is coming from the
SPST when switching 35 kV . (red line) - The same signal filtered with a Savitzky-Golay
algorithm.

10Measure performed by rising the potential applied on an Einzel until the disappearance of the beam
spot. The measure was cross-checked by TOF estimations.
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The signal is acquired at the end of the deceleration line on the MCP, amplified and
sent to an oscilloscope. Despite a maximum distance of 1 m between the MCP and the
drift tube, the signal is partly included in high frequency noise induced by the switching
operations (chopper and/or SPST). A numerical post analysis ends to filter the residual
high frequency noise using a Savitzky–Golay filter algorithm11. An example of such filter
is shown in Figure-5.16.

The energy analyzer is located 10 cm upstream the MCP, placed off-axis with a
movable system. As mentioned in the first section of this chapter, no refocusing ele-
ments were used for the test of the off-line decelerator prototype. The potential on the
pre-decelerating electrodes were found starting from the incorrect cross-multiplication
hypothesis. By changing iteratively the values, the best configuration to optimize the
transmission was found as (V 1, V 2, V 3, V 4, V 5) = (35 kV, 5 kV, 20 kV, 43 kV, 43 kV ).
According to the simulations, the transmission rate through this apparatus is evaluated
to 36% taking into account a Gaussian beam profile and the geometry of the energy
analyzer.

Results

Even without refocusing, the transmission is still quite acceptable: 48% of the beam
remains downstream the drift tube and the energy scanner. This value is better than
expected, probably because the beam profile is slightly different than the Gaussian profile
we have used in the simulations. By stopping the chopper cycle, we confirmed that the
observed signal was not electronic noise due to the pulse on the drift tube.

Figure 5.17 Time of flight spectra from the discharge source successively non-decelerated
and decelerated. The blue lines are the predicted signals from SIMION simulations. The
peak A corresponds to H+ ions, B to H+

2 ions, C to CO+ and H2O
+ ions and D to CO+

and N+
2 ions. (Left) - 48 keV beam without switching. (Right) - After the deceleration

process. The ions of the peaks A, B and C remain at 48 keV while the ions in the peak
C are partly decelerated to 1 keV.

During the data acquisition, a first TOF spectrum was achieved with the PDT po-
larized at 47 kV (Figure-5.17-left) and another one by switching the PDT from 47 kV
to ground (Figure-5.17-right). Between both sets of measurements, the potential on the
pre-decelerating electrodes was adjusted to compensate the optic changes and maximize
the signal on the MCP.

11Further details about such a filtering algorithm can be found in the Refs.-[170, 171, 172, 173].
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As the Figure-5.17 shows, four square signals are clearly resolved on the time-of-flight
spectra before the beginning of the deceleration. Considering the distance d = 3.4 m
between the chopper and the MCP, the obtained spectra are in good agreement with the
predicted values based on SIMION simulations and the previous spectra obtained with
the Wien filter or the TOF technique. Since the pulse length was extended to 2 µs, the
CH+ and H2O

+ signals are not resolved (respectively C and D in Figure-5.8) as well as
those of the CO+ and N+

2 ions (resp. E and F in Figure-5.8).

The deceleration is applied on the D peak while the others are kept unchanged as
time-of-flight references. In Figure-5.17-(left), almost 35% of the remaining ions in the D
peak are decelerated. According to their lower time-of-flight, part of the ions between 10
and 12 µs are not completely decelerated to 1 keV . This can be explained by the difficulty
to synchronize the PDT switching on the passage of the ions in the tube. Indeed, the
bunch length (2 µs) is barely smaller than the time required for the ions to pass through
the DT (∼ 2.45 µs). Taking into account the edge of the potential at the ends of the DT,
part of the ions are not correctly decelerated. A shorter bunch would have improved this
measurement.

Figure 5.18 Energy spectra after the deceleration. Plots illustrate the integrated signal
(left) and the amplitude of the signal (right) with respect to the potential Vmesh affected
by their respective statistical error for 100 samples. Red lines are the corresponding error
function fit curves. Green lines correspond to the derivative of the fit curves. Derivatives
follow a gaussian distribution D = A. exp(−(x− µ)2/2σ2).

During a second test, the remaining energy of the ions in peak D was investigated.
The beam was directed through the energy analyzer. The potential on it was raised step
by step until the disappearance of the last peak on the TOF spectrum. The potential
configuration of the source, the PDT and on the pre-deceleration electrodes were kept
unchanged.

Both the amplitude and the integrated signal of the D peak were recorded and fitted
with an error function. The derivative of the fit curve gives us the energy profile of the de-
celerated ions (see Figure-5.18). The centroid values are found to be µinteg = 1′116±292 V
(fit error) and µampl = 1′119 ± 35 V (fit error). They confirm an effective deceleration
from 48 keV to 1.1± 0.7 keV .

5.1.4 Refocusing

To produce antihydrogen ions, it is not enough to decelerate ions from 100 keV to a few
keV . Indeed, it is also necessary that antiprotons interact with the positronium atoms.
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As seen in Chapter 2, positronium atoms are formed as a dense plasma inside the PPs
converter. The shape of this cell has been studied to optimize the formation of such a
plasma. It is 20 mm long with a square cross section of 1 mm2.

We study here the possibility to focus through the PPs converter using different optics.

Einzel doublet

The first idea to refocus the beam downstream the decelerator was to make a telescopic
system with a doublet of Einzel lenses, similar to the pre-deceleration electrodes.

The mechanical constraints require shorter electrodes than for the pre-deceleration
electrodes. They were designed using the same cylinders (100 mm internal radius and
120 mm outer radius) but are 30 mm long and are separated by a gap of 10 mm. The
refocus assembly is shown in Figure-5.19. To optimize the size of the spot, the distance
between the lenses was enlarged up to 200 mm.

Figure 5.19 Photograph an Einzel lens doublet as used for the refocusing system.

As displayed in Figure-5.20, the lenses were installed inside vacuum chambers on the
Orsay test bench. The discharge-type source was set to provide a 2 keV beam with a
average current of 0.89 µA. At the end of the beam line, the intensity of the beam is
measured on the order of 0.55 µA and the geometrical emittance is estimated of the order
of 67π mm.mrad12 (bigger than the 40π mm.mrad theoretically expected thanks to the
Liouville’s theorem downstream the PDT).

Figure 5.20 Schematic of the refocusing test bench. The measurements are performed
with 2 keV proton beam.

12The geometrical emittance was determined by the apertures of the extraction electrode and the
collimator elements along the beam path.
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The beam is detected after 2.3 m flight through the Einzel lenses using a Faraday cup.
In order to simulate the passage of antiprotons through the PPs converter, a hat-shaped
mask was placed in front of the FC, as shown in Figure-5.21. This mask is 20 mm long
with a 2 mm diameter hole (minimum size achievable). The mask is isolated in order
to measure the current of the beam hitting it as well. Figure-5.22 shows a 2D plot of
detected current on the mask and in the cup as a function of the two Einzel lens voltages.

Figure 5.21 Photograph of the hat-shaped mask mounted in front of the Faraday Cup
detector.

According to Figure-5.22, the total current measured behind the mask is at most
92 nA ± 3nA (error corresponding to the measure instability). The transmission rate is
therefore 0.092/0.5 = 16.7%.

Figure 5.22 Beam current as measured on the hat-shaped mask (left) and in the Faraday
Cup (right) for a 2 − keV proton beam. The color is proportional to the current value.
The electrode are identified as #1 and #2 corresponding respectively to the first and
second lens.

A sizeable fraction of the beam is lost on the collimator mask. In the case of GBAR,
since the section of the cell is 1 mm2, a lower transmission rate can be expected (depend-
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ing on the initial beam emittance).

Concerning the design of the refocusing system, we can see that maximum transmis-
sion rates are reached when one of the lenses is turned off. The best transmission rate is
for VEinzel1 = 0 V and VEinzel2 = 2350 V . Therefore, only one Einzel lens is required to
ensure the transmission of the beam through the PPs converter. As shown in Figure-5.34,
a single lens was included in the on-line version for ELENA.

Alignment issue The first attempts to perform the transmission rate measurement
through the PPs converter lead to unexpected results. As shown in Figure-5.23, diagrams
present important distortions.

After investigations, the reason of the distortion had been attributed to the misalign-
ment of the electrodes of one of the lenses. The simple displacement of an electrode with
respect to the optical axis leads to poor focusing in the reaction chamber. This is proof
that particular attention must be paid to the installation and positioning of the electrodes
in the GBAR optical line.

Figure 5.23 Beam current as measured on the hat-shaped mask (left) and in the Faraday
Cup (right) for a 2 − keV proton beam. The color is proportional to the current value.
The electrode are identified as #1 and #2 corresponding respectively to the first and
second lens. The second Einzel lens suffers a misalignment.

5.2 On-line decelerator for ELENA

5.2.1 Vacuum improvement

CF Chamber - "Clarinette"

As shown in the Figure-5.1, the entire off-line decelerator prototype was made from ISO-
KF type vacuum chambers sealed with viton gaskets. This technology notably offered a
great modularity necessary with regard to the modifications brought to the first version
of the decelerator. For all the tests having been carried out with ions of matter (such as
protons) an Ultra High vacuum (UHV ) was not necessary. In the off-line prototype, the
typical pressure within the main cavity containing the PDT was 10−7 mbar. In addition,
the electrical operations on the switch were achievable without any risk for pressures below
10−6 mbar. The pumping system consisted of a scroll pump in series with turbomolecu-
lar pumps (TBM ). The delay of intervention on such a KF apparatus was greatly reduced.

This level of pressure is not sustainable when trapping antimatter particles (in a trap
or in a storage ring). For comparison, the level of vacuum required in the ELENA ring
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is in the order of 10−11 − 10−12 mbar depending on the sector of the machine. The
10−11 mbar limit is necessary in order to maintain the antiproton beam in the ring for a
duration of about one minute13. To avoid contaminating the storage ring, the antiproton
line in GBAR must reach a maximum pressure of 5.10−10 mbar.

The decelerator electrodes were reassembled inside a Conflat-type (CF ) vacuum cham-
bers shown on the left of the Figure-5.24. Copper gaskets are used to seal the chamber
enabling to reach ultra-high vacuum where the outgassing of the elastomer gaskets (as
for ISO-KF type system) could be a significant gas load.

Figure 5.24 Photograph of the on-line decelerator in the AD Hall. The (anti)proton beams
are coming from the left and the GBAR reaction chamber is away on the right. The first
cross on the left is dedicated to pumping and the second chamber houses a Beam Position
Monitor from CERN. The IP/3X protection cage is all around.

In order to reach p < 10−9 pressure, a ∼ 200◦ baking during a 24 h period is required.
Such a thermal conditioning activates the surface outgassing. At the same time, we oper-
ate an electrical conditioning of the electrodes. The electrical conditioning is the process
consisting in gradually increasing the voltage on the electrodes after venting. This first
power up has the effect of accelerating the outgassing on the polarized electrodes. Finally,
a 300 l/s ion pump was placed under the main decelerator tank to complete pumping for
pressures p < 10−7.

The main chamber used for the on-line design of the decelerator was an old copper
coated, RFQ cavity, 1′555 mm long, 250 mm large. It was not custom developed to
accommodate the pre-deceleration electrodes and the drift tube. Therefore, adjustments
were necessary.

First, a new PDT was installed into the chamber, maintained by two wide disks made
of PEEK14. This insulating polymer is considered as vacuum compatible and resists to
high temperature. Such a polymer has been preferred to a ceramic system because of
the weight of the PDT made of stainless steel. High voltage ceramic feedthroughs were
ordered depending on the ports on the side of the chamber and the maximum achievable

13The time to operate the deceleration and cooling of the antiprotons.
14PEEK stands PolyEtherEtherKetone.



102 CHAPTER 5. GBAR ANTIPROTON DECELERATOR SETUP & RESULTS

voltage. As seen in Figure-5.24, four different kinds of the feedthroughs have been used.

On the side of the chamber, flat flanges (illustrated in Figure-5.25a) were sealed using
special aluminum O-rings, referred as Helicoflex. The rings offered a cheap and time-
conserving solution compatible with UHV. In addition, their flexibility allowed to bake
the chamber while maintaining a proper seal.

(a) Side of the decelerator chamber. (b) Inside the decelerator chamber.

Figure 5.25 (left) - Picture of a flat port on the side of the in-line decelerator chamber
after baking at 200◦. The mark of the Helicoflex O-ring before and after the baking are
visible. (right) - Picture of the inside of the in-line decelerator chamber with the high
voltage in-vacuum connections. The in-vacuum connections appear on the top of the
picture for the pre-decelerating electrodes.

On the vacuum side, the ports of the chamber did not correspond with the position
of the electrode inside the chamber. Specific custom high voltage terminals have been
machined to connect the end of the feedthrough rods with the corresponding electrode.
The shape of these terminals has reduced the risk of arc inside the chamber. Examples
of such terminal connections are illustrated in Figure-5.25b.

Finally, to support the 200 kg apparatus, a new frame has been designed as shown
on the bottom of the Figure-5.24. Mounted on rails, the chamber could slide off-axis to
allow maintenance inside the cavity.

Problems

Unfortunately, the vacuum level reached in the on-line decelerator chamber never dropped
below 10−8 mbar, which was insufficient to open the valve between the ELENA ring and
the GBAR antiproton line. After several days of pumping, baking at 200◦ and electrical
conditioning of the electrodes, no improvements were observed. After investigations,
several elements explained such a failure/situation:

• A 10−8 mbar.l.s−1 leak was found on an all-metal valve used to vent the chamber.

• Several Helicoflex O-rings were deformed and displaced during the baking. Then
the sealing of the chamber was impacted.
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• Even if vacuum compatible, the large PDT supports made of PEEK were probably
outgassing a lot.

First, the old CF "Clarinette" chamber was removed. As shown in Figure-5.26, a new
design replaced it including four CF chambers custom developed for the decelerator. A
new ion pump has been placed upstream the new cavities to increase the pumping power
and act as a differential pumping stage reducing the residual gas flow towards ELENA.
Finally, concerning the in-vacuum plastic elements, the PDT supports made of PEEK
have been replaced by a ceramic cradle (see Figure-5.26 inset).

Figure 5.26 Schematic of the on-line decelerator in the new chambers with the electrode
positions and dimensions. (Inset) - Photograph of the stainless 400 mm pulsed drift tube
inside the new decelerator chamber. The PDT is mounted on the ceramic cradle.
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5.2.2 MCP energy anaylzer

The MCP energy analyzer (MCP-EA) used with the off-line prototype decelerator allowed
us to prove the feasibility of the deceleration. However, the latter suffers from defects:

• the small aperture makes it difficult to focus the beam through. A significant part
of the beam was lost (∼ 52%). It was difficult to consider such a high level of loss
when working with only 107 antiproton pulses at CERN.

• The energy analyzer was independent of the detection system. The remote diag-
nostic induces additional loss and optical effects on the beam.

Figure 5.27 Schematic and picture of the improved energy analyzer.

Therefore, we developed a new diagnostic device limiting losses. Based on the same
stacking principle as the commercial MCP design from TOPAG. The energy analyzer and
the MCP detector are mounted on the same support (see Figure-5.27). This diagnostic
is composed of:

• A grounded protecting plate that prevents the beam from touching (and charging)
the insulating plastic parts.

• A series of three meshes. Brazed on copper disks, they have an inner radius of
21.5 mm and an outer radius of 34 mm.

• Insulating disks made of PEEK. They insulate the components held at different
potentials. These disks have a protrusion that ensures a slight stretch on the meshes
to keep them as flat as possible.
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• A sensitive part made of one MCP detector with a charge collector behind.

The outermost meshes are grounded when the middle one is held at a variable voltage.
In the same way as for the off-line decelerator prototype, the potential Vmesh applied on
the middle mesh increases and blocks the particles with an energy E < qVmesh. The
advantage of this design is the small distance between the mesh triplet and the MCP. By
shortening this distance, we highly reduce the beam loss.

Likewise, this new diagnostic is directly connected through voltage feedthroughs to a
readout electronics and placed outside the beam pipe. In this way, we prevent outgassing
from in-vacuum electrical components and complex re-openings of the diagnostic chamber
to switch the polarity of the readout chain when changing from positively to negatively
charged particles.

The MCP-EA device has been tested in Orsay following the scheme shown in Figure-
5.28. An ion gun source has been used with increasing energies up to 1 keV . The
ions generated by this source are potassium ions with virtually no energy dispersion. The
results of these tests are shown in Figure-5.29 with four different energy values. The beam
is pulsed using a quadrupole electrostatic deflector. It deviates the beam by an angle of
90◦ for 1 µs towards the diagnostic element. For all the studied energies, the amplitude
and the integrated signal are saved with respect to the Vmesh voltage, see Figure-5.29.
The curves obtained are interpolated according to radial basis function approximations
(RBF ) [174].

Figure 5.28 Schematic of the MCP-EA test bench.
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Figure 5.29 Test of the MCP-EA with different beam energies. The plots illustrate the
integrated signal and the amplitude of the signal while rising the potential Vmesh. The
initial beam energy in the different cases is : (up) - Ei = 500 eV ; (bottom) - Ei = 600 eV .
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Figure 5.30 Test of the MCP-EA with different beam energies. The plots illustrate the
integrated signal and the amplitude of the signal while rising the potential Vmesh. The
initial beam energy in the different cases is : (up) - Ei = 750 eV ; (bottom) - Ei = 1000 eV .
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5.3 Deceleration of the 100-keV ELENA H− and p̄ beams

Testing of the decelerator was done in parallel with the commissioning of the ELENA ring
(see Figure-5.31). ELENA receives antiproton pulses decelerated (and electron cooled)
to 5.5 MeV from the AD, every 109.2 seconds. In ELENA, the antiprotons are further
decelerated, by magnetic ramping and more electron cooling, to 100 keV and ejected into
the LNE50 beam line that connects GBAR. For a description of the AD and ELENA,
see Ref.-[95]. The ELENA ring is also equipped with an “off-line” H− cusp-type source
for operating independently of the AD. This source can deliver beam with a much higher
repetition rate (about every 5 s) and is nominally designed to work at 100 kV , however
continuing problems with an isolation transformer significantly reduced the amount of
commissioning time.

Figure 5.31 The 30.4 m circumference ELENA synchrotron ring. ELENA receives
100 keV H− beam from a source (bottom left) or 5.3 MeV antiproton beam from the
AD (bottom) and circulates clockwise. The beams are extracted from the LNE50 beam
line (top right).

The electrostatic-optics LNE50 extraction line is shown in Figure-5.32. Downstream
of the ELENA kicker is a fast-closing valve (actuated by a gauge inside the GBAR decel-
erator), followed by a first quadrupole doublet, a set of (horizontal and vertical) steering
plates, a beam-profile monitor (BPM), a longitudinal beam pickup monitor, a kicker-
bender section (to send the beam to another experiment) and another quadrupole, steerer,
BPM assembly, followed by a gate valve.

On the GBAR side (see Figure-5.33) there is an ion pump, followed by a 2.4 m drift
section15. This is followed by another ion pump and a switchyard (equipped with a valved-
off turbomolecular pump) that houses a quadrupole bending element to merge a proton
beam into the GBAR line (see section-6.2). In front of the first decelerator electrodes,
is a vertical CF200 chamber containing the ELENA-standard BPMs. The four CF250-
standard chambers housing the decelerator electrodes and decelerated-beam Einzel lens
follow.

Figure-5.34 shows the positions of the various optical elements and the detectors used
to monitor the ELENA beams. For H− ions, obvious only a MCP coupled to a phosphor
screen (PS ) can be used. For the antiproton beam, scintillators were installed near the

15It will be used to accommodate the antiproton trap – see section-6.1.3.
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Figure 5.32 The ELENA extraction line (LNE50 ) that delivers beam to GBAR. Beam
comes from right to left from the ELENA kicker through the electrostatic optical elements
(see the text).

quadrupole bender, and immediately upstream and downstream of the MCP/PS just
before the Ps chamber.

Figure-5.35 shows a picture of the beam line itself. The Spellman power supplies for
each decelerator lens (and the Fug supply for the Einzel lens) were controlled by analog
voltages from a National Instrument compact RIO system16. Remote control of the entire
system was required since no one is allowed in the GBAR zone when antiprotons (or even
H− ions) are sent.

For the first test, there were no BPM units available so the only diagnostic was an
MCP and phosphor screen, with which a first image was obtained with an H− beam using
the nominal optics settings in LNE50 and no deceleration. Even though it was eventually
possible to focus and move the beam, without the BPM’s it was very difficult to inject
the beam along the optical axis.

Figure 5.33 The GBAR injection line that receives beam (coming from the left) from the
ELENA LNE50 extraction line. The red-colored beam pipe is located inside the wall
shown in Figure-5.32.

16Implemented by Dr. B.-H. Kim
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Figure 5.34 Schematic diagram of the antiproton line, showing the positions of the optical
elements and different detectors (NaI and PbWO4 are the scintillators; MCP/PS is the
multi-channel plate with phosphor screen).

The next step was to use antiprotons. Despite the disadvantage of the long (almost 2
minutes) period between shots, antiprotons have the enormous advantage of revealing
where their positions when annihilating. By placing scintillating crystals along the beam
line (including at the MCP position) it was possible to discover where the beam was
being lost. The first problem was the quadrupole bender located in the merging cross in
front of the decelerator, which has a 12 mm aperture. If the beam is off axis then the de-
celeration tends to accentuate the angle, preventing transport of the beam to the detector.

During the tests with H− beam, the effect of each decelerator lens on the beam was
checked (except V0, which is grounded in the chamber). Lens V4 is suspected to be mis-

Figure 5.35 Photograph of the antiproton beam line with the new decelerator chambers
(during baking and before reconstructing the high-voltage safety cage). The BPM actu-
ator is visible upper left and the reaction chamber is visible at lower right.
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Figure 5.36 (right) MCP/PS image of the antiproton beam; (left) oscilloscope traces show-
ing the HV-switch trigger (green), MCP charge signal (red), upstream scintillator (blue)
and downstream scintillator (yellow). The voltage on the drift tube is 95 kV and the
timing is: (top) too early, so that the beam sees the drift tube at ground; (middle) too
late, so the beam is decelerated but then re-accelerated when leaving the drift tube – this
is called "static" mode; (bottom) while the beam pulse is inside. The oscilloscope timebase
is 200 ns/div.
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aligned since when polarizing it, the beam quickly disappeared. Therefore the V4 electrode
was connected to the V5 one to avoid a gradient between them.

The results of the first antiproton tests are shown in Figure-5.36. Having verified
the influence of the different lenses and the drift tube, a test of the switch timing was
performed. The trigger for GBAR is derived (using a Labview-interfaced SRS gate and
delay generator) from the the so-called ELENA-W1 (1 ms warning) ejection signal that
turns on the kicker inside the ring and deviates the beam pulse into LNE50. In all tests,
only the drift tube was polarized.

The upper panel in Figure-5.36 shows something blocking the beam. Indeed, the
upstream scintillator (blue trace) shows annihilation somewhere in the triplet electrodes
(which have only a 30 mm aperture). The static-mode (middle panel) shows a slightly
higher electrical signal (red trace) which is slightly delayed in time. This indicates that
the drift tube acts as a (static) Einzel lens. The delay is from the deceleration and cor-
responds exactly to simple calculation17. The lower panel in Figure-5.36 shows a diffuse
beam. This is compatible with a decelerated beam that will diverge and has not been
focused (Einzel lens was zero). The annihilation signal in the triplet (blue) is much big-
ger, which is also consistent with a divergent beam. The downstream scintillator (yellow)
shifts in coherently with the electrical signal (red) due to the longer time of flight of the
decelerated antiproton beam.

After these tests, a new movable MCP/PS was installed inside the reaction chamber
so as to monitor the beam position as close as possible to the positronium cloud. The
reaction chamber and MPC mounting are shown in Figure-5.37.

Figure 5.37 (left) Reaction chamber showing the end of the positron line (positrons arrive
from the left) and the MCP mounted inside (in its retracted position – the antiprotons
arrive from the front). (right) detail of the MCP mounting showing the angle required for
passage of the laser beam for exciting the Ps cloud.

17A 100 keV antiproton beam travels one meter in 228 ns.
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The results of a test with antiprotons is shown in Figure-5.38, with the MCP/PS signal
on the right and the oscilloscope traces of the trigger, MCP and scintillator signals on the
left. The drift-tube voltage was set to 95 kV , resulting in 90 kV with the leakage current.
The other lens voltages (V1, V2, V3, V4, V5) were (20 kV, 70 kV, 40 kV, 40 kV, 60 kV )
kilo-volts. These voltages are relatively close to the GA solution C2 shown in Figure-4.7.
The timing of the HV switch trigger was varied to try and maximize the later time-of-
flight signals of the MCP and downstream scintillator. The images on the top are with
no Einzel-lens voltage while the images on the bottom are with the maximum voltage
(20 kV ). Again, in addition to the time-of-flight difference between the 100 keV and
10 keV beams (about 0.6 µs; the oscilloscope timebase is set to 1 µs/div) the 20 kV
Einzel lens has no effect on the 100 keV beam but focuses somewhat the 10 keV beam.

Figure 5.38 (right) MCP/PS image of the antiproton beam; (left) oscilloscope traces show-
ing the HV-switch trigger (green), MCP charge signal (red), upstream scintillator (blue)
and downstream scintillator (yellow). Top panel is with no Einzel-lens voltage and bottom
with 20 kV . The shadow of the Ps support (see Figure-5.37) is visible.

While there is still a major component of undecelerated antiproton beam, the de-
celerated component is about 25% and can be focused using the Einzel lens, as seen in
Figure-5.34. There are two reasons which might explain this.
The imperfect alignment of the beam axis with the mechanical axis (likely a combination
of imperfect mechanical alignment and an uncorrected beam angle) can lead to a time
spread since the beam is dispersed over different angles. While efforts were made by
ELENA to reduce the time of the bunch, in many cases it appeared to be larger than
300 ns and hence, is not within the drift tube while it is pulsed down. There was also
some jitter in the trigger signals, which could explain the problem since the deceleration
window is very narrow. Unfortunately there was not enough time to study these points in
detail before the end of the AD run. Nevertheless, some deceleration has been achieved
and it is encouraging to see that the instrument functions as it was intended.





Chapter 6

Ion transport through GBAR

6.1 Post Deceleration

6.1.1 Antimatter charge state switchyard

In this section, we detail the simulations performed for the GBAR charged state switch-
yard. This crucial element in the GBAR experiment is supposed to separate the different
products exiting the reaction chamber and guide them through the post-decelerator part
of the GBAR experiment.

The selection is based on the charge of the different products: H̄+, neutral H̄ and
negative p̄.

Three different geometries were studied, hereafter denominated as:

• Three Plate Pairs (T2P) : consisting on three parallel plates deviating the beam
according to the charge of the particles.

• Curved Plate Bender (CPB) : consisting on two long plates curved along the beam
path with two repetition plates inside.

• Corrected CPB (CCPB) : consisting on a CPB design with larger electrodes and
grounded gates at the entrance and at the exit of the chamber.

These geometries present an evolution in the design according to the simulation re-
sults. They also take into account the chamber space and the opportunity of exploiting
the neutral H̄ beam.

For all the simulations, 5000 particles are randomly generated with respect to the po-
sition and divergence parameters of the beam downstream the decelerator. The following
results are displayed using the SIMION beam orientation where the X-axis corresponds
the beam propagation axis and the Y-axis is the horizontal axis (see Figure-6.1).

For such a simulation the number of independent voltages is quite small, a GA is
thus not necessary. We optimized the voltage parameters using the SimplexOptimizer
function. This function, part of the SIMION software, performs simulations changing
step-by-step the potential values on the electrodes following a simplex algorithm. As we
already pointed out, for each step, the function selects the best potential set minimizing
an adjustable value, so called “metric”.
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Figure 6.1 Geometry of the T2P (top) and CPB (bottom) designs as modeled in SIMION.
The blue lines correspond to antiprotons flying from left to right through the bender. The
red rectangle displays the PPs converter position. The CCPB design is not represented
but is equivalent to the CPB design (top) with grounded gate at the entrance and exit
of the beam. Note the particular orientation where the X-axis corresponds to the beam
propagation direction.
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In the present case, the metric is defined as:

m =
|θ − θ′|
θ′

+
|r − r′|
r′

(6.1)

with θ, the mean angle of the particles exiting the switchyard; θ′, the expected exiting
angle, here 30°; r, the mean radius of the beam; r′, the expected mean radius downstream
the switchyard (maximized in this case to 5 mm).

The selection criteria appears not to be very sensitive to the beam radius since the
switchyard does not focus the beam. We then changed for a simplified metric given by:

m =
|θ − θ′|
θ′

(6.2)

We considered the potential values returned by this function as reference.
In the present case, the particles exiting the switchyard must travel through a 4 m-

long beam pipe to reach the free-fall chamber. Taking into account that a focusing/re-
accelerating system is essential, we looked at the beam size, divergence and transverse
speed to determine the best electrode shape.

δy δz δDy δDz δE δVy δVz
(2σ) (2σ) (2σ) (2σ) (2σ) (2σ) (2σ)
(mm) (mm) (mrad) (mrad) (eV ) (mm/µs) (mm/µs)

Entrance 4.95 5.04 22.48 22.62 100 9.7 9.9

G1-T2P 20.4 13.3 79.8 42.41 98.2 33.5 16.4
G2-CPB 22.8 10.6 102.2 14.2 93.5 42.9 5.4
G3-CCPB 22.9 12 107.7 12.0 80.5 46.2 4.8

Table 6.1 Beam parameters for the different designs proposed for the switchyard

T2P is the simplest design to perform a 30◦ bend. As expected with such a
system, we can see in the Figure-6.2 that the beam profile at the exit of the switchyard
spreads on the X-axis into a wedge shape. This is typical from an electrostatic deviation
for a beam with such a large energy distribution (∼ 1%).

In addition, a spread of the transverse speed distribution on the Y-axis also appears
in Figure-6.3.

Taking into account the energy spread and the beam profile, we can easily understand
this behaviour. A particle at the centre of the entrance beam pipe with an energy slightly
lower than 1 keV will be more deviated by the field and then appears on the left part of
the beam profile. Inversely, a particle with an energy slightly higher than 1 keV will more
deeply penetrate into the field and then experience a stronger deviation.

Since most of the particles out of a radius r > 10 mm are lost, we study a new design
with a continuous ramp potential all along the deviation.

CPB is an improved design of T2P. We can see in Figure-6.4 that we reduced the
wedge transverse profile of the beam exiting the switchyard by using an electrode follow-
ing the trajectory of the particles.
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Figure 6.2 Beam Profile comparison between the beam at the entrance (blue) and exit
(red) of the T2P design switchyard with respect to the optical axis.

Figure 6.3 Transverse (Y-)speed distribution comparison at the entrance (blue) and exit
(red) of the T2P design. Distributions are fitted with a gaussian function. The standard
deviation value σ is indicated in each case in the corresponding legend.

The CCPB design is based on the CPB design but with an even better defini-
tion of the potential at the entrance and at the exit of the switchyard with the use of
grounded gates. No major effects compare to the CPB design. However, we can notice a
small change in the horizontal Y phase space diagram where particles on the edge of the
‘bow tie’ are less affected, see the comparison in Figure-6.5 of the vertical phase space
between the CPB design and the CCPB design.

The initial beam parameters are directly extracted from the SIMION decelerator sim-
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Figure 6.4 Beam Profile comparison between the beam at the entrance (blue) and exit
(red) of the CPB design with respect to the optical axis.

Figure 6.5 CPB and CCPB phase space diagrams comparison.

ulations through a 1 mm-radius and 20 mm-long cylinder (simulating the Ps converter).
642 particles are fired through the system. The design of the electrodes follow the CPB
design with corrective grounded gates (so called ‘CCPB’). According to this simulation,
we conserved 100% of the beam downstream.

The small number of particles generated by this program do not permit to study the
impact of the different design on the beam. That is the reason why we performed it only
with the finalized CCPB geometry.

Starting from a basic system made of two successive bending plate electrodes. We
found that a continuous electrode should be preferred to limit the wedge profile of the
beam and reduce ‘bow tie’ effect.

A design with 100mm-large electrodes completed with grounded gates was found to be
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δy δz δDy δDz δE δVy δVz
(2σ) (2σ) (2σ) (2σ) (2σ) (2σ) (2σ)
(mm) (mm) (mrad) (mrad) (eV ) (mm/µs) (mm/µs)

Entrance 4.95 5.04 22.48 22.62 100 9.7 9.9

G1-CCPB 20.4 13.3 79.8 42.41 98.2 33.5 16.4

Table 6.2 Results for the switchyard with a better defined initial beam

an optimal design. Taking into account the initial energy spread, the electrostatic induces
a spread in velocity and divergence on the Y-axis, while it minimizes these parameters
on the Z-axis.

Switchyard chamber Therefore, this design was adopted and engineered1 along with
the CF vacuum chamber. As shown in Figure-6.6, the chamber containing the switchyard
consists of a 300 mm-diameter tank (CF standard) with an entry port 100 mm wide
(CF100) and three exit ports 63 mm wide. The height of the chamber has been fixed
to 250 mm for space occupancy. The entire chamber was modeled in the simulations in
order to define the ground potential reference around the charged electrodes.

Figure 6.6 Drawing of the switchyard vacuum chamber DN300CF standard with ±30◦

port plus 0◦ other ports.

1By P. Tetaz under the supervision of D. Pierrepont
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Figure 6.7 Picture of the switchyard optics mounted in their vacuum chamber. In the
foreground, the ground gate marks the entrance of the switchyard.
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6.1.2 Time-varying voltage on the drift tube

As we saw in the Section-5.2.1, the use of a SPDT switch offers the possibility to change the
polarity of the drift tube. By applying a time-varying potential on the PDT, (anti)proton
pulses can be tailor to the positron pulse in order to maximize the temporal overlap of
Ps and antiprotons or simply compress to increase the rate of trapped particles.

If we assume the antiproton velocity spread to be σ(v) and that such a spread is
linearly correlated to the position of the ion in the bunch. We can define the speed of the
particles with respect to their position in the bunch as :

vp − v̄ = α(xp − v̄) (6.3)

where vp, the speed of the considered particle; v̄, the mean speed of the bunch; xp, the
position of the considered particle; x̄, the mean position of the bunch and α the linear
correlation factor.

We can connect the Eq.-6.3 to the time tp at which the considered particle passes the
center of the gap between the PDT and the grounded electrode behind.

vp ≈ v̄(1− αtp) (6.4)

By changing the value of the potential on the PDT, we can change the kinetic energy
of the (anti)protons so that all of them (from the head to the tail of the bunch) enter into
the downstream trap cavity. We can thus estimate the required change in energy as :

∆E = Ē − Ep =
mp

2
(v̄2 − v2

p) = mv̄(v̄ − vp) ≈ 2Eαtp (6.5)

If we assume a potential V (z, t) on the optical axis to be linear (at the first order).

V (z, t) = VPDT (t)

(
1− |z|

L

)
(6.6)

where VPDT , the potential on the PDT; z, the position from the edge of the PDT and L,
the gap between the PDT and the grounded electrode behind.

We integrate the force applied on a particle of charge q along the gap between the
PDT and the grounded electrode:

∆E = −q
∫ L

0

∂V (z, t)

∂z
dz (6.7)

Supposing σ(v) << v̄, Eq.-6.7 becomes :

∆E =
q

L

∫ L/v̄

0

VPDT (t(z))dt (6.8)

According to Ref.-[175], a general solution is :

VPDT (t) = V 0
PDT [1− (t/Tp)

k] (6.9)

where Tp is the half-period of the bunching pulse; V 0
PDT , the potential applied on the

PDT after switching and k ∈ N is the time-bunching factor.

SIMION simulations have been performed applying p̄ time-bunching in order to maxi-
mize the ’at-target’ density while minimizing subsequent energy spread [176]. An example
of such bunching simulation is shown in Figure-6.8. It has been shown that an increase in
H̄+ formation of approximately an order of magnitude could be expected by implementing
such bunching with k = 2.
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Figure 6.8 TOF spectrum (left) and TOF versus energy diagram (right) of a time-focused
antiproton beam 2.4 m downstream the decelerator simulated with SIMION.

6.1.3 Antiproton trap

As shown in Figure-6.9 from Ref.-[104], reducing the proton impact energy leads to a con-
siderable gain in the H̄+ production cross section. Therefore, during the LS2, the upgrade
program involves the installation of a Penning-Malmberg cryogenic trap between the de-
celerator and the reaction chamber. It will trap, accumulate and cool down antiproton
bunches once decelerated. Such an antiproton trap will also aim to increase the number
of p̄ crossing the PPs converter and decouple the experiment from the AD-ELENA cycle.

Figure 6.9 Total cross sections for positronium atoms, in the specified initial state nl,
scattering on (anti)protons to form (anti)hydrogen calculated by using the CCC methods,
more details in Ref-[104]. The three experimental points are due to Merrison et al. [106].

The trap is built following the example of the MUSASHI trap in the ASACUSA exper-
iment [177]. As shown in Figure-6.10, a series of cylindrical electrodes of 10.5 mm inner
radius are assembled within a cryogenic magnet generating a high homogeneity magnetic
field of 7 T . The electrodes are maintained in a cryogenic vacuum chamber guaranteeing
a maximum vacuum of 10−11 mbar to preserve the antiprotons and to improve the ther-
malization of the plasma.
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Figure 6.10 GBAR antiproton trap electrodes.

Different cooling techniques will be studied including sympathetic cooling with a pre-
loaded electron plasma. The capture of antiprotons will allow rotating wall compression
as for the positron line (see Chapter 2). The latter reduces the spot size of the antipro-
ton beams crossing the PPs converter. On a basis of comparison with the MUSASHI
trap [98, 99, 177, 178], one can expect pulses of 105 antiprotons with an energy spread of
∼ 0.1 eV .

Injection electrodes

In order to guarantee that the maximum number of p̄ is trapped despite the energy disper-
sion, SIMION simulations have been realized. The main difficulty relies on the injection
into the cavity of the trap taking into account the effects related to the magnetic field.
The first is the magnetic mirror effect. It occurs when the incident particles have an
excessive angle and are then deflected by the magnetic field lines. They are reflected at
the entrance of the trap.

The antiprotons that are not reflected spiral in the magnetic field. The radial compo-
nent of their speed is transformed into cyclotron motion. Only the longitudinal component
is retained. This results in a spread of the p̄ bunch.

Only part of the p̄ are trapped in the cavity. Simulations carried out was aimed at
improving the injection optics in the trap. Two cases were investigated:

• the first with a simple Einzel lens corresponds to the one described in the previous
section

• the second relates to the addition of a second lens at the entrance of the trap (out
of the magnetic field).

The simulated beam follows the configuration "2m Minimize Alpha" (see Table-4.2).
This configuration tends to minimize the divergence of the beam 2 m downstream the
GBAR handover point (separation valve between ELENA and GBAR) and is more suit-
able than the "4m Minimize Alpha" configuration used so far. The magnetic field in-
troduced in SIMION simulation corresponds to the measured field map of the cryogenic
magnet.

The trap electrodes can withstand voltages up to 5 kV . Then the p̄ beam is deceler-
ated to 2 keV to keep the definition of the beam good enough. The decelerator electrodes
are set according to the recommendations seen in Chapter 2, i.e. a telescopic setting
where the PDT is polarized to −98 kV and the V 2 lens (strong potential) to −68.4 kV .
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Figure 6.11 Fraction of trapped antiprotons according to SIMION simulations using two
lenses. Einzel #1 corresponds to the lens directly downstream the decelerator and Einzel
#2 corresponds to an additional lens placed upstream the cryogenic p̄ trap (out of the
magnetic field).

Trapping is simulated in stages. In a first step by applying a −3 kV potential on the
last electrode. After an optimized time, the potential on the first electrode is also raised
to −3 kV to complete the potential well. An antiproton is thus considered trapped if it
enters the cavity and performs at least 10 round trips in the potential well. The result is
given as a percentage of the 5000 particles initially generated, as seen in Figure-6.11 with
respect to the potentials on the focusing electrodes.

Figure 6.12 Fraction of trapped antiproton according to SIMION simulations using a
single lens downstream of the decelerator. The inset corresponds to a finer voltage step.
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First, the use of two lenses is of limited interest. Indeed, maximum trapping is obtained
when one of the two lenses is off. If we compare the situations V1 = 0 V or V2 = 0 V , the
case V2 = 0 V is slightly more favorable with a maximum transmission of 90.7% trapped
for V1 = −1940 V . A more detailed simulation for V2 = 0 V is presented in Figure-6.12.

Considering the 73% transmission through the quadruple bender of the GBAR proton
source, the decelerator and the quadruple triplet, it corresponds to 73%×90.7% = 66% of
the antiproton beam in the trap. This value is to be compared with the results obtained
with the today techniques where only 0.01% are trapped.

6.2 GBAR proton source

In anticipation of the Long Shutdown 2, a proton source has been devised to provide the
GBAR experiment with protons in the absence of antiproton beams. Such a source will
allow experiments and measurements complementary to that of the antimatter free fall.

During the LS2, this source will be the corner stone of the development program. It
will allow the development of the electrostatic optics along the antiproton line. The first
element to be tested is the injection into the cryogenic antiproton trap whose installation
is also scheduled during the LS2. The protons will also allow to commission the cryogenic
trap and test the different cooling techniques. When high energy beams at CERN will
restart, these techniques will then be applied to antiprotons as part of the free fall mea-
surement.

The proton source will be used to carry out a measurement program as well, concerning
the cross-section for the production of hydrogen atoms and hydrogen ions following the
single or double charge exchange reaction (matter equivalent of Eq.-2.2 and Eq.-2.3):

p+ Ps −→ H + e+ (6.10)
H + Ps −→ H− + e+ (6.11)

This cross-section measurement is based on the work of Merrisson et al [105, 106].
The GBAR collaboration will be engaged in demonstrating the impact of laser excitation
of the positronium on the production cross-section. All this matter-based study program
is an essential preliminary step in anticipation of the restart of antiproton beams at CERN.

6.2.1 Source characteristics

The source is an Electron Cyclotron Resonance source (ECR)2. H2 gas is injected into the
plasma chamber of the source immersed in a magnetic field. A 2.45 GHz radio-frequency
wave excite the electrons in the plasma. The frequency of the RF coincides with the
cyclotron frequency of the electron and exhausts the ionization of the gas. In the same
way as for the discharge source used with the off-line prototype(see Section-5.1.1), the
cavity is placed at a floating potential allowing extraction and initial acceleration of the
ions.

A schematic of the source is shown in Figure-6.13. This source has the advantage of
being compact while delivering intense beams up to 600 µA current.

2Model TES35 from Polygon Physics
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Figure 6.13 Schematic of the TES35 proton source integrated in the GBAR experiment.
Data from the Polygon Physics company.

6.2.2 Proton source line design

Operation with hydrogen gas imposes particular conditions in order to create a plasma
especially in terms of gas flow. Priming and maintaining the plasma impose a high gas
flow of the order of 12 sccm3. This results in a high pressure between 10−3 and 10−4 mbar
in the source enclosure.

Such pressure is incompatible with the maximum expected pressure of 10−8 mbar in
the first decelerator chamber4. In order to minor the impact of the source, a three stage
differential pumping line has been developed as illustrated in Figure-6.14.
Vacuum basic calculations give an estimation of the expected pressures in the successive
cavities. The pressure in the intermediate cavity is expected to be p2 = 2.10−6 mbar. The
conductivity between two successive cavities is limited by adding pumping restrictions. A
more detailed simulation with the Molflow software, presented in Figure-6.14 confirmed
the geometry of the proton line.

Since the TES35 operates with hydrogen, the beam is essentially made of single-
charged positive ions H+, H+

2 and H+
3 , and neutral species H, H2 and H3 (see Table-

6.3). Indeed, the charged species composing the extracted beam collide with the residual
gas atoms in the chamber and neutralize. The Figure-6.15 shows the deviation of the
charged particles extracted from the TES35 proton source when passing in the vicinity of
a magnet. The proportions of each of the species were estimated from the light intensity
profile. The contribution of each charged species for the 600µA current follows :

3sccm means Standard cubic Centimeters per Minute, 1 sccm = 0.016 mbar.l/s.
4A higher pressure in the decelerator would impact the pressure in the reaction chamber as well and

disrupt the production of positronium and antihydrogen.
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Figure 6.14 Molflow simulation of the GBAR proton source line. The simulation presents
the three stage differential pumping simplified geometry (top) and the corresponding
simulated pressure (bottom). The proton source is located in the left cavity. In the
bottom plot, the distance on the X-axis is in cm and the pressure on the Y-axis is in
mbar. Since the number of simulated events in the third cavity is not enough, the dashed
line illustrates a maximum limit of the pressure.

Charged species Rate (%)

H+ 5
H+

2 58
H+

3 37
Table 6.3 Proportion of the charged species extracted from the TES35 source for a current
of 600µA except the neutral species. Data given by the Polygon Physics company.

Optics along the proton line As previously described, the source provides ions of
H+, H+

2 and H+
3 . Some of these ions collide with the gas atoms in the source enclosure

and neutralize, producing neutrals of H, H2 and H3. A dedicated electrostatic system
has been developed to select only the H+ ions as depicted in the Figure-6.16.

First, a flat Einzel lens focuses the beam into the gap of a Wien filter5. The Wien
filter selects in mass the H+ ions. The principle is equivalent as in Section-5.1.1. The
others species (H+

2 , H+
3 ) are dumped into the second chamber. The amount of neutrals

produced in the second cavity has been taken into account for the design of the differential
pumping system. In addition to the Wien filter, a pair of electrostatic plates chop the
beam to get 300 ns bunches.

Upon entering the third chamber, the pulse is composed of H+ ions and neutrals
elements. The selection of the remaining charged particles is done using a quadruple

5The same Wien filter as presented in the Figure-5.6.
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Figure 6.15 Photograph of the separation of the different species extracted from the TES35
source by a magnet placed at the nearest beam during preliminary tests conducted by
Polygon Physics. The insert represents the profile of the light intensity of the beam
picture along the blue line. Data from the Polygon Physics.

bender. The protons are deflected at a 90◦ angle when neutrals continue without being
deflected. Once again, the amount of neutral stopping in the third cavity has been taken
into account.

Figure 6.16 SIMION simulation of the GBAR proton line optics. The simulated beam is
composed of H+, H+

2 and H+
3 ions and neutrals elements. The initial beam energy is set

to 10 keV .
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Last but not least, to enhance the transmission through the bender, two small Einzel
lenses are positioned upstream and downstream. The position of the last Einzel lens on
the proton was investigated to ensure the best transmission through the decelerator. The
case of a segmented Einzel lens was also simulated to compensate the vertical distortion
of the beam when passing through the electrostatic quadruple bender. The projection of
the proton beam profile at the first pre-decelerating electrode of the decelerator is shown
in Figure-6.17.

Figure 6.17 Profiles of the proton beam 1 m downstream the quadruple bender in the
decelerator chamber. The profile is taken at the first pre-decelerating electrode. The four
cases correspond to a 90◦ deflection into the antiproton line without downstream Einzel
lens (black), with the downstream Einzel lens at 50 mm (black), at 150 mm (yellow) and
with a segmented Einzel lens for vertical/horizontal discrimination (green)



Chapter 7

Conclusion & Perspectives

7.1 Conclusion

Numerous experimental investigations prove that the gravitational mass and the inertial
mass of ordinary matter are equivalent. Given the lack of evidence considering the grav-
itational behaviour of antimatter systems, GBAR will first synthesize antihydrogen ions
using laser-excited positronium. These ions are then captured and cooled to few neV
before being dropped into a detection chamber to measure ḡ.

The production of such ions relies on a double charge-exchange reaction for which
antiproton energies below a few keV are predicted to be most favourable. The new
extra low-energy antiproton ring ELENA will extend the deceleration capacity of the
CERN Antiproton Decelerator (AD) providing 100 keV antiproton beams for experiments
devoted to antihydrogen, including GBAR. If 100 keV is still quite high for the reactions
producing antihydrogen ions, this regime allows the use of electrostatic devices.

We reported here the design of a new electrostatic device to further decelerate antipro-
tons from 100 keV to about 1 keV which avoids losses from the use of energy-degrading
foils. This decelerating system is made of a series of six electrostatic, retarding lenses
followed by a 400 mm long drift tube held at −99 kV , which is switched to ground while
the antiprotons are inside and avoid the re-acceleration of the antiprotons while exiting.

The electric field gradient at the entrance of the pulsed drift tube leads to a strong
focusing of the beam. The 5 deceleration electrodes upstream are set to potentials ensur-
ing a parallel transport through the tube. These potentials have been simulated with the
SIMION software. Considering the very large number of combinations possible, a ded-
icated genetic algorithm (GA) has been implemented to select the best configurations,
two of which have been retained. To our knowledge, this is the first application of a GA
to a problem in low-energy beam transport.

In addition to this computational work, we reported the first test of deceleration for
a proton beam from 48 keV to 1.4 keV . The deceleration as well as the final energy have
been confirmed by two different techniques (TOF and Grid analyzer) with ions generated
from a discharge-type source integrated into a test bench built in Orsay. The results
corroborate the expected value simulated with the SIMION software.

After the encouraging preliminary results, a complete decelerator stage implement-
ing an air-insulated 100 kV pulsed system respecting the physical constraints of the
deceleration as well as the CERN safety policy, was connected to the ELENA ring and
commissioned. Antiproton beams have now been decelerated to energies below 10 keV
without using foils for the first time.
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The first results obtained in 2018 commissioning at CERN are encouraging. Indeed,
the comparison of the results in terms of decelerating voltage configurations calculated
using the GA was difficult since the conditions were not exactly the same. The ELENA
injection optics were different, the beam was not on axis, and the electrode (and beam
line) alignment was not perfect. But now, some data are available.

7.2 Perspectives

Some ideas are put forward to improve the apparatus and the whole experiment.

As we saw in Chapter 2, the number of H̄+ produced depends on the number of
positrons and antiprotons introduced inside the PPs converter. The antiproton trap (as
discussed in Chapter 6) should increase the number of low energy, cooled antiprotons.
However, the very low cross section for producing even H̄ remains a problem. Indeed,
almost 99% of the antiprotons do not interact and are lost downstream the switchyard.
If several experiments expressed interest in the use of this manna of unused antiprotons,
it is clear that this is a significant loss taking into account the time required for AD and
ELENA to provide a new antiproton pulse to GBAR.

Re-using p̄ pulses would offer a significant advantage in making H̄ production inde-
pendent of the AD/ELENA cycles. Furthermore, even with low efficiency, recycling would
significantly reduce the time of accumulation of antiprotons.

Based on the principle of a reflectron [179], the first case would reverse the direction
of travel of the ions. With the cooling applied inside the trap the energy spread of the an-
tiprotons is low enough. However, reflecting the beam seems to concentrate the problems
on the reaction chamber. Indeed, in such a case, the antiproton pulse would go back and
forth through the PPs converter (and through the input collimator) reducing the number
of antiprotons recycled. According to the energy spread, bypassing the PPs converter on
the way back to the trap is possible using deflector plates as used in Ref.-[180] to trap
the particles in a closed path.

Moreover, the energy spread of the downstream H̄+ beam is still a major problem for
their capture into the RF Paul trap (see Chapter 2). The idea of using an Electrostatic
Ion Beam Trap has been proposed as a solution [181].

The next steps are to carefully simulate the real conditions, also including the anni-
hilation/scintillator data. This, in addition to the measurement of the cross sections and
building the free-fall chamber, will certainly occupy the GBAR collaboration during LS2.



Nomenclature

Acronyms / Abbreviations

AD Antiproton Decelerator

AI Artificial Intelligence

AOp Automatic Optimization

BGT Buffer Gas Trap

CERN Organisation Européenne pour le Recherche Nucléaire

CF Comflat technology

CCPB Corrected CPB design

CPB Curved Plate Bender design

CPT Symmetry CPT: Charge, Parity, Time (reversal)

d̄ Antideuterium

ECR Electron Cyclotron Resonance

EEP Einstein Equivalence Principle

ELENA Extra Low ENergy Antiproton ring

EP Equivalence Principle

FC Faraday Cup

GA Genetic Algorithm

GBAR Gravitational Behavior of Antimatter at Rest

GR General Relativity

2H̄+ or d̄ Antideuteron (antideuterium nucleus)

3H̄+ Antitriton (antitritium nucleus)

Hbar (H̄) Antihydrogen

3H̄e
(2+) Antihelium-3

4H̄(2+) Antihelium-4

HV High Voltage

3
Λ̄
H̄+ Antihypertriton

ΛCDM model Standard Cosmological Model, Lambda-Cold Dark Matter model
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LEAR Low Energy Anti-proton Ring

LLI Local Lorentz Invariance

LPI Local Position Invariance

LS2 Long Shutdown 2

MCP-EA MCP detector with Energy Analyzer

MCP Multi Channel Plate detector

nbar (n̄) Antineutron

oPs Ortho-positronium

pbar (p̄) Antiproton

PDT Pulsed Drift Tube

pPs Para-positronium

PPs Positron-Positronium converter

RFQD Radio-Frequency Quadrupole Decelerator

RK4 Runge-Kutta method at 4th order

SEP Strong Equivalence Principle

SME Standard Model Extension

SM Standard Model

SPDT Single Pole, Double Throw

SPST Single Pole, Single Throw

T2P Three Plate Pairs design

TOF Time-Of-Flight

UCN Ultra-Cold Neutron

UFF Universality of Free-Fall

UHV Ultra High Vacuum

VHV Very High Voltage

WEP Weak Equivalence Principle
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Appendix A

Application of the Bertram method to a
multi-potential system

Today, with the development of more and more intensive digital resolution methods for
electrostatic systems, analytical approximations are increasingly neglected.

The latter nevertheless offers a non-negligible advantage in the methods of research
and optimization of potential. An approximate analytical solution can considerably re-
duce the computation time.

In this appendix, we will review the Bertram calculation method and we will intro-
duce an optimization of the genetic algorithm from a multi-potential (multi-electrode)
approximated solution.

A.1 Classical Bertram’s Method

We concentrate on the axial potential distribution for axisymmetric electrostatic elec-
trodes. This section follows the Bertram’s articles [139, 140].

Starting from the Laplace’s equations in cylindrical coordinates:

∇2V =
∂2V

∂r2
+

1

r

∂V

∂r
+
∂2V

∂z2
= 0 (A.1)

where V = V (r, z) is the potential at a radius r from the axis and at a distance z from
a reference plane.

A particular solution is a linear combination of Bessel functions of the first kind J0(kr).
A general solution is then a Fourrier-Bessel-type function:

V (r, z) =
1

2π

∫ +∞

−∞
a(k)J0(kr)eikzdk (A.2)

where the terms a(k) have to be determined to integrate. We assume the potential on
the electrodes at radius R as V (R, z). The inverse Fourier transform is :

a(k)J0(ikR) =

∫ +∞

−∞
V (R, z)e−ikzdz (A.3)

The cylindrical system is cut into slices of thickness dζ carrying a contribution U(R, ζ)
(See Figure-A.1.). With U(R, z) = 0 everywhere except in z = ζ where U(R, z) = 1.
Equation (A.3) becomes :

a(k)J0(ikR) =

∫ +∞

−∞
U(R, ζ)dζe−ikzdz =

∫ ζ+dζ

ζ

e−ikzdz =
i

k

[
e−ik(ζ+dζ) − e−ikζ

]
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MULTI-POTENTIAL SYSTEM

Figure A.1 The unitary potential electrode divided in dζ−large slices.

With e−ikdζ −→
dζ→0

1− ikdζ :

a(k) =
e−ikζ

J0(ikR)
dζ (A.4)

Equation (A.2) can now be expressed for the differential cylinder potential U(R, ζ)dζ:

U(r, z)dζ =
1

2π

∫ +∞

−∞

e−ikζ

J0(ikR)
dζ.J0(kr)eikzdk (A.5)

By taking all dimensions in terms of R, so that R = 1, we have for the potential along
the axis r = 0, (giving J0(0) = 1):

U(0, z) =
1

2π

∫ +∞

−∞

eik(z−ζ)

J0(ik)
dk

=
1

2π

∫ +∞

−∞

eikξ

J0(ik)
dk, with ξ = z − ζ (A.6)

Developing for −2π < k < 2π:

1

J0(ik)
=

+∞∑
n=0

Ancos(
nk

2
)

Injecting into equation-A.6:

U(0, z) =
1

2π

+∞∑
n=0

An

∫ 2π

−2π

cos(
nk

2
)(cos(kξ) + isin(kξ))dk (A.7)

After developments using trigonometric formulas1 and integrating, we find:

U(0, z) =
ξ

π
sin(2πξ)

+∞∑
n=0

An(−1)n

ξ2 − n2

4

. (A.8)

The latter can be approximated to :

V (0, z) =
ω

2

∫ ∞
−∞

V (1, ζ)sech2(ωξ)dζ (A.9)

1Reminder: sin(2π(ξ ± n
2

)) = (−1)nsin(2πξ)
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Figure A.2 Infinitely long conducting cylinders with finite separation S; potential along
cylinder surface.

with ω ≈ 1.32 and V (1, ζ) the potential on the electrode a z = ζ.
For R 6= 1, ω becomes ω

R .

Let’s take a simple example with tube semi-infinite tubes polarized at V1 and V2 sep-
arated by a distance S. We can approximate the potential on and between the electrodes
to:

V (1, ζ) =


V1 ζ < 0
V1 +

(
V2−V1

S

)
ζ 0 < ζ < S

V2 ζ > S

The equation-(A.9) becomes after integrating:

V (0, z) =

(
V1 + V2

2

)
+

(
V2 − V1

2ωS

)
loge

(
cosh ωz

cosh ω(z − S)

)
(A.10)

From the potential on the optical axis, we can determine the solution of the Laplace’s
equation at r with:

V (r, z) =
+∞∑
n=0

(−1)n

(n! 2n)2
r2nV (2n)(0, z) (A.11)

A.2 Generalization to N electrodes and gaps

Let’s consider now three successive concentric electrodes of different lengths and sepa-
rated by different gap sizes. In a first approximation, the potential on the electrodes is
considered exactly flat and linear in the in-between gap, as displayed in Figure-A.3.

An attempt of such generalization has been proposed in Reference-[182]. Here, we
proposed a more developed calculus.

The potential can then be divided in two part :

• constant parts of the potential

• linear parts of the potential

The potential on the optical axis can then be expressed as:
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MULTI-POTENTIAL SYSTEM

Figure A.3 Example of potentials along a concentric multi-electrode system.

V (0, z) =
∑

i,constant parts

ω

2
Vi

∫ zi+1

zi

sech2(ωξ).dζ (A.12)

+
∑

j,linear parts

ω

2

∫ zj+1

zj

[
Vj +

(
Vj+1 − Vj
zj+1 − zi

)
ζ

]
.sech2(ωξ)dζ (A.13)

Substituting ζ = z − ξ and dζ = −dξ, and integrating, Eq-(A.12) becomes:

V (0, z)
∣∣∣
constant

= −
∑
i

Vi
2
.tanh (ω(z − zj+1))− tanh (ω(z − zi)) (A.14)

Idem for the linear parts, after a long integration by parts, we found Eq-(A.13) to be:

V (0, z)
∣∣∣
linearpart

=
∑
j

1

2

{
Vj +

(
Vj+1 − Vj
zj+1 − zj

)
z

}
×

 sinh
(
ω(zj+1 − xj)

)
cosh

(
ω(z − zj+1)

)
.cosh

(
ω(z − zj)

)


+
∑
j

Vj+1 − Vj
2ω(zj+1 − zj)

ω ×
{
− zj+1.tanh

(
ω(z − zj+1)

)
+ zj .tanh

(
ω(z − zj)

)

+z

 sinh
(
ω(zj+1 − zj)

)
cosh

(
ω(z − zj+1)

)
.cosh

(
ω(z − zi)

)


+loge

(
cosh

(
ω(z − zj)

))
− loge

(
cosh

(
ω(z − zj+1)

))}



Appendix B

Differential Pumping Approximate
Calculation

Following the approximate gas flow calculations as detailed in the instructions of the IQE
12/38 from the SPECS company.

B.1 Application note

Conductance C : maximum flow of gas caused by a pressure difference through any
limiting device, such as apertures or hoses. Measured in liters per second (l/s).

The conductance of a thin aperture can be estimated using the following formula:

C = d2

√
πRT

32Mmol
(B.1)

with d, the diameter of the aperture; R, the gas constant; Mmol, the molecular mass
of the gas and T , the temperature.

The conductance of a long tube can be estimated by :

C ∼ 0.125
d3

L
(B.2)

with d, the diameter of the tube in mm and L, the length of the tube in mm.

Mass Flow Q : actual flow of gas at a given pressure. Measured in mbar × l/s. For
large pressure differences, the mass flow can be estimated as Q = p× C.

The pumping speed S of a pump is reduced by any device with the conductance
C that connects it to the chamber. For example, the effective pumping speed of a 60
l/s pump connected to a chamber by a 63/16CF adapter with C = 24l/s is reduced to
Seff = 18l/s.

B.2 Application to the GBAR proton source

To produce the Ps state in the GBAR reaction chamber, UHV conditions are required
with pressure p < 10−9 mbar when the TES proton operates with operational pressure
p = 10−3 mbar.

A three stage differential pumping system has been designed as exposed on the fol-
lowing schematic:
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Tubes restrictions are used to limit the conductance between the chambers. The
restrictions are tubes designed in order to keep the pressure in the first chamber at
10−3 mbar and 10−8 mbar in the last chamber. The principle of the differential pump
system is shown in the following diagram :

Figure B.2 Differential pumping diagram.

The Table-B.1 summarizes the expected conductance, pumping speed, gas flow and
pressure through the different chambers. The initial hydrogen mass flow in the proton
source is set to maintain the pressure in the first chamber at 10−3 mbar. The pumping
speed values are given from the pump technical data for hydrogen gas.

Conductance Flow Pressure
l/s mbar.l/s mbar

Qs 4.63 10−1

Cp1 462.42 Qp1 4.62 10−1 p1 10−3

C12 0.49 Q12 4.93 10−4

Cp2 244 Qp2 4.86 10−4 p2 2.10−6

C23 3.57 Q23 7.12 10−6

Cp3 712.49 Qp3 7.12 10−6 p2 10−8

S1 510
(Navigator 550 V arian) Source mass flow = 28.93 sccm

S2 280
(Edwards nEXT 300)

S3 1000
(TurboV AC 1000)

Table B.1 Evaluation of the conductance, gas flow and pressure through the differential
pumping line.

The size of the restrictions is set as:

Diameter (mm) Length (mm)

Restriction #1 7.5 107.5
Restriction #2 15.5 100





Appendix C

Study of a two-stage deceleration
system

Based on the design of the TRIGA trap experiment [128], a decelerator apparatus has
been simulated. It is composed as exposed in Figure-C.1 with three long 100 mm-long
pre-decelerating electrodes, 500 mm-long drift tube and an Einzel lens. Only two of the
pre-decelerating electrodes are polarized when the first one is grounded. The drift tube
is pulsed from −99 kV to ground when the antiproton pulse is inside.

Figure C.1 Design of the two-stage deceleration apparatus. Colors depict the potentials
applied on the electrodes, red correspond to grounded parts.

The simulation are performed following the 4mMinimizeAlpha1 configuration with a
100 keV antiproton beam. Conserving the symmetry of the ratios between V 0 and V 1,
and between V 2 and the PDT , the potentials can be found as:

V2 = VPDT − V1 (C.1)

The two-dimensional system is reduced to a 1D system. The best solution is found
by scanning the potential value V2 and simulating it with the SIMION software.

1See Chapter-4.
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The Figure-C.2 represents the expected transmission, the beam radius and the beam
divergence of the beam at the place of the reaction chamber. The best solution is found
for :

V1 = −68791 V (C.2)
V2 = −30268 V (C.3)

Figure C.2 Beam characteristics through the two-stage deceleration apparatus.



Appendix D

Technical Drawings

The technical drawings for the GBAR decelerator chambers:

• GBAR decelerator, first chamber

• GBAR decelerator, second chamber

• GBAR decelerator, Pulsed Drift Tube chamber

• GBAR decelerator, Einzel lens chamber
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162 APPENDIX D. TECHNICAL DRAWINGS

The technical drawings for the High Voltage circuit elements limiting corona dis-
charges:

• High voltage brass ball connector

• High voltage feedthrough connector

• High voltage resistor-cable connector

• Teflon High Voltage circuit support (Part I, Part II & Part III)
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Titre :Décélération d’antiprotons venant du synchrotron ELENA au CERN et transport de l’antimatière à tra-
vers l’expérience GBAR

Mots clés : antimatière, antihydrogène, décélération, optique électrostatique, algorithme génétique

Résumé : L’expérience GBAR vise à réaliser
la première expérience de chute libre avec des
atomes d’antihydrogène afin de tester le principe
d’équivalence faible avec de l’antimatière. Dans
un premier temps, des ions antihydrogène sont
synthétisés à travers une double réaction d’échange
de charges puis refroidis par laser pour atteindre des
énergies suffisamment faibles pour observer les effets
de la gravité. La synthèse d’anti-ions nécessite un très
grand nombre d’antiprotons. Nous rapportons dans ce
manuscript un nouvel instrument électrostatique per-
mettant de décélérer des paquets d’antiprotons de

100 keV à quelques keV . Cette nouvelle technique
vise à éviter les pertes engendrées par l’utilisation
de feuille de retardement. Des simulations basées
sur un algorithme génétique ont permis d’établir les
configurations électrostatiques les plus adaptées. Des
tests préliminaires réalisés sur un prototype sont dis-
cutés. Les caractéristiques techniques du système de
décélération notamment liées au vide, à la haute ten-
sion et à la protection des personnes sont décrites.
Enfin, une ouverture sur des systèmes optiques se-
condaires tel qu’un aiguilleur/séparateur d’ions ou l’in-
jection dans un piège de Penning sont étudiées.

Title : Deceleration of antiprotons from CERN’s ELENA synchrotron and transport of antimatter beams through
the GBAR experiment

Keywords : antimatter, antihydrogen, deceleration, electrostatic optics, genetic algorithm

Abstract : The GBAR experiment aims to perform
the first free-fall experiment with antihydrogen atoms
to test the weak equivalence principle with antimat-
ter. In a first step, antihydrogen ions are synthesi-
zed through a double charge exchange reaction and
then cooled by laser to reach sufficiently low ener-
gies to observe the effects of gravity. The synthesis
of anti-ions requires a very large number of antipro-
tons. We report in this manuscript a new electrostatic
instrument for decelerating antiproton bunches from
100 keV to a few keV . This new technique aims to

avoid losses caused by the use of degrader foils. Si-
mulations based on a genetic algorithm made it pos-
sible to establish the most suitable electrostatic confi-
gurations. Preliminary tests carried out on a proto-
type are discussed. The technical characteristics of
the deceleration system, particularly those related to
UHV vacuum, high voltage and safety, are described.
Finally, a secondary optical systems such as a swit-
chyard or injection optics into a Penning trap are stu-
died.
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