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## Résumé

Cette thèse est consacrée à l'étude des propriétés des suites automatiques. Cette dernière est une notion premièrement introduite et étudiée par les mathématiciens et les informaticiens théoriciens en combinatoire, notamment en théories des langages, mais elle a aussi des applications intéressantes en théorie des nombres. Dans cette thèse, on travaille sur quatre sujets concernant les aspects mathématiques et informatiques, liés aux suites automatiques.

Dans le Chapitre 1, on donne une introduction aux suites automatiques ainsi que des résultats récents autour de ce sujet. Dans le Chapitre 2, on étudie le prolongement méromorphe des séries de Dirichlet du type

$$
f(s)=\sum_{x \in \mathbf{N}^{k}} \frac{a_{x}}{p(x)^{s}}
$$

sur $\mathbf{C}$, avec $\left(a_{x}\right)_{n \in \mathbf{N}^{k}}$ une suite automatique de dimension $k$, et $p$ un polynôme elliptique qui ne s'annule pas sur $\mathbf{N}^{k}$. Et aussi, des produits infinis sont calculés comme conséquences de ce résultat. Dans le Chapitre 3, on trouve une expression explicite pour toute suite automatique complètement multiplicative. Dans le Chapitre 4, on considère les séries formelles définies par des produits infinis du type,

$$
\sum_{n=1}^{\infty} a_{n} x^{n}=\prod_{i=1}^{\infty} p\left(x^{q^{i}}\right)
$$

avec $p$ un polynôme à coefficients dans $\mathbf{Q}$ et $p(0)=1$, et $q$ un entier plus grand que 1 . On démontre que pour $q$ et $d$ fixés, il n'y a qu'un nombre fini des polynômes de dégrée au plus $d$ tel que la série infinie obtenue par la définition précédente soit $q$-automatique. Dans le Chapitre 5, on étudie la longueur palindromique des suites automatiques, et on trouve toute les suites ayant la même longueur palindromique que celle de Thue-Morse.

## Mots-clés

Suites automatiques, Fonctions complètement multiplicatives, Fonction Mahlérienne, Longueur palindromique.

## Abstract

In this thesis we are interested in automatic sequences, which is a notion introduced and initially studied by combinatorists, and by people working on language theory. Meanwhile these sequences also appear to have some interesting properties in number theory. In this thesis, we deal with some topics in mathematics and computer science, related to automatic sequences.

In Chapter 1, we give an introduction to automatic sequences and a brief overview of recent works on related topics. In Chapter 2, we study the meromorphic continuation of Dirichlet series of type

$$
f(s)=\sum_{x \in \mathbf{N}^{k}} \frac{a_{x}}{p(x)^{s}}
$$

over $\mathbf{C}$, where $\left(a_{x}\right)_{n \in \mathbf{N}^{k}}$ is an automatic sequence of dimension $k$, and $p$ is an elliptic polynomial non-vanishing over $\mathbf{N}^{k}$. And some infinite products are calculated as consequences of this result. In Chapter 3, we give a formal expression to all completely multiplicative automatic sequences. In Chapter 4 , we study formal powers series defined by infinite products of type

$$
\sum_{n=1}^{\infty} a_{n} x^{n}=\prod_{i=1}^{\infty} p\left(x^{q^{i}}\right)
$$

where $p$ is a polynomial with coefficients over $\mathbf{Q}$ and $p(0)=1$, and $q$ is an integer larger than 1. We prove that for given integer $d$, there are finitely many polynomials of degree $d$ such that the sequence defined as above is automatic. In Chapter 5, we study the palindromic length of automatic sequences and find all sequences having the same palindromic length as the one of Thue-Morse.

## Keywords
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## Chapter 0

This thesis consists of 5 chapters following this one. The last four chapter correspondent to four articles that are either on the ArXiv or submitted (or both).
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## Chapter 1

## Introduction to automatic sequences

## Introduction to automatic sequences

Sequence is a fundamental notion in mathematics. To describe a sequence, apart from listing all elements one by one, we may want to find some relations between its elements. Periodic sequences are good examples in this case, as they are highly ordered and easy to describe. While there are other sequences which are more complicated but still preserve relations between elements, they may be called as "programmable sequences". In this thesis we study a specific type of programmable sequences, called automatic sequences.

Automatic sequences can be defined by a finite automaton, which is a notion from language theory. However, there are some equivalent definitions from other branches of mathematics such as combinatorics as well as number theory. In the first section, we will present the related definitions of automatic sequences and applications in each field, and show how automaticity can be used to build a link between two different fields.

At the end of each sub-section of this chapter we introduce some new results obtained by the author. All these results are based, directly or indirectly, but strongly, on the mechanism of substitutions (of words, functions or matrices..). It is this mechanism that gives automatic sequences a complex but computational structure, which allows us to find formal expressions for some "disordered" phenomena.

### 1.1 First definition and applications in number theory

In this section we will introduce one of the definitions of automatic sequences and show why this kind of sequences are interesting in number theory.

Definition A sequence $\left(a_{n}\right)_{n \in \mathbf{N}}$ is called $k$-automatic if and only if the set

$$
\operatorname{Ker}\left(\left(a_{n}\right)_{n \in \mathbf{N}}\right)=\left\{\left(a_{k^{l} n+i}\right)_{n \in \mathbf{N}} \mid l \in \mathbf{N}, 0 \leq i<k^{l}\right\}
$$

is finite. This set will be called the $k$-kernel of the sequence $\left(a_{n}\right)_{n \in \mathbf{N}}$.

Example Let us consider a sequence defined in such way: we begin with a word of one letter 1 , next step we change the letter 1 to the string 10 , in the third step we change 1 to 10 and 0 to $01 \ldots$. At each step we change 1 to 10 and 0 to 01 letter by letter so that we obtain an infinite sequence. The process is presented as follows:

```
1
10
1001
10010110
1001011001101001...
```

At the end we get a sequence like
10010110011010010110...

This sequence is called the Thue-Morse sequence, and it is easy to show that this sequence is 2 -automatic. In fact, we have the following relations:

$$
\begin{gathered}
a_{2 n}=a_{n} \\
a_{2 n+1}=1-a_{n}
\end{gathered}
$$

for all $n \geq 0$. If we let $\left(a_{n}\right)_{n \in \mathbf{N}}$ denote the Thue-Morse sequence, the kernel of this sequence is $\operatorname{Ker}\left(\left(a_{n}\right)_{n \in \mathbf{N}}\right)=\left\{\left(a_{2 n+1}\right)_{n \in \mathbf{N}},\left(a_{n}\right)_{n \in \mathbf{N}}\right\}$.

Example Another example is the Rudin-Shapiro sequence, which can be defined by the number of the factors 11 in the binary expansion of $n$ : the sequence $(g(n))_{n \in \mathbf{N}}$ satisfies the relation

$$
g(n)=(-1)^{a_{2,11}(n)}
$$

for each $n$, where $a_{2,11}(n)$ counts the number of 11 in the binary expansion of $n$. The first terms of the Rudin-Shapiro sequence are

$$
+1,+1,+1,-1,+1,+1,-1,+1,+1,+1,+1,-1,-1,-1,+1,-1, \ldots
$$

Because of the definition, $(g(n))_{n \in \mathbf{N}}$ satisfies the following recurrence:

$$
\begin{gathered}
g(2 n+1)=(-1)^{n} g(n) \\
g(2 n)=g(n) .
\end{gathered}
$$

So the 2-kernel of this sequence is

$$
\operatorname{Ker}\left(g(n)_{n \in \mathbf{N}}\right)=\left\{-g(n)_{n \in \mathbf{N}}, g(n)_{n \in \mathbf{N}},(-1)^{n} g(n)_{n \in \mathbf{N}},(-1)^{n+1} g(n)_{n \in \mathbf{N}}\right\}
$$

### 1.1.1 Infinite products and Dirichlet series

Thanks to the finiteness of the $k$-kernel, there are several infinite sums or products associated with a $k$-automatic sequence presenting interesting properties. One of the most famous results about automatic sequences is the Woods-Robbins product identity [44] [37], which is written as:

$$
\left(\frac{1}{2}\right)^{(-1)^{a(0)}}\left(\frac{3}{4}\right)^{(-1)^{a(1)}}\left(\frac{5}{6}\right)^{(-1)^{a(3)}} \ldots=2^{-\frac{1}{2}}
$$

where $(a(m))_{m \in \mathbf{N}}$ is the Thue-Morse sequence. This result can be obtained and generalized by evaluating a function of two variables defined by $f(a, b)=\prod_{n \geq 1}\left(\frac{n+a}{n+b}\right)^{(-1)^{a_{n}}}$ at some rational points, and using the finiteness of $\operatorname{Ker}\left(\left(a_{n}\right)\right)_{n \in \mathbf{N}}$.

Theorem 1.1. ([3]) Let us define $g(x)=\frac{f\left(\frac{x}{2}, \frac{x+1}{2}\right)}{x+1}$ then we have

$$
(1+x) g(x)=\frac{g\left(\frac{x}{2}\right)}{g\left(\frac{x+1}{2}\right)}, x \neq-1,-2,-3 \ldots
$$

## Corollary 1.1.

$$
\begin{gathered}
\prod_{n \geq 0}\left(\frac{4 n+1}{4 n+3}\right)^{(-1)^{a_{n}}}=\frac{1}{2} \\
\prod_{n \geq 1}\left(\frac{(2 n-1)(4 n+1)}{(2 n+1)(4 n-1)}\right)^{(-1)^{a_{n}}}=2
\end{gathered}
$$

For more results see [3]. However, the W-R identity can also be obtained by considering the associated Dirichlet series:

$$
f(s)=\sum_{n \geq 1} \frac{a_{n}}{(n+1)^{s}}
$$

and calculating the derivative at 0 . Before doing this, let us introduce an important theorem on general automatic Dirichlet series:

Theorem 1.2. ([2]) Let $\left(a_{n}\right)_{n \geq 0}$ be an automatic sequence with values in $\mathbb{C}$. Then the Dirichlet series

$$
\sum_{n=0}^{\infty} \frac{a_{n}}{(n+1)^{s}} \quad \sum_{n=1}^{\infty} \frac{a_{n}}{(n)^{s}}
$$

have meromorphic continuations to the whole complex plane, whose poles (if any) are located on a finite number of left semi-lattices.

As a consequence, if we can calculate the derivative of those functions on some points over their convergence domain, then we can build some equalities between an infinite product and a real number.

Corollary 1.2. Let $q$, $r$ be two integers larger then 1 , and let $\left(s_{q}(m)\right)_{m \in \mathbf{N}}$ and $\left(u_{j}(m)\right)_{m \in \mathbf{N}}$ be sequences defined respectively as

$$
\begin{gathered}
\left\{\begin{array}{l}
s_{q}(0)=0 \\
s_{q}(q m+a)=s_{q}(m)+a, 0 \leq a \leq q-1
\end{array}\right. \\
u_{j}(m)= \begin{cases}r-1 & \text { if } s_{q}(m) \equiv j \bmod r \\
-1 & \text { otherwise }\end{cases}
\end{gathered}
$$

Then we have the equality

$$
\prod_{m=0}^{\infty}\left(\frac{m+1}{q[m / q]+1}\right)^{u_{j}(m)}=q^{j+(1-r) / 2}
$$

where $[a]$ represents the largest integer smaller than $a$. In particular, taking $q=r=2$ and $j=0$, we have the $W$ - $R$ identity.

The Chapter 2 of this thesis aims to generalize this result to multi-index automatic sequences, a notion generalized from Definition 1 and studied in [40].

Definition We let $\underline{x}$ denote an $n$-tuple $\left(x_{1}, x_{2} \ldots x_{n}\right)$ and let $d \geq 2$ be an integer. A sequence $\left(a_{\underline{n}}\right)_{\underline{n} \geq \underline{0}}$ with values in the set $\mathcal{A}$ is called $d$-automatic if and only if its $d$-kernel $\mathcal{N}_{d}(a)$ is finite, where the $d$-kernel of the sequence $\left(a_{\underline{x}}\right)_{\underline{x} \geq 0}$ is the set of subsequences defined by

$$
\mathcal{N}_{d}(\underline{a})=\left\{\left(m_{1}, m_{2} \ldots m_{n}\right) \longmapsto a_{\left(d^{k} m_{1}+l_{1}, d^{k} m_{2}+l_{2}, \ldots, d^{k} m_{n}+l_{n}\right)} ; k \geq 0, \underline{(0)} \leq \underline{l} \leq \underline{\left(d^{k}-1\right)}\right\}
$$

Remarking that constant sequences are a kind of particular automatic sequences, the Dirichlet sequences in the form $\sum_{\left(n_{1}, n_{2} \ldots n_{I}\right) \in \mathbf{N}_{+}^{I}} \frac{n_{1}^{\mu_{1}} n_{2}^{\mu_{2}} \ldots n_{I}^{\mu_{I}}}{p\left(n_{1}, n_{2}, . . n_{I}\right)^{s}}$ have been largely studied, where $\left(\mu_{1}, \mu_{2}, \ldots \mu_{I}\right) \in \mathbf{N}_{+}^{I}$ and $p$ is a $I$-variable function. R.H. Mellin [34] firstly proved in 1900 that the functions above have a meromorphic continuation to the whole complex plane when $\mu_{i}=0$ for all indexes $i$, then K. Mahler [32] generalized the result to the case that $\mu_{i}$ are arbitrary positive integers when the polynomial satisfies the elliptic condition in 1927. In 1987, P. Sargos [41] proved that the condition " $\lim \left|p\left(n_{1}, n_{2} \ldots n_{I}\right)\right| \rightarrow \infty$ when $\left|\left(n_{1}, n_{2} \ldots n_{I}\right)\right| \rightarrow \infty$ and $p$ is non-degenerate" is sufficient for these Dirichlet sequences to have a meromorphic continuation. In 1997, D. Essouabri [20] generalized the condition to the case, $\frac{\partial_{\mu} p(\underline{x})}{p(\underline{x})}=\mathcal{O}(1), \forall \underline{\mu} \in \mathbf{Z}_{+}^{n}$. In Chapter 2 the author finds a sufficient condition for the sequences $\sum_{\underline{x} \in \mathbf{N}^{n}} \frac{a_{\underline{x}} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{P(\underline{x})^{s}}$ to have a meromorphic continuation over $\mathbf{C}$. The main result is announced as follows:

Theorem 1.3. Let $p$ be an elliptic polynomial of $n$ variables and $\left(a_{\underline{x}}\right)_{\underline{x}>\underline{0}}$ be q-automatic, then for a given $n$-tuple $\underline{\mu}$, the function $\sum_{(\underline{x}) \in \mathbf{N}_{+}^{n}} \frac{a_{\underline{x}} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{p(\underline{x})^{s}}$ admits an abscissa of convergence $\sigma$ such that it converges absolutely on the half-plane $\Re(s)>\sigma$ and has a meromorphic continuation on the whole complex plane. Furthermore, the poles of this function (if any) are located on a finite number of left semi-lattices.

### 1.1.2 Automatic power series

Another application of the finiteness of the $k$-kernel is to build links between automatic power series and functional equations.

Definition Let $\sum_{n \geq 0} a_{n} x^{n}$ be a formal power series defined over a field $\mathbf{F}$. We say it is automatic if the sequence of its coefficients is automatic.

It is proved that all automatic power sequences over an arbitrary field satisfy a functional equation.

Theorem 1.4. ([4]) let $f \in F((x))$ be a $k$-automatic power series, then there exist polynomials $a_{0}(x), a_{1}(x), \ldots, a_{m}(x) \in F[x]$ with $a_{0}(x) a_{m}(x) \neq 0$ such that

$$
\sum_{i=0}^{m} a_{i}(x) f\left(x^{k^{i}}\right)=0
$$

We may ask the reversal question: given a functional equation, what does the solution look like? This question has been widely studied in [12] [17] [11] [16]. In [12] G. Christol answered this question for power sequences defined over a finite field: he proved that there is an equivalence between being a solution of such a functional equation and being an automatic power series.

Definition Let $\mathbf{F}$ be any field. We say that a formal power series $f(x) \in \mathbf{F}((x))$ is algebraic if it is algebraic over $\mathbf{F}(x)$, that is, if there exist $d \in \mathbf{N}$ and polynomials $a_{i}(x) \in \mathbf{F}[x]$ for $i=0, \ldots, d$, such that $a_{d}(x) \neq 0$ and

$$
\sum_{i=0}^{d} a_{i}(x) f(x)^{i}=0
$$

Theorem 1.5. ([12]) Let $\mathbf{F}_{q}$ be a finite field of characteristic $p$. A formal power series $f(x)=\sum_{n \geq 0} a_{n} x^{n} \in F((x))$ is algebraic over the rational function field $\mathbf{F}_{q}(x)$ if and only if the sequence of its coefficients is $q$-automatic.

However, things are going to be complicated for an arbitrary field, namely for $\mathbf{R}$ or $\mathbf{C}$, even though the simplest equation does not lead to general conclusions:

$$
f(x)=p(x) f\left(x^{k}\right)
$$

where $p$ is a polynomial. It is known that coefficients of solutions of above functional equation satisfy a more complicated structure, but it is still unknown if there are some restrictions on $p$ to make the solutions to be automatic. P. Dumas studied asymptotic properties of coefficients of solutions of above equation [17], S. Checcoli and J. Roques found all polynomials of low degree such that the power series $f$ defined by the above functional equations are automatic [11].

Definition Let $(a(n))_{n \geq 0}$ be a sequence defined over a field $\mathbf{F}$, it is called $k$-regular if the F-module generated by

$$
\operatorname{Ker}\left(\left(a_{n}\right)_{n \in \mathbf{N}}\right)=\left\{\left(a_{k^{l} n+i}\right)_{n \in \mathbf{N}} \mid l \in \mathbf{N}, 0 \leq i<k^{l}\right\}
$$

is a finitely-generated $\mathbf{F}$-module. A formal power series $f(x) \in \mathbf{F}((x))$ is called regular if the sequence of its coefficients is regular.

Theorem 1.6. ([17]) Let $k$ be an integer larger then 1 and $p(x) \in \mathbf{F}[x]$, then all power sequences $f(x)=\sum_{n \geq 0} a_{n} x^{n} \in F((x))$ satisfying equation

$$
f(x)=p(x) f\left(x^{k}\right)
$$

are $k$-regular.
In Chapter 3 the author finds some properties of automatic power sequence $f(x)$ defined over $\mathbf{Q}$ satisfying the equation above. Main results are as follows:

Theorem 1.7. For given integers $q \geq 2$ and $d \geq 0$, there exist finitely many polynomials of degree d defined over the field of rational numbers $\mathbf{Q}$, say $p_{1}(x), p_{2}(x), \ldots p_{k}(x)$, such that $\prod_{s=0}^{\infty} p_{j}\left(x^{q^{s}}\right)=\sum_{i=1}^{\infty} c_{i} x^{i}$ is a $q$-automatic power series for $j: 1 \leq j \leq k$.

Theorem 1.8. If the power series $F(x)=\prod_{s=0}^{\infty} \frac{1}{f\left(x^{q^{s}}\right)}=\sum_{i=0}^{\infty} c_{i} x^{i}$ is $q$-regular, then there exists a polynomial $Q(x)$ such that $f(x) \left\lvert\, \frac{Q\left(x^{q}\right)}{Q(x)}\right.$, Furthermore $F(x)$ can be written as

$$
F(x)=Q(x) \prod_{i=1}^{\infty} R\left(x^{q}\right)
$$

where $R(x)=\frac{Q\left(x^{q}\right)}{Q(x) f(x)}$ is a polynomial.

### 1.2 Automatic sequence and language theory

In this section, we will give a definition of automatic sequence using the notion of automaton. To do so, let us give firstly a definition of a finite automaton:

Definition Let a (finite) alphabet $\sum$ to be a (finite) set of elements, we say a word $a$ over $\sum$ if $a$ is a string of elements in $\sum$, in particuler the empty word is a word over all $\sum$, let
us denote by $\sum^{*}$ the set of words over $\sum$. We say that $L$ is a language over $\sum$ if $L$ is a subset of $\sum^{*}$.

Definition A deterministic finite automaton, or DFA, $\mathcal{M}$ is defined to be a 5 -tuple $\mathcal{M}=$ $\left(\mathcal{Q}, \sum, \delta, q_{0}, \mathcal{F}\right)$
where
$\mathcal{Q}$ is a finite set of states,
$\sum$ is the finite input alphabet,
$\delta: \mathcal{Q} \times \sum \rightarrow \mathcal{Q}$ is the transition function,
$q_{0} \in \mathcal{Q}$ is the initial state, and
$\mathcal{F} \subseteq \mathcal{Q}$ is the set of accepting states.

A $k$-automatic sequence can be defined as an output of a $k$-deterministic finite automaton with output, which is denoted by $k$-DFAO. Comparing with a DFA, a DFAO is defined to be a 6 -tuple $\mathcal{M}=\left(\mathcal{Q}, \sum_{k}, \delta, q_{0}, \Delta, \tau\right)$. Where $\mathcal{Q}, \sum, \delta, q_{0}$ are defined as they were in the previous definition, $\sum_{k}=\{0,1,2, \ldots, k-1\}, \Delta$ is the output alphabet, and $\tau: \mathcal{Q} \rightarrow \Delta$ is the output function. Such a machine $\mathcal{M}$ defines a function from $\sum^{*}$ to $\Delta$, which we denote as $f \mathcal{M}(w)$, as follows: $f \mathcal{M}(\omega)=\tau\left(\delta\left(q_{0}, \omega\right)\right)$.

Definition We say the sequence $\left(a_{n}\right)_{n \in \mathbf{N}}$ over a finite alphabet $\Delta$ is $k$-automatic if there exists a $k$-DFAO $\mathcal{M}=\left(\mathcal{Q}, \sum_{k}, \delta, q_{0}, \Delta, \tau\right)$ such that $a_{n}=\tau\left(\delta\left(q_{0}, \omega\right)\right)$ for all $n \geq 0$ and all $w$ with $[w]_{k}=n$, where $[w]_{k}$ represents the number whose expansion in base $k$ is $w$.

It is easy to see that there is a natural equivalence between this definition and the one presented in Section 1. Here we redefine the two examples in the previous section.

Example The DFAO of the Thue-Morse sequence is as follows:


The DFAO of the Rudin-Shapiro sequence is as follows:


Remarking that in language theory, there is another notion related to automaton, called regular languages.

Definition The set of regular languages over an alphabet $\sum$ is defined recursively as follows:
a) The empty language and the set of empty word are regular languages.
b) For each element $a \in \sum$, the language $\{a\}$ is a regular language.
c) If $A$ and $B$ are regular languages, then the union, the concatenation and the free monoid generated by one of them are regular languages.
d) No other languages over $\sum$ are regular.

Theorem 1.9. (see,e.g.,[5]) A language is accepted by a DFA if and only if it is a regular language.

Theorem 1.10. (see,e.g.,[5]) Let $\mathcal{M}=\left(\mathcal{Q}, \sum_{k}, \delta, q_{0}, \Delta, \tau\right)$ be a $k$-DFAO, then for all $d \in \Delta$ the set $I d(\mathcal{M})=\left\{w \in \sum^{*}: \tau\left(\delta\left(q_{0}, \omega\right)\right)=d\right\}$ is a regular language.

As we can see, there is a strong relation between automatic sequences and regular languages, we may expect to use combinatorial properties of regular languages to prove some asymptotic properties of automatic sequences. Let us firstly recall some notion of densities used to study asymptotic properties of sequences:

Definition Let $E$ be a subset of the integers. We say that the set $E$ has an asymptotic density or a natural density $d$ if the limit

$$
d=\lim _{x \rightarrow \infty} \frac{1}{x} \sharp\{n \leq x ; n \in E\}
$$

exists.
We say that the set $E$ has a logarithmic density $\delta$ if the limit

$$
\delta=\lim _{x \rightarrow \infty} \frac{1}{\log x} \sum_{n \leq x, n \in E} \frac{1}{n}
$$

exists.
We say that the set $E$ has an analytic density $\delta^{\prime}$ if the limit

$$
\delta^{\prime}=\lim _{s \rightarrow 1+}(s-1) \sum_{n \geq 1, n \in E} \frac{1}{n^{s}}
$$

exists. We call these limits respectively asymptotic density, logarithmic density and analytic density.

Theorem 1.11. ([2]) The existence of asymptotic density implies the existence of logarithmic density, and their values coincide;
The existence of logarithmic density is equivalent to the existence of analytic density, and their values coincide.

Theorem 1.12. (see,e.g.,[5]) Let $L \subseteq \sum^{*}$ be a regular language. Then there exists a constant $n \geq 1$ such that for all words $z \in L$ with length larger then $n$, there exists a decomposition $z=u v w$, where $u, v, w \in \sum^{*}$ and $v$ is non-empty such that $u v^{i} w \in L$ for all $i \geq 0$. Furthermore, the constant $n$ can be taken to be the number of states in the minimal DFA for $L$.

This theorem is called pumping lemma, what it is saying is that if a word is long enough, then there must be some loops on the chain from the initial state to some acceptable state, so that all words obtained by repeating finitely many times one of the loops are also acceptable.


If we apply the same idea to study the asymptotic property of an automatic sequence then we have the following property

Theorem 1.13. ([42]) Let $\left(a_{n}\right)_{n \in \mathbf{N}}$ be a $k$-automatic sequence and $q$ be the number of states of a direct automaton generating $\left(a_{n}\right)_{n \in \mathbf{N}}$ then for any $m, y \in \mathbf{N}$. We have equality between the sets $\left\{a_{n} \mid m k^{q!} \leq n<(m+1) k^{q!}\right\}=\left\{a_{n} \mid m k^{y q!} \leq n<(m+1) k^{y q!}\right\}$.

As a consequence,
Corollary 1.3. Let $\left(a_{n}\right)_{n \in \mathbf{N}}$ be an automatic sequence, then there exists a integer $k$ such that for all couple of integers $r, s$ such that $r>k, s>0$, if there is some $a_{n}$ not in the set $\left\{a_{n} \mid s \leq n<s+r\right\}$, then either the element $a_{n}$ does not have an asymptotic density or its density is 0 .

We remark that Theorem 1.13 is not announced as this form in [42], but it is an intermediate result of the proof of Theorem 1 in [42], for which the hypothesis of complete multiplicativity is not necessary. For more details, see Lemma 3, Theorem 1 in [42] and Proposition 3.1 in Chapter 3.

### 1.3 Substitution and complexity

The definition of Thue-Morse sequence presented in Section 1 can be reformulated by using a monoid endomorphism. Let $\phi$ be a monoid endomorphism of the set $\{0,1\}^{*}$ such that $\phi(0)=01$ and $\phi(1)=10$, then

$$
\begin{aligned}
& \phi^{0}(1)=1 \\
& \phi^{1}(1)=10 \\
& \phi^{2}(1)=1001 \\
& \phi^{3}(1)=10010110 \\
& \phi^{4}(1)=1001011001101001 \ldots
\end{aligned}
$$

So that the Thue-Morse sequence can be defined as $\lim _{n \rightarrow \infty} \phi^{n}(1)$ which exists. Let us denote this limit by $\phi^{\infty}(1)$.

Definition Let $\sum$ be an alphabet and $k$ be a positive integer, A $k$-substitution is an endomorphism of $\sum^{*}$ such that the image of each letter in $\sum$ is of length $k$.

So the morphism $\phi$ defined as above is a 2 -substitution.
For the Rudin-Shapiro sequence, there is a 2 -substitution over an alphabet of 4 elements $\{A, B, C, D\}$ such that

$$
\begin{aligned}
& s(A)=A B \\
& s(B)=A C \\
& s(C)=D B \\
& s(D)=D C
\end{aligned}
$$

So $s^{\infty}(A)=A B A C A B D B A B A C D C A C \ldots$, then the Rudin-Shapiro sequence is obtained by replacing $A, B$ by 1 and $C, D$ by -1 .

Theorem 1.14. (Cobham [19]) Let $k$ be a positive integer and $(a(n))_{n \geq 0}$ be a sequence. The following conditions are equivalent:
a) The sequence $(a(n))_{n \geq 0}$ is $k$-automatic.
b) The $k$-kernel of $(a(n))_{n \geq 0}$ is finite.
c) The sequence $(a(n))_{n \geq 0}$ is the pointwise image of a fixed point of a $k$-substitution.

Now let us show how this kind of sequences are classified between "ordered" and totally disordered. To do so, we have to measure the "complexity" of a sequence. Here we introduce some different measures of the complexity of an infinite sequence.

Definition Let $u$ be an infinite sequence of symbols from an alphabet $\sum$. We define the subword complexity $p_{u}(n)$ of $u$ to be the number of different words of length $n$ in $u$.

This definition is the one most used in complexity analysis, however some other complexities can be defined such as: Let $u$ be an infinite sequence of symbols from an alphabet $\sum$.

Definition We define the square complexity $p d_{u}(n)$ of $u$ to be the number of different words of type $a a$ of length $n$ in $u$, where $a \in \sum^{*}$.

Definition We define the cube complexity $p t_{u}(n)$ of $u$ to be the number of different words of type aaa of length $n$ in $u$, where $a \in \sum^{*}$.

Definition We define the palindromic complexity $p p_{u}(n)$ of $u$ to be the number of different words $a$ of length $n$ in $u$, such that $a$ equals to its reverse, i.e., $a=x_{0} x_{1} x_{2} \ldots x_{k-1} x_{k} x_{k-1} \ldots x_{2} x_{1} x_{0}$ or $a=x_{0} x_{1} x_{2} \ldots x_{k-1} x_{k} x_{k} x_{k-1} \ldots x_{2} x_{1} x_{0}$.

Definition We define the palindromic length complexity $p l_{u}(n)$ to be the minimal number of decomposition in palindromic words of the prefix of $u$ of size $n$, i.e.,

$$
p l_{u}(n)=\min \left\{k \mid u_{0} u_{1} u_{2} \ldots u_{n}=p_{1} p_{2} \ldots p_{k} ; p_{i} \text { are palindromic words }\right\} .
$$

The subword complexity varies from a constant to exponential:
Example The subword complexity of a constant sequence is constant;
The subword complexity of an ultimately periodic sequence is bounded;
The subword complexity of the Barbier infinite word

$$
B=123456789101112131415161718192021 \ldots
$$

which is the infinite concatenation of the decimal expansions of the positive integers written in increasing order, is exponential: $p_{B}(n)=10^{n}$ for all $n \geq 0$.

Theorem 1.15. (see,e.g.,[5]) Almost all sequences $w$ over a finite alphabet $\sum$ satisfy $p_{w}(n)=\left|\sum\right|^{n}$ for all $n \geq 0$.
Theorem 1.16. (Cobham [13]) If $w$ is an automatic sequence, then $p_{w}(n)=\mathcal{O}(n)$ for all $n \geq 0$.

The last two theorems show the distinction between automatic sequences and random sequences. Here let us consider the Thue-Morse sequences as example:

Theorem 1.17. ([31],[10],[36],[39],[9]) The Thue-Morse sequences $(a(n))_{n \geq 0}$ satisfies a) $p_{a}(n) \leq 4 n$ for all $n \geq 0$,
b) all squares in $(a(n))_{n \geq 0}$ are of the form $\phi^{k}(00), \phi^{k}(11), \phi^{k}(010010)$, or $\phi^{k}(101101)$ for some $k \geq 0$, as a consequence, $p d_{a}(n) \leq 4 n$ for all $n \geq 0$,
c) $(a(n))_{n \geq 0}$ is an overlap-free sequence, i.e., it does not contain any words of type ababa with $a \in \sum, b \in \sum^{*}$, consequently $p t_{a}(n)=0$ for all $n \geq 0$,
d) $p p_{a}(n)$ is 0,2 or 4 .

In Chapter 5, the author studies the palindromic length complexity of Thue-Morse sequence and find all sequences which have the same palindromic length complexity as Thue-Morse's. The main result is as follows:

Theorem 1.18. Let us define a class of infinite sequences $\mathcal{C}$ as follows:
Let $\sum$ be an alphabet which contains at least two letters and let $a \in \sum$.
Let $F$ be the set of bijections over $\sum$.
Let $\left(f_{n}\right)_{n \in \mathbf{N}}$ be a sequence over $F$ and $\left(w_{n}\right)_{n \in \mathbf{N}}$ be a sequence of finite words over $\sum$ which are defined recursively as:

$$
f_{i} \in F \text { such that } f_{i}\left(w_{i}\right) \neq w_{i} \forall i \geq 0,
$$

and

$$
\left\{\begin{array}{l}
w_{0}=a \\
w_{n}=w_{n-1} f_{n-1}\left(w_{n-1}\right) f_{n-1}\left(w_{n-1}\right) w_{n-1}, \forall n>0 .
\end{array}\right.
$$

Then all sequences in $\mathcal{C}$ share the same palindromic length complexity.

### 1.4 Completely multiplicative functions

Definition A function $f: \mathbf{N} \rightarrow \mathbf{G}$, where $G$ is a group, is called completely multiplicative if $f(n m)=f(n) f(m)$. It is called multiplicative if $f(n m)=f(n) f(m) \forall(n, m)$ such that $(n, m)=1$.

The motivation is to study the completely multiplicative automatic functions, and answer the two conjectures proposed respectively in [28] and [1].

Conjecture 1.1. For any multiplicative $q$-automatic function $f: \mathbf{N} \rightarrow \mathbf{C}$ there exists an eventually periodic function $g: \mathbf{N} \rightarrow \mathbf{C}$ such that $f(p)=g(p)$ for all primes $p$.

Definition Let $f: \mathbf{N} \rightarrow \mathbf{G}$ be completely multiplicative, we call $f$ as a mock character if there are only finitely many primes $p$ such that $f(p)=0$.
Let $f$ and $g$ be two completely multiplicative functions and $y$ be a positive integer, we define a distance $\mathbb{D}(., . ; y)$ between these functions as $\mathbb{D}^{2}(f, g ; y)=\sum_{p \leq y, p \in \mathbf{p}} \frac{1-\Re(f(p) g(p))}{y}$.

Conjecture 1.2. For any mock character $k$, there exists a Dirichlet character $\chi$ such that $\mathbb{D}(k, \chi, y)$ is bounded. Conversely, if $k: \mathbf{Z} \rightarrow \mathbf{U}$ is completely multiplicative and a bounded distance from some Dirichlet character, then $k$ must be a mock character. where $\mathbf{U}$ is the complex unit disc.

This topic has been studied in [42] [1] [27] [30]. In article [42], the author proved that non-vanishing completely multiplicative automatic sequences are almost periodic (defined in [42]). In article [1], the authors gave a formal expression to all sequences in the nonvanishing case and also some examples in the vanishing case. In article [27], Y. Hu studied completely multiplicative sequences in general and extended the results under a weaker condition. Here we prove that completely multiplicative automatic sequences are rare and have the same expression as the one in [1]. To do so, let us begin by reviewing some asymptotic properties of (completely) multiplicative functions.

Let $G$ be a group and let $f: \mathbf{N} \rightarrow G$ be a function. It was proved by I. Z. Ruzsa [38] that, if $G$ is an Abelian group and $f$ is a multiplicative function, then all elements in $G$ have a nature density.

Theorem 1.19. ([38]) Let $G$ be an Abelian group and $f$ a multiplicative function over $G$, let

$$
E=\left\{g \mid g \in G, \sum_{f(p)=g, p \in \mathbf{P}} \frac{1}{p}=\infty\right\}
$$

where $\mathbf{P}$ is the set of primes and $G_{1}$ the subgroup of $G$ generated by $E$. If

$$
\left|G_{1}\right|<\infty, \sum_{f(p) \notin G_{1}} \frac{1}{p}<\infty
$$

then $d(g)>0$ for all $g \in \operatorname{Imf}$ and the value depends only on the coset $h G_{1}$ in which $g$ lies, otherwise $d(g)=0$.

This theorem can be extended to the case $G \cup\{0\}$ with restriction that $\sum_{f(p)=0} \frac{1}{p}<\infty$ and $f$ is completely multiplicative. A similar topic has also been studied by P. Erdös and A. Wintner. In [19] Erdös conjectured that if $f$ evaluates over $\{1,-1\}$, then the mean value $M(f)=\lim _{N \rightarrow \infty} \frac{\sum_{i=1}^{N} f(i)}{N}$ exists. H. Delange [15] proved this for all real-evaluated multiplicative functions, under the condition that $\sum_{p \in \mathbf{P}} \frac{1-f(p)}{p}<\infty$ and $|f(n)| \leq 1$. In which case $M(f) \neq 0$ unless $f\left(2^{k}\right)=-1$ for every $k \in N$. After that E. Wirsing [43] proved that if the previous series diverges, then $M(f)=0$. And these results were extended to complex valued multiplicative functions by G. Halász [26].

To study the subword complexity of $f$, it may be useful to check also the density of words of arbitrary length. It is conjectured by Elliott [18] that if the multiplicative functions $f_{1}, f_{2}, \ldots f_{l}$ defined over $\mathbf{U}$ are aperiodic, then for all distinct integers $n_{1}, n_{2}, \ldots n_{l}$ we have

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{m=1}^{N} f_{0}(m) f_{1}\left(m+n_{1}\right) \ldots f_{l}\left(m+n_{l}\right)=0
$$

What we mean by aperiodic sequences are those sequences $f$ satisfying $M(f(a x+b))=$ 0 for all couple of positive integers $a, b$. As a consequence, the subword complexity of aperiodic function over a finite alphabet is exponential. This conjecture was proved by N. Frantzikinakis [21] with a stronger hypothesis:

Theorem 1.20. ([21]) Let $p_{1}, \ldots, p_{l}$ be linearly independent polynomials over $\mathbf{Z}$ and $f_{1}, f_{2}, \ldots f_{l}$ be multiplicative functions over $\mathbf{U}$, at least one of which is strongly aperiodic. Then there exists a sequence of intervals $\left(M_{k}\right)_{k \in N}$ with $M_{k} \rightarrow \infty$ such that

$$
U D-\lim _{n \rightarrow \infty} \frac{1}{M_{k}} \sum_{m=1}^{M_{k}} f_{0}(m) f_{1}\left(m+p_{1}(n)\right) \ldots f_{l}\left(m+p_{l}(n)\right)=0
$$

We write $U D-\lim _{n \rightarrow \infty} a(n)=c$, if for every $\epsilon>0$ the set $\mathbf{n} \in \mathbf{N}^{r}:|a(\mathbf{n})-c| \geq \epsilon$ has uniform density 0 . A multiplicative function $f$ is called strongly aperiodic if $\min _{|t| \leq N} \mathbb{D}\left(f \cdot \chi, n^{i t} ; N\right) \rightarrow \infty$ as $n \rightarrow \infty$ for every Dirichlet character $\chi$.

With the same assumption of strongly aperiodic and dynamical analysis, the same author proves that the non-zero mean value in logarithm density implies the upper linear growth of subword complexity.

Theorem 1.21. ([22]) If the multiplicative function $f: \mathbf{N} \rightarrow \mathbf{U}$ has finite range, is strongly aperiodic, and does not converge to zero in logarithmic density, then $\lim _{n \rightarrow \infty} \frac{p(n)}{n}=\infty$, where $p(n)$ is the subword complexity of $f$ of length $n$.

Another result from dynamical analysis was obtained by M. Lemańczyk and C. Müllner [30] in which they consider an automatic sequence defined by primitive uniform substitution.

Theorem 1.22. ([30]) Let $\delta$ be a primitive substitution of constant length $k$. Then the numerical automatic sequence $\left(a_{n}\right)_{n \in \mathbf{N}}$ generated by infinite substitutions of an initial letter $x$ is orthogonal to any bounded, aperiodic, multiplicative function $f: \mathbf{N} \rightarrow \mathbf{C}$ i.e., if $\left(a_{n}\right)_{n \in \mathbf{N}}=\lim _{m \rightarrow \infty} \delta^{m}(x)$, then

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i \leq n} a_{i} f(i)=0 .
$$

As we can see, most of completely multiplicative functions are aperiodic. So their subword complexities are larger than linear, while the subword complexities of automatic sequences are bounded by linear functions. As a consequence, the intersection of these two classes of sequences should be rare. The main result introduced in Chapter 3 is a classification of all completely multiplicative automatic sequences.

Theorem 1.23. Let $\left(a_{n}\right)_{n \in \mathbf{N}}$ be a CMAS; then, it can be written in the following form: -either there is at most one prime $p$ such that $a_{p} \neq 0$ and $a_{q}=0$ for all other primes $q$ -or $a_{n}=\epsilon^{v_{p}(n)} X\left(\frac{n}{p^{v_{P}(n)}}\right)$, where $(X(n))_{n \in \mathbf{N}}$ is a Dirichlet character.

## Chapter 2

## Generalized Dirichlet series of $n$ variables associated with automatic sequences

### 2.1 Introduction

The propose of this article is to give a sufficient condition for the meromorphic continuation of Dirichlet series of form $\sum_{\underline{x} \in \mathbf{N}_{+}^{n}} \frac{a_{\underline{x}} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{P(\underline{x})^{i}}$, where $\left(a_{\underline{x}} \underline{x}_{\underline{x} \in \mathbf{N}_{+}^{n}}\right.$ is a $q$-automatic sequence of $n$ parameters, $\mu_{i} \in \mathbf{Z}_{+}$and $P: \mathbf{N}^{n} \rightarrow \mathbf{R}$ a polynomial, such that $P$ does not have zeros in $\mathbf{Q}_{+}^{n}$. Some specific cases for $n=1$ are studied in this article as examples to show the possibility to have an holomorphic continuity on the whole complex plane. Some equivalences between infinite products are also built as consequences of these results. The Dirichlet sequences of the form $\sum_{n=1}^{\infty} \frac{a_{n}}{n^{s}}$ have been studied in [2], and our work is a natural generalization of the results in the above article by using the same method of calculations.

### 2.2 Notation, definitions and basic properties of automatic sequences

Here we define some notation used in this article. We let $\underline{x}$ denote an $n$-tuple ( $x_{1}, x_{2} \ldots x_{n}$ ). We say $\underline{x} \geq \underline{y}$ (resp. $\underline{x}>\underline{y}$ ) if and only if $\underline{x}-\underline{y} \in \mathbf{R}_{+}^{n}\left(\right.$ resp. $\left.\underline{x}-\underline{y} \in \mathbf{R}_{+}^{n}\right)$, and we have an analogue definition for the symbol $\leq$ (resp. <). We let $\underline{x}^{\underline{\mu}}$ denote the $n$-tuple $\left(x_{1}^{\mu_{1}}, x_{2}^{\mu_{2}} \ldots x_{n}^{\mu_{n}}\right)$. For a constant $c$, we let $\underline{c}$ denote the tuple $(c, c \ldots c)$ and for two tuples $\underline{x}$ and $\underline{y}$, we let $\langle\underline{x}, \underline{y}\rangle$ denote the real number $\sum_{i=1}^{n} x_{i} y_{i}$. For an $n$-tuple $\left(x_{1}, x_{2} \ldots x_{n}\right)$, we let || $\|_{d}$ denote the norm $d$ and let || || or || \|| ${ }_{2}$ denote the norm 2 .

Definition Let $q \geq 2$ be an integer. A sequence $\left(a_{\underline{x}}\right)_{\underline{x} \geq \underline{0}}$ with values in the set $\mathcal{A}$ is called $q$-automatic if and only if its $q$-kernel $\mathcal{N}_{q}\left(\left(a_{\underline{x}}\right)_{\underline{x} \geq \underline{0}}\right)$ is finite, where the $q$-kernel of the
sequence $\left(a_{\underline{x}}\right)_{\underline{x} \geq 0}$ is the set of subsequences defined by
$\mathcal{N}_{q}\left(\left(a_{\underline{x}}\right)_{\underline{x_{2}} \underline{0}}\right)=\left\{\left(m_{1}, m_{2} \ldots m_{n}\right) \longmapsto a_{\left(q^{k} m_{1}+l_{1}, q^{k} m_{2}+l_{2}, \ldots, q^{k} m_{n}+l_{n}\right)} ; k \geq 0, \underline{(0)} \leq \underline{l} \leq \underline{\left(q^{k}-1\right)}\right\}$.
Remark A $q$-automatic sequence necessarily takes finitely many values. Hence we can assume that the set $\mathcal{A}$ is finite.

Because of the definition of $q$-automatic with $n$ variables, there are some basic properties.

Theorem 2.1. Let $q \geq 2$ be an integer and $\left(a_{\underline{x}}\right)_{\underline{x} \geq 0}$ be a sequence with values in $\mathcal{A}$. Then, the following properties are equivalent:
(i) The sequence $\left(a_{\underline{x}}\right)_{\underline{x} \geq 0}$ is $q$-automatic
(ii) There exists an integer $t \geq 1$ and a set of $t$ sequences $\left.\mathcal{N}^{\prime}=\left\{\left(a_{\underline{x}}^{1}\right)_{\underline{x} \geq 0}, \ldots,\left(a_{\underline{x}}^{t}\right)_{\underline{x} \geq 0}\right\}\right)$ such that

- the sequence $\left(a_{\underline{x}}^{1}\right)_{\underline{x} \geq 0}$ is equal to the sequence $\left(a_{\underline{x}}\right)_{\underline{x} \geq 0}$
- the set $\mathcal{N}^{\prime}$ is closed under the maps $\left(a_{\underline{x}}\right)_{\underline{x} \geq \underline{0}} \longmapsto\left(a_{q \underline{x}+\underline{y}}\right)_{\underline{x} \geq 0}$ for $\underline{0} \leq \underline{y} \leq \underline{q-1}$
(iii) There exist an integer $t \geq 1$ and a sequence $\left(A_{\underline{x}}\right)_{\underline{x} \geq 0}$ with values in $\mathcal{A}^{t}$, that we denote as a column vector, as $\left(A_{1,1 \ldots 1}, A_{2,1 \ldots 1}, A_{1,2 \ldots 1} \ldots A_{1,1 \ldots 2}, A_{2,2 \ldots 1 \ldots}\right)^{t}$. There exist $q^{n}$ matrices of size $t \times t$, say $M_{1,1 \ldots 1}, M_{1,2 \ldots 1 \ldots} M_{q, q . q}$, with the property that each row of each $M_{i}$ has exactly one entry equal to 1 , and the other $t-1$ entries equal to 0 , such that:
- the first component of the vector $\left(A_{\underline{x}}\right)_{\underline{x} \geq 0}$ is the sequence $\left(a_{\underline{x}}\right)_{\underline{x} \geq 0}$
- for each $\underline{y}$ such that $\underline{0} \leq \underline{y} \leq \underline{q-1}$, the equality $A_{q \underline{x}+\underline{y}}=M_{\underline{y}} A_{\underline{x}}$ holds.

Proof. It is a natural consequence of the finiteness of the set $\mathcal{N}^{\prime}$, see for example [40].
Proposition 2.1. Let $\left(a_{\underline{x}}\right)_{\underline{x} \geq \underline{0}}$ be a $q$-automatic sequence and $\left(b_{\underline{x}}\right)_{\underline{x} \geq 0}$ be a periodic sequence of period $\underline{c}$. Then the sequence $\left(a_{\underline{x}} \times b_{\underline{x}}\right)_{\underline{x} \geq 0}$ is also $q$-automatic and its $q$-kernel can be completed in such a way that all transition matrices of the maps $\left(a_{\underline{x}} \times b_{\underline{x}}\right)_{\underline{x} \geq 0} \longmapsto$ $\left(a_{q \underline{x}+\underline{y}} \times b_{q \underline{x}+\underline{y}}\right)_{\underline{x} \geq \underline{0}}$ on the new set are independent on the choice of the values taken by the sequence $\left(b_{\underline{x}}\right)_{\underline{x} \geq 0}$.

Proof. As $\left(a_{\underline{x}}\right)_{\underline{x} \geq 0}$ is a $q$-automatic sequence, we let
$\mathcal{N}_{a}:\left\{\left(a_{\underline{x}}^{(1)}\right)_{\underline{x} \geq 0},\left(a_{\underline{x}}^{(2)}\right)_{\underline{x} \geq 0}, \ldots,\left(a_{\underline{x}}^{(l)}\right)_{\underline{x} \geq 0}\right\}$ denote its $q$-kernel. The sequence $\left(b_{\underline{x}}\right)_{\underline{x} \geq 0}$ is a periodic sequence, thus it is also an $q$-automatic sequence, we let $\mathcal{N}_{b}:\left\{\left(b_{\underline{x}}^{(1)}\right)_{\underline{x} \geq \underline{0}},\left(b_{\underline{x}}^{(2)}\right)_{\underline{x} \geq \underline{0}}, \ldots,\left(b_{\underline{\underline{s}}}^{(s)}\right)_{\underline{x} \geq \underline{0}}\right\}$ denote the $q$-kernel of $\left(b_{\underline{x}}\right)_{\underline{x} \geq 0}$. As both of the $q$-kernel are finite, we can conclude that the set of Cartesian product of these two above sets is finite:

$$
\mathcal{N}_{a b}:\left\{\left(a_{\underline{x}}^{(i)} \times b_{\underline{x}}^{(j)}\right)_{\underline{x} \geq \underline{0}} \mid 0 \leq i \leq l, 0 \leq j \leq s\right\}
$$

which is the $q$-kernel of the sequence $\left(a_{\underline{x}} \times b_{\underline{x}}\right)_{\underline{x} \geq 0}$.

### 2.2. NOTATION, DEFINITIONS AND BASIC PROPERTIES OF AUTOMATIC SEQUENCES29

To the completion, we remark that there is a onto map from $\mathcal{N}_{b}^{\prime}$ to $\mathcal{N}_{b}$, where $\mathcal{N}_{b}^{\prime}$ is the $q$-kernel of the periodic sequence $\left(I_{\underline{x}}\right)_{\underline{x} \geq 0}$ defined by

$$
I_{\left(m_{1}, m_{2}, \ldots, m_{n}\right)}=\left(y_{1}, y_{2}, \ldots, y_{n}\right) \text { where } y_{i} \equiv m_{i} \quad \bmod c, 1 \leq i \leq n
$$

and the map is defined as

$$
\mathcal{N}_{b}^{\prime} \rightarrow \mathcal{N}_{b}:\left(I_{\underline{I_{x}}}\right)_{\underline{x} \geq \underline{0}} \rightarrow\left(b_{I_{\underline{x}}}\right)_{\underline{x} \geq \underline{0}} .
$$

So it is enough to work on the finite set $\mathcal{N}_{a} \times \mathcal{N}_{b}^{\prime}$.
Let us consider the Dirichlet series $f(s)=\sum_{\underline{x} \in \mathbf{N}^{n} / \underline{0}} \frac{a_{\underline{x}}}{p(\underline{x})^{s}}$, Where $a_{\underline{x}}$ is $q$-automatic, a necessary condition of the convergence of such series is that $|p(\underline{x})| \rightarrow \infty$ when $\|\underline{x}\| \rightarrow \infty$, here we want to find a sufficient condition.

An achievable assumption for $f(s)$ to be meromorphic is that the polynomial $p$ is elliptic, which means that, if the degree of $p$ is $d$ then the homogeneous polynomial $p_{d}(\underline{x})$ of $p(\underline{x})$ satisfies the condition

$$
p_{d}(\underline{x})>0, \forall \underline{x} \in\left[0, \infty\left[{ }^{n} \backslash\{(0,0, \ldots 0)\} .\right.\right.
$$

Before announcing the main theorem, we would like to study some properties of elliptic polynomials:

Lemma 2.1. Let $\left(r_{1}, r_{2}, . ., r_{n}\right)$ be a vector on $\mathbf{Z}_{+}^{n}$ such that $\sum_{i=1}^{n} r_{i}<d$ and $\underline{x} \in \mathbf{R}_{+}^{n}$ then:

$$
\frac{x_{1}^{r_{1}} x_{2}^{r_{2}} \ldots x_{n}^{r_{n}}}{\sum_{i=1}^{n} x_{i}^{d}}=\mathcal{O}\left(\|x\| \|_{i=1}^{\sum_{i}^{n} r_{i}-d}\right) \text {, when }\|x\| \rightarrow \infty .
$$

Proof. It is enough to see the following inequality:

$$
\sum_{i=1}^{n} x_{i}^{d}=\sum_{i=1}^{n} r_{i} \frac{1}{r_{i}} x_{i}^{d}=\sum_{i=1}^{n} \sum_{j=1}^{r_{i}} \frac{1}{r_{i}} x_{i}^{d} \geq\left(\prod_{i=1}^{n} \frac{1}{r_{i}^{r_{i}}} x_{i}^{d r_{i}}\right)^{\sum_{i=1}^{n^{1} r_{i}}},
$$

which is from the inequality of arithmetic and geometric means. With the assumption $\sum_{i=1}^{n} r_{i}<d$ and the equivalences between norms, we conclude $\frac{x_{1}^{r_{1}} x_{2}^{r_{2}} \ldots x_{n}^{r_{n}}}{\sum_{i=1}^{n} x_{i}^{d}} \leq \prod_{i=1}^{n} r_{i}^{r_{i}}\|x\|_{d}^{\sum_{i=1}^{n} r_{i}-d}=$ $\mathcal{O}\left(\left.\|x\|\right|^{\sum_{i=1}^{n} r_{i}-d}\right)$, when $\|x\| \rightarrow \infty$.

Lemma 2.2. If a polynomial $p$ is elliptic of degree $d$ and $p_{d}$ is the homogeneous polynomial of degree $d$ of $p$, then:
(i) all coefficients of terms $x_{1}^{d}, x_{2}^{d}, \ldots, x_{n}^{d}$ are positive;
(ii) $p_{d}(\underline{x}) \rightarrow \infty$ when $\|x\| \rightarrow \infty$;
(iii) there exists a positive number $\alpha$ such that $\forall \underline{x} \in\left[0, \infty\left[{ }^{n} \backslash\{(0,0, \ldots 0)\}, p_{d}^{\prime}(\underline{x})=\right.\right.$ $p_{d}(\underline{x})-\alpha \sum_{i=1}^{n} x_{i}^{d}>0 ;$
(iv) $p(\underline{x}) \rightarrow \infty$ when $\|x\| \rightarrow \infty$;
(v) there exists a positive number $\alpha$ such that $p^{\prime}(\underline{x})=p(\underline{x})-\alpha \sum_{i=1}^{n} x_{i}^{d} \rightarrow \infty$ when $\|x\| \rightarrow \infty$.

Proof. Assertion (i) is straightforward by evaluating the function at $(1,0, \ldots, 0),(0,1, \ldots, 0), \ldots,(0,0, \ldots, 1)$.
For (ii), let us consider the set

$$
\left\{p_{d}(\underline{x}) \mid \forall \underline{x} \in\left[0, \infty\left[n \backslash\{(0,0, \ldots 0)\},\|\underline{x}\|_{d}=1\right\},\right.\right.
$$

this set is closed because of closed map lemma and every element inside is larger then 0 , so that such a set admits a non-zero infimum, let us denote it by $\epsilon$. Then for an arbitrary $\underline{x}$, we have

$$
p_{d}(\underline{x})=\left\|\left.\underline{x}\right|_{d} ^{d} p_{d}\left(\frac{\underline{x}}{\|\underline{x}\|_{d}}\right) \geq\right\| \underline{x} \|_{d}^{d} \epsilon .
$$

For (iii), Setting

$$
p_{d}^{\prime}(\underline{x})=p_{d}(\underline{x})-\frac{\epsilon}{2} \sum_{i=1}^{n} x_{i}^{d},
$$

it is easy to check $p_{d}^{\prime}(\underline{x}) \geq\|x\|_{d}^{d} \epsilon-\frac{\epsilon}{2} \sum_{i=1}^{n} x_{i}^{d}>0, \forall \underline{x} \in\left[0, \infty\left[{ }^{n} \backslash\{(0,0, \ldots 0)\}\right.\right.$ and $\|\underline{x}\|_{d}=1$, then it follows that

$$
p_{d}^{\prime}(\underline{x})=\|\underline{x}\|_{d}^{d} \frac{p_{d}^{\prime}(\underline{x})}{\|\underline{x}\|_{d}^{d}}=\|\underline{x}\|_{d}^{d} p_{d}^{\prime}\left(\frac{\underline{x}}{\|\underline{x}\|_{d}}\right)>0,
$$

for all $\underline{x}$ in the set $\left[0, \infty{ }^{n} \backslash\{(0,0, \ldots 0)\}\right.$.
For (iv) it is enough to point out that each monomial of degree smaller then $d$ can be bounded above by a term of the form $\alpha \sum_{i=1}^{n} x_{i}^{d}$ because of Lemma 1 , and conclude by (iii).
(v) is a direct consequence of (iii) and (iv).

Lemma 2.3. Let $P$ be an elliptic polynomial of degree $d$ and let $p$ be a polynomial with a degree smaller than $d$, then there exists un integer $C$ such that for all $n$-tuples $\underline{x} \in \mathbf{N}_{+}^{n}$ with $\langle\underline{x}, \underline{1} \gg C$,

$$
\frac{|p(\underline{x})|}{P(\underline{x})}<\frac{1}{P(\underline{x})^{\frac{1}{2 d}}}
$$

Proof. Let us consider the polynomial $q$ defined by $q=P^{2 d-1}-p^{2 d}$. We can check that $q$ is of degree $2 d^{2}-d$ and its homogeneous polynomial is uniquely defined by the one of $P$, which is from the fact that the degree of $p^{2 d}$ is at most $2 d^{2}-2 d$. So that $q$ is an elliptic polynomial, thus there exists un integer $C$ such that $P^{2 d-1}(\underline{x})-p^{2 d}(\underline{x})>0$ if $\langle\underline{x}, \underline{1} \gg C$. As a result, for all $\underline{x}$ with $\langle\underline{x}, \underline{1}\rangle>C$,

$$
\left(\frac{p(\underline{x})}{P(\underline{x})}\right)^{2 d}=\frac{1}{P(\underline{x})} \frac{p(\underline{x})^{2 n}}{P(\underline{x})^{2 n-1}}<\frac{1}{P(\underline{x})} .
$$

### 2.3 Proof of the meromorphic continuation

In this section we prove the main result.
Theorem 2.2. Let $p$ be an elliptic polynomial of $n$ variables and $\left(a_{\underline{x}}\right)_{\underline{x}>\underline{0}}$ be $q$-automatic, then for a given $n$-tuple $\underline{\mu}$, the function $\sum_{(\underline{x}) \in \mathbf{N}_{+}^{n}} \frac{a_{\underline{x}} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{p(\underline{x})^{s}}$ admits an abscissa of convergence $\sigma$ such that it converges absolutely on the half plane $\Re(s)>\sigma$ and has a meromorphic continuation on the whole complex plane. Furthermore, the poles of this function (if any) are located on a finite number of left semi-lattices.

This result will be obtained by proving several lemmas successively:

Proposition 2.2. Let $a_{\underline{x}}$ be a $q$-automatic sequence, and $p(\underline{x})=\sum_{\underline{\alpha}} m_{\underline{\alpha}} x^{\underline{\alpha}}$ be a $n$-variable homogeneous elliptic polynomial of degree d, let $\underline{\mu} \in \mathbf{N}_{+}^{n}$ be a multi-index, for any $\underline{\beta}$ such that $\underline{0} \leq \underline{\beta} \leq \underline{q}$, define $p_{\underline{\beta}}(\underline{x})=q^{-n}(p(q \underline{x}+\underline{\beta})-p(q \underline{x}))$, then for any $k \in \mathbf{N}$, the function $f_{k, \underline{\beta}, \underline{\mu}}: s \longrightarrow \sum_{(\underline{x}) \in \mathbf{N}_{+}^{n}} \frac{a_{\underline{\underline{x}}}^{-} p_{\underline{\beta}}(\underline{x})^{k} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{p(\underline{x})^{s+k}}$ admits an abscissa of convergence $\sigma_{k, \underline{\beta}, \underline{\mu}}$ such that $f_{k, \underline{\beta}, \underline{\mu}}$ converges absolutely to an holomorphic function on the right half-plane $\Re(s)>\sigma_{k, \underline{\beta}, \underline{\mu}}$.

Proof. We firstly prove that $f_{0, \mathbf{0}, \mathbf{0}}(s)$ converge when $\Re(s)>n$.

$$
\begin{align*}
& \left|f_{0,0,0}(s)\right|=\left|\sum_{(\underline{x}) \in \mathbf{N}_{+}^{n}} \frac{a_{\underline{x}}}{p(\underline{x})^{s}}\right| \leq \sum_{(\underline{x}) \in \mathbf{N}_{+}^{n}} \frac{\left|a_{\underline{x}}\right|}{p(\underline{x})^{\Re(s)}} \leq \sum_{(\underline{x}) \in \mathbf{N}_{+}^{n}} \frac{\left|a_{\underline{x}}\right|}{(\alpha<\underline{x}, 1>)^{\Re(s)}}(*) \\
& \leq \frac{\max \left(\left|a_{\underline{x}}\right|\right)}{(\alpha)^{\Re(s)}}\left(\sum_{\langle x, 1\rangle<n} \frac{1}{\langle\underline{x}, \underline{1}>\Re(s)}+\sum_{\langle\underline{x}, 1>\geq n} \frac{1}{\left\langle\underline{x}, \underline{1} \gg^{\Re(s)}\right.}\right) \\
& \leq \frac{\max \left(\left|a_{\underline{x}}\right|\right)}{(\alpha)^{\Re(s)}}\left(\sum_{<\underline{x}, 1><n} \frac{1}{<\underline{x}, \underline{1}>^{\Re(s)}}+\sum_{m \geq n} \frac{\binom{m+n-1}{n-1}}{m^{\Re(s)}}\right)  \tag{2.1}\\
& \leq \frac{\max \left(\left|a_{\underline{x}}\right|\right)}{(\alpha)^{\Re(s)}}\left(\sum_{<\underline{x}, 1><n} \frac{1}{<\underline{x}, \underline{1}>^{\Re(s)}}+\sum_{m \geq n} \frac{m^{n-1}}{m^{\Re(s)}}\right) \\
& \leq \frac{\max \left(| |_{\underline{a}} \mid\right)}{(\alpha)^{\Re(s)}}\left(\sum_{<\underline{x}, 1><n} \frac{1}{<\underline{x}, \underline{1}>^{\Re(s)}}+\sum_{m \geq n} \frac{1}{m^{\Re(s)+1-n}}\right) .
\end{align*}
$$

Inequality $(*)$ is obtained by Lemma 2.2 (iii) and taking $\alpha$ as it was in the lemma; and the sum $\sum_{m \geq n} \frac{1}{m_{\Re(s)+1-n}}$ exists and is bounded when $\Re(s)>n$.

For any $\underline{\beta}$ such that $\underline{0} \leq \underline{\beta} \leq \underline{q}$, we remark that $\prod_{i=0}^{n}\left(x_{i}+\beta_{i}\right)^{k_{i}}=\sum_{\underline{l} \leq \underline{k}} C_{\underline{l}} \prod_{i=0}^{n}\left(x_{i}\right)^{l_{i}}$ with $C_{\underline{l}}<q^{\bar{n}}$, which shows that all monomials of the polynomial $p_{\underline{\underline{\beta}}}$ have a degree not larger than $d-1$. Lemma 2.3 leads $\left|\frac{p_{\beta}(\underline{x})}{p(\underline{x})}\right|<\frac{1}{p(\underline{x})} \frac{1}{2 d}$ for all $\underline{x}$ satisfying $\left\langle\underline{x}, \underline{1} \gg C_{1}\right.$, with $C_{1}$ defined in Lemma 2.3. While Lemma 2.1 and Lemma 2.2 (v) yield that there exists an integer $l$ such that $\left|\frac{\prod_{i=1}^{n} x_{i}^{\mu_{i}}}{p^{l}(\underline{x})}\right| \rightarrow 0$ when $|\underline{x}| \rightarrow \infty$. As a result, there exists $C_{2}$ such that for
all $\langle\underline{x}, \underline{1}\rangle \geq C_{2},\left|\frac{\prod_{i=1}^{n} x_{i}^{\mu_{i}}}{p^{\dagger}(\underline{x})}\right|<1$. Taking $C=\max \left(C_{1}, C_{2}\right)$,

$$
\begin{align*}
\sum_{(\underline{x}) \in \mathbf{N}_{+}^{n}}\left|\frac{a_{\underline{x}} p_{\underline{\beta}}^{k}(\underline{x}) \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{p(\underline{x})^{s+k}}\right| & \leq \sum_{(\underline{x}) \in \mathbf{N}_{+}^{n}} \frac{a_{\underline{x}} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{\left|p^{\Re(s)}(\underline{x})\right|}\left|\frac{p_{\underline{\beta}}(\underline{x})}{p(\underline{x})}\right|^{k}  \tag{2.2}\\
& \leq \sum_{<\underline{x}, 1><C} \frac{a_{\underline{x}} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{\left|p^{\Re(s)}(\underline{x})\right|}\left|\frac{p_{\underline{\beta}}(\underline{x})}{p(\underline{x})}\right|^{k}+\sum_{<\underline{x}, 1>\geq C} \frac{a_{\underline{x}}}{p^{\Re(s)-l+\frac{k}{2 d}}(\underline{x})} .
\end{align*}
$$

With $k$ a constant in $\mathbf{N}^{+}$, the above function converges to a holomorphic function on the half plane $\Re(s)>n+l-\frac{k}{2 d}$. Furthermore, for all $b>k, \sum_{<\underline{x}, 1>\geq x_{1}}\left|\frac{a_{\underline{x}} \underline{p}_{\beta}^{p}(\underline{x})}{p^{s-l+b}(\underline{x})}\right|$ is bounded on this half plane.

Proposition 2.3. With the same notation as above, if $p$ is an homogeneous polynomial, then the function $F: s \longrightarrow \sum_{(\underline{x}) \in \mathbf{N}_{+}^{n}} \frac{a_{\underline{x}} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{p(\underline{x})^{s}}$ admits a meromorphic continuation on the whole complex plane.

Proof. In this proof, we consider the $q$-automatic sequence $\left(a_{\underline{x}}\right)_{\underline{x} \geq 0}$ as itself multiplied by a constant sequence $\left(b_{\underline{x}}\right)_{\underline{x} \geq 0}=1$, which is a $q$-periodic sequence. Because of Proposition 2.1, the $q$-kernel of this sequence admits a completion, we can define a sequence of vectors $\left(A_{\underline{x}}\right)_{\underline{x} \geq 0}$ and the matrices of transition on this completion as in Theorem 2.1.

For any $\underline{\mu} \in \mathbf{N}_{+}^{n}$, there exists some $l \in \mathbf{Z}$ such that $<\underline{\mu}, \underline{1}><l d$ and a constant $N_{0} \in \mathbf{N}$ such that $C<N_{0} n q$, where $C$ is defined as in the previous lemma.

$$
\begin{align*}
F_{\underline{\mu}}(s) & =\sum_{(\underline{x}) \in \mathbf{N}_{+}^{n}} \frac{A_{\underline{x}} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{p(\underline{x})^{s}}=\sum_{(\underline{x})<\left(\underline{\left.N_{0} q\right)}\right.} \frac{A_{\underline{x}} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{p(\underline{x})^{s}}+\sum_{(\underline{y})<(\underline{q})} \sum_{(\underline{z}) \in \mathbf{N}^{n} /\left\{\underline{\left\{\underline{N_{N}}\right.} \mathbf{N}\right\}} \frac{A_{q \underline{z}+\underline{y}} \prod_{i=1}^{n}\left(q z_{i}+y_{i}\right)^{\mu_{i}}}{p^{s}(q \underline{z}+\underline{y})} \\
& =\sum_{(\underline{x})<\left(\underline{\left.N_{0} q\right)}\right.} \frac{A_{\underline{x}} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{p(\underline{x})^{s}}+\sum_{(\underline{y})<(\underline{q})} \sum_{(\underline{z}) \in \mathbf{N}^{n} /\left\{\underline{\underline{t}}<\underline{N_{0}}\right\}} \frac{A_{q \underline{z}+\underline{y}} \prod_{i=1}^{n}\left(q z_{i}\right)^{\mu_{i}}}{p^{s}(q \underline{z}+\underline{y})} \\
& +\sum_{(\underline{\psi})<(\underline{\mu})} \sum_{(\underline{y})<(\underline{q})} \sum_{(\underline{z}) \in \mathbf{N}^{n} /\left\{\underline{t}<\underline{N_{0}}\right\}} \frac{A_{q \underline{z}+\underline{y}} C_{\underline{\psi}, \underline{y}} \prod_{i=1}^{n}\left(q z_{i}\right)^{\psi_{i}}}{p^{s}(q \underline{z}+\underline{y})}, \tag{2.3}
\end{align*}
$$

where $C_{\underline{\psi}, \underline{y}}$ is uniquely defined by $\underline{y}$ for given $\underline{\psi}$. So the sequence $\left(C_{\underline{\psi}}(\underline{x})\right)_{\underline{x}>\underline{0}}$ defined by

$$
C_{\underline{\psi}}(\underline{x})=C_{\underline{\psi}, \underline{y}} \text { with } x_{i} \equiv y_{i} \quad \bmod q, 1 \leq i \leq n
$$

is periodic as a function of $\underline{x}$, we let $\operatorname{Res}_{\underline{\mu}}(s)$ denote the term

$$
\operatorname{Res}_{\underline{\mu}}(s)=\sum_{(\underline{y})<(\underline{\mu})(\underline{y})<(\underline{q})} \sum_{(\underline{z}) \in \mathbf{N}^{n} /\left\{\underline{t}<\underline{N_{0}}\right\}} \frac{A_{q \underline{z}+\underline{y}} C_{\underline{\psi}, \underline{y}} \prod_{i=1}^{n}\left(q z_{i}\right)^{\psi_{i}}}{p^{s}(q \underline{z}+\underline{y})} .
$$

Remarking that all sequences $\left(b_{\underline{\psi}}(\underline{x})\right)_{\underline{x}>\underline{0}}$ defined by $b_{\underline{\psi}}(\underline{x})=A_{q \underline{z}+\underline{y}} C_{\underline{\psi}, \underline{y}}$ if $\underline{x}=q \underline{z}+\underline{y}$ are in the form of a product of a specific $q$-automatic sequence by a $\underline{q}$-periodic one, because
of Proposition 2.1, such sequences admit a unique completion the same one as $\left(A_{\underline{x}}\right)_{\underline{x} \in \mathbf{N}_{+}^{n}}$ has, and the transition matrices on this completion do not depend on the choice of the $\underline{q}$-periodic sequences $\left(C_{\underline{\psi}}(\underline{x})\right)_{\underline{x}}>\underline{\underline{0}}$.

Using the transition matrices, we have:

$$
\begin{align*}
& F_{\underline{\mu}}(s)=\sum_{(\underline{x}) \in \mathbf{N}^{n} /(\underline{0})} \frac{A_{\underline{x}} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{p(\underline{x})^{s}}=\sum_{(\underline{x})<\left(\underline{\left.N_{0} q\right)}\right.} \frac{A_{\underline{x}} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{p(\underline{x})^{s}}+\sum_{(\underline{y})<(\underline{q})} \sum_{(\underline{z}) \in \mathbf{N}^{n} /\left\{\underline{\underline{t}}<\underline{N_{0}}\right\}} \frac{A_{q \underline{z}+\underline{y}} \prod_{i=1}^{n}\left(q z_{i}+y_{i}\right)^{\mu_{i}}}{p^{s}(q \underline{z}+\underline{y})} \\
& =\sum_{(\underline{x})<\left(\underline{\left.N_{0} q\right)}\right.} \frac{A_{\underline{x}} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{p(\underline{x})^{s}}+\sum_{\left(\underline{y}<(\underline{q})(\underline{z}) \in \mathbf{N}^{n} /\left\{\underline{t}<N_{0}\right\}\right.} \frac{A_{q \underline{z}+\underline{y}} \prod_{i=1}^{n}\left(q z_{i}\right)^{\mu_{i}}}{p^{s}(q \underline{z}+\underline{y})}+\operatorname{Res}_{\mu}(s) \\
& =\sum_{(\underline{x})<\left(\underline{N_{0} q}\right)} \frac{A_{\underline{x}} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{p(\underline{x})^{s}}+\sum_{(\underline{y})<(\underline{q})} M_{\underline{y}} \sum_{(\underline{z}) \in \mathbf{N}^{n} /\left\{\underline{t}<\underline{N_{0}}\right\}} \frac{A_{q \underline{z}} \prod_{i=1}^{n}\left(q z_{i}\right)^{\mu_{i}}}{p^{s}(q \underline{z})} \frac{1}{\left(1+\frac{p_{y}(\underline{z})}{p(\underline{z})}\right)^{s}}+\operatorname{Res}_{\mu}(s) \\
& =\sum_{(\underline{x})<\left(N_{0} q\right)} \frac{A_{\underline{x}} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{p(\underline{x})^{s}}+\sum_{(\underline{y})<(\underline{q})} M_{\underline{y}} \sum_{(\underline{z}) \in \mathbf{N}^{n} /\left\{\underline{t}<\mathcal{N}_{0}\right\}} \frac{A_{\underline{z}} \prod_{i=1}^{n}\left(q z_{i}\right)^{\mu_{i}}}{p^{s}(q \underline{z})} \sum_{k \geq 0}\binom{s+k-1}{k}\left(\frac{-p_{y}(\underline{z})}{p(\underline{z})}\right)^{k}+\operatorname{Res}_{\mu}(s) \\
& =\sum_{(\underline{x})<\left(\underline{N_{0} q}\right)} \frac{A_{\underline{x}} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{p(\underline{x})^{s}}+q^{\ll \underline{\xi}, 1>-n s} \sum_{(\underline{y})<(\underline{q})} M_{\underline{y}} \sum_{k \geq 0}\binom{s+k-1}{k} \sum_{(\underline{z}) \in \mathbf{N}^{n} /\left\{\underline{t}<\underline{N_{0}}\right\}} \frac{A_{\underline{z}} \prod_{i=1}^{n}\left(z_{i}\right)^{\mu_{i}}\left(-p_{y}(\underline{z})\right)^{k}}{(p(\underline{z}))^{s+k}} \\
& +\operatorname{Res}_{\mu}(s) \text {. } \tag{2.4}
\end{align*}
$$

The above equation gives:

$$
\begin{align*}
& \left(I d-q^{<\underline{\mu}, 1>-n s} \sum_{(\underline{y}<(\underline{q})} M_{\underline{y}}\right) F_{\underline{\mu}}(s)=q^{<\underline{\mu}, \underline{1}>-n s} \sum_{(\underline{y})<(\underline{q})} M_{\underline{y}} \sum_{k \geq 1}\binom{s+k-1}{k} \sum_{(\underline{z}) \in \mathbf{N}^{n} /\left\{\underline{t}<\underline{N_{0}}\right\}} \frac{A_{\underline{z}} \prod_{i=1}^{n}\left(z_{i}\right)^{\mu_{i}}\left(-p_{y}(\underline{z})\right)^{k}}{(p(\underline{z}))^{s+k}} \\
& +\sum_{(\underline{x})<\left(\underline{\left.N_{0} q\right)}\right.} \frac{A_{\underline{x}} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{p(\underline{x})^{s}}+\operatorname{Res}_{\mu}(s) . \tag{2.5}
\end{align*}
$$

By multiplying by $\operatorname{com}^{t}\left(I d-q^{<\underline{\mu}, \underline{1}>-n s} \sum_{(\underline{y})<(\underline{q})} M_{\underline{y}}\right)$ on both side, we have:

$$
\begin{align*}
& \operatorname{det}\left(I d-q^{<\underline{\mu}, \underline{1}>-n s} \sum_{(\underline{y})<(\underline{q})} M_{\underline{y}}\right) F_{\underline{\mu}}(s)=\operatorname{com}^{t}\left(I d-q^{<\underline{\mu}, \underline{1}>-n s} \sum_{(\underline{y})<(\underline{q})} M_{\underline{y}}\right)\left(\sum_{(\underline{x})<\left(\underline{\left.N_{0} q\right)}\right.} \frac{A_{\underline{x}} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{p(\underline{x})^{s}}+\operatorname{Res}_{\mu}(s)\right. \\
& \left.+q^{<\mu, 1>-n s} \sum_{(\underline{y})<(\underline{q})} M_{\underline{y}} \sum_{k \geq 1}\binom{s+k-1}{k} \sum_{(\underline{z}) \in \mathbf{N}^{n} /\left\{\underline{t}<\underline{N_{0}}\right\}} \frac{A_{\underline{z}} \prod_{i=1}^{n}\left(z_{i}\right)^{\mu_{i}}\left(-p_{y}(\underline{z})\right)^{k}}{(p(\underline{z}))^{s+k}}\right) . \tag{2.6}
\end{align*}
$$

Because of Proposition 2.2, the infinite sum $\operatorname{Res}_{\mu}(s)$ converges absolutely when $\Re(s)>$ $l+n-\frac{1}{2 d}$, and the infinite sum $\sum_{(\underline{z}) \in \mathbf{N}^{n} /\left\{\underline{t}<\underline{N_{0}}\right\}} \frac{A_{z} \prod_{i=1}^{n}\left(z_{i}\right)^{\mu_{i}\left(-p_{y}(\underline{z})\right)^{k}}}{(p(\underline{z}))^{s+k}}$ is also convergent and bounded when $\Re(s)>l+n-\frac{k}{2 d}$. Equation 2.5 shows that all terms on the right-hand side present a meromorphic continuity for $\Re(s)>l+n-\frac{1}{2 d}$, so that $F_{\underline{\mu}}(s)$ has a meromorphic continuation on the half-plane $\Re(s)>l+n-\frac{1}{2 d}$.

To guarantee that this argument works recursively over all rational numbers of type $l+n-\frac{k}{2 d}$, we have to check that the meromorphic continuity of the $\operatorname{Res} \mu_{\mu}(s)$ can also
be extended in this way. Using once more the above argument over $\operatorname{Res}_{\mu}(s)$, we can deduce that this infinite sum can be extended as a meromorphic function on the half-plane $\Re(s)>l+n-\frac{2}{2 d}$, however, with a new term " $\operatorname{Res}_{\mu}(s)$ ", let us call it $\operatorname{Res}_{\mu}^{\prime}(s)$. Once more, we have to do the same thing for $\operatorname{Res}_{\mu}^{\prime}(s)$. But remarking that after each operation, the degree of the monomial at the numerator decreases strictly, so after finitely many times of such operation, the term Res vanishes. This fact guarantees that the iteration can be done successively to prove the meromorphic continuation of $F_{\underline{\mu}}(s)$ on the whole complex plane.

Furthermore, the poles of such a function can only be located at the zeros of the function $s \longrightarrow \operatorname{det}\left(I d-q^{<\underline{\mu}, \underline{1}>-n s} \sum_{(\underline{y})<(\underline{q})} M_{\underline{y}}\right)$ for an arbitrary $\underline{\mu} \in \mathbf{N}_{+}^{n}$, so we conclude that all poles of function $F(s)$ are located in the set

$$
s=\frac{1}{n}\left(\frac{\log \lambda}{\log q}+\frac{2 i k \pi}{\log q}-l\right)
$$

with $\lambda$ any eigenvalue of the matrix $\sum_{(\underline{y})<(\underline{q})} M_{\underline{y}}, k \in \mathbf{Z}, l \in \mathbf{Z}$ and $\log$ is defined as complex logarithm.

Proof of Theorem 2.2. Let us write the polynomial $p(\underline{x})$ in the form $p(\underline{x})=p_{d}(\underline{x})+\operatorname{Res}(\underline{x})$ where $p_{d}(\underline{x})$ is the homogeneous polynomial with maximum degree of $p(\underline{x})$, say $d$. By Lemma 1, $\frac{\operatorname{Res}(\underline{x})}{p_{d}(\underline{x})}=\mathcal{O}\left(|x|^{-1 / d}\right)$. So for a given number $m \in \mathbf{R}$, there exist $x_{0} \in \mathbf{N}_{+}$and a positive integer $k_{0}$ such that for all $|\underline{x}|>x_{0}$ and all $k>k_{0},\left|\frac{\operatorname{Res}^{k}(x) \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{p_{d}^{k+m}(\underline{x})}\right|<\left(\frac{1}{2^{k}}\right)$. For any given half-plane $\left\{s \mid \mathcal{R}_{e}(s)>m, m \in \mathbf{R}\right\}$, take an integer $s_{0}>\max \left\{k_{0},|m|\right\}$, we can compute that

$$
\begin{aligned}
& \left|\sum_{|\underline{x}|>x_{0}} \frac{A_{\underline{x}} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{\left(p_{d}(\underline{x})\right)^{s}} \sum_{k=s_{0}+1}^{\infty}\binom{-s}{k} \frac{\operatorname{Res}^{k}(\underline{x})}{p_{d}^{k}(\underline{x})}\right|=\left|\sum_{|\underline{x}|>x_{0}} \frac{A_{\underline{x}}}{\left(p_{d}(\underline{x})\right)^{s-m}} \sum_{k=s_{0}+1}^{\infty}\binom{-s}{k} \frac{\operatorname{Res}^{k}(\underline{x}) \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{p_{d}^{k+m}(\underline{x})}\right| \\
& \left.<\sum_{|\underline{x}|>x_{0}} \frac{A_{\underline{x}}}{\left(p_{d}(\underline{x})\right)^{\Re(s-m)} \mid} \sum_{k=s_{0}+1}^{\infty}\binom{-\Re(s)}{k} \right\rvert\, \frac{\operatorname{Res}^{k}(\underline{x}) \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{p_{d}^{k+m}(\underline{x})} \\
& <\left(\sum_{|\underline{x}|>x_{0}} \frac{A_{\underline{x}}}{\left(p_{d}(\underline{x})\right)^{\Re(s-m)}}\right) \mathcal{O}_{s_{0}}\left(\frac{1+|s|^{s_{0}+1}}{2^{s_{0}}}\right) .
\end{aligned}
$$

The above fact shows that the function $\phi(s)=\sum_{|\underline{x}|>x_{0}} \frac{A_{x} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{\left(p_{d}(\underline{x})\right)^{s}} \sum_{k=s_{0}+1}^{\infty}\binom{-s+k}{k} \frac{\operatorname{Res}^{k}(x)}{p_{d}^{k}(\underline{x})}$ admits a holomorphic continuation over the half-plane $\{s \mid \Re(s)>m, m \in \mathbf{R}\}$. Now let us consider the equivalence as below:

$$
\begin{align*}
\sum_{(\underline{x}) \in \mathbf{N}_{+}^{n} /(\underline{0})} \frac{A_{\underline{x}} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{p(x)^{s}} & =\sum_{|\underline{x}| \leq x_{0}} \frac{A_{\underline{x}} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{p(x)^{s}}+\sum_{|\underline{|x|}|>x_{0}} \frac{A_{\underline{x}} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{\left(p_{d}(\underline{x})\right)^{s}} \frac{1}{\left(1+\frac{\operatorname{Res}(x)}{p_{d}(\underline{x})}\right)^{s}} \\
& =\sum_{\mid \underline{x} \leq x_{0}} \frac{A_{\underline{x}} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{p(x)^{s}}+\sum_{\mid \underline{|x|>x_{0}}} \frac{A_{\underline{x}} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{\left(p_{d}(\underline{x})\right)^{s}} \sum_{k=0}^{s_{0}}\binom{-s+k}{k} \frac{\operatorname{Res} s^{k}(\underline{x})}{p_{d}^{k}(\underline{x})}+\phi(s) . \tag{2.7}
\end{align*}
$$

For each $k \in \mathbf{N}$,

$$
\begin{equation*}
\sum_{|\underline{|x|}|>x_{0}} \frac{A_{\underline{x}} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{\left(p_{d}(\underline{x})\right)^{s}} \frac{\operatorname{Res}^{k}(\underline{x})}{p_{d}^{k}(\underline{x})}=\sum_{\underline{j} \leq k \underline{\mu}} \sum_{\underline{x} \mid>x_{0}} \frac{A_{\underline{x}} \mathcal{C}_{\underline{i}}}{\left(p_{d}(\underline{x})\right)^{s+k}} \prod_{i=1}^{n} x_{i}^{j_{i}}, \tag{2.8}
\end{equation*}
$$

where $\mathcal{C}_{\underline{i}}$ are constants depending on $k$, and $s \longrightarrow \sum_{|\underline{x}|>x_{0}} \frac{A_{\underline{x}} \mathcal{C}_{i}}{\left(p_{d}(\underline{x})^{s+k}\right.} \prod_{i=1}^{n} x_{i}^{j_{i}}$ are meromorphic functions because of the previous lemma. As there are finitely many meromorphic function in (2.8), we can conclude that for every $k>0, s \longrightarrow \sum_{|\underline{x}|>x_{0}} \frac{A_{x} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{\left(p_{d}(\underline{n})\right)^{s}} \operatorname{Res}^{k}(\underline{x})$ is meromorphic. This fact implies that for an arbitrary $s_{0} \in \mathbf{R}$ the function $f(s)$ is a finite sum of meromorphic functions on the half-plane $\Re(s)>s_{0}$, so $f(s)$ itself is meromorphic on this half plane. As a result, the function $s \longrightarrow \sum_{(\underline{x}) \in \mathbf{N}^{n} /(\underline{0})} \frac{a_{x} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{p(\underline{x})^{s}}$ is meromorphic on the whole complex plane.

Proposition 2.4. Let $f(s)=\sum_{(\underline{x}) \in \mathbf{N}^{n} /(\underline{0})} \frac{a_{\underline{x}} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{p(\underline{x})^{s}}$ be the function defined as in Theorem 2.2. Let $s_{0}$ be its first pole on the axis of real numbers counting from plus infinity to minus infinity. Then the function $H(s)$ has a simple pole at this point.

Proof. We recall a classical result on matrices (see [35]): Let $B$ be a matrix of size $t \times t$ over any commutative field, $p_{B}(X)$ be its characteristic polynomial, and $\pi_{B}(X)$ be its monic minimal polynomial. Let $\Delta(X)$ be the monic gcd of the entries of (the transpose of) the comatrix of the matrix $(B-X I)$, then:

$$
p_{B}(X)=(-1)^{t} \pi_{B}(X) \Delta(X)
$$

We let $B$ denote the matrix $(n q)^{-1} \sum_{(\underline{y})<(\underline{q})} M_{\underline{y}}$ and by $T$ its size. By dividing by $\Delta\left(q^{n(s-1)+<\underline{\mu}, \underline{1}>}\right)$ both sides of Formula 2.6, we get:

$$
\begin{align*}
& \pi_{B}\left(q^{n(s-1)+<\underline{\mu}, 1>}\right) H(s)=\frac{\operatorname{com}^{t}\left(q^{n(s-1)+<\underline{\mu}, \underline{1}>} I d-\sum_{(\underline{y})<(\underline{q})} M_{\underline{y}}\right.}{\Delta\left(q^{n(s-1)+<\underline{\mu}, \underline{1}>}\right)}\left(\sum_{(\underline{x})<\left(\mathcal{N}_{0} q\right)} \frac{A_{\underline{x}} \prod_{i=1}^{n} x_{i}^{\mu_{i}}}{p(\underline{x})^{s}}+\operatorname{Res}(s)\right. \\
& \left.+q^{<\mu, 1>-n s} \sum_{(\underline{y})<(\underline{q})} M_{\underline{y}} \sum_{k \geq 1}\binom{-s+k}{k} \sum_{(\underline{z}) \in \mathbf{N}^{n} /\left\{\underline{t}<N_{0}\right\}} \frac{A_{z} \prod_{i=1}^{n}\left(z_{i}\right)^{\mu_{i}}\left(-p_{y}(\underline{z})\right)^{k}}{(p(\underline{z}))^{s+k}}\right) . \tag{2.9}
\end{align*}
$$

The right-hand side of the above function is holomorphic when $\Re(s)>s_{0}$. As $s_{0}$ is the first pole of $H(s)$ on the real axis counting from plus infinity, it is a zero of the function $\pi_{B}\left(q^{n(s-1)+<\underline{\mu}, \underline{1}>}\right)$ associated with the eigenvalue 1 of the matrix $B$. On the other hand, as $B$ is a stochastic matrix, $\pi_{B}(x)$ has a simple root at 1 , so the function $\pi_{B}\left(q^{n(s-1)+<\underline{\mu}, \underline{1}>}\right)$ has a simple root at $s_{0}$ which concludes the proposition.

### 2.4 Review and remarks

The critical point of the above proof is the development of the term $\left(1-\frac{p_{d}(\underline{x}+\underline{\mu})-p_{d}(\underline{x})}{p_{d}(\underline{x})}\right)^{-s}$ as an infinite sum, which works only if $\left|\frac{p_{d}(\underline{x}+\underline{\mu})-p_{d}(\underline{x})}{p_{d}(\underline{x})}\right|<1$. As we have to use this fact successively to deal with the term $\operatorname{Res}(s)$ in Proposition 2.3, what we need actually is that $\left|\frac{\partial_{\mu}\left(p_{d}\right)}{p_{d}}\right|$ is bounded by 1 for all $\underline{\mu}$ such that $<\underline{\mu}, \underline{1}>\leq d$ when $\|\underline{x}\|$ is large. The assumption of ellipticity of the polynomial is a particular case of the above propriety. So we may expect to achieve the same result under the assumption

$$
\left|\frac{\partial_{\underline{\mu}}\left(p_{d}\right)}{p_{d}}(\underline{x})\right|<1, \text { for all }<\underline{\mu}, \underline{1}>\leq d, x_{i} \geq 1
$$

We may compare this assumption with that in [20], saying

$$
\frac{\partial_{\mu}\left(p_{d}\right)}{p_{d}}(\underline{x})=\mathcal{O}(1), x_{i} \geq 1
$$

which is the weakest assumption known to have a meromorphic continuation of Dirichlet series $\sum_{\underline{x} \in \mathbf{N}_{+}^{n}} \frac{1}{P(\underline{x})^{s}}$.

### 2.5 Infinite products

Let $P(x)=\sum_{i=0}^{d} a_{i} x^{i}$ be a polynomial which does not have zeros on $\mathbb{Q}$ and $\tilde{P}(x)$ be the polynomial defined by $\tilde{P}(x)=\sum_{i=0}^{d-1}-\frac{a_{i}}{a_{d}} x^{n-i}$, by definition, we have $P(x)=a_{d} x^{d}-$ $a_{d} x^{d} \tilde{P}\left(\frac{1}{x}\right)$. Let us define $c_{i}=\frac{a_{i}}{a_{d}}$ for all $i=0,1, \ldots, d-1$.

In this section we consider two Dirichlet series generated by 1-index automatic sequences:

$$
\begin{gathered}
f(s)=\sum_{n=0}^{\infty} \frac{(\zeta)^{S_{q}(n)}}{(P(n+1))^{s}} \\
g(s)=\sum_{n=1}^{\infty} \frac{(\zeta)^{S_{q}(n)}}{(P(n))^{s}}
\end{gathered}
$$

where $q$ and $r$ are two integers satisfying $2 \leq r \leq q$ and $r$ divides $q, \zeta$ is a $r$-th root of unity, such that $\zeta \neq 1, S_{q}(n)$ is the sum of digits of $n$ in the $q$-ary expansion satisfying
$S_{q}(0)=0$ and $S_{q}(q n+a)=S_{q}(n)+a$ for $0 \leq a \leq q-1$.
Let us define:

$$
\begin{aligned}
& \phi(s)=\sum_{n=0}^{\infty} \frac{(\zeta)^{S_{q}(n)}}{(n+1)^{s}} \\
& \psi(s)=\sum_{n=1}^{\infty} \frac{(\zeta)^{S_{q}(n)}}{(n)^{s}} .
\end{aligned}
$$

It is proved in [14] that $\phi$ and $\psi$ have holomorphic continuations to the whole complex plane, and $\psi(s)\left(q^{s}-1\right)=\phi(s)\left(\zeta q^{s}-1\right)$ for all $s \in \mathbb{C}$.

Proposition 2.5. $f$ and $g$ also have holomorphic continuations to the whole complex plane if $c_{1}, c_{2}, \ldots$ satisfy $\max \left|c_{i}\right|<\frac{1}{d}$.

Proof. We firstly remark that the hypothesis of $\max \left|c_{i}\right|<\frac{1}{d}$ implies the fact $\left|\tilde{P}\left(\frac{1}{n+1}\right)\right|<1$ for any $n \in \mathbf{N}_{+}$. Indeed, $\left|\tilde{P}\left(\frac{1}{n+1}\right)\right|=\left|\sum_{i=0}^{d-1}-\frac{a_{i}}{a_{d}}(n+1)^{i-d}\right| \leq \sum_{i=0}^{d-1}\left|\frac{a_{i}}{a_{d}}\right|<1$.

$$
\begin{align*}
f(s) & =\sum_{n=0}^{\infty} \frac{(\zeta)^{S_{q}(n)}}{(P(n+1))^{s}} \\
& =a_{d}^{-s} \sum_{n=0}^{\infty} \frac{(\zeta)^{S_{q}(n)}}{(n+1)^{d s}\left(1-\tilde{P}\left(\frac{1}{n+1}\right)\right)^{s}} \\
& \left.=a_{d}^{-s} \sum_{n=0}^{\infty} \frac{(\zeta)^{S_{q}(n)}}{(n+1)^{d s}} \sum_{k=0}^{\infty}\binom{s+k-1}{k} \tilde{P}\left(\frac{1}{n+1}\right)\right)^{k} \\
& =a_{d}^{-s} \sum_{n=0}^{\infty} \frac{(\zeta)^{S_{q}(n)}}{(n+1)^{d s}} \sum_{k=0}^{\infty}\binom{s+k-1}{k} \sum_{l=k}^{d k} m_{k, l}(n+1)^{-l}  \tag{2.10}\\
& =a_{d}^{-s} \sum_{k=0}^{\infty}\binom{s+k-1}{k} \sum_{l=k}^{d k} m_{k, l} \sum_{n=0}^{\infty} \frac{(\zeta)^{S_{q}(n)}}{(n+1)^{d s+l}} \\
& =a_{d}^{-s} \sum_{k=0}^{\infty}\binom{s+k-1}{k} \sum_{l=k}^{d k} m_{k, l} \phi(d s+l) \\
& =a_{d}^{-s} \phi(d s)+a_{d}^{s} \sum_{k=1}^{\infty}\binom{s+k-1}{k} \sum_{l=k}^{d k} m_{k, l} \phi(d s+l),
\end{align*}
$$

where $m_{k, l}=\sum_{M_{k, l} \in \mathcal{P}\left(\left\{c_{i} \mid 1 \leq i \leq n-1\right\}\right)} \prod_{c_{i} \in M_{k, l}} c_{i}$ and $M_{k, l}$ are sets of $k$ elements included in $\left\{c_{i} \mid 1 \leq i \leq n-1\right\}$ and the sum of indices of its elements equals $l$. The hypothesis $m=\max |c i|<\frac{1}{d}$ shows that $\left|\sum_{l=k}^{d k-k} m_{k, l}\right| \leq(m d)^{k}<1$, so the right-hand side of (2.10) converges uniformly over the half plane $\{s \mid \Re(s)>0\}$ because $\phi(s)$ is bounded for large $|s|$. By the same argument as in Theorem 2.2, we prove successively the holomorphic continuation of $f$ on the whole complex plane.

It is easy to check $f(0)=0$, and because of the uniform convergence of the right-hand side of (2.10) over the half-plane $\{s \mid \Re(s)>0\}$, dividing by $s$ and letting $s$ tend to 0 we have:

$$
\begin{align*}
f^{\prime}(0) & =d \phi^{\prime}(0)+a_{d}^{-s} \sum_{k=1}^{\infty} \lim _{s \rightarrow 0} \frac{1}{s}\binom{s+k-1}{k} \sum_{l=k}^{d k} m_{k, l} \phi(d s+l) \\
& =-d \log q /(\zeta-1)+\sum_{k=1}^{\infty} k^{-1} \sum_{l=k}^{d k} m_{k, l} \phi(l) \\
& =-d \log q /(\zeta-1)+\sum_{k=1}^{\infty} k^{-1} \sum_{l=k}^{d k} m_{k, l} \sum_{n=0}^{\infty} \frac{(\zeta)^{S_{q}(n)}}{(n+1)^{l}}  \tag{2.11}\\
& =-d \log q /(\zeta-1)+\sum_{n=0}^{\infty}(\zeta)^{S_{q}(n)} \sum_{k=1}^{\infty} k^{-1} \sum_{l=k}^{d k} m_{k, l} \frac{1}{(n+1)^{l}} \\
& =-d \log q /(\zeta-1)+\sum_{n=0}^{\infty}(\zeta)^{S_{q}(n)} \sum_{k=1}^{\infty} k^{-1} \tilde{P}^{k}\left(\frac{1}{n+1}\right) \\
& =-d \log q /(\zeta-1)+\sum_{n=0}^{\infty}(\zeta)^{S_{q}(n)} \log \left(1-\tilde{P}\left(\frac{1}{n+1}\right)\right),
\end{align*}
$$

on the other hand, one has for all $s, \psi(s)\left(q^{s}-1\right)=\phi(s)\left(\zeta q^{s}-1\right)$.

$$
\begin{align*}
f^{\prime}(0) & =d \phi^{\prime}(0)+a_{d}^{-s} \sum_{k=1}^{\infty} \lim _{s \rightarrow 0} \frac{1}{s}\binom{s+k-1}{k} \sum_{l=k}^{d k} m_{k, l} \phi(d s+l) \\
& =-d \log q /(\zeta-1)+\sum_{k=1}^{\infty} k^{-1} \sum_{l=k}^{d k} m_{k, l} \psi(l)\left(q^{l}-1\right) /\left(\zeta q^{l}-1\right) \\
& =-d \log q /(\zeta-1)+\zeta^{-1} \sum_{k=1}^{\infty} k^{-1} \sum_{l=k}^{d k} m_{k, l} \psi(l)+\left(\zeta^{-1}-1\right) \sum_{k=1}^{\infty} k^{-1} \sum_{l=k}^{d k} m_{k, l} \psi(l) /\left(\zeta q^{l}-1\right) . \tag{2.12}
\end{align*}
$$

By the same method as above, we can deduce by calculating $g^{\prime}(0)$

$$
\sum_{k=1}^{\infty} k^{-1} \sum_{l=k}^{d k} m_{k, l} \psi(l)=\sum_{n=1}^{\infty}(\zeta)^{S_{q}(n)} \log \left(1-\tilde{P}\left(\frac{1}{n}\right)\right)
$$

and

$$
\begin{aligned}
\sum_{k=1}^{\infty} k^{-1} \sum_{l=k}^{d k} m_{k, l} \psi(l) /\left(\zeta q^{l}-1\right) & =\sum_{k=1}^{\infty} k^{-1} \sum_{l=k}^{d k} m_{k, l} \sum_{n=1}^{\infty} \frac{(\zeta)^{S_{q}(n)}}{(n)^{l}} \sum_{r=1}^{\infty}\left(\zeta q^{l}\right)^{-r} \\
& =\sum_{r=1}^{\infty}(\zeta)^{-r} \sum_{n=1}^{\infty}(\zeta)^{S_{q}(n)} \sum_{k=1}^{\infty} k^{-1} \sum_{l=k}^{d k} m_{k, l} \frac{1}{\left(n q^{r}\right)^{l}} \\
& =\sum_{r=1}^{\infty}(\zeta)^{-r} \sum_{n=1}^{\infty}(\zeta)^{S_{q}(n)} \log \left(1-\tilde{P}\left(\frac{1}{n q^{r}}\right)\right) .
\end{aligned}
$$

As a consequence,
$\sum_{n=0}^{\infty}(\zeta)^{S_{q}(n)} \log \left(1-\tilde{P}\left(\frac{1}{n+1}\right)\right)=\zeta^{-1} \sum_{n=1}^{\infty}(\zeta)^{S_{q}(n)} \log \left(1-\tilde{P}\left(\frac{1}{n}\right)\right)+\left(\zeta^{-1}-1\right) \sum_{r=1}^{\infty} \sum_{n=1}^{\infty}(\zeta)^{S_{q}(n)-r} \log \left(1-\tilde{P}\left(\frac{1}{n q^{r}}\right)\right)$.

Proposition 2.6. We have the equality

$$
\prod_{n=0}^{\infty}\left(1-\tilde{P}\left(\frac{1}{n+1}\right)\right)^{\zeta^{S q_{n}}} \times \prod_{n=1}^{\infty}\left(1-\tilde{P}\left(\frac{1}{n}\right)\right)^{-\zeta^{S q_{n}-1}} \times\left(\prod_{r=1}^{\infty} \prod_{n=1}^{\infty}\left(1-\tilde{P}\left(\frac{1}{n q^{r}}\right)\right)^{\zeta^{S q_{n}}-r}\right)^{1-\zeta^{-1}}=1
$$

Moreover, if we suppose, for any $j$

$$
x_{j}(m)= \begin{cases}\frac{r-1}{r} & \text { if } s_{q}(m)=j(\bmod \mathrm{r}) \\ -\frac{1}{r} & \text { if } s_{q}(m) \neq j(\bmod \mathrm{r})\end{cases}
$$

We clearly have

$$
\sum_{j}^{\bmod r} x_{j}(m)=0 .(*)
$$

Furthermore,

$$
\sum_{j \bmod r} x_{j}(m) \zeta^{j}=\zeta^{S_{q}(m)} \cdot(* *)
$$

Using (*), Formula (2.13) can be reformulated as

$$
\begin{align*}
& \sum_{j \bmod r} \zeta^{j} \sum_{n=0}^{\infty} x_{j}(n)\left(\log \left(1-\tilde{P}\left(\frac{1}{n+1}\right)+\sum_{r=1}^{\infty} \zeta^{-r} \log \left(1-\tilde{P}\left(\frac{1}{n q^{r}}\right)\right)\right)=\right. \\
& \sum_{j \bmod r} \zeta^{j-1} \sum_{n=1}^{\infty} x_{j}(n)\left(\operatorname { l o g } \left(1-\tilde{P}\left(\frac{1}{n}\right)+\sum_{r=1}^{\infty} \zeta^{-r} \log \left(1-\tilde{P}\left(\frac{1}{n q^{r}}\right)\right) .\right.\right. \tag{2.14}
\end{align*}
$$

Let now $\eta$ be a primitive root of unity, we can apply relation (2.14) successively to $\zeta=\eta^{a}$ for $a=1,2, \ldots, r-1$.
Because of $(* *)$, we also have

$$
\begin{align*}
& \sum_{j \bmod } \sum_{r=0}^{\infty} x_{j}(n)\left(\log \left(1-\tilde{P}\left(\frac{1}{n+1}\right)\right)+\sum_{r=1}^{\infty} \zeta^{-r} \log \left(1-\tilde{P}\left(\frac{1}{n q^{r}}\right)\right)\right)=  \tag{2.15}\\
& \sum_{j \bmod } \sum_{r=1}^{\infty} x_{j}(n)\left(\log \left(1-\tilde{P}\left(\frac{1}{n}\right)\right)+\sum_{r=1}^{\infty} \zeta^{-r} \log \left(1-\tilde{P}\left(\frac{1}{n q^{r}}\right)\right)\right)=0
\end{align*}
$$

Define the matrices: $M a t_{1}$ to be $M a t_{1}=\left(\eta^{i j}\right)$ and $M a t_{2}$ to be $M a t_{2}=\left(\eta^{i j-i}\right), i=$ $0,1, \ldots, r-1 ; j=0,1, \ldots, r-1$, define $\lambda$ and $\beta$ by

$$
\begin{gathered}
\lambda(j)=\sum_{n=0}^{\infty} x_{j}(n)\left(\log \left(1-\tilde{P}\left(\frac{1}{n+1}\right)\right)+\sum_{r=1}^{\infty} \zeta^{-r} \log \left(1-\tilde{P}\left(\frac{1}{n q^{r}}\right)\right)\right) \\
\beta(j)=\sum_{n=1}^{\infty} x_{j}(n)\left(\log \left(1-\tilde{P}\left(\frac{1}{n}\right)\right)+\sum_{r=1}^{\infty} \zeta^{-r} \log \left(1-\tilde{P}\left(\frac{1}{n q^{r}}\right)\right)\right)
\end{gathered}
$$

Let

$$
\begin{aligned}
& A=\left(\begin{array}{c}
\lambda(0) \\
\lambda(1) \\
\ldots \\
\lambda(r-1)
\end{array}\right) \\
& B=\left(\begin{array}{c}
\beta(0) \\
\beta(1) \\
\ldots \\
\beta(r-1)
\end{array}\right) .
\end{aligned}
$$

Then we have

$$
M a t_{1} A=M a t_{2} B
$$

On the other hand, $A$ is invertible and $M a t_{1}=M a t_{2} \times M a t_{3}$ with

$$
M a t_{3}=\left(\begin{array}{ccccc}
0 & 0 & \ldots & 0 & 1 \\
1 & 0 & \ldots & 0 & 0 \\
0 & 1 & \ldots & 0 & 0 \\
0 & 0 & \ldots & 1 & 0
\end{array}\right)
$$

So we have

$$
A=M a t_{3} \times B
$$

Proposition 2.7. We have the equality $\lambda(i)=\beta(i-1)$ for $i=1,2, \ldots, r-1$ and $\lambda(0)=$ $\beta(r-1)$, which leads to, for $i=1,2, \ldots, r-1$,

$$
\prod_{n=0}^{\infty}\left(\left(1-\tilde{P}\left(\frac{1}{n+1}\right) \times \prod_{r=1}^{\infty}\left(1-\tilde{P}\left(\frac{1}{n q^{r}}\right)\right)\right)^{x_{j}(n)}=\prod_{n=1}^{\infty}\left(\left(1-\tilde{P}\left(\frac{1}{n}\right) \times \prod_{r=1}^{\infty}\left(1-\tilde{P}\left(\frac{1}{n q^{r}}\right)\right)\right)^{x_{j-1}(n)}\right.\right.
$$

and for $i=0$,

$$
\prod_{n=0}^{\infty}\left(\left(1-\tilde{P}\left(\frac{1}{n+1}\right) \times \prod_{r=1}^{\infty}\left(1-\tilde{P}\left(\frac{1}{n q^{r}}\right)\right)\right)^{x_{0}(n)}=\prod_{n=1}^{\infty}\left(\left(1-\tilde{P}\left(\frac{1}{n}\right) \times \prod_{r=1}^{\infty}\left(1-\tilde{P}\left(\frac{1}{n q^{r}}\right)\right)\right)^{x_{r-1}(n)} .\right.\right.
$$
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## Chapter 3

## On completely multiplicative automatic sequences

### 3.1 Introduction

In this article, we describe the decomposition of completely multiplicative automatic sequences, which will be referred to as CMAS. In article [42], the author proves that a non-vanishing CMAS is almost periodic (defined in [42]). In article [1], the authors give a formal expression of all non-vanishing CMAS and also some examples in the vanishing case (named mock characters). In article [27], the author studies completely multiplicative sequences, which will be referred to as CMS, taking values in a general field that have finitely many prime numbers such that $a_{p} \neq 1$; she proves that such CMS have complexity $p_{a}(n)=O\left(n^{k}\right)$, where $k=\#\left\{p \mid p \in \mathbf{P}, a_{p} \neq 1,0\right\}$. In this article, we prove that all completely multiplicative sequences $\left(a_{n}\right)_{n \in \mathbf{N}}$ defined on $\mathbf{C}$, vanishing or not, can be written in the form $a_{n}=b_{n} \chi_{n}$, where $\left(b_{n}\right)_{n \in \mathbf{N}}$ is an almost constant sequence, and $\left(\chi_{n}\right)_{n \in \mathbf{N}}$ is a Dirichlet character.

Let us consider a CMAS $\left(a_{n}\right)_{n \in \mathbf{N}}$ defined on $\mathbf{C}$. We first prove that all CMAS are mock characters (defined in [1]) with an exceptional case. Second, we study the CMAS satisfying the condition $C$ :

$$
\sum_{p \mid a_{p} \neq 1, p \in \mathbf{P}} \frac{1}{p}<\infty,
$$

where $\mathbf{P}$ is the set of prime numbers. We prove that in this case, there is at most one prime $p$ such that $a_{p} \neq 1$ or 0 . In the third part, we prove that all CMAS are either Dirichlet-like sequences or strongly aperiodic sequences. Finally, we conclude by proving that a strongly aperiodic sequence cannot be automatic.

### 3.2 Definitions, notation and basic propositions

Let us recall the definition of automatic sequences and complete multiplicativity:
Definition Let $\left(a_{n}\right)_{n \in \mathbf{N}}$ be an infinite sequence and $k \geq 2$ be an integer; we say that this sequence is $k$-automatic if there is a finite set of sequences containing $\left(a_{n}\right)_{n \in \mathbf{N}}$ and closed under the maps

$$
a_{n} \rightarrow a_{k n+i}, i=0,1, \ldots k-1 .
$$

There is another definition of a $k$-automatic sequence $\left(a_{n}\right)_{n \in \mathbf{N}}$ via an automaton. An automaton is an oriented graph with one state distinguished as the initial state, and, for each state, there are exactly $k$ edges pointing from this state to other states; these edges are labeled as $0,1, \ldots, k-1$. There is an output function $f$, which maps the set of states to a set $U$. For an arbitrary $n \in \mathbf{N}$, the $n$-th element of the automatic sequence can be computed as follows: writing the $k$-ary expansion of $n$, start from the initial state and move from one state to another by taking the edge read in the $k$-ary expansion one by one until stopping on some state. The value of $a_{n}$ is the evaluation of $f$ on the stopping state. If we read the expansion from right to left, then we call this automaton a reverse automaton of the sequence; otherwise, it is called a direct automaton.

In this article, all automata considered are direct automata.

Definition We define a subword ${ }^{1}$ of a sequence as a finite length string of the sequence. We let $\bar{w}_{l}$ denote a subword of length $l$.

Definition Let $\left(a_{n}\right)_{n \in \mathbf{N}}$ be an infinite sequence. We say that this sequence is completely multiplicative if, for any $p, q \in \mathbf{N}$, we have $a_{p} a_{q}=a_{p q}$.

It is easy to see that a CMAS can only take finite many values, either 0 or a $k$-th root of unity (see, for example, Lemma 1 [42]).

Definition Let $\left(a_{n}\right)_{n \in \mathbf{N}}$ be a CMS. We say that $a_{p}$ is a prime factor of $\left(a_{n}\right)_{n \in \mathbf{N}}$ if $p$ is a prime number and $a_{p} \neq 1$. Moreover, we say that $a_{p}$ is a non-trivial factor if $a_{p} \neq 0$, and we say that $a_{p}$ is a 0 -factor if $a_{p}=0$. We say that a sequence $\left(a_{n}\right)_{n \in \mathbf{N}}$ is generated by $a_{p_{1}}, a_{p_{2}}, \ldots$ if and only if $a_{p_{1}}, a_{p_{2}}, \ldots$ are the only prime factors of the sequence.

[^0]Definition We say that a sequence is an almost-0 sequence if there is only one non-trivial factor $a_{p}$ and $a_{q}=0$ for all primes $q \neq p$.

Proposition 3.1. Let $\left(a_{n}\right)_{n \in \mathbf{N}}$ be a $k$-CMAS and $q$ be the number of states of a direct automaton generating $\left(a_{n}\right)_{n \in \mathbf{N}}$; then, for any $m, y \in \mathbf{N}$, we have equality between the sets $\left\{a_{n} \mid m k^{q!} \leq n<(m+1) k^{q!}\right\}=\left\{a_{n} \mid m k^{y q!} \leq n<(m+1) k^{y q!}\right\}$.
Proof. In article [42] (Lemma 3 and Theorem 1), the author proves that, in an automaton, every state that can be reached from a specific state, say, $s$, with $q$ ! steps, can be reached with $y q$ ! steps for every $y \geq 1$; conversely, if a state can be reached with $y q$ ! steps for some $y \geq 1$, then it can already be reached with $q$ ! steps. This proves the proposition.

Let us consider a CMS $\left(a_{n}\right)_{n \in \mathbf{N}}$ taking values in a finite Abelian group $G$. We define

$$
E=\left\{g \mid g \in G, \sum_{a_{p}=g, p \in \mathbf{P}} \frac{1}{p}=\infty\right\}
$$

and $G_{1}$ as the subgroup of $G$ generated by $E$.
Definition Let $\left(a_{n}\right)_{n \in \mathbf{N}}$ be a sequence, we say that the sequence $\left(a_{n}\right)_{n \in \mathbf{N}}$ has a mean value if and only if $\lim _{N \rightarrow \infty} \frac{\sum_{n=0}^{N} a_{n}}{N+1}$ exists.

Proposition 3.2. Let $\left(a_{n}\right)_{n \in \mathbf{N}}$ be a CMS taking values in a finite Abelian group $G$; then all elements $g \in G$ have a non-zero natural density. Furthermore, this density depends only on the coset $r G_{1}$ on which the element $g$ lies. The statement is still true in the case that $G$ is a semi-group generated by a finite group and 0 under the condition that there are finitely many primes $p$ such that $a_{p}=0$.

Proof. When $G$ is an Abelien group, the proposition is proved in Theorem 3.10, [38], and when $G$ is a semi-group, Theorem 7.3, [38] shows that all elements in $G$ have a natural density. To conclude the proof, it is sufficient to consider the following fact: let $f_{0}$ be a CMS such that there exists a prime $p$ with $f_{0}(p)=0$, and let $f_{1}$ be another CMS such that

$$
f_{1}(q)=\left\{\begin{array}{l}
f_{0}(q) \text { if } q \in \mathcal{P}, q \neq p \\
1 \text { otherwise }
\end{array}\right.
$$

If $d_{0}(g)$ and $d_{1}(g)$ denote the natural density of $g$ in the sequence $\left(f_{0}(n)\right)_{n \in \mathbf{n}}$ and $\left(f_{1}(n)\right)_{n \in \mathbf{N}}$, respectively, then we have the equality

$$
d_{1}(g)=d_{0}(g)+\frac{1}{p} d_{0}(g)+\frac{1}{p^{2}} d_{0}(g) \ldots=\frac{p}{p-1} d_{0}(g) .
$$

Doing this iteratively until a non-vanishing sequence, we can conclude the proof by the first part of the proposition.

### 3.3 Finiteness of the numbers of 0 -factors

In this section, we will prove that a CMAS is either a mock character, which means that it has only finitely many 0-factors, or an almost-0 sequence, that is, $a_{m}=0$ for all $m$ that are not a power of $p$, and $a_{p^{k}}=\delta^{k}$ for some $\delta$, where $\delta$ is a root of unity or 0 and $p$ is a prime number.

Proposition 3.3. Let $\left(a_{n}\right)_{n \in \mathbf{N}}$ be a p-CMAS; then, it is either a mock character or an 0 -almost sequence.

Proof. If $\left(a_{n}\right)_{n \in \mathbf{N}}$ is not a mock character, then it contains infinitely many 0-factors. Here, we prove that, in this case, if there is some $a_{m} \neq 0$, then $m$ must be a power of $p$, and $p$ must be a prime number. Let us suppose that there are $q$ states of the automaton generating the sequence. As there are infinitely many 0-factors, it is easy to find a subword of length $p^{2 q!}$ such that all its elements are 0 :
This is equivalent to finding some $m \in \mathbf{N}$ and $p^{2 q!} 0$-factors, say, $a_{p_{1}}, a_{p_{2}}, \ldots, a_{p_{p^{2 q}}}$, such that

$$
\left\{\begin{array}{l}
m \equiv 0 \quad\left(\bmod p_{1}\right) \\
m+1 \equiv 0 \quad\left(\bmod p_{2}\right) \\
m+2 \equiv 0 \quad\left(\bmod p_{3}\right) \\
\cdots \\
m+p^{2 q!}-1 \equiv 0 \quad\left(\bmod p_{p^{2 q!}}\right)
\end{array}\right.
$$

If $m$ is a solution of the above system, then the subword $\overline{a_{m} a_{m+1} \cdots a_{m+p^{2 q!}-1}}$ is constant to 0 . Therefore, there exists an $m^{\prime}$ such that $m \leq m^{\prime} p^{q!}<\left(m^{\prime}+1\right) p^{q!} \leq m+p^{2 q!}$. Because of Proposition 3.1, for any $y \in \mathbf{N}, a_{k}=0$ for all $k$ such that $m^{\prime} p^{y q!} \leq k<\left(m^{\prime}+1\right) p^{y q}$. Taking an arbitrary prime $r$, if $r$ and $p$ are not multiplicatively dependent, then $a_{r}=0$ because there exists a power of $r$ satisfying $m^{\prime} p^{y q!} \leq r^{t}<\left(m^{\prime}+1\right) p^{y q!}$. This inequality holds because we can find some integers $t$ and $y$ such that

$$
\log _{p} m^{\prime} \leq t \log _{p} r-y q!<\log _{p}\left(m^{\prime}+1\right)
$$

The above argument shows that if $\left(a_{n}\right)_{n \in \mathbf{N}}$ is not a sequence such that $a_{m}=0$ for all $m>1$, then $p$ must be a power of a prime number $p^{\prime}$. Otherwise, as $p$ is not multiplicatively dependent from any other prime number, $a_{m}=0$ for all $m>1$. Furthermore, the sequence $\left(a_{n}\right)_{n \in \mathbf{N}}$ can have at most one non-zero prime factor, and if it exists, it should be $a_{p^{\prime}}$. Using automaticity, we can replace $p^{\prime}$ with $p$.

### 3.4 CMAS satisfying condition $C$

From this section, we consider only the CMAS with finitely many 0-factors.

In this section, we prove that all CMAS satisfying $C$ can have at most one non-trivial factor, and we do this in several steps.

Proposition 3.4. Let $\left(a_{n}\right)_{n \in \mathbf{N}}$ be a non-vanishing CMS taking values in the set $G=$ $\left\{\zeta^{r} \mid r \in \mathbf{N}\right\}$, where $\zeta$ is a non-trivial $k$-th root of unity, having u prime factors $a_{p_{1}}, a_{p_{2}}, \ldots a_{p_{u}}$; then, there exist $g \in G$ (where $a_{p_{1}}=g$ ) and a subword $\bar{w}_{u}$ appearing periodically in the sequence $\left(a_{n}\right)_{n \in \mathbf{N}}$ such that all its letters are different from $g$. Furthermore, the period does not have any prime factor other than $p_{1}, p_{2}, \ldots, p_{u}$.

Proof. We prove the statement by induction. For $u=1$, the above statement is trivial. It is easy to check that the sequence $\left(a_{n p_{1}^{k+1}+p_{1}^{k}}\right)_{n \in \mathbf{N}}$ is a constant sequence of 1 , the period is $p_{1}^{k+1}$, and $g=a_{p_{1}}$.

Supposing that the statement is true for some $u=n_{0}$, let us consider the case $u=n_{0}+1$. We first consider the sequence $\left(a_{n}^{\prime}\right)_{n \in \mathbf{N}}$ defined by $a_{n}^{\prime}=a_{\substack{v_{p_{n}}+1(n) \\ p_{n_{0}+1}}}$, a sequence having $n_{0}$ prime factors, where $v_{p}(n)$ denotes the largest integer $r$ such that $p^{r} \mid n$. Using the hypothesis of induction, we obtain a subword $\bar{w}_{n_{0}}$ satisfying the statement. Let us suppose that the first letter of this subword appears in the sequence $\left(a_{m_{n_{0}} n+l_{n_{0}}}^{\prime}\right)_{n \in \mathbf{N}}$. We can extract from this sequence a sequence of the form $\left(a_{m_{n_{0}^{\prime}}^{\prime} n+l_{n_{0}}}^{\prime}\right)_{n \in \mathbf{N}}$ such that $m_{n_{0}^{\prime}}=m_{n_{0}} \prod_{j=1}^{n_{0}} p_{j}^{d_{j}}$ for some $d_{j} \in \mathbf{N}^{+}$and $v_{p_{j}}\left(m_{n_{0}^{\prime}} n+l_{n_{0}}+n_{0}\right)=v_{p_{j}}\left(l_{n_{0}}+n_{0}\right)$ for all $j \leq n_{0}$. In this case, the sequence $\left(a_{m_{n_{0}^{\prime}}^{\prime}}^{\prime} n+l_{n_{0}}+n_{0}\right)_{n \in \mathbf{N}}$ is a constant sequence, say, all letters equal $C$.

Here, we consider two residue classes $N_{1}(n)$ and $N_{2}(n)$, separately satisfying the following conditions:

$$
\begin{array}{ll}
m_{n_{0}^{\prime}} N_{1}(n) \equiv-l_{n_{0}}-n_{0} & \bmod p_{n_{0}+1} \\
m_{n_{0}^{\prime}} N_{1}(n) \not \equiv-l_{n_{0}}-n_{0} & \bmod p_{n_{0}+1}^{2}
\end{array}
$$

and

$$
\begin{aligned}
& m_{n_{0}^{\prime}} N_{2}(n) \equiv-l_{n_{0}}-n_{0} \quad \bmod p_{n_{0}+1}^{2} \\
& m_{n_{0}^{\prime}} N_{2}(n) \not \equiv-l_{n_{0}}-n_{0} \quad \bmod p_{n_{0}+1}^{3}
\end{aligned}
$$

In these two cases, we have $a_{m_{n_{0}^{\prime}} N_{1}(n)+l_{n}+n_{0}}=C a_{p_{n_{0}+1}}$ and $a_{m_{n_{0}^{\prime}} N_{2}(n)+l_{n}+n_{0}}=$ $C a_{p_{n_{0}+1}}^{2}$ for all $n \in \mathbf{N}$. Because $a_{p_{n_{0}+1}} \neq 1$, there is at least one element of $C a_{p_{n_{0}+1}}, C a_{p_{n_{0}+1}}^{2}$ not equal to $g$. If $N_{i}(n)$ is the associated residue class, then $N_{i}(n)=p_{n_{0}+1}^{i+1} n+t$ for all
integers $n$ with $t \in \mathbf{N}, i=1$ or 2 .

Now, let us choose $m_{n_{0}+1}=m_{n_{0}^{\prime}} p_{n_{0}+1}^{i+1}$ and $l_{n_{0}+1}=l_{n_{0}}+t m_{n_{0}^{\prime}}$ so that the sequence $\left(a_{m_{n_{0}+1} n+l_{n_{0}+1}}^{\prime}\right)_{n \in \mathbf{N}}$ is a subsequence of $\left(a_{m_{n_{0}} n+l_{n_{0}}}^{\prime}\right)_{n \in \mathbf{N}}$; thus, the subword of length $n$
$a_{m_{n_{0}+1} n+l_{n_{0}+1}}^{\prime} a_{m_{n_{0}+1} n+l_{n_{0}+1}+1}^{\prime} \ldots a_{m_{n_{0}+1} n+l_{n_{0}+1}+n_{0}-1}^{\prime}$ is constant, and none of its letters equal $g$ because of the hypothesis of induction. Furthermore, $a_{m_{n_{0}+1} n+l_{n_{0}+1}+n_{0}}=a_{m_{n_{0}}^{\prime} N_{i}(n)+l_{n_{0}}+n_{0}}$ is constant and different from $g$ because of the choice of residue class. The properties saying that the prime number $p_{n_{0}+1}$ is larger than $n_{0}+1$ and $p_{n_{0}+1} \mid m_{n_{0}^{\prime}} N_{i}(n)+l_{n_{0}}+n_{0}$ by construction imply that, for all $j$ such that $0 \leq j \leq n_{0}-1, p_{n_{0}+1} \nmid m_{n_{0}+1} n+l_{n_{0}+1}+j$. Therefore, we conclude that, for all $n, j \in \mathbf{N}$ such that $0 \leq j \leq n_{0}-1, v_{p_{n_{0}+1}}\left(m_{n_{0}+1} n+l_{n_{0}+1}+j\right)=0$. This means that the subword $\overline{a_{m_{n_{0}+1} n+l_{n_{0}+1}}} a_{m_{n_{0}+1} n+l_{n_{0}+1}+1} \ldots a_{m_{n_{0}+1} n+l_{n_{0}+1}+n_{0}}$ is a subword of length $n_{0}+1$ independent of $n$ and that none of its letters equals $g$; moreover, $m_{n_{0}+1}$ does not have any prime factor other than $p_{1}, p_{2} \ldots p_{n_{0}}$.

Proposition 3.5. Let $\left(a_{n}\right)_{n \in \mathbf{N}}$ be a non-vanishing CMS defined on a finite set $G$ satisfying condition $\mathcal{C}$, and let $\left(a_{n}^{\prime}\right)_{n \in \mathbf{N}}$ be another CMS generated by the first $r$ prime factors of $\left(a_{n}\right)_{n \in \mathbf{N}}$, say, $a_{p_{1}}, a_{p_{2}}, \ldots, a_{p_{r}}$. If there is a subword $\bar{w}_{r}$ appearing periodically in $\left(a_{n}^{\prime}\right)_{n \in \mathbf{N}}$ and if the period does not have any prime factors other than $p_{1}, p_{2}, \ldots, p_{r}$, then this subword appears at least once in $\left(a_{n}\right)_{n \in \mathbf{N}}$.

Proof. Let us denote by $p_{1}, p_{2} \ldots$ the sequence of prime numbers such that $a_{p_{i}} \neq 1$. Supposing that the first letter of the subword $\bar{w}_{r}$ belongs to the sequence $\left(a_{m_{r} n+l_{r}}^{\prime}\right)_{n \in \mathbf{N}}$ for some $m_{r} \in \mathbf{N}, l_{r} \in \mathbf{N}$, by hypothesis, $m_{r}$ does not have any prime factors other than $p_{1}, p_{2}, \ldots, p_{r}$. Thus, the total number of such subwords in the sequence $\left(a_{n}\right)_{n \in \mathbf{N}}$ can be bounded by the inequality:

$$
\begin{align*}
& \#\left\{a_{k} \mid k \leq n, \overline{a_{k}, a_{k+1}, \ldots, a_{k+r-1}}=\bar{w}_{r}\right\} \\
& \geq \#\left\{a_{k} \mid k \leq n, k=m_{r} k^{\prime}+l_{r}, k^{\prime} \in \mathbf{N} ; p_{i} \nmid k+j, \forall(i, j) \text { with } 0 \leq j \leq r-1, i>r\right\} \tag{3.1}
\end{align*}
$$

Let us consider the sequence defined by $N(t)=\prod_{j=1}^{t} p_{r+j}$; we have

$$
\begin{align*}
& \#\left\{a_{k} \mid k \leq N(t) m_{r}+l_{r}, k=m_{r} k^{\prime}+l_{r}, k^{\prime} \in \mathbf{N} ; p_{i} \nmid k+j, \forall(i, j) \text { with } 0 \leq j \leq r-1, r<i \leq r+t\right\} \\
& =\prod_{j=1}^{t}\left(p_{r+j}-r\right) \tag{3.2}
\end{align*}
$$

This equality holds because of the Chinese reminder theorem and the fact that $p_{r+j} \nmid m_{r}$ and $p_{r+j}>r$ for all $j \geq 1$.

Therefore, we have

$$
\begin{align*}
& \quad \#\left\{a_{k} \mid k \leq N(t) m_{r}+l_{r}, k=m_{r} k^{\prime}+l_{r}, k^{\prime} \in \mathbf{N} ; p_{i} \nmid k+j, \forall(i, j) \text { with } 0 \leq j \leq r-1, i>r\right\} \\
& >\#\left\{a_{k} \mid k \leq N(t) m_{r}+l_{r}, k=m_{r} k^{\prime}+l_{r}, k^{\prime} \in \mathbf{N} ; p_{i} \nmid k+j, \forall(i, j) \text { with } 0 \leq j \leq r-1, r<i \leq r+t\right\} \\
& -\#\left\{a_{k}\left|k \leq N(t) m_{r}+l_{r}, k=m_{r} k^{\prime}+l_{r}, k^{\prime} \in \mathbf{N} ; p_{i}\right| k+j, \forall(i, j) \text { with } 0 \leq j \leq r-1, i>r+t\right\} \\
& > \\
& \#\left\{a_{k} \mid k \leq N(t) m_{r}+l_{r}, k=m_{r} k^{\prime}+l_{r}, k^{\prime} \in \mathbf{N} ; p_{i} \nmid k+j, \forall(i, j) \text { with } 0 \leq j \leq r-1, r<i \leq r+t\right\} \\
& \\
& -\sum_{i>r+t} \#\left\{a_{k}\left|k \leq N(i) m_{r}+l_{r}, k=m_{r} k^{\prime}+l_{r}, k^{\prime} \in \mathbf{N} ; p_{i}\right| k+j, \forall j \text { with } 0 \leq j \leq r-1\right\}  \tag{3.3}\\
& > \\
& >\prod_{j=1}^{t}\left(p_{r+j}-r\right)-r \sum_{i>r+t, p_{i}<N(t)+r}\left[\frac{N(t)}{p_{i}}\right] \\
& >\prod_{j=1}^{t}\left(p_{r+j}-r\right)-r \sum_{i>r+t, p_{i}<N(t)+r} \frac{N(t)}{p_{i}}-r \pi(N(t)+r) .
\end{align*}
$$

where $[a]$ represents the smallest integer larger than $a$ and $\pi$ is the prime counting function. However,

$$
\begin{equation*}
\prod_{j=1}^{t}\left(p_{r+j}-r\right)=\prod_{j=1}^{t} \frac{p_{r+j}-r}{p_{r+j}} N(t) \geq \prod_{j=1}^{\infty} \frac{p_{r+j}-r}{p_{r+j}} N(t) \tag{3.4}
\end{equation*}
$$

The last formula can be approximated as $\prod_{j=1}^{\infty} \frac{p_{r+j}-r}{p_{r+j}}=\exp \left(\sum_{j=1}^{\infty} \log \left(\frac{p_{r+j}-r}{p_{r+j}}\right)\right)=\exp \left(-\Theta\left(\sum_{j=1}^{\infty} \frac{r}{p_{r+j}}\right)\right)$, and the last equality holds because $\log (1-x) \sim x$ when $x$ is small. Because of $C$, the above quantity does not diverge to 0 ; we conclude that, if $t$ is sufficiently large, there exists a $c$ with $0<c<1$ such that $\prod_{j=1}^{t}\left(p_{r+j}-r\right)>c N(t)$.

On the other hand, we remark that for all $i>r+t, p_{i}^{t}>\prod_{j=1}^{t} p_{r+j}=N(t)$; thus, $p_{i}>N(t)^{\frac{1}{t}}$

$$
\begin{equation*}
\sum_{i>r+t, p_{i}<N(t)+r} \frac{N(t)}{p_{i}}<N(t) \sum_{N(t)^{\frac{1}{t}}<p<N(t)+r} \frac{1}{p} . \tag{3.5}
\end{equation*}
$$

The term $N(t)^{\frac{1}{t}}$ can be bounded by

$$
\begin{equation*}
N(t)^{\frac{1}{t}}=\left(\prod_{j=1}^{t} p_{r+j}\right)^{\frac{1}{t}} \geq \frac{t}{\sum_{j=1}^{t} \frac{1}{p_{r+j}}}>\frac{t}{\sum_{j=1}^{t} \frac{1}{q_{j}}} . \tag{3.6}
\end{equation*}
$$

where $q_{j}$ is the $j$-th prime number in $\mathbf{N}$. For any $x \in \mathbf{N}, \#\left\{p_{i} \mid p_{i} \leq x\right\} \sim \frac{x}{\log (x)}$ and $\sum_{p_{i} \leq x} \frac{1}{p_{i}} \sim \log \log (x)$; thus, $N(t)^{\frac{1}{t}}$ tends to infinity when $t$ tends to infinity. Because of $C$, we can conclude that there exists some $t_{0} \in \mathbf{N}$ such that, for all $t>t_{0}, \sum_{N(t) \frac{1}{t}<p<N(t)+r} \frac{1}{p}<$ $\frac{1}{2 r} c$.

To conclude, for all $t>t_{0}$,

$$
\begin{align*}
& \#\left\{a_{k} \mid k \leq N(t) m_{r}+l_{r}, k=m_{r} k^{\prime}+l_{r}, k^{\prime} \in \mathbf{N} ; k+j \nmid p_{i}, \forall(i, j) \text { with } 0 \leq j \leq r-1, \forall i>r\right\} \\
> & \prod_{j=1}^{t}\left(p_{r+j}-r\right)-r \sum_{k>r+t} \frac{N(t)}{p_{k}}-r \pi(N(t)+r) \\
> & c N(t)-\frac{1}{2} c N(t)-r \pi(N(t)+r) . \tag{3.7}
\end{align*}
$$

When $t$ tends to infinity, the set $\#\left\{a_{k} \mid k \leq n, \overline{a_{k}, a_{k+1}, \ldots, a_{k+r-1}}=\bar{w}_{r}\right\}$ is not empty.

Proposition 3.6. Let $\left(a_{n}\right)_{n \in \mathbf{N}}$ be a p-CMAS, vanishing or not, satisfying condition $C$. Then, there exists at most one prime number $k$ such that $a_{k} \neq 1$ or 0 .

Proof. Suppose that the sequence $\left(a_{n}\right)_{n \in \mathbf{N}}$ has infinitely many prime factors not equal to 0 or 1 . Let us consider first the sequence $\left(a_{n}^{\prime}\right)_{n \in \mathbf{N}}$ defined as follows:

$$
a_{n}^{\prime}=a \frac{n}{\Pi_{p_{i} \in \mathbf{Z}}^{\mathbf{Z}_{i}^{p_{i}(n)}}},
$$

where $\mathbf{Z}=\left\{p \mid p \in \mathbf{P}, a_{p}=0\right\}$; because of Proposition 3.3, this set is finite.

Using Propositions 3.4 and 3.5 , there exists a subword of length $p^{2 q!}$, say, $\bar{v}_{p^{2 q!}}$, appearing in $\left(a_{n}^{\prime}\right)_{n \in \mathbf{N}}$ such that none of its letters equal $g=a_{p_{1}}^{\prime}=a_{p_{1}}$, where $q$ is the number of states of the automaton generating $\left(a_{n}\right)_{n \in \mathbf{N}}$. Then, by construction, there is a subword of the same length, say, $\bar{w}_{p^{2 q}}$, appearing at the same position on the sequence $\left(a_{n}\right)_{n \in \mathbf{N}}$ such that none of its letters equal $g$. Extracting a subword $\overline{w^{\prime}}{ }_{p^{q}!}$ contained in $\bar{w}_{p^{2 q!}}$ of the form $\overline{a_{u p^{q}!} a_{u p p^{!}+2} \cdots a_{(u+1) p^{q!}-1}}$ for some $u \in \mathbf{N}$ and using Proposition 3.1, we have, for every $y$ such that $y \geq 1$ and every $m$ such that $0 \leq m \leq p^{y q!}-1, a_{u p^{y q!}+m} \neq g$. In particular,

$$
\lim _{y \rightarrow \infty} \frac{1}{p^{y q!}} \#\left\{a_{s}=g \mid u p^{y q!} \leq s<(u+1) p^{y q!}-1\right\}=0
$$

which contradicts the fact that $g$ has a non-zero natural density proved by Proposition 3.2.

Therefore, we have proven that the sequence $\left(a_{n}\right)_{n \in \mathbf{N}}$ must have finitely many prime factors. However, Corollary 2 of [27] proves that, in this case, the sequence $\left(a_{n}\right)_{n \in \mathbf{N}}$ can have at most one prime $k$ such that $a_{k} \neq 1$ or 0 .

### 3.5 Classification of CMAS

In this section, we will prove that a CMAS is either strongly aperiodic or a Dirichlet-like sequence.

Definition A sequence $\left(a_{n}\right)_{n \in \mathbf{N}}$ is said to be aperiodic if and only if, for any pair of integers $(s, r)$, we have

$$
\lim _{N \rightarrow \infty} \frac{\sum_{i=0}^{N} a_{s i+r}}{N}=0 .
$$

Definition Let $\mathcal{M}$ be the set of completely multiplicative functions. Let $\mathbf{D}: \mathcal{M} \times \mathcal{M} \times$ $\mathbf{N} \rightarrow[0, \infty]$ be given by

$$
\mathbf{D}(f, g, N)^{2}=\sum_{p \in \mathbf{P} \cap[N]} \frac{1-\operatorname{Re}(f(p) \overline{g(p)})}{p}
$$

and $M: \mathcal{M} \times \mathbf{N} \rightarrow[0, \infty)$ be given by

$$
M(f, \mathbf{N})=\min _{|t| \leq N} \mathbf{D}\left(f, n^{i t}, N\right)^{2}
$$

A sequence $\left(a_{n}\right)_{n \in \mathbf{N}}$ is said to be strongly aperiodic if and only if $M(f \chi, N) \rightarrow \infty$ as $N \rightarrow \infty$ for every Dirichlet character $\chi$.

Definition A sequence $\left(a_{n}\right)_{n \in \mathbf{N}}$ is said to be (trivial) Dirichlet-like if and only if there exists a (trivial) Dirichlet character $X(n)_{n \in \mathbf{N}}$ such that there exists at most one prime number $p$ satisfying $a_{p} \neq X(p)$.

Proposition 3.7. Let $\left(a_{n}\right)_{n \in \mathbf{N}}$ be a CMAS; then, either there exists a Dirichlet character $(X(n))_{n \in \mathbf{N}}$ such that the sequence $\left(a_{n} X(n)\right)_{n \in \mathbf{N}}$ is a trivial Dirichlet-like character or it is strongly aperiodic.

Proof. First, it is easy to check that there is an integer $r$ such that $a_{p}$ is a $r$-th root of unity for all but finitely many primes $p$ (see Lemma 1 [42]). If $\left(a_{n}\right)_{n \in \mathbf{N}}$ is not strongly aperiodic, then because of Proposition 6.1 in [21], there exists a Dirichlet character $(X(n))_{n \in \mathbf{N}}$ such that

$$
\lim _{N \rightarrow \infty} \mathbf{D}(a, X, N)<\infty(*)
$$

However, the sequence $\left(a_{n} \overline{X(n)}\right)_{n \in \mathbf{N}}$ is also CMAS and satisfies condition $\mathcal{C}$; the last fact is from (*). Because of Proposition 3.6, $\left(a_{n} \overline{X(n)}\right)_{n \in \mathbf{N}}$ is a trivial Dirichlet-like character.

Proposition 3.8. Let $\left(a_{n}\right)_{n \in \mathbf{N}}$ be a CMAS and $X_{t}(n)_{n \in \mathbf{N}}$ be a Dirichlet character (mod $t$ ). If the sequence $\left(a_{n} X_{t}(n)\right)_{n \in \mathbf{N}}$ is the trivial Dirichlet-like character (mod $t$ ), then $\left(a_{n}\right)_{n \in \mathbf{N}}$ is either a Dirichlet character (mod $t$ ) or a Dirichlet-like character $a_{n}=\epsilon^{v_{p}(n)} X\left(\frac{n}{p^{v_{p}(n)}}\right)$, where $p$ is a prime divisor of $t$ and $\epsilon$ is a root of unity.

Proof. Let $\left(a_{n}\right)_{n \in \mathbf{N}}$ be a CMAS satisfying the above hypothesis; then, all possibilities for such $\left(a_{n}\right)_{n \in \mathbf{N}}$ are the sequences of the form

$$
a_{n}=\prod_{i=1}^{m} \epsilon_{i}^{v_{p_{i}}(n)} X\left(\frac{n}{\prod_{i=1}^{m} p_{i}^{v_{p_{i}}(n)}}\right),
$$

for each $n$, where $\epsilon_{i}$ are all non-zero complex numbers and $p_{i}$ are all prime factors of $t$.

Let us consider the Dirichlet sequence $f(s)$ associated with the sequence $\left(a_{n}\right)_{n \in \mathbf{N}}$, which can be written as

$$
f(s)=L\left(s, X_{t}\right) \prod_{i=1}^{m} \frac{1-\frac{1}{p_{i}^{s}}}{1-\frac{a_{p_{i}}}{p_{i}^{i}}} .
$$

Therefore, all the poles of $f(s)$ can be found on

$$
s=\frac{\log a_{p_{i}}+2 i n \pi}{\log p_{i}}
$$

for all $i$ such that $1 \leq i \leq m$ and $n \in \mathbf{Z}$.

However, if $\left(a_{n}\right)_{n \in \mathbf{N}}$ is a $k$-automatic sequence for some integer $k$, then the poles should be located at points

$$
s=\frac{\log \lambda}{\log k}+\frac{2 i m \pi}{\log k}-l+1,
$$

where $\lambda$ is any eigenvalue of a certain matrix defined from the sequence $\left(\chi_{n}\right)_{n \in \mathbf{N}}$, and $m \in \mathbf{Z}, l \in \mathbf{N}$, and $\log$ is a branch of the complex logarithm [2]. By comparing the two sets of possible locations of poles for the same function, we can see that there is at most one $a_{p_{i}} \neq 0$.

### 3.6 Conclusion

In this section, we conclude this article by proving that strongly aperiodic CMAS does not exist. To do so, we recall the definition of the block complexity of sequences.

Definition Let $\left(a_{n}\right)_{n \in \mathbf{N}}$ be a sequence. The block complexity of $\left(a_{n}\right)_{n \in \mathbf{N}}$ is a sequence, which will be denoted by $(p(k))_{k \in \mathbf{N}}$, such that $p(k)$ is the number of subwords of length $k$ that occur (as consecutive values) in $\left(a_{n}\right)_{n \in \mathbf{N}}$

Proposition 3.9. If $\left(a_{n}\right)_{n \in \mathbf{N}}$ is a CMAS, then it is not strongly aperiodic.
Proof. From Theorem 2 in ([22]) and the remark following this theorem, the block complexity of the sequence $\left(a_{n}\right)_{n \in \mathbf{N}}$ should satisfy the property that $\lim _{n \rightarrow \infty} \frac{p(n)}{n}=\infty$, which contradicts the fact that the block complexity of an automatic sequence is bounded by a linear function [13]. Therefore, the non-existence of strongly aperiodic CMAS is proved.

Theorem 3.1. Let $\left(a_{n}\right)_{n \in \mathbf{N}}$ be a CMAS; then, it can be written in the following form: -either there is at most one prime $p$ such that $a_{p} \neq 0$ and $a_{q}=0$ for all other primes $q$ -or $a_{n}=\epsilon^{v_{p}(n)} X\left(\frac{n}{p^{v_{p}(n)}}\right)$, where $(X(n))_{n \in \mathbf{N}}$ is a Dirichlet character.

### 3.7 Acknowledgement

We found some results in the recent literature on similar topics that have applications to the classification of CMAS. In [30], the authors proved that all continuous observables in a substitutional dynamical system $\left(X_{\theta}, S\right)$ are orthogonal to any bounded, aperiodic, multiplicative function, where $\theta$ represents a primitive uniform substitution and $S$ is the shift operator. As an application, all multiplicative and automatic sequences produced by primitive automata are Weyl rationally almost periodic. We remark that a sequence $\left(b_{n}\right)_{n \in \mathbf{N}}$ is called Weyl rationally almost periodic if it can be approximated by periodic sequences in same alphabet in the pseudo-metric

$$
d_{W}(a, b)=\limsup _{N \rightarrow \infty} \sup _{l \geq 1} \frac{1}{N}|\{l \leq n<l+N: a(n) \neq b(n)\}|
$$

This result could probably be generated in the non-primitive case.
In [29], the authors considered general multiplicative functions with the condition $\liminf _{N \rightarrow \infty}\left|b_{n+1}-b_{n}\right|>0$. They proved that if $\left(b_{n}\right)_{n \in \mathbf{N}}$ is a completely multiplicative sequence, then most primes, at a fixed power, give the same values as a Dirichlet character.

## Chapter 4

## Automatic sequences defined by Theta functions and some infinite products

### 4.1 Introduction

Let $p(x) \in C(x)$ be a rational function satisfying the condition $p(0)=1$ and $q$ an integer larger than 1 , in this article we will consider the expansion in power series of the infinite product

$$
f(x)=\prod_{s=0}^{\infty} p\left(x^{q^{s}}\right)=\sum_{i=0}^{\infty} c_{i} x^{i}
$$

and study when the sequence $\left(c_{i}\right)_{i \in \mathbf{N}}$ is $q$-automatic. This topic has been studied by many authors, such as [17], [16] and [11], using analytical approach, here we want to review this topic by a basic algebraic approach.

The main result is that for given integers $q \geq 2$ and $d \geq 0$, there exist finitely many polynomials of degree d defined over the field of rational numbers $\mathbf{Q}$, such that $f(x)=$ $\prod_{s=0}^{\infty} p\left(x^{q^{s}}\right)=\sum_{i=0}^{\infty} c_{i} x^{i}$ is a $q$-automatic power series.

### 4.2 Definitions and generality

Definition Let $\left(a_{n}\right)_{n \in \mathbf{N}}$ be a sequence, we say it is $q$-automatic if the set

$$
\operatorname{Ker}\left(\left(a_{i}\right)_{i \in \mathbf{N}}\right)=\left\{\left(a_{q^{l} n+b}\right)_{n \in \mathbf{N}} \mid l \in \mathbf{N}, 0 \leq b<q^{l}\right\}
$$

is finite. This set will be called the $q$-kernel of $\left(a_{n}\right)_{n \in \mathbf{N}}$.

For every couple of integers $(l, b)$ satisfying $l \in \mathbf{N}, 0 \leq b<q^{l}$, let us define a relation $R_{l, b}$ over the sequence space: we say $R_{l, b}\left(\left(a_{n}\right)_{n \in \mathbf{N}},\left(b_{n}\right)_{n \in \mathbf{N}}\right)$ if and only if

$$
\forall n \in \mathbf{Z}, b_{n}=a_{q^{l} n+b} .
$$

Definition Let $\sum_{i=0}^{\infty} a_{i} x^{i}$ be a power series, we say it is $q$-automatic if the sequence of coefficients $\left(a_{n}\right)_{n \in \mathbf{N}}$ is $q$-automatic.

Similarly we define operators $O_{l, b}$ over the space of power series:

$$
O_{l, b}\left(\sum_{n=0}^{\infty} a_{n} x^{n}\right)=\sum_{n=0}^{\infty} a_{q^{l} n+b} x^{n} .
$$

Now let us consider a detailed version of a well-known theorem, see, for example, [4].
Proposition 4.1. let $f \in F((x))$ be a $k$-automatic power series, then there exist polynomials $a_{0}(x), a_{1}(x), \ldots, a_{m}(x) \in F[x]$ with $a_{0}(x) a_{m}(x) \neq 0$ such that

$$
\sum_{i=0}^{m} a_{i}(x) f\left(x^{k^{i}}\right)=0
$$

Furthermore, the coefficients of $a_{0}(x), a_{1}(x), \ldots, a_{x}(t)$ depend only on $R_{l, b}$ relations over the $q$-kernel of the sequence of the coefficients of $f$.

Proof. Let $B$ denote the $k$-kernel of the sequence of coefficients of $f$, and $N$ denote the cardinal of $B$. We can then associate each element in $B$ with a power series by

$$
\left(a_{n}\right)_{n \in \mathbf{N}} \rightarrow \sum_{n=0}^{\infty} a_{n} x^{n} .
$$

Let $B^{\prime}$ denote the image of $B$ by the previous map. For each power series in $B^{\prime}$, we have

$$
\sum_{i=0}^{\infty} a_{i} x^{i}=\sum_{i=0}^{k-1} x^{i}\left(\sum_{j=0}^{\infty} a_{k j+i} x^{k j}\right) .
$$

Remarking that if the sequence $\left(a_{n}\right)_{n \in \mathbf{N}}$ is in $B$, then $\left(a_{k n+j}\right)_{n \in \mathbf{N}}$ is also in $B$, for $j=0,1, \ldots, k-1$. If we write

$$
\sum_{i=0}^{\infty} a_{i} x^{i}=\sum_{\left(b_{n}\right)_{n \in \mathbf{N}} \in B^{\prime}} c_{b} \sum_{i=0}^{\infty} b_{i} x^{k i}
$$

Then

$$
c_{b}=\left\{\begin{array}{l}
x^{i}, \text { if } R_{1, i}\left(\left(a_{n}\right)_{n \in \mathbf{N}},\left(b_{n}\right)_{n \in \mathbf{N}}\right) \\
0, \text { otherwise }
\end{array}\right.
$$

Particularly, we can do the same thing for $f(x), f\left(x^{k}\right), \ldots, f\left(x^{k^{N}}\right)$ :

$$
\left\{\begin{array}{l}
f(x)=\sum_{\left(b_{n}\right)_{n \in \mathbf{N}} \in B} c_{b}^{1} \sum_{i=0}^{\infty} b_{i} x^{k^{N+1} i}, \\
f\left(x^{k}\right)=\sum_{\left(b_{n}\right)_{n \in \mathbf{N}} \in B} c_{b}^{2} \sum_{i=0}^{\infty} b_{i} x^{k^{N+1} i}, \\
\ldots \\
f\left(x^{k^{N}}\right)=\sum_{\left(b_{n}\right)_{n \in \mathbf{N}} \in B} c_{b}^{N} \sum_{i=0}^{\infty} b_{i} x^{k^{N+1}} ;
\end{array}\right.
$$

with $c_{b}^{j}$ defined only by $R_{l, b}$ relations. But as the cardinal of $B^{\prime}$ is $N$, the linear forms at the right-hand side of above equalities are linearly dependent. As a result, if we neglect the linear dependence between elements in $B^{\prime}$, we can have a linear dependence between $f(x), f\left(x^{k}\right), \ldots, f\left(x^{k^{N}}\right)$ such that the coefficients depend only on $c_{b}^{j}$. So these coefficients depend only on $R_{l, b}$ relations.

Here we make this proposition precise by some examples:

Example Let us consider a periodic sequence

$$
a, b, a, b, a, b, a, b \ldots
$$

which is 2-automatic.
Now let us write down the associated power sequence $F(x)=a+b x+a x^{2}+b x^{3}+\ldots$ and two other sequences $A(x)=a+a x+a x^{2}+a x^{3} \ldots, B(x)=b+b x+b x^{2}+b x^{3} \ldots$ with constant coefficients.

So

$$
\begin{gathered}
F(x)=A\left(x^{2}\right)+x B\left(x^{2}\right) \\
A(x)=(1+x) A\left(x^{2}\right) \\
B(x)=(1+x) B\left(x^{2}\right)
\end{gathered}
$$

so we have the following dependence:

$$
\begin{gathered}
F(x)=\left(1+x^{2}\right)\left(1+x^{4}\right) A\left(x^{8}\right)+x\left(1+x^{2}\right)\left(1+x^{4}\right) B\left(x^{8}\right) \\
F\left(x^{2}\right)=\left(1+x^{4}\right) A\left(x^{8}\right)+x^{2}\left(1+x^{4}\right) B\left(x^{8}\right) \\
F\left(x^{4}\right)=A\left(x^{8}\right)+x^{4} B\left(x^{8}\right)
\end{gathered}
$$

$F(x)$ satisfies the functional equation

$$
\left(x^{8}-x^{6}+x^{4}-x^{2}\right)\left(\left(1+x^{2}\right) F\left(x^{2}\right)-F(x)\right)=\left(x^{4}-x^{3}+x^{2}-x\right)\left(1+x^{4}\right)\left(\left(1+x^{4}\right) F\left(x^{4}\right)-F\left(x^{2}\right)\right)
$$

This functional equation does not depend on the values of $a$ and $b$.

Example Let us consider the Thue-Morse sequence

$$
a, b, b, a, b, a, a, b, b, a, a, b, a, b, b, a \ldots
$$

which is 2-automatic.
Now let us write down the associated power sequence $F(x)=a+b x+b x^{2}+a x^{3}+\ldots$ and another sequence $G(x)=b+a x+a x^{2}+b x^{3} \ldots$, by changing $a$ to $b$ and $b$ to $a$ :

So

$$
F(x)=F\left(x^{2}\right)+x G\left(x^{2}\right)
$$

and

$$
G(x)=G\left(x^{2}\right)+x F\left(x^{2}\right)
$$

so we have the following dependence:

$$
\begin{gathered}
G\left(x^{2}\right)=G\left(x^{4}\right)+x^{2} F\left(x^{4}\right) \\
x^{2} G\left(x^{4}\right)=F\left(x^{2}\right)-F\left(x^{4}\right) \\
x^{2} G\left(x^{2}\right)=x^{2} G\left(x^{4}\right)+x^{4} F\left(x^{4}\right)
\end{gathered}
$$

$F(x)$ satisfies the functional equation

$$
\left(x^{4}-1\right) F\left(x^{4}\right)+(1+x) F\left(x^{2}\right)-x F(x)=0
$$

This functional equation does not depend on the values of $a$ and $b$.
Proposition 4.2. For a given functional equation $F: \sum_{s=0}^{m} a_{s}(t) f\left(t^{k^{s}}\right)=0$, there exist finitely many polynomials $p_{1}, p_{2}, \ldots, p_{r}$ with $p_{i}(0)=1, \forall i \in[0, r]$, such that the associated theta functions $G_{r}(x)=\prod_{s=0}^{\infty} p_{r}\left(x^{q^{s}}\right)$ satisfying equation $F$.

Proof. If $p(x)$ is a such polynomial satisfying $p(0)=1$. Let us denote by $G(x)$ the associated power series. By hypothesis, it satisfies the functional equation $F$ :

$$
\sum_{s=0}^{m} a_{s}(x) G\left(x^{q^{s}}\right)=0
$$

On the other hand, the power series $G$ satisfies another functional equation:

$$
G(x)=p(x) G\left(x^{q}\right)
$$

Plugging the second equation into the first one, we get

$$
\sum_{s=0}^{m} a_{s}(x) \prod_{r=s}^{m} p\left(x^{q^{m-r}}\right)=0
$$

An observation is that all terms in the sum contain a factor $p\left(x^{q^{m-1}}\right)$ except the last one. So we have

$$
p\left(x^{q^{m-1}}\right) \mid a_{m}(x)
$$

with $p(0)=1$, so there are finitely many choices for $p(x)$.

Proposition 4.3. For a fixed number $k$, there are finitely many polynomials $p_{1}, p_{2}, \ldots, p_{r}$ such that the theta functions $G_{j}(x)=\prod_{s=0}^{\infty} p_{j}\left(x^{q^{s}}\right)$ are $q$-automatic and the sizes of their $q$-kernels are bounded by $k$.

Proof. Fixing the size of the $q$-kernel, we fix the number of possibilities of $R_{l, b}$ relations, so the possible functional equations, and we conclude by Proposition 4.2.

### 4.3 Infinite product of polynomials

Let $p=\sum_{i=1}^{n} a_{i} x^{i}$ be a polynomial with coefficients in $\mathbf{C}$ and $q$ be an integer larger than 1. It is known that the coefficients of the power series

$$
f(x)=\prod_{s=0}^{\infty} p\left(x^{q^{s}}\right)
$$

form a $q$-regular sequence [17], here we want to study when this sequence is $q$-automatic.
Firstly, let us suppose that the degree of $p$, noted $\operatorname{deg}(p)$, satisfies $q^{k-1}<\operatorname{deg}(p) \leq q^{k}$ for some $k \in \mathbf{N}$ and write

$$
f(x)=\prod_{s=0}^{\infty} p\left(x^{q^{s}}\right)=\sum_{i=1}^{\infty} c_{i} x^{i} .
$$

Then the coefficients $c_{i}$ satisfy a recurrence relation:

$$
\begin{equation*}
c_{n q+r}=\sum_{\substack{\left.0 \leq j \leq q^{k}\right) \\ j \equiv r \\(\bmod q)}} a_{j} c_{n+\frac{r-j}{q}} \tag{4.1}
\end{equation*}
$$

for all $r$ such that $0 \leq r \leq q-1$ and $c_{n}=0$ for all negative indices.
Lemma 4.1. The sequences $\left(c_{q n+i-j}\right)_{n \in \mathbf{N}}$, for all $i$ and $j$ such that $0 \leq i \leq q-1$ and $0 \leq$ $j \leq 2 q^{k}$, can be represented as linear combinations of sequences $\left\{\left(c_{n-i}\right)_{n \in \mathbf{N}} \mid 0 \leq i<2 q^{k}\right\}$.

Proof. Because of the previous equality, we have

$$
c_{n q+i-j}=\sum_{\substack{0 \leq s \leq q^{k} \\ s \equiv i-j \\(\bmod q)}} a_{s} c_{n+\frac{i-j-s}{q}}
$$

for all $n, i, j$ defined as above. Now let us check that all sequences appearing on the right-hand side of these equalities are in the set defined in the statement. It is enough to calculate the shifting indices and we have the bounds as follows,

$$
-2 q^{k}<-3 q^{k-1} \leq \frac{i-j-s}{q} \leq 0
$$

which proves the statement.

Example Let us consider the case where $p(x)=1+x+x^{2}+x^{3}+x^{4}$ and $q=2$, the sequence of coefficients of the power series $F(x)=\prod_{s=0}^{\infty} p\left(x^{q^{s}}\right)$ is denoted by $\left(c_{n}\right)_{n \in \mathbf{N}}$, so we have

$$
p(x)=\left(1+x+x^{2}+x^{3}+x^{4}\right) F\left(x^{2}\right)
$$

from which we can deduce

$$
\begin{gathered}
c_{2 n}=c_{n}+c_{n-1}+c_{n-2}, \\
c_{2 n+1}=c_{n}+c_{n-1} .
\end{gathered}
$$

Using the above lemma, we get

$$
\left(\begin{array}{c}
c_{2 n} \\
c_{2 n-1} \\
c_{2 n-2} \\
c_{2 n-3} \\
c_{2 n-4} \\
c_{2 n-5} \\
c_{2 n-6} \\
c_{2 n-7} \\
c_{2 n-8}
\end{array}\right)=\left(\begin{array}{lllllllll}
1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0
\end{array}\right)\left(\begin{array}{c}
c_{n} \\
c_{n-1} \\
c_{n-2} \\
c_{n-3} \\
c_{n-4} \\
c_{n-5} \\
c_{n-6} \\
c_{n-7} \\
c_{n-8}
\end{array}\right)
$$

and

$$
\left(\begin{array}{c}
c_{2 n+1} \\
c_{2 n} \\
c_{2 n-1} \\
c_{2 n-2} \\
c_{2 n-3} \\
c_{2 n-4} \\
c_{2 n-5} \\
c_{2 n-6} \\
c_{2 n-7}
\end{array}\right)=\left(\begin{array}{ccccccccc}
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0
\end{array}\right)\left(\begin{array}{c}
c_{n} \\
c_{n-1} \\
c_{n-2} \\
c_{n-3} \\
c_{n-4} \\
c_{n-5} \\
c_{n-6} \\
c_{n-7} \\
c_{n-8}
\end{array}\right)
$$

Because of the previous fact, we can introduce some transition matrices: for all integers $r$
such that $0 \leq r \leq q-1$ let us define $\Gamma_{r}$ as a square matrix of size $2 q^{k}+1$ satisfying

$$
\Gamma_{r}\left(\begin{array}{c}
c_{n} \\
c_{n-1} \\
\ldots \\
c_{n-2 q^{k}}
\end{array}\right)=\left(\begin{array}{c}
c_{q n+r} \\
c_{q n+r-1} \\
\ldots \\
c_{q n+r-2 q^{k}}
\end{array}\right)
$$

for all $n \in \mathbf{N}$.
Let us denote by $G$ the semi-group generated by all $\Gamma_{r}$ and multiplication.
Proposition 4.4. $a \in\left\{c_{n} \mid n \in \mathbf{N}\right\}$ if and only if there exists a matrix $g \in G$ such that $a$ is the first element in the first row of the matrix $g$, in other words, $a=g(1,1)$. Furthermore, $\left(c_{n}\right)_{n \in \mathbf{N}}$ is automatic if and only if $G$ is a finite semi-group.

Proof. The first part of this proposition is trivial, for any $r \in \mathbf{N}$, let us consider its $q$-ary expansion $r=\overline{s_{k_{1}} s_{k_{1}-1} \ldots s_{0}}$. Using Lemma 4.1, we have

$$
\left(\begin{array}{c}
c_{r} \\
c_{r-1} \\
\ldots \\
c_{r-2 q^{k}}
\end{array}\right)=\Gamma_{s_{k_{1}}} \Gamma_{s_{k_{1}-1}} . . \Gamma_{s_{0}}\left(\begin{array}{c}
1 \\
0 \\
\ldots \\
0
\end{array}\right)
$$

which proves the first part of the statement.

For the second part, let us define maps $\gamma_{r}$ for all integers $r$ by $\gamma_{r}(n)=q(q(\ldots q(q(n)+$ $\left.\left.\left.s_{0}\right) \ldots\right)+s_{k_{1}-1}\right)+s_{k_{1}}$ for all $n \in \mathbf{N}$ if $r=\overline{s_{k_{1}} s_{k_{1}-1} \ldots s_{0}}$. Then there is an equality for all $r$ :

$$
\left(\begin{array}{cccc}
c_{\gamma_{r}(0)} & c_{\gamma_{r}(1)} & \ldots & c_{\gamma_{r}\left(2 q^{k}\right)} \\
c_{\gamma_{r}(0)-1} & c_{\gamma_{r}(1)-1} & \ldots & c_{\gamma_{r}\left(2 q^{k}\right)-2 q^{k}} \\
\ldots & & & \\
c_{\gamma_{r}(0)-2 q^{k}} & c_{\gamma_{r}(1)-2 q^{k}} & \ldots & c_{\gamma_{r}\left(2 q^{k}\right)-2 q^{k}}
\end{array}\right)=\Gamma_{s_{k_{1}}} \Gamma_{s_{k_{1}-1}} . . \Gamma_{s_{0}}\left(\begin{array}{cccc}
a_{0} & a_{1} & \ldots & a_{2 q^{k}} \\
0 & a_{0} & \ldots & a_{2 q^{k}-1} \\
\ldots & & \\
0 & 0 & \ldots & a_{0}
\end{array}\right) .
$$

But the the last matrix in the above equality is constant and invertible, so each element of a matrix $g \in G$ is a finite linear composition of elements in the sequence $\left(c_{n}\right)_{n \in \mathbf{N}}$, so the finiteness of elements in $\left(c_{n}\right)_{n \in \mathbf{N}}$ is equivalent to the finiteness of elements in $G$. And using the fact that $\left(c_{n}\right)_{n \in \mathbf{N}}$ is an automatic sequence, we conclude the statement.

Proposition 4.5. For given integers $q \geq 2$ and $d \geq 0$, there exist finitely many polynomials of degree d defined over the field of rational numbers $\mathbf{Q}$, such that $\prod_{s=0}^{\infty} p\left(x^{q^{s}}\right)=\sum_{i=1}^{\infty} c_{i} x^{i}$ is a $q$-automatic power series.

Proof. Suppose that the sequence $\left(c_{n}\right)_{n \in \mathbf{N}}$ generated by $\prod_{s=0}^{\infty} p\left(x^{q^{s}}\right)=\sum_{i=1}^{\infty} c_{i} x^{i}$ is automatic. Let us consider a sequence of matrices $\left(\Gamma_{n}\right)_{n \in \mathbf{N}}$, such that $\Gamma_{i}$ are defined as above
for $i=0,1, . ., q-1$ and $\Gamma_{q i+j}=\Gamma_{i} \Gamma_{j}$ for all $i \geq 1$ and $j=0,1, \ldots, q-1$.
It is easy to see that this matrix sequence is automatic because $G$ is finite. And also the automata of this matrix sequence is the same as the one of $\left(c_{n}\right)_{n \in \mathbf{N}}$, because $c_{n}$ is exactly the element at the position $(1,1)$ of the matrix $\Gamma_{n}$. To conclude the statement, we have to prove two things: firstly the number of automata generating the sequences $\left(\Gamma_{n}\right)_{n \in \mathbf{N}}$ is finite, secondly, the output functions for each automaton are also finite.

For the first point, it is enough to show that $|G|$ is bounded by a function depending only on $d$ and $q$, which is proved by Theorem 1.3 of [33]. It says that given naturals $n$ and $k$, there exist, up to semi-group isomorphism, only a finite number of finite sub-semi-groups of $M_{n}(F)$ generated by at most $k$ elements.

For the second point, it is a consequence of Proposition 4.3.

Proposition 4.6. Let $f$ be a polynomial satisfying the hypothesis in Proposition 4.5, then all its coefficients belong to $\mathbf{Z}$.

Proof. Let us denote by $d$ the degree of $f$ and write down all coefficients of $f$ in the form $a_{i}=\frac{p_{i}}{q_{i}}$ such that $\left(p_{i}, q_{i}\right)=1$, and similarly for all coefficient of $F$, let us write down $c_{i}=\frac{r_{i}}{t_{i}}$ with $\left(r_{i}, t_{i}\right)=1$. If there are some coefficients of $f$ which are rational numbers but not integers, then there exist a prime $p$ and two integers $d_{1}$ and $d_{2}$ satisfying :

$$
d_{1}=\max \left\{t\left|t \in \mathbf{N}, \exists q_{i}, p^{t}\right| q_{i}\right\}
$$

and

$$
d_{2}=\max \left\{t\left|t \in \mathbf{N}, \exists t_{i}, p^{t}\right| t_{i}\right\}
$$

with $d_{1}>0, d_{2}>0$. In fact, because of the hypothesis, there exists $a_{i}=\frac{p_{i}}{q_{i}}$ with $q_{i} \neq 1$. So there exists a prime $p$ such that $p \mid q_{i}$, thus $d_{1} \neq 0$. Let us suppose $a_{j}=\frac{p_{j}}{q_{j}}$ with the smallest index such that $p^{d_{1}} \mid q_{j}$. Now let us check

$$
c_{j}=a_{j}+\sum_{q k+s=j, k>0} a_{k} c_{s}
$$

If $c_{j}=\frac{r_{j}}{t_{j}}$ with $p \mid t_{j}$ then $d_{2} \geq 1$; otherwise, there are some $a_{k}, c_{j}$ such that $p^{d_{1}} \mid q_{k} t_{j}$, but with the assumption of smallest index, $p^{d_{1}} \nmid q_{k}$, so $p \mid t_{j}$ thus $d_{2} \geq 1$.

Let $l_{1}$ be the smallest index such that $p^{d_{1}} \mid q_{l_{1}}$ and similarly let $l_{2}$ be the smallest index such that $p^{d_{2}} \mid s_{l_{2}}$. Now let us consider the coefficient $c_{l_{2} q+l_{1}}$, which can be calculated as

$$
c_{l_{2} q+l_{1}}=\sum_{0 \leq i \leq d, q j+i=l_{2} q+l_{1}} a_{i} c_{j} .
$$

Let us consider the sum at the right-hand side, for any couple of $\left(a_{i}, c_{j}\right)$, if $i<t_{1}$, then $p^{d_{1}} \nmid q_{i}$, the maximality of $d_{2}$ leads to $p^{d_{1}+d_{2}} \nmid q_{i} t_{j}$; similarly, if $i>t_{1}$, then $j<t_{2}$ thus
$p^{d_{2}} \nmid t_{j}$, so that $p^{d_{1}+d_{2}} \nmid q_{i} t_{j}$; but if $i=t_{1}$, then $j=t_{2}$, so $p^{d_{1}} \mid q_{i}$ and $p^{d_{2}} \mid t_{i}$. As a result, $p^{d_{1}+d_{2}} \mid c_{t_{2} q+t_{1}}$, contradicts the maximality of $d_{2}$.

### 4.4 Rational functions generated by infinite products

Here we consider the following question: for a given polynomial $p$ and an integer $q$, when does $F(x)=\prod_{s=0}^{\infty} p\left(x^{q^{s}}\right)$ equal a rational function. This question has already been studies in [16] when restricting the polynomial to the cyclotomic case, this section can be considered as a generalization of the previous work.

Proposition 4.7. Let $p$ be a polynomial taking coefficients over $\mathbf{C}$ and $q$ be an integer larger than 1 , then there is an equivalence between:
(1) $\prod_{s=0}^{\infty} p\left(x^{q^{s}}\right)$ is a rational function.
(2) there exists a polynomial $Q(x)$ such that $p(x)=\frac{Q\left(x^{q}\right)}{Q(x)}$ and all roots of $Q(x)$ are roots of unity, if $\delta$ is a root of $Q(x)$ then $\delta^{q^{t}}$ is a root of $Q$ for all $t \in \mathbf{N}$.

Proof. (2) implies (1) is straightforward, let us check (1) implies (2).
Let $F(x)=\prod_{s=0}^{\infty} p\left(x^{q^{s}}\right)$ be a rational function, say $F(x)=\frac{P(x)}{Q(x)}$, where $P(x)$ and $Q(x)$ are coprime, using the functional equation $F(x)=p(x) F\left(x^{q}\right)$, we get

$$
\frac{P(x) Q\left(x^{q}\right)}{P\left(x^{q}\right) Q(x)}=p(x) .
$$

As $\operatorname{deg}(p(x))>0$, so that $\operatorname{deg}(Q(x))>\operatorname{deg}(P(x))$, and $P\left(x^{q}\right) \mid P(x) Q\left(x^{q}\right)$ if $\operatorname{deg}(P(x))>0$, then $P\left(x^{q}\right)$ and $Q\left(x^{q}\right)$ should have at least one common root, which contradicts that $P(x)$ and $Q(x)$ are coprime, so we have

$$
F(x)=\frac{1}{Q(x)}
$$

and

$$
p(x)=\frac{Q\left(x^{q}\right)}{Q(x)}
$$

Now let us study the roots of $Q(x)$, let us suppose $0 \leq\left|r_{1}\right| \leq\left|r_{2}\right| \leq \ldots \leq\left|r_{m}\right|$ where $r_{i}$ are the roots of $Q(x)$ and $\left|r_{i}\right|$ is the modulus of $r_{i}$. Firstly $\left|r_{m}\right|$ can not be too large, if $\left|r_{m}\right|>1$ then each root of $Q\left(x^{q}\right)$ should have a modulus strictly smaller than $\left|r_{m}\right|$, on the other hand $Q(x) \mid Q\left(x^{q}\right)$, which is impossible. For the same reason, $\left|r_{1}\right|$ can not be a real number between 0 and 1 . So $\left|r_{i}\right|$ are either 0 or 1 , but if $x \mid Q(x)$, the infinite product of $p(x)$ will not converge, so $\left|r_{i}\right|=1$ for all roots of $Q(x)$. Using once more $Q(x) \mid Q\left(x^{q}\right)$, if $\delta$ is a root of $Q(x)$ then it is a root of $Q\left(x^{q}\right)$ which implies $\delta^{q}$ is a root of $Q(x)$, we can do it recursively and we obtain $\delta^{q^{t}}$ is a root of $Q$ for all $t \in \mathbf{N}$, as a corollary, $\delta$ can only be a root of unity. So we prove (2) using (1).

### 4.5 Infinite product of inverse of polynomials

In this section, we consider the power sequence defined as follows:

$$
F(x)=\prod_{s=0}^{\infty} \frac{1}{p\left(x^{q^{s}}\right)}=\sum_{i=0}^{\infty} c_{i} x^{i}
$$

where $q$ is an integer larger than 1 and $p=\sum_{i=0}^{n} b_{i} x^{i}$ is a polynomial such that $p(0)=1$ defined as before.
Such a sequence satisfies the functional equation

$$
F(x)=\frac{1}{p(x)} F\left(x^{q}\right)
$$

If we write $\frac{1}{p(x)}=\sum_{i=0}^{\infty} a_{i} x^{i}$, then

$$
c_{q n+i}=\sum_{j=0}^{n} a_{q j+i} c_{n-j},
$$

for all $n \in \mathbf{N}$ and $i$ such that $0 \leq i \leq q-1$.
Proposition 4.8. If the coefficients of the power series $F(x)=\prod_{s=0}^{\infty} \frac{1}{p\left(x^{q^{s}}\right)}=\sum_{i=0}^{\infty} c_{i} x^{i}$ take finitely many values in $\mathbf{C}$, then the roots of $f$ are all of modulus 1.

Proof. Firstly, let us prove that the moduli of all roots of $p$ are not smaller than 1. Otherwise, let us chose one of those which have smallest modulus, say $\alpha$, because of the above definition, we can conclude that

$$
p\left(\alpha^{k}\right) \neq 0
$$

for all $k$ larger than 1 .
Let us consider the equality,

$$
\prod_{s=0}^{\infty} \frac{1}{p\left(x^{q^{s}}\right)}=\sum_{i=0}^{\infty} c_{i} x^{i}
$$

the right-hand side converges when $x$ tends to $\alpha$ while the left-hand side diverges, in fact $\prod_{s=1}^{\infty} \frac{1}{p\left(\alpha^{q^{s}}\right)}$ converges to a non-zero value because

$$
\log \left(\prod_{s=1}^{\infty} \frac{1}{p\left(\alpha^{q^{s}}\right)}\right)=-\sum_{s=1}^{\infty} \log \left(p\left(\alpha^{q^{s}}\right)\right)
$$

which converges, however, $\frac{1}{p\left(x^{q^{s}}\right)}$ has a pole at $x=\alpha$.

Secondly, let us prove that the moduli of all roots of $p$ are not larger than 1. Otherwise,
let us chose one of them, say $\beta$, and an integer $t$ such that $|\beta| q^{t}>|a| /|b|+1$, where $|a|$ is the largest modulus of the sequence $\left(c_{i}\right)_{i \in \mathbf{N}}$ and $|b|$ is the smallest non-zero modulus of this sequence. Now consider the following series

$$
\frac{1}{1-\beta} \prod_{s=t}^{\infty} \frac{1}{p\left(x^{q^{s}}\right)}=\sum_{i=0}^{\infty} d_{i} x^{i}
$$

It is easy to see that $\left\{d_{i} \mid i \in \mathbf{N}\right\}$ is finite, because such a series can be obtained by multiplying a polynomial to $F(x)$, but on the other hand, we have the inequality,

$$
\left|d_{q^{t} i}\right|=\left|\sum_{j=0}^{i} \beta^{q^{t} j} c_{q^{t}(i-j)}\right| \geq-|a| \sum_{j=0}^{i-1}\left|\beta^{q^{t} j}\right|+|b|\left|\beta^{q^{t}}\right|>0
$$

which diverges. This contradicts the fact that $\left\{d_{i} \mid i \in \mathbf{N}\right\}$ is finite. In conclusion, the roots of $f$ are all of modulus 1 .

Proposition 4.9. If the power series $F(x)=\prod_{s=0}^{\infty} \frac{1}{p\left(x^{q^{5}}\right)}=\sum_{i=0}^{\infty} c_{i} x^{i}$ is a $q$-regular sequence, then the roots of $p$ are all roots of unity, furthermore, the order of each root is multiple of $q$.

Proof. If $F(x)=\prod_{s=0}^{\infty} \frac{1}{p\left(x^{q^{s}}\right)}=\sum_{i=0}^{\infty} c_{i} x^{i}$ is a $q$-regular sequence, then $F^{\prime}(x)=\sum_{i=1}^{\infty} c_{i} i x^{i-1}$ is also $q$-regular. On the other hand, we know $\frac{1}{F(x)}=\prod_{s=0}^{\infty} p\left(x^{q^{s}}\right)$ is $q$-regular, so

$$
\frac{F^{\prime}(x)}{F(x)}=(\log F(x))^{\prime}
$$

is $q$-regular. In the same way we have $\left.\left(\log F\left(x^{q}\right)\right)^{\prime}\right)$ is $q$-regular so that

$$
(\log F(x))^{\prime}-\left(\log F\left(x^{q}\right)\right)^{\prime}=\frac{p^{\prime}(x)}{p(x)}
$$

is $q$-regular, then we conclude by Theorem 3.3 [4] that all roots are roots of unity.

To prove the second part, we use a method introduced in [8]. We firstly define some notation. Let us denote by $A_{t, i}$ the operator of power series:

$$
A_{t, i}\left(\sum_{j=0}^{\infty} a_{j} x^{j}\right)=\sum_{j=0}^{\infty} a_{q^{t} j+i} x^{q^{t} j+i}
$$

for all $i$ such that $0 \leq i \leq q^{t}-1$.
If there exists a root of $p$ which's order is not a multiple of $q$, say $\alpha$, then for all formal power series $f$, let us define $\operatorname{ord}(f(x))$ to be the order of pole of $f$ at point $\alpha$. It is easy to check that there exists a $t \in \mathbf{N}$ such that for all $f \in F[[x]]$, $\operatorname{ord}(f(x))=\operatorname{ord}\left(f\left(x^{q^{t}}\right)\right)$ so
there are some $i$ such that $\operatorname{ord}(f(x)) \leq \operatorname{ord}\left(A_{t, i}(f(x))\right)$.

Now let us define a sequence of power series $\left(s_{i}\right)_{i \in \mathbf{N}}$ and a sequence of integer $\left(I_{i}\right)_{i \in \mathbf{N}}$ such that $s_{0}=1,0 \leq I_{i} \leq q^{t}-1, \forall i$ and $\operatorname{ord}\left(A_{I_{i}}\left(\frac{s_{i}}{p(x)}\right)\right) \geq \operatorname{ord}\left(\frac{s_{i}}{p(x)}\right)$ and we define $s_{i+1}=A_{I_{i}}\left(\frac{s_{i}}{p(x)}\right)$, so we can easily check

$$
A_{I_{i}}\left(s_{i} F(x)\right)=A_{I_{i}}\left(\frac{s_{i}}{p(x)}\right) F(x)=s_{i+1} F(x)
$$

and by induction

$$
A_{I_{i}} A_{I_{i-1} \ldots} \ldots A_{I_{0}}(F(x))=s_{i+1} F(x) .
$$

However,

$$
\operatorname{ord}\left(s_{i}\right)<\operatorname{ord}\left(s_{i+1}\right),
$$

the sequence $s_{i}$ are linearly independent, so $F(x)$ can not be a regular sequence.
Theorem 4.1. If the power series $F(x)=\prod_{s=0}^{\infty} \frac{1}{p\left(x^{q^{s}}\right)}=\sum_{i=0}^{\infty} c_{i} x^{i}$ is a $q$-regular sequence, then there exists a polynomial $Q(x)$ such that $p(x) \left\lvert\, \frac{Q\left(x^{q}\right)}{Q(x)}\right.$, so $F(x)$ can be written as

$$
F(x)=Q(x) \prod_{i=1}^{\infty} R\left(x^{q}\right)
$$

where $R(x)=\frac{Q\left(x^{q}\right)}{Q(x) F(x)}$, which is a polynomial.

### 4.6 Applications

In this section we will consider some examples of automatic power series of type

$$
F(x)=\prod_{s=0}^{\infty} p\left(x^{l^{s}}\right)=\sum_{i=1}^{\infty} c_{i} x^{i}
$$

where $p$ is a polynomial of degree $d$ with coefficients in $\mathbf{Q}$ and $l \geq 2$. It has been proved by Proposition 4.5 that the number of such polynomials $p$ is fixed once given the degree $d$ of the polynomial and $l$. But when $l$ and $d$ are both large, it will be difficult to compute the semi-group of matrix discussed in Section 4.2. Here we show a method applied on a particular example to generate the couples $(p, l)$ such that $\prod_{s=0}^{\infty} p\left(x^{l^{s}}\right)=\sum_{i=1}^{\infty} c_{i} x^{i}$ is an automatic power sequence.

Let us consider firstly the power series $F_{1}(x)$ defined by $p_{1}(x)=1+x-x^{3}-x^{4}$ and $l=2$, it is easy to check that

$$
F_{1}(x)=\prod_{s=0}^{\infty} p_{1}\left(x^{2^{s}}\right)=\prod_{s=0}^{\infty}\left(1+x^{2^{s}}\right) \prod_{s=0}^{\infty}\left(1-\left(x^{3}\right)^{2^{s}}\right)
$$

And it is well known that $\prod_{s=0}^{\infty}\left(1+x^{2^{s}}\right)=\frac{1}{1-x}=\sum_{i=1}^{\infty} x^{i}$ and $\prod_{s=0}^{\infty}\left(1-x^{2^{s}}\right)=\sum_{i=1}^{\infty} b_{n} x^{i}$, where $\left(b_{n}\right)_{n \in \mathbf{N}}$ is the Thue-Morse sequence beginning with $1,-1$. So the coefficient of term $x^{n}$ in $F_{1}(x)$, say $f_{1}(n)$, can be calculated by

$$
f_{1}(n)=\sum_{3 i \leq n} b_{i} .
$$

The sequence $\left(f_{1}(n)\right)_{n \in \mathbf{N}}$ is bounded because of the fact that $b_{2 n+1}+b_{2 n}=0$, so $F_{1}(x)$ is a 2-automatic power sequence. Moreover the transition matrices $\Gamma_{1}$ and $\Gamma_{0}$ can be defined by

$$
\left.\begin{array}{rl}
\left(\begin{array}{c}
c_{2 n} \\
c_{2 n-1} \\
c_{2 n-2} \\
c_{2 n-3}
\end{array}\right) & =\Gamma_{1}\left(\begin{array}{c}
c_{n} \\
c_{n-1} \\
c_{n-2} \\
c_{n-3}
\end{array}\right)
\end{array}\right)=\left(\begin{array}{cccc}
1 & 0 & -1 & 0 \\
0 & 1 & -1 & 0 \\
0 & 1 & 0 & -1 \\
0 & 0 & 1 & -1
\end{array}\right)\left(\begin{array}{c}
c_{n} \\
c_{n-1} \\
c_{n-2} \\
c_{n-3}
\end{array}\right) .
$$

Remarking that

$$
\begin{aligned}
& \Gamma_{0}^{2}=\left(\begin{array}{cccc}
1 & -1 & -1 & 1 \\
0 & 0 & -1 & 1 \\
0 & 1 & -2 & 1 \\
0 & 1 & -1 & 0
\end{array}\right), \Gamma_{1} \Gamma_{0}=\left(\begin{array}{cccc}
1 & -1 & 0 & 0 \\
1 & -1 & -1 & 1 \\
0 & 0 & -1 & 1 \\
0 & 1 & -2 & 1
\end{array}\right), \\
& \Gamma_{0} \Gamma_{1}=\left(\begin{array}{cccc}
1 & -2 & 1 & 0 \\
1 & -1 & 0 & 0 \\
1 & -1 & -1 & 1 \\
0 & 0 & -1 & 1
\end{array}\right), \Gamma_{1}^{2}=\left(\begin{array}{cccc}
0 & -1 & 1 & 0 \\
1 & -2 & 1 & 0 \\
1 & -1 & 0 & 0 \\
1 & -1 & -1 & 1
\end{array}\right),
\end{aligned}
$$

let us consider the the power series $F_{2}(x)$ defined by $p_{2}(x)=1+x+x^{2}-x^{4}-x^{5}-2 x^{6}-$ $x^{7}-x^{8}+x^{10}+x^{11}+x^{12}=\left(x^{2}+x+1\right)\left(x^{6}-1\right)\left(x^{4}-1\right)$ and $l=4$, the transition matrices of this polynomial are

$$
\alpha_{0}=\left(\begin{array}{ccccc}
1 & -1 & -1 & 1 & 0 \\
0 & 0 & -1 & 1 & 0 \\
0 & 1 & -2 & 1 & 0 \\
0 & 1 & -1 & 0 & 0 \\
0 & 1 & -1 & -1 & 1
\end{array}\right) \alpha_{1}=\left(\begin{array}{ccccc}
1 & -1 & 0 & 0 & 0 \\
1 & -1 & -1 & 1 & 0 \\
0 & 0 & -1 & 1 & 0 \\
0 & 1 & -2 & 1 & 0 \\
0 & 1 & -1 & 0 & 0
\end{array}\right)
$$

$$
\alpha_{2}=\left(\begin{array}{ccccc}
1 & -2 & 1 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 \\
1 & -1 & -1 & 1 & 0 \\
0 & 0 & -1 & 1 & 0 \\
0 & 1 & -2 & 1 & 0
\end{array}\right) \alpha_{3}=\left(\begin{array}{ccccc}
0 & -1 & 1 & 0 & 0 \\
1 & -2 & 1 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 \\
1 & -1 & -1 & 1 & 0 \\
0 & 0 & -1 & 1 & 0
\end{array}\right)
$$

If we define a sequence of matrices $\left(\alpha_{n}\right)_{n \in \mathbf{N}}$ by $\alpha_{4 n+i}=\alpha_{n} \alpha_{i}, 0 \leq i \leq 3$, then the $n$-th coefficient of $F_{2}(x)$ is $f_{2}(n)=\alpha_{n}(1,1)$. However the matrices $\alpha_{i}$ for $i=0,1,2,3$ are all of form $\left(\begin{array}{cc}A_{i} & 0 \\ B_{i} & C_{i}\end{array}\right)$ with $A_{i}$ of size $4 \times 4, B_{i}$ of size $4 \times 1, C_{i}$ of size $1 \times 1$ and 0 the 0 matrix of size $1 \times 4$, so $\alpha_{n}(1,1)$ can be calculated only by the multiplications between $A_{i}$. Remarking that this four matrices are nothing else then $\Gamma_{0}^{2}, \Gamma_{1} \Gamma_{0}, \Gamma_{0} \Gamma_{1}, \Gamma_{0}^{2}$, we conclude that the sequence $\left(f_{2}(n)\right)_{n \in \mathbf{N}}$ is bounded so 4 -automatic.

By the same method, the power series $F_{3}(x)$ defined by $p_{3}(x)=1+x+x^{2}-x^{4}-x^{5}+$ $x^{7}+x^{8}-x^{10}-x^{11}-x^{12}=\left(x^{2}+x+1\right)\left(x^{6}+1\right)\left(1-x^{4}\right)$ and $l=4$ is also 4 -automatic. In fact, its transition matrices are

$$
\begin{aligned}
& \beta_{0}=\left(\begin{array}{ccccc}
1 & -1 & 1 & -1 & 0 \\
0 & 0 & 1 & -1 & 0 \\
0 & 1 & 0 & -1 & 0 \\
0 & 1 & -1 & 0 & 0 \\
0 & 1 & -1 & 1 & -1
\end{array}\right) \beta_{1}=\left(\begin{array}{ccccc}
1 & -1 & 0 & 0 & 0 \\
1 & -1 & 1 & -1 & 0 \\
0 & 0 & 1 & -1 & 0 \\
0 & 1 & 0 & -1 & 0 \\
0 & 1 & -1 & 0 & 0
\end{array}\right) \\
& \beta_{2}=\left(\begin{array}{ccccc}
1 & 0 & -1 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 \\
1 & -1 & 1 & -1 & 0 \\
0 & 0 & 1 & -1 & 0 \\
0 & 1 & 0 & -1 & 0
\end{array}\right) \beta_{3}=\left(\begin{array}{ccccc}
0 & 1 & -1 & 0 & 0 \\
1 & 0 & -1 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 \\
1 & -1 & 1 & -1 & 0 \\
0 & 0 & 1 & -1 & 0
\end{array}\right)
\end{aligned}
$$

and once more they are of form $\left(\begin{array}{cc}A_{i} & 0 \\ B_{i} & C_{i}\end{array}\right)$ with $A_{0}=-\Gamma_{0} \Gamma_{0} \Gamma_{1} \Gamma_{1}, A_{1}=-\Gamma_{1} \Gamma_{0} \Gamma_{0} \Gamma_{0}, A_{2}=$ $\Gamma_{0} \Gamma_{1} \Gamma_{0} \Gamma_{0}, A_{3}=\Gamma_{1} \Gamma_{1} \Gamma_{0} \Gamma_{0}$.

Furthermore, as

$$
\prod_{s=0}^{\infty}\left(\left(x^{2}\right)^{4^{s}}+1\right)\left(x^{4^{s}}+1\right)=\prod_{s=0}^{\infty} \frac{\left(x^{4}\right)^{4^{s}}-1}{x^{4^{s}}-1}=\frac{1}{1-x}
$$

we have

$$
(1-x) F_{2}(x)=\prod_{s=0}^{\infty}\left(\left(x^{2}\right)^{4^{s}}+x^{4^{s}}+1\right)\left(\left(x^{6}\right)^{4^{s}}-1\right) \frac{\left(x^{4}\right)^{4^{s}}-1}{\left(\left(x^{2}\right)^{4^{s}}+1\right)\left(x^{4^{s}}+1\right)}=\prod_{s=0}^{\infty}\left(x^{9}\right)^{4^{s}}-\left(x^{6}\right)^{4^{s}}-\left(x^{3}\right)^{4^{s}}+1
$$

$(1-x) F_{3}(x)=\prod_{s=0}^{\infty}\left(\left(x^{2}\right)^{4^{s}}+x^{4^{s}}+1\right)\left(\left(x^{6}\right)^{4^{s}}+1\right) \frac{\left(x^{4}\right)^{4^{s}}-1}{\left(\left(x^{2}\right)^{4^{s}}+1\right)\left(x^{4^{s}}+1\right)}=\prod_{s=0}^{\infty}-\left(x^{9}\right)^{4^{s}}+\left(x^{6}\right)^{4^{s}}-\left(x^{3}\right)^{4^{s}}+1$.
Proposition 4.10. The power series

$$
F_{2}(x)=\prod_{s=0}^{\infty}\left(\left(x^{2}\right)^{4^{s}}+x^{4^{s}}+1\right)\left(\left(x^{6}\right)^{4^{s}}-1\right)\left(\left(x^{4}\right)^{4^{s}}-1\right)
$$

and

$$
F_{3}(x)=\prod_{s=0}^{\infty}\left(\left(x^{2}\right)^{4^{s}}+x^{4^{s}}+1\right)\left(\left(x^{6}\right)^{4^{s}}+1\right)\left(-\left(x^{4}\right)^{4^{s}}+1\right)
$$

are 4-automatic.

## Chapter 5

## Palindromic length complexity and a generalization of Thue-Morse sequences

### 5.1 Introduction

The notion of palindromic length of a finite word as well as an infinite word was first introduced by Frid, Puzynina and Zamboni [25]. They conjectured that if the palindromic length of an infinite word is bounded, then this sequence is eventually periodic. This conjecture is widely studied in [25][23][6], and the palindromic length of some specific sequences are studied as well: Frid [23] showed that Sturmian words have an unbounded palindromic length $P L_{u}$ and Ambrož and Pelantová [6] showed that $P L_{u}$ grows arbitrarily slowly. [7] studied palindromic lengths of fixed points of a specific class of morphisms and gave upper bounds for the Fibonacci word and the Thue-Morse word. In this article, we give a formal expression of the palindromic length of Thue-Morse sequence and find all sequences which have the same palindromic length as Thue-Morse's. After writing a first version of this paper, we found that some results in the same direction were obtained by Frid [24] for Thue-Morse sequences. However, we will indicate how our results can be applied for a type of generalization of Thue-Morse sequences.

### 5.2 Definitions and notation

Let $\left(a_{n}\right)_{n \in \mathbf{N}}$ be a sequence and let us define a (finite) word, or a factor, of a sequence to be a (finite) string of the sequence. Let $w_{a}(x, y)$ denote the factor of the sequence $\left(a_{n}\right)_{n \in \mathbf{N}}$ beginning with $a_{x}$ and of length $y$, in other words $w_{a}(x, y)=\overline{a_{x} a_{x+1} \cdots a_{x+y-1}}$.

Let $\widetilde{w}$ denote the reversal of $w$, that is to say, if $w=\overline{w_{0} w_{1} \ldots w_{k}}$ then $\widetilde{w}=\overline{w_{k} w_{k-1} \ldots w_{0}}$,
we say a word $w$ is palindromic if $w=\widetilde{w}$. Let Pal denote the set of all palindromic words.

We define the palindromic length of a word $w$, which will be denoted by $|w|_{p a l}$, to be:

$$
|w|_{p a l}=\min \left\{k \mid w=p_{1} p_{2} \ldots p_{k}, p_{i} \in P a l, \forall i \in[1, k]\right\},
$$

in this case we say $w=p_{1} p_{2} \ldots p_{k}, p_{i}$ is an optimal palindromic decomposition of $w$.

Let us define the palindromic length sequence $\left(p l_{a}(n)\right)_{n \in \mathbf{N}}$ of the sequence $\left(a_{n}\right)_{n \in \mathbf{N}}$ to be

$$
p l_{a}(n)=\left|w_{a}(0, n)\right|_{p a l},
$$

in other words, $p l_{a}(n)$ is the palindromic length of the word $\overline{a_{0} a_{1} \ldots a_{n-1}}$.

Now let us define a class of infinite sequences $\mathcal{C}$ which can be considered as a generalization of the Thue-Morse sequence:
Let $\sum$ be an alphabet which contains at least two letters and let $a \in \sum$.
Let $F$ be the set of bijections over $\sum$.
Let $\left(f_{n}\right)_{n \in \mathbf{N}}$ be a sequence over $F$ and $\left(w_{n}\right)_{n \in \mathbf{N}}$ be a sequence of finite words over $\sum$ which are defined recursively as:

$$
f_{i} \in F \text { such that } f_{i}\left(w_{i}\right) \neq w_{i} \forall i \geq 0
$$

and

$$
\left\{\begin{array}{l}
w_{0}=a \\
w_{n}=w_{n-1} f_{n-1}\left(w_{n-1}\right) f_{n-1}\left(w_{n-1}\right) w_{n-1}, \forall n>0
\end{array}\right.
$$

Let $f(a)$ be the limit of the sequence $\left(w_{n}\right)_{n \in \mathbf{N}}$ which exists because of the definition.
The class $\mathcal{C}$ is the set of all infinite limits defined as above. It is easy to see that, if the size of $\sum$ is equal to 2 , say $\sum=\{a, b\}$, then all sequences in $\mathcal{C}$ are Thue-Morse sequences, they may be written as

$$
a, b, b, a, b, a, a, b, b, a, a, b, a, b, b, a \ldots
$$

and the one by changing $a$ to $b$ and $b$ to $a$. Let $(p l(n))_{n \in \mathbf{N}}$ be the palindromic length sequence of Thue-Morse, the first elements of this sequence are

$$
1,2,2,1,2,3,3,2,3,4,3,2,3,3,2,1 \ldots
$$

### 5.3 Palindromic length of sequences in $\mathcal{C}$

In this section we will study palindromic lengths of sequences in $\mathcal{C}$ and prove that they all have the same palindromic length, as the one of Thue-Morse.

Let $\left(a_{n}\right)_{n \in \mathbf{N}}$ be a sequence in $\mathcal{C}$, we will begin with some properties of palindromic factors of this sequence.

Lemma 5.1. For any integer $x, w_{a}(4 x, 4)$ is of type abba such that $a \neq b$.
As a corollary, $a(2 n+1) \neq a(2 n)$.
Proof. This lemma is trivial because of the definition.
Lemma 5.2. Let $w_{a}(x, y)$ be a palindromic factor of a sequence in $\mathcal{C}$ such that $y$ is odd, then $y$ is either 1 or 3 .

Proof. If $w_{a}(x, y)$ is of size larger than 3 , then it contains at least one palindromic word in the center of size 5 , however a word of size 5 should be inside a word of type xyyxxyyx or $x y y x f(x) f(y) f(y) f(x)$, where $f$ is a bijection over the alphabet defined as above, but none of them contains a palindromic word of such a size.

Lemma 5.3. Let $w_{a}(x, y)$ be a palindromic word of $\left(a_{n}\right)_{n \in \mathbf{N}}$ such that $y$ is even, then either there exist $z, r \in \mathbf{N}$ such that $w_{a}(x, y)$ is embedded into the center of palindromic word $w_{a}(4 z, 4 r)$, that is to say $4 z<x, x+y<4 z+4 r$ and $x-4 z=4 z+4 r-x-y$, or $x \equiv 3 \bmod 4$ and $y \equiv 2 \bmod 4$.

Proof. We first prove that $x+y / 2-1$ is odd, otherwise $x+y / 2-1=2 t$ and $x+y / 2=2 t+1$ for some $t$, so that $a_{2 t}=a_{2 t+1}$ contradicts to Lemma 5.1. This fact implies that

$$
\left\{\begin{array}{lll}
\text { if } x \equiv 0 & \bmod 4 \text { then } x+y-1 \equiv 3 & \bmod 4 \\
\text { if } x \equiv 1 & \bmod 4 \text { then } x+y-1 \equiv 2 & \bmod 4 \\
\text { if } x \equiv 2 & \bmod 4 \text { then } x+y-1 \equiv 1 & \bmod 4 \\
\text { if } x \equiv 3 & \bmod 4 \text { then } x+y-1 \equiv 0 & \bmod 4
\end{array}\right.
$$

For the last case, we have $x \equiv 3 \bmod 4$ and $y \equiv 2 \bmod 4$. Now let us check that, for other cases, the word $w_{a}(x, y)$ can be embedded into the center of a palindromic word of type $w_{a}(4 z, 4 r)$. Let $w_{a}(4 z, 4 r)$ be the shortest factor of above type including $w_{a}(x, y)$, here we prove that this factor is palindromic. It is easy to see that $w_{a}(x, y)$ is at the center of $w_{a}(4 z, 4 r)$ and the word $w_{a}(4(z+1), 4(r-1))$ is palindromic because of the palindromicity of $w_{a}(x, y)$; furthermore we have the fact that $w_{a}(4 z, 4)=\widetilde{w_{a}}(4(z+r-1), 4)$ when $x \not \equiv 3$ $\bmod 4$, because these two words of length 4 are both palindromic and uniquely defined by respectively a prefix or a suffix of $w_{a}(x, y)$ of size smaller than 4 but larger than 1 . In conclusion, the word $w_{a}(4 z, 4 r)$ is palindromic.

Lemma 5.4. Let $w_{a}(0, s)$ be a prefix of $\left(a_{n}\right)_{n \in \mathbf{N}}$ in $\mathcal{C}$, and let $w_{a}(0, s)=p_{1} p_{2} \ldots p_{r}$ be an optimal palindromic decomposition such that for all $i: 1 \leq i \leq r, p_{i}$ is either singleton or can be embedded into the center of palindromic word of type $w_{a}(4 z, 4 t)$, then there exists at least one optimal palindromic decomposition of $w_{a}(0, s)$ of following forms:

$$
\left\{\begin{array}{l}
w_{a}(0, s)=q_{1} q_{2} \ldots q_{r} ; s \equiv 0 \quad \bmod 4 \\
w_{a}(0, s)=q_{1} q_{2} \ldots q_{r-1} t_{1} ; s \equiv 1 \quad \bmod 4 ; \\
w_{a}(0, s)=q_{1} q_{2} \ldots q_{r-2} t_{1} t_{2} ; s \equiv 2 \quad \bmod 4 ; \\
w_{a}(0, s)=q_{1} q_{2} \ldots q_{r-2} t_{1} l_{1} ; s \equiv 3 \quad \bmod 4 ; \\
w_{a}(0, s)=q_{1} q_{2} \ldots q_{r-3} t_{1} t_{2} l_{1} ; s \equiv 2 \quad \bmod 4
\end{array}\right.
$$

where $q_{i}$ are palindromes of length $4 k_{i}, t_{i}$ are singletons and $l_{1}$ are palindromes of length $2 k$.

Proof. Let us consider a factor of $\left(a_{n}\right)_{n \in \mathbf{N}}$ of type $r q_{1} q_{2} . . q_{2 l}$ where $1 \leq|r| \leq 2$ beginning at some position $4 x$ where $q_{i}$ are palindromic words of even size and can be embedded into the center of palindromic word of type $w_{a}(4 z, 4 r)$. Here we prove that there exists an other palindromic decomposition of same length such that

$$
r q_{1} q_{2} . . q_{2 l}=q_{1}^{\prime} q_{2}^{\prime} . . q_{2 l}^{\prime} r,
$$

where all $q_{i}^{\prime}$ are of size $4 k_{i}$.

As $q_{1}$ is palindromic, because of Lemma 5.3, $r q_{1} \widetilde{r}$ is also palindromic, let us denote this word by $q_{1}^{\prime}$, its size is multiple of 4 . By excluding the case that $|r|=\left|q_{2}\right|=2, q_{2}$ can be written as $\widetilde{r} q_{2}^{\prime} r$, where $q_{2}^{\prime}$ is either a palindromic word of size $4 m$ or empty, so we have the equality $r q_{1} q_{2}=q_{1}^{\prime} q_{2}^{\prime} r$ and the last $r$ begins at some position $4 x$. We do it recursively and we end up with the expression $r q_{1} q_{2} . . q_{2 l}=q_{1}^{\prime} q_{2}^{\prime} . . q_{2 l}^{\prime} r$.

In such a way we can accumulate the singletons in the decomposition $w_{a}(0, s)=$ $p_{1} p_{2} \ldots p_{r}$ and push them to the end. An easy observation is that there are at most two singletons in an optimal decomposition, since once there are three singletons, they will meet each other by the above algorithm in a block $w_{a}(4 k, 4 l)$ hence two of them will create a palindromic word of length 2 which contradicts the optimality. The above process ends
up with five possibilities:

$$
\left\{\begin{array}{l}
w_{a}(0, s)=q_{1} q_{2} \ldots q_{r} \\
w_{a}(0, s)=q_{1} q_{2} \ldots q_{r-1} t_{1} \\
w_{a}(0, s)=q_{1} q_{2} \ldots q_{r-2} t_{1} t_{2} \\
w_{a}(0, s)=q_{1} q_{2} \ldots q_{r-2} t_{1} l_{1} \\
w_{a}(0, s)=q_{1} q_{2} \ldots q_{r-3} t_{1} t_{2} l_{1}
\end{array}\right.
$$

where $q_{i}$ are palindromes whose lengths are multiple of $4, t_{i}$ are singletons and $l_{i}$ are palindromes whose lengths are multiple of 2 .

The first case leads to $s \equiv 0 \bmod 4$; the second one leads to $s \equiv 1 \bmod 4$ and the third one leads to $s \equiv 2 \bmod 4$; for the fourth one we can check that $\left|l_{1}\right| \not \equiv 0 \bmod 4$ because of Lemma 5.3 , so that $s \equiv 3 \bmod 4$; the fifth case, $\left|l_{1}\right|$ must be a multiple of 4 , so $s \equiv 2 \bmod 4$.

Corollary 5.1. Let $(p l(n))_{n \in \mathbf{N}}$ be the palindromic length of a sequence in $\mathcal{C}$ such that all its prefixes admit an optimal palindromic decomposition satisfying the constrains listed as in the previous lemma, then for all $k \geq 0$ :
$p l(4 k+i) \geq p l(4 k+3)+1$ for $i=1,2$ and $p l(4 k) \geq p l(4 k+3)$.
Proof. For $i=0, w_{a}(0,4 k+1)$ is of the form $q_{1} q_{2} \ldots q_{r} t_{1}$. Using Lemma 5.1 we have $w_{a}(0,4 k+4)=q_{1} q_{2} \ldots q_{r} q$ is a palindromic decomposition, not necessarily optimal, with $q=w_{a}(4 k, 4)$, so $p l(4 k+3) \leq r+1=p l(4 k)$

For $i=1$, there are 2 cases: if $w_{a}(0,4 k+2)$ is of the form $q_{1} q_{2} \ldots q_{r} t_{1} t_{2}$, then using Lemma 5.1 once more we have $w_{a}(0,4 k+4)=q_{1} q_{2} \ldots q_{r} q$ is a palindromic decomposition, with $q=w_{a}(4 k, 4)=t_{1} t_{2} t_{2} t_{1}$; if $w_{a}(0,4 k+2)$ is of the form $q_{1} q_{2} \ldots q_{r} t_{1} t_{2} l_{1}$, using the hypothesis we have $w_{a}(0,4 k+4)=q_{1} q_{2} \ldots q_{r} q$ is a palindromic decomposition, with $q=t_{1} t_{2} l_{1} t_{2} t_{1}$.

For $i=2, w_{a}(0,4 k+3)=q_{1} q_{2} \ldots q_{r} t_{1} l_{1}$, using the hypothesis we have $w_{a}(0,4 k+4)=$ $q_{1} q_{2} \ldots q_{r} q$ is a palindromic decomposition, with $q=t_{1} l_{1} t_{1}$.

So all inequalities as above are proved.

Lemma 5.5. Let $w_{a}(0, k)$ be a prefix of $\left(a_{n}\right)_{n \in \mathbf{N}}$, then there is an optimal decomposition $w_{a}(0, k)=p_{1} p_{2} \ldots p_{s}$ such that none of these palindromes is of length 3 , furthermore, if $p_{i}$ is of even size then it can be embedded into the center of palindromic word of type $w_{a}(4 z, 4 r)$.

Proof. Let us suppose that $k$ is the smallest number such that $w_{a}(0, k)$ does not satisfy one of the two constrains above, then either the last palindromic factor in all optimal compositions is of length 3, or it can not be embedded into the center of palindromic word of type $w_{a}(4 z, 4 r)$. If it is in the first case, then the last factor can be either
$\overline{a_{4 t-1} a_{4 t} a_{4 t+1}}$ or $\overline{a_{4 t-2} a_{4 t-1} a_{4 t}}$. If $k=4 t+2$, use the hypothesis that the last factors in all optimal decompositions of $w_{a}(0, k)$ are the same, which is $\overline{a_{4 t-1} a_{4 t} a_{4 t+1}}$, we can decompose $w_{a}(0,4 t+2)$ as $w_{a}(0,4 t+2)=w_{a}(0,4 t-1) p$ with $p=\overline{a_{4 t-1} a_{4 t} a_{4 t+1}}$, so that the palindromic length is $p l(4 t+1)=1+p l(4 t-2)$. However, if we decompose the same word as $w_{a}(0,4 t+2)=w_{a}(0,4 t) a_{4 t} a_{4 t+1}$, we have a length $p l(4 t-1)+2$, so that

$$
p l(4 t+1)=1+p l(4 t-2)<p l(4 t-1)+2 .
$$

Similarly for the case that $k=4 t+1$, by considering the decomposition $w_{a}(0,4 t+1)=$ $w_{a}(0,4 t) a_{4 t}$, we have

$$
p l(4 k)=1+p l(4 k-3)<p l(4 k-1)+1
$$

Both inequalities contradict the previous corollary.
If the last factor can not be embedded into the center of a palindromic word of type $w_{a}(4 z, 4 r)$, then because of Lemma 5.3 it can be found at some position $\overline{a_{4 t-1} a_{4 t} \ldots a_{4 l}}$, so the optimal decomposition is $w_{a}(0,4 l)=w_{a}(0,4 t-1) \overline{a_{4 t-1} a_{4 t} \ldots a_{4 l}}$. However, if we consider


$$
p l(4 t-2)+1<p l(4 t-1)+2
$$

which contradicts the previous corollary.

Corollary 5.2. Corollary 5.1 is valid for all sequences in $\mathcal{C}$.
Lemma 5.6. The palindromic length sequence $(p l(n))_{n \in \mathbf{N}}$ satisfies for $k \geq 0$ :

$$
p l(4 k+i) \leq p l(4 k+3)+2
$$

when $i=0$ or 1 ; and

$$
p l(4 k+2) \leq p l(4 k+3)+1
$$

Proof. Let $w_{a}(0,4 k+4)=p_{1} p_{2} \ldots p_{s}$ be an optimal palindromic decomposition such that all $p_{j}$ are of size $4 r_{j}$ which exists because of Lemma 5.5.

If the size of $p_{s}$ is larger than 4 , then for $i=1,2$ or 3 , we can write $p_{s}=a b \widetilde{a}$ where $a$ is the prefix of $p_{s}$ of length $4-i$ so in this case

$$
w_{a}(0,4 k+i)=p_{1} p_{2} \ldots p_{s-1} a b
$$

and $|a|_{p a l}=2$ when $i=3$ and $|a|_{p a l}=1$ otherwise.
If the size of $p_{s}$ is 4 , then for $i=1,2$ or 3 , we can write $p_{s}=a b$ where $a$ is the prefix
of $p_{s}$ of length $i$ so in this case

$$
w_{a}(0,4 k+i)=p_{1} p_{2} \ldots p_{s-1} a
$$

and $|a|_{\text {pal }}=1$ when $i=1$ and $|a|_{\text {pal }}=2$ otherwise. In both cases the above inequalities hold.

Lemma 5.7. Let $\left(a_{n}\right)_{n \in \mathbf{N}}$ be a sequence in $\mathcal{C}$ defined over the alphabet $\sum$, let $f$ be a bijection from $\sum^{4}$ to a new alphabet $\sum^{\prime}$, then the sequence $\left(b_{n}\right)_{n \in \mathbf{N}}$ defined as

$$
b_{n}=f\left(\overline{a_{4 n} a_{4 n+1} a_{4 n+2} a_{4 n+3}}\right) \forall n \in \mathbf{N}
$$

is also in $\mathcal{C}$. As a consequence, $w_{a}(0,4 t)=p_{1} p_{2} \ldots p_{k}$ is an optimal palindromic decomposition of $w_{a}(0,4 t)$ if and only if $w_{b}(0, t)=f\left(p_{1}\right) f\left(p_{2}\right) \ldots f\left(p_{k}\right)$ is an optimal palindromic decomposition of $w_{b}(0, t)$ and the palindromic length sequence $(p l(n))_{n \in \mathbf{N}}$ satisfies for $k \geq 0$ :

$$
p l(4 k+3)=p l(k)
$$

Proof. The first part is easy to check by induction. For the second part, applying the algorithm introduced in Lemma 5.3 to $w_{a}(0,4 k+4)$, we get an optimal decomposition such that all palindromic words in the optimal decomposition are of size $4 k_{i}$ and begin at some position $4 r_{i}$. Applying $f$ to $w_{a}(0,4 k+4)$ as well as each palindromic factor, we get a decomposition of a word of length $k+1$, which is a prefix of the sequence $\left(b_{n}\right)_{n \in \mathbf{N}}$, this decomposition is optimal because of the bijectivity of $f$.

Corollary 5.3. The palindromic length sequence $(p l(n))_{n \in \mathbf{N}}$ satisfies for $k \geq 0$ :
$p l(4 k+3)=p l(k)$;
$p l(4 k+2)=p l(4 k+3)+1 ;$
$p l(4 k+1)=p l(4 k+3)+1$ or $p l(4 k+3)+2$;
$p l(4 k)=p l(4 k+3), p l(4 k+3)+1$ or $p l(4 k+3)+2$.

Proposition 5.1. The palindromic length sequence $(p l(n))_{n \in \mathbf{N}}$ satisfies for $k \geq 0$ :
$p l(4 k+1)=p l(4 k+3)+1$ if $k \equiv 0 \bmod 4$;
$p l(4 k+1)=p l(4 k+3)+2$ if $k \equiv 2,3 \bmod 4 ;$
$p l(4 k+1)-p l(4 k+3)=p l(k)-p l(k+2)$ if $k \equiv 1 \bmod 4$;
$p l(4 k)=p l(k-1)+1$.
Proof. If $k \equiv 0 \bmod 4$, applying the bijection introduced in Lemma 5.7, the optimal decomposition of $w_{a}(0,4 k+4)$ is $w_{a}(0,4 k) \overline{a_{4 k} a_{4 k+1} a_{4 k+2} a_{4 k+3}}$, so that $w_{a}(0,4 k+2)=$ $w_{a}(0,4 k) \overline{a_{4 k} a_{4 k+1}}$ is a decomposition of $w_{a}(0,4 k+2)$. As a result, $p l(4 k+1) \leq p l(4 k-$ $1)+2=p l(4 k+3)+1$.

If $k \equiv 2,3 \bmod 4$, it is enough to prove that the last factor in any optimal palindromic decompositions of $w_{a}(0,4 k+4)$ is of length larger than 4 . This is trivial by applying the bijection $f$ to $w_{a}(0,4 k+4)$ and concluding by the classification in Lemma 5.4.

If $k \equiv 1 \bmod 4$, applying the bijection introduced in Lemma 5.7 and Lemma 5.4, the optimal decomposition of $w_{a}(0,4 k+4)$ is either of type $p_{1} p_{2} \ldots p_{k} t_{1} t_{2}$ or of type $p_{1} p_{2} \ldots p_{k} t_{1} t_{2} l$, with $p_{i}$ and $l$ of length $16 r_{i}$ and $t_{i}$ of length 4 . The first case implies $p l(4 k+1)-p l(4 k+3)=1$ while the second case implies $p l(4 k+1)-p l(4 k+3)=2$. However, if we apply $f$ to $w_{a}(0,4 k+4)$ we get a word of length $k+1$ and $p l(k)-p l(k+2)=1$ in the first case and $p l(k)-p l(k+2)=2$ in the second case.

The last equality is a consequence of Lemma 5.4 and Lemma 5.7.

Proposition 5.2. All sequences in $\mathcal{C}$ share the same palindromic length sequence $(p l(n))_{n \in \mathbf{N}}$. Furthermore, this palindromic length sequence is 4 -regular.

Proof. The 4 -kernel of $(p l(n))_{n \in \mathbf{N}}$ is generated by the elements in

$$
\left\{(p l(n))_{n \in \mathbf{N}},(p l(n-1))_{n \in \mathbf{N}},(p l(n+1))_{n \in \mathbf{N}},(b(n))_{n \in \mathbf{N}},(1)_{n \in \mathbf{N}}\right\},
$$

where the sequence $(b(n))_{n \in \mathbf{N}}$ is defined by $b(n)=p l(4 n+1)-p l(4 n+3)$. By definition, the sequence $(b(n))_{n \in \mathbf{N}}$ satisfies relations $b(4 n)=1, b(4 n+1)=b(n)$ and $b(4 n+2)=$ $b(4 n+3)=2$. Les us define matrices $\Gamma_{i}$ by

$$
\left(\begin{array}{c}
(p l(4 n+i-1))_{n \in \mathbf{N}} \\
(p l(4 n+i))_{n \in \mathbf{N}} \\
(p l(4 n+i+1))_{n \in \mathbf{N}} \\
(b(4 n+i))_{n \in \mathbf{N}} \\
(1)_{n \in \mathbf{N}}
\end{array}\right)=\Gamma_{i}\left(\begin{array}{c}
(p l(n-1))_{n \in \mathbf{N}} \\
(p l(n))_{n \in \mathbf{N}} \\
(p l(n+1))_{n \in \mathbf{N}} \\
(b(n))_{n \in \mathbf{N}} \\
(1)_{n \in \mathbf{N}}
\end{array}\right)
$$

for $i=0,1,2,3$. Using relations determined in Corollary 5.3 and Proposition 5.1, we have

$$
\begin{aligned}
& p l(4 n-1)=p l(4(n-1)+3)=p l(n-1) \\
& p l(4 n)=p l(n-1)+1 \\
& p l(4 n+1)=b(n)+p l(4 n+3)=b(n)+p l(n) \\
& p l(4 n+2)=p l(4 n+3)+1=p l(n)+1 \\
& p l(4 n+3)=p l(n) \\
& p l(4 n+4)=p l(n)+1
\end{aligned}
$$

So that the $\Gamma_{i}$ can be determined as follows:

$$
\begin{aligned}
\Gamma_{0} & =\left(\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1
\end{array}\right) \Gamma_{1}=\left(\begin{array}{lllll}
1 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right) \\
\Gamma_{2} & =\left(\begin{array}{lllll}
0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 2 \\
0 & 0 & 0 & 0 & 1
\end{array}\right) \Gamma_{3}=\left(\begin{array}{lllll}
0 & 1 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 2 \\
0 & 0 & 0 & 0 & 1
\end{array}\right)
\end{aligned}
$$

Proposition 5.3. Let $k$ be a positive integer, then for any integer $i=0,1,2, \ldots 15, p l(16 k+$ $i) \leq p l(16 k-1)+3$. As a consequence, $\limsup p l(n)=3 \frac{\ln (n)}{\ln (16)}$.

Proof. Using Proposition 5.1 and Corollary 5.3, we have: $p l(16 k-1)=p l(16(k-1)+15)=$ $p l(k-1)$, furthermore,

$$
\begin{aligned}
& p l(16 k)=p l(4 k-1)+1=p l(k-1)+1 \\
& p l(16 k+1)=p l(16 k+3)+1=p l(4 k)+1=p l(k-1)+2 \\
& p l(16 k+2)=p l(16 k+3)+1=p l(k-1)+2 \\
& p l(16 k+3)=p l(4 k)=p l(k-1)+1 \\
& p l(16 k+4)=p l(16 k+3)+1=p l(k-1)+2 \\
& p l(16 k+5) \leq p l(16 k+4)+1 \leq p l(k-1)+3 \\
& p l(16 k+6)=p l(16 k+7)+1=p l(4 k+1)+1 \leq p l(4 k)+2=p l(k-1)+3 \\
& p l(16 k+7)=p l(4 k+1) \leq p l(k-1)+2 \\
& p l(16 k+8)=p l(4 k+1) \leq p l(k-1)+2 \\
& p l(16 k+9)=p l(4 k+2)=p l(k)+1 \leq p l(k-1)+1 \\
& p l(16 k+10)=p l(16 k+11)+1=p l(4 k+2)+1=p l(k)+2 \leq p l(k-1)+3 \\
& p l(16 k+11)=p l(4 k+2) \leq p l(k-1)+2 \\
& p l(16 k+12)=p l(4 k+2)+1 \leq p l(k-1)+3 \\
& p l(16 k+13)=p l(16 k+15)+2=p l(k)+2 \leq p l(k-1)+3 \\
& p l(16 k+14)=p l(16 k+15)+1=p l(k)+1 \leq p l(k-1)+2 \\
& p l(16 k+15)=p l(k) \leq p l(k-1)+1
\end{aligned}
$$

The first part of the statement is a straightforward consequence of above equations, furthermore, we have $\lim \sup p l(n) \leq 3 \frac{\ln (n)}{\ln (16)}$.

On the other hand, if we define a sequence $(k(i))_{i \in \mathbf{N}}$ by $k(1)=5, k(i+1)=k(i) \times 16+9$, then we can get easily $p l(k(i))=3 i$. consequently $\lim \sup p l(n)=3 \frac{\ln (n)}{\ln (16)}$.

Remark Lemma 5.7 and Proposition 5.1 are critical in the proof because they show the importance of the hypothesis that $f_{n}\left(w_{n}\right) \neq w_{n}$. Because of this hypothesis, we can guarantee that the set $\mathcal{C}$ is closed under bijections (and their inverses) defined in Lemma 5.5 , and do not have factors like $a a a a$ in the sequence. So that we can apply some inductive properties by saying that $w_{a}(0,4 k+4)$ and $w_{b}(0, k+1)$ share the "same" optimal palindromic decomposition, which is the key point to make Proposition 5.1 work.

Corollary 5.4. $p l(n)+1 \geq p l(n+1)$;
if there exists an integer $n$ satisfying $p l(n)+2=p l(n+1)+1=p l(n+2)$, then $n \equiv 3$ $\bmod 4$;
if $p l(4 k)=p l(4 k+3)$ then $p l(4 k+1)=p l(4 k+2)=p l(4 k+3)+1$;
if $p l(4 k)=p l(4 k+1)$ then $p l(4 k)=p l(4 k+1)=p l(4 k+3)+2$.
Proof. The first statement is trivial because of a decomposition $w_{a}(0, n+2)=w_{a}(0, n+$ 1) $a_{n+1}$.

For the second statement, remarking the fact that $p l(4 k+3)=p l(4 k+2)-1$, we have either $n \equiv 3 \bmod 4$ or $n+3 \equiv 3 \bmod 4$, but if we are in the last case, then $p l(n)+2=p l(n+2)=p l(n+3)+1$ so that $p l(n+3)>p l(n)$ which contradicts Corollary 5.3.

For the last two statements, $p l(4 k)=p l(4 k+3)$ implies that the last palindromic factor in optimal decompositions of $w_{a}(0,4 k+4)$ is $\overline{a_{4 k} a_{4 k+1} a_{4 k+2} a_{4 k+3}}$ which proves $p l(4 k+1)=$ $p l(4 k+2)=p l(4 k+3)+1$. On the contrary, if $p l(4 k)=p l(4 k+1)$ then $p l(4 k) \neq p l(4 k+3)$, so that the last palindromic factor in optimal decompositions of $w_{a}(0,4 k+4)$ is of length larger than 4 , which leads to the fact $p l(4 k)=p l(4 k+1)=p l(4 k+3)+2$.

### 5.4 All sequences sharing $(p l(n))_{n \in \mathbf{N}}$

In this section, we are going to prove that all sequences sharing the same palindromic length $(p l(n))_{n \in \mathbf{N}}$ defined in the previous section are exactly the sequences in $\mathcal{C}$.

Lemma 5.8. Let $\left(b_{n}\right)_{n \in \mathbf{N}}$ be a sequence such that all words $w_{b}(4 k, 4)$ are of form xyyx, then

1) if $w_{b}(a, b)$ is a palindromic word and $b$ is odd, then $b \leq 3$, furthermore, if $b=3$, then
$a \equiv 3$ or $0 \bmod 4$.
2) if $w_{b}(a, b)$ is a palindromic word and $b$ is even, then $a+b / 2-1$ is odd.

Proof. It is analogous to Lemma 5.2 and Lemma 5.3.
Lemma 5.9. Let $\left(b_{n}\right)_{n \in \mathbf{N}}$ be a sequence such that its palindromic length sequence coincides with $(p l(n))_{n \in \mathbf{N}}$, then all word $w_{b}(4 k, 4)$ are of form xyyx with $x \neq y$.

Proof. We prove the statement by induction:

Firstly the statement holds for $s=0$. Suppose that this statement is true for all $s \leq s_{0}$, we will prove it for $s=s_{0}+1$.

Let us consider a decomposition $w_{b}\left(0,4 s_{0}+4\right)=p_{1} p_{2} \ldots p_{r}$ such that $r=p l\left(4 s_{0}+4\right)$, and let $n$ denote the length of $p_{r}$.
Firstly $n$ can not be too small: if $n<4$ then $p l\left(4 s_{0}+3\right)=1+p l\left(4 s_{0}+3-n\right)>p l\left(4 s_{0}+3\right)$ which contradicts Corollary 5.2.
Secondly, if $n$ is odd then it can not be too large: if $n=2 n_{0}+1$ and $n_{0}>4$ then $w_{b}\left(4 s_{0}+6-2 n_{0}, 2 n_{0}-7\right)$ is a palindrome of odd size larger or equal to 3 and finishing at the position $4 s_{0}-1$, which does not exist because of the Lemma 5.8.
Thirdly, if $n$ is even and large enough: if $n=2 n_{0}$ and $n_{0} \geq 4$, then, because of Lemma $5.8, n$ is a multiple of 4 and $w_{b}\left(4 s_{0}-1,4\right)$ is the inverse of some word xyyx.
So there are 5 other cases to study: $n=4,5,6,7,9$.

When $n=4, w_{b}\left(4 s_{0}, 4\right)$ is either of type $x x x x$ or $x y y x$, and $p l\left(4 s_{0}-1\right)+1=p l\left(4 s_{0}+3\right)$, if $w_{b}\left(4 s_{0}, 4\right)$ is of type $x x x x$ then $w_{b}\left(0,4 s_{0}+3\right)=w_{b}\left(0,4 s_{0}\right) x x x x$ so $p l\left(4 s_{0}+2\right) \leq$ $p l\left(4 s_{0}-1\right)+1=p l\left(4 s_{0}+3\right)$, contradicting Corollary 5.2.

When $n=5$ or $6, p l\left(4 s_{0}+3\right)=p l\left(4 s_{0}+3-n\right)+1>p l\left(4 s_{0}-1\right)+1$, however, $p l\left(4 s_{0}+3\right) \leq p l\left(4 s_{0}-1\right)+1$, contradiction.

When $n=7, p l\left(4 s_{0}+3\right)=p l\left(4 s_{0}-4\right)+1=p l\left(4 s_{0}-5\right)+2$. On the other hand, $p l\left(4 s_{0}-1\right) \leq p l\left(4 s_{0}-5\right)+1$ and $p l\left(4 s_{0}+3\right) \leq p l\left(4 s_{0}-1\right)+1$, so

$$
p l\left(4 s_{0}+3\right)=p l\left(4 s_{0}-1\right)+1=p l\left(4 s_{0}-5\right)+2 .(*)
$$

After Corollary 5.4, $4 s_{0}-4 \equiv 0 \bmod 16$ and

$$
p l\left(4 s_{0}+7\right)=p l\left(4 s_{0}+3\right) \text { or } p l\left(4 s_{0}+7\right)=p l\left(4 s_{0}+3\right)-1(* *)
$$

If we write $w_{b}\left(0,4 s_{0}+4\right)=w_{b}\left(0,4 s_{0}-4\right) a b b a x a b b$ let us consider the last palindromic factor of $w_{b}\left(0,4 s_{0}+8\right)$ :

1) The length can not be smaller than 4 , otherwise $p l\left(4 s_{0}+7\right)=p l\left(4 s_{0}+i\right)+1>p l\left(4 s_{0}+7\right)$ with $3<i<6$, contradicting Corollary 5.3.
2) The length can not be $4,5,6,7$, otherwise $p l\left(4 s_{0}+7\right)=p l\left(4 s_{0}+i\right)+1$ with $-1<i \leq 3$, but $p l\left(4 s_{0}+i\right) \geq p l\left(4 s_{0}+3\right)$, so that $p l\left(4 s_{0}+7\right)>p l\left(4 s_{0}+3\right)+1$, contradicting $(* *)$.
3) The length can not be 8 , otherwise $w_{b}\left(0,4 s_{0}+8\right)=w_{b}\left(0,4 s_{0}-4\right) a b b a x a b b b b a x$ and $p l\left(4 s_{0}+7\right)=p l\left(4 s_{0}-1\right)+1=p l\left(4 s_{0}+3\right)$. But on the other hand, $p l\left(4 s_{0}+4\right)=p l\left(4 s_{0}+3\right)+1$ and $p l\left(4 s_{0}+6\right)=p l\left(4 s_{0}+7\right)+1=p l\left(4 s_{0}+3\right)+1$ because of Proposition $5.1 ; p l\left(4 s_{0}+5\right)=$ $p l\left(4 s_{0}+3\right)+1$ because of the decomposition $w_{b}\left(0,4 s_{0}+6\right)=w_{b}\left(0,4 s_{0}+4\right) b b$ so that $p l\left(4 s_{0}+4\right)=p l\left(4 s_{0}+5\right)=p l\left(4 s_{0}+6\right)$ which contradicts Corollary 5.4.
4) The length can not be 9,10 , otherwise $p l\left(4 s_{0}+7\right)=p l\left(4 s_{0}-i\right)+1$ with $i=2$, 3 , but $p l\left(4 s_{0}-i\right) \geq p l\left(4 s_{0}-1\right)+1$ so that $p l\left(4 s_{0}+7\right)>p l\left(4 s_{0}-1\right)+1=p l\left(4 s_{0}\right)+3$, which contradicts $(* *)$.
5) The length can not be $11,12,13,14,16,17$, because the last factor can not be palindromic.
6) The length can not be 15 , otherwise, $w_{b}\left(0,4 s_{0}+8\right)=w_{b}\left(0,4 s_{0}-8\right) c d d c a b b a x a b b a c d d$, with $a \neq b, c \neq d$. Let us check a decomposition $w_{b}\left(0,4 s_{0}+5\right)=w_{b}\left(0,4 s_{0}-4\right) a b b a x a b b a$, so that $p l\left(4 s_{0}+4\right) \leq p l\left(4 s_{0}-5\right)+1$, but $p l\left(4 s_{0}+4\right)=p l\left(4 s_{0}+3\right)+1$ which implies $p l\left(4 s_{0}+3\right) \leq p l\left(4 s_{0}-5\right)$, which contradicts $(*)$.
7) The length can not be an odd number larger than 15 , otherwise, there is a palindromic factor of odd size larger than 3 in $w_{a}\left(0,4 s_{0}\right)$ finishing at position $4 s_{0}-1$, contradicting Lemma 5.8.
8) The length can not be an even number larger than 14 , otherwise, because of Lemma 5.8 , the length is a multiple of 4 , which implies the factor $w_{a}\left(4 s_{0}, 4\right)$ is the symmetrical of some words $w_{a}(4 x, 4)$, by hypothesis, it is of type $a b b a$ but not $x a b b$.
In conclusion, the last palindromic factor of $w_{a}\left(0,4 s_{0}+4\right)$ can not be 7 .
When $n=9, p l\left(4 s_{0}+3\right)=p l\left(4 s_{0}-6\right)+1=p l\left(4 s_{0}-5\right)+2 \geq p l\left(4 s_{0}-1\right)+1$. On the other hand, $p l\left(4 s_{0}+3\right) \leq p l\left(4 s_{0}-1\right)+1$, so $p l\left(4 s_{0}+3\right)=p l\left(4 s_{0}-1\right)+1$; another observation is that $p l\left(4 s_{0}+2\right) \leq p l\left(4 s_{0}-5\right)+1$ because $\overline{b_{4 s_{0}-4}, b_{4 s_{0}-3}, b_{4 s_{0}-2}, b_{4 s_{0}-1}, b_{4 s_{0}}, b_{4 s_{0}+1}, b_{4 s_{0}+2}}$ is palindromic, but $p l\left(4 s_{0}+2\right)=p l\left(4 s_{0}+3\right)+1$ so $p l\left(4 s_{0}+3\right)+2 \leq p l\left(4 s_{0}-5\right)+2=p l\left(4 s_{0}+3\right)$, contradiction.

In conclusion, for all possible cases $w_{b}\left(4 s_{0}, 4\right)$ is of type $x y y x$.

Proposition 5.4. Let $w$ be a finite word of length $4^{k}$, such that its palindromic length sequence coincides with a prefix of $(p l(n))_{n \in \mathbf{N}}$, then $w$ is a prefix of a sequence in $\mathcal{C}$.

Proof. Let us prove it by induction. The statement is trivially true when $k=0$. Now suppose the statement is true for $k=s_{0}$, let us consider the case $k=s_{0}+1$ :

Remarking that Lemma 5.2, 5.3, 5.4, 5.5 work under the weaker condition on sequences announced in previous proposition, we can apply the same arguments to prove each prefix of $w$ of length $4 k$ admits an optimal palindromic decomposition of type $p_{1} p_{2} . . p_{r}$ such that the length of all this factors are multiples of 4 . Using Lemma 5.7 there is another alphabet $\Sigma_{1}$ and a bijection $f: \Sigma^{4} \rightarrow \Sigma_{1}$ such that $f(w)$ is still a word which palindromic length sequence coincides with a prefix of $(p l(n))_{n \in \mathbf{N}}$, however the length of $f(w)$ is $4^{s_{0}}$, using the hypothesis of induction, it is a prefix of a sequence in $\mathcal{C}$, so $w$ is also a prefix of a sequence in $\mathcal{C}$, by applying the inverse of $f$.

Theorem 5.1. All sequences such that their palindromic length sequences coincide with the one of Thue-Morse's are in $\mathcal{C}$.
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[^0]:    ${ }^{1}$ what we call a subword here is also called a factor in the literature; however, we use factor with a different meaning.

