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Abstract
The ability of organisms to spontaneously generate order relies on the intricate inter-

play of mechanical and bio-chemical signals. If the general consensus is that chemical
signaling governs the behavior of cells, an increasing amount of evidence points to-
wards the impact of mechanical factors into differentiation, proliferation, motility and
cancer progression. In this context, several studies recently highlighted the existence of
long-range mechanical excitations (i.e. waves) at the supra-cellular level.

Here, we investigate the origins of those velocity waves in tissues and their correla-
tion with the presence of boundaries. Practically, we confine epithelial cell monolayers
to quasi-one dimensional geometries, to force the almost ubiquitous establishment of
tissue-level waves. By tuning the length of the tissues, we uncover the existence of a
phase transition between global and multi-nodal oscillations, and prove that in the latter
regime, wavelength and period are independent of the confinement length. Together,
these results demonstrate the intrinsic origin of tissue oscillations, which could provide
cells with a mechanism to accurately measure distances at the supra-cellular level and
ultimately lead to spatial patterning. Numerical simulations based on a Self-propelled
Voronoi model reproduce the phase transition we measured experimentally and help
in guiding our preliminary investigations on the origin of these wave-like phenomena,
and their potential role for the spontaneous appearance of hair follicles in mouse skin
explants.

Résumé
La capacité des cellules à générer spontanément de l’ordre a l’échelle supra cellulaire

repose sur l’interaction de signaux mécaniques et biochimiques. Si le consensus général
est que la signalisation chimique est le régulateur principal du comportement cellulaire,
il est aujourd’hui bien établi que l’impact des facteurs mécaniques est primordial sur des
processus fondamentaux de la physiologie cellulaire tel que la différenciation, la pro-
lifération, la motilité et qu’une dérégulation des paramètres mécaniques du microen-
vironnement des cellules sont impliqués dans un grand nombre de pathologies allant
du cancer aux myopathies. Dans ce contexte, plusieurs études ont récemment mis en
évidence l’existence d’ondes mécaniques se propageant à l’échelle supra-cellulaire.

Nous étudions dans le cadre de cette thèse l’origine de ces ondes de vitesse dans
les tissus et discutons leur origine biologique. En pratique, nous confinons des mono-
couches de cellules épithéliales à des géométries quasi unidimensionnelles, pour forcer
l’établissement presque omniprésent d’ondes au niveau tissulaire. En accordant la
longueur des tissus, nous découvrons l’existence d’une transition de phase entre les os-
cillations globales et multi-nodales, et prouvons que dans ce dernier régime, longueur
d’onde et période sont indépendantes de la longueur de confinement. Ces résultats
démontrent que l’origine de ces oscillations est intrinsèque au système biologique, ce
mécanisme apparait comme un candidat pertinent permettant aux cellules de mesurer
avec précision des distances au niveau supra-cellulaire et potentiellement de structurer
spatialement un tissu. Des simulations numériques basées sur un modèle de type Self-
propelled Voronoi reproduisent la transition de phase que nous avons observé expéri-
mentalement et aident à guider nos recherches sur l’origine de ces phénomènes ondu-
latoires et leur rôle potentiel dans l’apparition spontanée des follicules pileux dans les
explants cutanés des souris.
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Thesis aim, hypothesis and outline

The aim of this thesis is to study the effect of geometrical constraint on the heterogeneity

of multicellular systems.

The idea stems from the observation of patterns in biology, from the stripes of a

zebra to the spiral arrangement of leafs on Aloe polyphylla, from the feather array on

birds to the the villi in our stomach. All these structures begin as local differences in

the behavior of cells during the development of the organism, and later give rise to the

intricate shapes we observe. How these patterns originate from a homogeneous state,

although not the central concern of this work, is an extremely fascinating question, the

answer of which has, at least in part, been provided by Alan Turing in his 1952 paper.

He explained how periodic biochemical patterns can spontaneously arise from a nearly

homogeneous state, providing the framework for the successful study of many of these

natural phenomena. While researching this, we noticed that in some cases Turing’s

theories have to be expanded to implement mechanical actors. Some of the necessary

components to generate patterns can in fact be related to the mechanical interaction

of cells with each other and their surroundings. This sparked an idea in our mind.

Could we take a homogeneous biological system and generate differences in the local

behavior of cells only by playing with the geometrical and mechanical properties of the

confinement? In other words, venturing a hazardous comparison of cells and people,

can we change the behavior of our guests simply by changing the shape of the room?

Our idea was to follow a bottom-up approach: since working with in vivo conditions

means navigating an extremely entangled network of bio-chemical and mechanical in-

puts, we decided to tackle the problem by reducing complexity to the extreme. We

would concentrate on the most simplified setup that would allow us to uncouple all

these signals, while still inducing a cellular response. We would then, in my time or

with successive works, build new hypotheses and experiments to move towards more

realistic conditions. We chose to work on small 2-dimensional epithelial cell colonies

that we confined to specific shapes. The design of said shapes was chosen to accom-

modate enough cells to be considered a model for a compact tissue, while ensuring to
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have sub-populations exposed to different mechanical environments in terms of cell ge-

ometry, number of neighbors and contact areas. We fabricated these tissues and then

concentrated on understanding if cells were responding, and in which ways they were

affected.

Chapter 1 introduces our project, what reasoning led us to follow certain tracks

and the literature necessary to understand the work we present later. In chapter 2

we describe the techniques and protocols we utilized throughout our work in order to

obtain the results reported in Chapter 3. Following our experimental path, this chapter

is divided into 2 parts:

• Part 1 describes the results obtained during our first exploratory moment, when

we investigated different possible readouts and our setup was not optimized. This

first period helped us better understand the behavior of our tissues and gave us

an overview of how cells were affected by our geometrical input. We found the

presence of periodic oscillations in the velocity of cells most interesting.

• The second part of the chapter describes how we adjusted our approach to focus

on the periodic oscillations we had previously observed. We decided to try to

find a configuration that would allow us to generate reproducible velocity pattern

and, for this reason, we changed the shape of tissues and developed new analysis

protocols, which are all detailed here rather than in chapter 2. This second part

of our work absorbed by far the majority of our time, but it culminated in the

discovery of extremely reproducible long-range oscillations in the velocity of cells.

These oscillations loosely resemble standing waves, with cells first accumulating

at specific positions, and then dispersing over time.

During my third and last year, we had to choose how to invest the small amount

of time remaining in my PhD. Two roads lay ahead, we could either concentrate on

obtaining a more thorough characterization of the waves we observed, or try to find a

possible biological counterpart to these oscillations. The first option was, in a way, safer

and more certain to yield sound results. What I chose, on the other hand, meant fishing

in the vast realm of biology for a proof that our waves play a part in the biochemistry

of cellular development. I took this choice because I found it more interesting, and I

deemed the possible outcome worth the higher degree of uncertainty. My choice meant

quickly exploring a number of paths with little time to reach definitive conclusions. I

describe all these attempts and their outcomes in chapter 4. I decided to keep this sepa-

rated to stress the preliminary nature of these results, not to diminish their importance.

These are the first small steps towards a more realistic system, the beginning of the



“upwards” motion in our bottom-up approach. I believe they will prove useful to direct

future investigations, and they allow me to discuss my project and build future perspec-

tives relying on concrete work. These features are reported in chapter 5, together with

a discussion of our results and a comparison with what is present in literature.



1. Introduction

1.1 The origin of our project

1.1.1 Patterning in biology

Throughout history our greatest minds have been drawn towards the presence of pat-

terns in Nature. On very different scales, and in biology as much as in geology and

physics, patterns are omnipresent in our natural environment. Regularly arranged sand

dunes form spontaneously in the desert, just like the scarcity of water and nutrients

gives rise to patchy vegetation in semiarid areas [1]. Moving to smaller scales, the com-

petition between predator and prey leads to peculiar structures in the distribution of

populations [2]. Many animals, such as mammals, fishes and insects, possess the ability

to coordinate their motion on a long-range, giving rise to spectacular phenomena [3].

On the single organism scale, we recognize regularly arranged stripes on the fur of a

zebra, spots on tigers and feathers on chickens. We can trace these displays back to the

behavior of cells during the growth of organisms, and in doing so we discover, yet again,

the presence of periodic arrangement of villi in our stomach or the precise occurrence

of denticles in the Drosophila Melanogaster embryo [4].

If the beauty of these natural phenomena is reason enough to catch our attention,

in a world where the laws of physics describe a continuous decline into disorder, their

reproducible occurrence is somehow even more striking. And in no other realm the

presence of reproducible spatial organization is as abundant and diverse as in biology.

This is because, while in many cases spontaneous patterning is rare, in biology it is the

norm: every organism begins its life as a single cell, a fertilized egg, and ends it as an

extremely complex entity, with a specific hierarchy of shapes, structures and functions.

The process through which tissues and organs acquire their shape is called morphogene-

sis. Its inherent complexity, thousands of processes happen under strict spatio-temporal

control, is complemented by an almost absolute reproducibility. And for these reasons,

the scientific community has devoted much attention to its understanding.
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1.1. THE ORIGIN OF OUR PROJECT

There are presently 2 main points of views on the occurrence of patterns in biology.

One supposes that a pre-existing pattern can impose order on a homogeneous system,

like information from the mother aiding the appearance of form in the growing em-

bryo. This idea of relying on external cues to shape an organism has proven right in

some cases [4], while being inapt for many others. The second idea is self-organization,

defined as the emergence of a “pattern at the global level of a system solely from numer-

ous interactions among the lower-level components of the system. Moreover, the rules

specifying interactions among the system’s components are executed using only local

information, without reference to the global pattern” [5]. This second point of view

was put forwards by Alan Turing in his seminal paper in 1952 [6], where he formulated

the basis for his reaction-diffusion systems. Simplistically, the model is based on 2 an-

tagonizing signals: an activator, with low spatial range, enhancing both itself and an

inhibitor, which is the second signal, characterized by a longer spatial range. The pres-

ence of these two actors alone suffices to explain how, only based on local interactions,

a global chemical pattern can be generated from a homogeneous system. Turing also

suggests that this pre-pattern can develop into complex structures if these actors have

a biological function, i.e they are “morphogens”. He coined this term to indicate any

general entity diffusing through biological matter able to “persuade it to develop along

different lines” [6].

Although for many years after its publication this theory lacked experimental proof,

the idea was extremely influential. The notion that bio-chemistry could be responsible

for controlling much of the events in morphogenesis married well with the recent dis-

coveries of DNA and the molecular revolution in biology. DNA slowly conquered the

main stage and when it came to understanding a biological process, genes were to be

held responsible. From this point of view, patterning is simply explained as cells blindly

following the behavior dictated by morphogens, which act as a “molecular blueprint”.

Research concentrated on understanding how such blueprint came to be. Our knowl-

edge of the inner workings of DNA transcription/translation grew together with our

technical ability to observe molecular processes within the cell. And as the molecular

landscape was slowly discovered, mathematical applications of the reaction-diffusion

model became more numerous [7–10].

1.1.2 The role of the environment

If, on the one hand, the role of genes in controlling patterning and morphogenesis is

undisputed, on the other we cannot help but realize that a piece of the puzzle is missing.

Turing himself admits that self-organization generates patterns, not form. Talking about
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CHAPTER 1. INTRODUCTION

the stripes of a zebra, he said: “Well, stripes are easy, but what about the horse part?”.

Organisms are in fact extremely complex, and their functionality strongly depends

on their 3D conformation. A biochemical pattern is a first step towards the final prod-

uct, it creates a coordinate system if we want, but a series of mechanical deformations

need to take place in order to give the embryo, and later the organs, their finals shape

[11]. These deformations cannot be comprehensively addressed without considering

the interaction of cells with their environment.

Figure 1.1: Schematic representation of the biophysical parameters involved in cellular environ-
mental sensing. Adapted from [12].

I have so far referred to Turing’s theory as a purely chemical theory. To be fair, in

his paper, he mentions the possible integration of mechanical actors in pattern forma-

tion, but he limits his studies to the chemical sphere because “...the interdependence

of the chemical and mechanical data adds enormously to the difficulty” [6]. The idea

of considering mechanical inputs was already present, but the awareness of their im-

portance only emerged recently, together with the development of tools and techniques

to observe and measure such interactions [13–17]. This allowed us to re-position our-

selves and contextualize the DNA-centric point of view, to realize that cell behavior,
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just like organ development and morphogenesis, is inherently correlated to the envi-

ronment. And we cannot understand how Nature generates form and function without

considering the entirety of its communication channels.

I mentioned mechanical cues as an example, but the reality is that cells are in con-

stant dialogue with the matter surrounding them. The term “environmental sensing”

describes how wide the range of this communication is: classical biochemical signals,

such as soluble factors, nutrients, oxygen and the composition of the extracellular ma-

trix (ECM) are now flanked by more biophysical aspects like the density and mechan-

ical properties of the ECM, geometrical confinement and mechanical tension (see Fig-

ure 1.1). All these factors work together to stimulate or inhibit cellular response on

disparate time and length-scales. The communication is strictly bi-directional, cells in-

ternalize external cues, integrate them in their signaling cascades and change the way

they act on the surrounding material. I also want to stress that there is strong crosstalk

between these actors in vivo, creating an extremely intertwined network of signals, as I

will explain later.

The awareness of a signaling network extending beyond bio-chemical factors, in

turn, influenced how we look at the emergence of patterns in morphogenesis. If, ini-

tially, the actors in reaction-diffusion models were strictly bio-chemical, the appearance

of new pieces in the “puzzle” changed this notion. New theories were formulated, where

both the roles of local activator and long-range inhibitor could be occupied by players

of different nature, mostly mechanical [18–23], and, more recently, practical examples

of such influence on organ morphogenesis have been found [24–28] (see [11, 29, 30]

for reviews).

1.1.3 Our idea - one piece of the puzzle at a time

It was while researching morphogenesis and the recent changes in the scientific ap-

proach that we formulated the idea for my project. Morphogenesis is, in fact, far from

being the major concern of this work, but it has been in the back of our minds through-

out. When I started my project, the idea of the mechanical environment playing a role

in cell fate was well on its way. We chose to look for a (extremely) simplified setup able

to induce local differences in cell behavior solely by changing the mechanical properties

(i.e. the mechanical boundary conditions) of the substrate. We wanted to see if we

could generate patterning only playing with the contour. We were well aware that our

bottom-up approach lead us far from those in vivo conditions typical of morphogenesis,

and that our possible results would not be immediately relevant in that context, but

we kept the idea of steering our research back towards such relevance. Our fascination
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CHAPTER 1. INTRODUCTION

with morphogenesis is the reason for many of the choices we took and many of the

results presented later on, and that is why I wanted to briefly introduce it here.

Before getting back to our question, and how we chose to answer it, there are several

basic concepts one needs to be familiar with in order to fully understand this work. We

will concentrate on the vast literature on how cells interact mechanically with their en-

vironment, and how, in turn, this environment affects cell behavior. This field is broadly

referred to as mechanobiology, and reviewing the enormous body of work produced in

the last century is not the scope of this text. I will briefly touch all fundamental con-

cepts, referring as much as possible to relevant review papers for further information. I

devote more time to those areas which are of particular relevance for our work and to

understand our results.

1.2 In vivo vs In vitro: compromising to understand

As the following chapters will elucidate, cells are at the center of a complex network

of signals. They sense the characteristics of the environment through their cytoskele-

ton, integrate such inputs in the genetic machinery and elicit specific functions on their

own body and on the surrounding material. The heterogeneity of this bi-directional

communication is at the root of the robustness and reproducibility of life, yet it is

cause for a great deal of complexity when it comes to studying in vivo phenomena.

Even though techniques to quantify mechanical interactions in vivo have been devel-

oped [14, 31, 32], reaching precise measurements and definitive cause-effect relations

in such environments remains extremely challenging. For this reason, many in vitro

systems have been developed to mimic biological phenomena while simplifying the ex-

perimental approach. Most of the work and knowledge I will present are obtained with

such exploits.

I will now introduce the basic concepts behinds the role of mechanics in biology.

Just as the morphogenesis of an organism, attention will first be focused on the single

cell, and how it senses and communicates with its surroundings. I will then approach a

larger scale, and review the literature concerning how cells interact with one another,

and what phenomena this communication gives rise to.

1.3 The mechanical machinery of single cells

We started as a single cell, through cell division and differentiation we became an em-

bryo, and later obtained form thanks to coordinated migration and forces exertion. All
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1.3. THE MECHANICAL MACHINERY OF SINGLE CELLS

a.

b.

Figure 1.2: Summary of mechanical sensing in cells. Mechanical integrity, intra-cellular organi-
zation and force generation are all functions provided by the cystoskeleton, a dynamic protein
network spanning the whole internal body of the cell. Cells are then in contact with the sur-
rounding matter, mainly constituted by ECM, a fibrous network of macromolecules, and other
cells (in tissues). The interaction with these two elements happens through focal adhesions and
cell-cell adhesions, respectively. a.) Focal adhesions are multi-protein complexes. Integrins are
membrane spanning proteins that, with the help of adaptor proteins, bind the ECM to the actin
cytoskeleton. FAs probe the physical properties of the ECM thanks to specialized mechanosen-
sitive proteins such as talin and integrins. These proteins change conformation, recruit other
actors and activate specific signaling pathways (inset). b.) Cells in tissues maintain their me-
chanical integrity thanks to cell-cell junctions, subdivided into gap-junctions, desmosomes and
adherens junctions. The actin cytoskeleton of neighboring cells is connected through adherens
junctions. The two cells are mechanically linked by cadherins, which recruit other proteins to
create extended complexes (inset). Many components of these complexes are sensitive to the
tensile stress and can activate downstream signaling pathways. All junction types are intercon-
nected thanks to the cytoskeleton and the nucleus, creating a active mechanical network not
only able to relay forces, but to integrate and respond to physical cues. One such example is the
remodeling of cell shape depending on ECM stiffness. Adapted from [33].
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these processes, together with diseases and healing, are inherently connected to the

way cells interact with the environment that surrounds them, and how they push and

pull on it.

1.3.1 The contractile machinery: the cytoskeleton

To maintain their mechanical integrity and carry out their tasks, cells need to spatially

organize their contents, communicate with their environment, and generate forces to

change shape and move. All three functions are performed by the cytoskeleton, a fi-

brous networks that spans the whole body of the cell. It is constituted of 3 main poly-

meric macromolecules: actin filaments, microtubules and intermediate filaments (see

Figure 1.2). These components are made of monomeric sub-units, which polymerize

into long fibers. The stability and morphology of such fibers is controlled by a series of

regulatory proteins, which continuously remodel the cytoskeleton to adapt cell shape

and force generating ability (see [34] for review). Here, I will focus on actin filaments,

the major player when it comes to cell contractility and motility.

Actin is present in the cell as a monomeric protein (G-actin) which progressively

polymerizes to create filaments (F-actin). Since actin is polar, the polymerization hap-

pens in a specific direction: actin is recruited at the (+) end, and shed at the (-) end,

in a dynamic process called treadmilling. By coordinating the polymerization of multi-

ple actin filaments the cell can generate protrusive forces and help pushing the plasma

membrane in specific directions. Actin is also responsible for contractile forces: actin

fibers in non-muscle cells are intercalated with myosin II, a motor protein that binds two

different actin filaments with its head and tail. Thanks to its ATPase activity, myosin can

take a step along one of the actin filament, effectively sliding it against the other in an

anti-parallel manner, thus producing a force. The long fibers arising from the combina-

tion of actin bundles and Myosin II are called stress fibers (SF).

Cells need to dynamically control the forces they exert and their location, and

this is done by different classes of regulatory proteins: nucleation-promoting proteins

(Arp2/3, profilin) begin filament formation; capping proteins stop filament growth;

polymerases stimulate filament growth; depolymerizing factors (ADF/cofilin) promote

the disassembly of filaments; crosslinkers (e.g., α-actinin, fascin, filamin) branch the

network and stabilizing factors reinforce the fibers (see [34–38] for review). These pro-

teins affect both the structure of the cytoskeleton and the type of forces it is exerting

(i.e. protrusive vs contractile force).
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1.3.2 Substrate sensing: the ECM and focal adhesions

Most cells in the body are anchored to a network of macromolecules called the Extra

Cellular Matrix (ECM). As one of the main interfaces between cells and their environ-

ment, the ECM acts as a scaffold and provides mechanical support. It is also responsible

for controlling the influx of nutrients and the presentation of signals to the cell mem-

brane [39], and as such its role is ubiquitous, from cell growth and differentiation to

tissue homeostasis and cancer development (for a review see [40]). The major compo-

nents of the ECM are collagens, elastins, proteoglycans, fibronectin and laminin, which

determine its properties in terms of both composition and molecular organization (e.g.

cross-linking degree) (see Figure 1.2) [33].

The interaction of cells with the ECM is primarily controlled by a family of membrane

spanning proteins called integrins. When integrins bind their substrates, ECM proteins

like fibronectin, collagen and laminin, they change conformation and start clustering.

Integrins are in fact heterodimers, and the specific combination of α and β sub-units de-

fines the affinity to the specific ECM protein, activating different molecular pathways.

Integrins are also activated by mechanical stimulation [41], which begins the process of

clustering and gives rise to macromolecular complexes called focal adhesion (FA). The

formation and stability of FA is a highly dynamical process, which revolves around the

interaction of many proteins, each with specific conformation and properties (see Fig-

ure 1.2a). Briefly, integrins bind the ECM and start recruiting the protein talin. When

subjected to tensile forces, talin unfolds to expose binding sites for a second protein, vin-

culin, which will, in turn, recruit more adaptor proteins such as focal adhesion kinase

(FAK) and paxillin. This extended talin-vinculin complex ultimately stabilizes the link-

age between integrins and F-actin, and helps recruiting myosin II into the stress fibers

[36, 42]. The connection between FA and the cytoskeleton is a crucial part of the focal

adhesion maturation process. The force exerted by stress fibers is directly transmitted to

FAs, and this increase in tension leads to additional clustering and expansion in complex

size and stability. A decrease in force will cause an opposite result. This is not a unidi-

rectional relationship: focal adhesions affect force generation as much as they depend

on it. Many members of the FA complex, such as integrins and downstream effectors

of FAK, are involved in the Rho pathway [43, 44], which has been shown to control

multiple aspects of cellular mechanics, such as actin polymerization, stabilization and

myosin activity. This complex inter-dependence is at the core of the mechano-sensing

properties of the cell, as we shall explain soon. In reality, the machinery is much more
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Figure 1.3: Factors playing a role in mechanotransduction, typical targets and the relative
timescale of the response. Adapted from [45].

complex, with many more actors and signaling interconnections (reviewed in [45–48]).

1.3.3 Mechanotransduction at the focal adhesions

Focal adhesions allow cells to "feel" and probe their environment, while the cytoskeleton

exerts forces that deform the ECM and the substrate. These phenomena paint a picture

where mechanical signals are “read” by the cells, integrated into their machinery and

even “written” and transmitted to the ECM and, as we shall see later, to other cells down

the line. I would thus like to devote some time to explaining each of these phenomena

and their biological consequences.

In this context, the capacity of cells to “read” is called mechanosensing, defined as

“the ability of a cell to sense mechanical cues of its micro-environment, including not

only all components of force, stress and strain but also substrate rigidity, topography and

adhesiveness” [46]. Such inputs are then transduced into bio-chemical signals, which

elicit a biological response and modify cellular behavior in what is termed mechan-

otransduction [49].

For mechanotransduction to happen, cells need to physically interact with their sur-

roundings. Even though we have mainly concentrated on integrins, there are other

mechanosensitive proteins active at the membrane, such as stretch-activated ion chan-

nels [50, 51] and G protein coupled-receptors [52]. The diversity in mechanosensitive

molecules is then mirrored in the astonishing number of bio-molecular signaling cas-

cades affected, and the complexity of their crosstalk [46]. For a matter of clarity and

simplicity, I will here mainly concentrate on aspects of mechanotransduction that are

relevant for this work.

Mechanostransduction begins with the ECM (see Figure 1.3). Cells are sensitive to

the nanostructure, composition and rigidity of the ECM. These factors are highly regu-

lated in vivo, where they play important roles on the correct development of organisms
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[53]. The importance of such regulation is exemplified by the role of ECM in many

pathologies [54, 55], such as cancer progression [56, 57].

Mechanical signals from the ECM are relayed inside the membrane by FAs. Focal ad-

hesions are extremely heterogeneous, a variety controlled by the mechanical conditions

of the environment in terms of spacing and density of adhesion sites [58]. FAs are also

reinforced when subjected to external load and weakened when unloaded [48, 59], a

process that proceeds until the cell is at equilibrium with the substrate. A cell can in fact

“only generate as much force as can be counterbalanced by the substrate” [60]. Cell also

actively try to maintain this constant level of tension against external perturbations, a

phenomenon called mechanical homeostasis [61].

Homeostasis requires the interaction of FAs and the cytoskeleton, highlighting what

is effectively the second messenger for mechanical signals. By pulling on focal adhe-

sions, forces propagate from the ECM through the cell body, and vice versa. This bi-

directional communication acts on many signaling cascades, one of the most important

being the Rho/ROCK pathway. Members of the FAs complexes indirectly influence the

activity of adaptor proteins, which in turn change the conformation of the cytoskeleton.

For effective mechanotransduction, FAs and stress fibers need to cooperate to stabilize

each other.

To elicit a biological response, mechanical signals ultimately need to be relayed to

the nucleus, where they affect DNA transcription and protein expression. The nucleus

is in fact the third messenger, and its response to mechanical changes happens through

two major channels: shuttling proteins and direct mechanical linkage. Upon a tension

increase or change, one of the downstream effects of mechanosensitive complexes at

the cell membrane is inducing structural transformation to certain proteins and their

successive shuttling to the nucleus. The first such proteins discovered was β-catenin, a

member of the adherens junction complex (subsection 1.4.1). Other significant exam-

ples are Yes-associated protein (YAP), and WW Domain-Containing Transcription Reg-

ulator Protein 1 (WWTR1/TAZ), whose nuclear shuttling, involved in the Hippo [63]

and Rho pathways [64], has been associated to substrate stiffness [65] and topology

[66], cell–cell interaction [67], cell spreading and density [68? ] (see Figure 1.4).

Once in the nucleus, YAP interacts with transcription factors to activate several genetic

programs, involved first in cytoskeletal and ECM reorganization [68], then in differen-

ciation, proliferation, cancer [69] and organogenesis [70] (reviewed in [62, 71]).

Mechanical signals can also reach the nucleus by the direct physical link existing be-

tween the cytoskeleton and the nuclear membrane, which has its own mechanosensitive

apparatus [72]. This connection is secured by a protein complex called the Linker of
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a. c.

b.

Figure 1.4: Schematic representation of mechanotransduction through YAP/TAZ. a.) When YAP
and TAZ are mechanically activated (red), they translocate to the nucleus where they regulate
gene expression. b.) Several mechanical circumstances affect the subcellular localization of
YAP and TAZ, in both single cell and multicellular environments. Situations where YAP/TAZ are
inhibited and remain in the cytoplasm are reported on the left, conditions that activate YAP/TAZ
and cause their translocation are on the right. c.) The accumulation of YAP/TAZ in the nucleus
(red) has several downstream biological consequences, which depend on the specific cell type
and tissue. Altogether, these examples illustrate the range of biological functions regulated
by mechanical signaling through mechanotransduction. [hESC: human embryonic stem cell;
VSMC: vascular smooth muscle cell]. Adapted from [62].

Nucleoskeleton and Cytoskeleton (LINC) [73], which plays a role in the nuclear shape

response to substrate rigidity and chromatin reorganization [46, 74]. Interestingly, LINC

and shuttling proteins participate in the same pathways, creating, once more, an entan-

gled signaling network. The LINC complex, for example, is involved in the shuttling of

YAP [75].

The full range of cellular functions controlled or affected by mechanosensitive sig-

naling is still unknown, but it is somehow recapitulated in Figure 1.4, describing all doc-

umented cases of a mechanical response through YAP translocation. Another significant
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Figure 1.5: Schematic illustration of cell differentiation based on ECM stiffness. In vivo, cells are
surrounded by tissues whose rigidity varies from extremely soft (like the brain or adipose tissue)
to extremely stiff (the bone). All cells are sensitive to substrate rigidity, which acts as a signal to
guide their behavior. An archetypal example of such mechanotransduction is the differentiation
of mesenchymal stem cells: by tuning the mechanical properties of artificial substrates to mimic
specific tissues we can drive the differentiation of MSCs towards cells belonging to that tissue.
Plotted lines represent the relative differentiation, the peak its maximum. Adapted from [71].

example is the differentiation path taken by stem cells cultured on substrates/dishes

of different stiffness and topology [76]. Mesenchymal stem cells (MSCs) show prefer-

ential differentiation towards osteoblasts when cultured on bone-like dishes (stiffness

∼ 40 kPa) and towards myoblasts when the substrate has muscle-like characteristics

(stiffness ∼ 10 kPa) [77] (see Figure 1.5). Interestingly, it has also been demonstrated

that changes in cell shape alone can direct stem cell fate [78]. On a more general level,

both the geometry and surface topology of the spreading area affect proliferation [79]

and direct cell differentiation [80? ].

Finally, one of the most evident examples of the effect of substrate sensitivity has to

do with cell migration: many cells display preferential migration towards stiffer areas.

1.3.4 Single cell migration and durotaxis

Cell migration is a fundamental process for the development and maintenance of via-

bility in organisms, both at the single and multicellular scale. Many processes require

cells to migrate and carry out specific tasks at specific location, the archetypal example

being the immune response to pathogens. Even though there are several modes, we

focus here on cell migration on 2D substrates.

Cell migration relies on drastic and dynamic changes in the architecture of cytoskele-

ton and FAs machinery. Single cells generally migrate in response to an external signal,
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Figure 1.6: Schematic representation of single cell migration on 2D substrates. Protrusive actin-
polymerzation activity is highlighted in red, contractile myosin II activity is in green and FAs in
purple. Cell migration happens in 4 schematic steps: (1) cells break their symmetry and polarize
their cytoskeleton; (2) the membrane at the leading edge is extended by actin polymerization,
followed by a maturation of focal adhesions; (3) contractile activity in the rear of the cells helps
translocating the cell body and (4) retracting the rear of the cell. Adapted from [81].

being it mechanical or chemical. To move in a direction, cells need to polarize and de-

fine a leading edge, the one pointing in the direction of movement, and a trailing edge

(see Figure 1.6). Migration is then achieved in 3 schematic steps [82]. The cytoskele-

ton is re-arranged to favor actin polymerization at the leading edge, which causes a

forwards movement of the membrane thanks to protrusive forces. Cells extend two

main types of protrusions: filopodia and lamellipodia. Interestingly, the shape of the

protrusion is governed by the specific regulatory protein recruited. Filopodia are rich

in fascin, promoting straight and parallel actin polymerization, while lamellipodia are

characterized by Arp2/3, favoring branched polymerization and a more disc-shaped

membrane advancement [38]. This protrusion is associated with a maturation of the

focal adhesions, which in turn leads to a stabilization of the polarization of the cy-

toskeleton [83]. As this happens, the cell body is slowly pushed forwards. If the leading

edge is characterized by actin polymerization, the retracting edge displays high RhoA

signaling and stronger myosin II activity. This enhanced contractile force propels the

cell forward and helps the disassembly of focal adhesions and the retraction of the cell

rear [84].

The characteristics of cell motility, together with the peculiar mechanical sensing

happening at the focal adhesion (see subsection 1.3.3), explains the propensity of cells

to move to regions of higher substrate stiffness. This phenomenon is termed durotaxis

[85], and a simple mechanical explanation, neglecting many biological details [86], is

as follows [87]. Since cells generate higher tractions on stiffer substrates [88], and

FAs are reinforced under mechanical stress [48, 59], it results that adhesions become

13



1.4. MULTICELLULAR SYSTEMS

stronger and more stable on stiffer substrates [83, 89–91]. FAs are responsible for

the friction between the cell and the substrate and their stability is directly correlated

with the detachment of the rear. The net result is that cells migrate slower on stiffer

substrates [92]. Considering that most cells migrate as a random-walk, we have a

complete picture: cell migration is fast until a region of higher stiffness is reached,

where it slows down. This amounts to an overall movement towards rigid areas (for

reviews see [93]).

1.4 Multicellular systems

The feedback mechanisms described above, linking cellular behavior and the confor-

mation of the nearest ECM, might seem to have consequences only at the local scale.

The range of force sensing, for single cells, was calculated to be in the range of several

microns [94]. To understand how these concepts produce global behavioral patterns,

which ultimately lead to morphogenesis and complex shapes, we need to consider how

cells communicate on a “long-range”. I want to stress again that, even though soluble

factors certainly play a role in cellular communication, I will here tackle this subject

from a mechanical point of view.

As mentioned above, the ECM has an important function in cell behavior. Due to its

fibrillar and intertwined nature, the forces one cell exerts on the ECM can be directly

relayed and felt by others. The active remodeling of matrix plays an equally important

role. Another, more direct way to transmit mechanical information is by making direct

contact to other cells. This “tethering” activity is performed by junctions, which connect

cells on a large scale, creating epithelia.

1.4.1 Cell-Cell junctions and epithelia

Epithelial cells are a highly specialized cell type, which, thanks to its strong cell-cell

adhesions, forms cohesive sheets, called epithelia. Their primary function is lining all

surfaces of our body and organs (e.g. the skin, blood vessels, guts), acting as a physical

barrier and providing protection against pathogens, light and chemical attacks. In their

role as a barrier, epithelia are also required to absorb and secrete substances (e.g. in the

gut and kidneys). To achieve both mechanical strength and selective permeation, ep-

ithelial cells need to be be tightly bound to each other, while retaining sufficient fluidity

to allow for chemical transport and a dynamic response to deformations, growth and

damage. Moreover, to efficiently carry out their barrier function, cells need to distin-

guish between the two surfaces (i.e. what is “inside” and what is “outside”) and polarize
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accordingly [95]. This is done by accurately rearranging their internal organelles and

junctions to define an apico-basal polarity. The part of the cell in contact with the ex-

ternal surface (the lumen) defines the apical membrane, whereas the part of the cell in

contact with the ECM is the basal membrane (Figure 1.2b). This compartmentalization

of the cell, just like the mechanical stability of the tissue, is aided by the presence of

specialized junctions.

There are four main types of cell-cell junctions (see Figure 1.2): tight junctions,

adherens junctions (AJs), desmosomes and gap junctions [96]. Tight junctions are lo-

cated close to the apical membrane, their role being the regulation of ion diffusion and

segregating apical and basal membrane proteins. Gap junctions, situated next to the

basal lamina, create a “tunnel“ across the membranes of adjacent cells and allow di-

rect cell-cell communication and diffusion of molecules. Desmosomes and AJs connect

the cytoskeleton on neighboring cells. The difference lays mostly in the type of fila-

ment concerned. Desmosomes connect intermediate filaments, creating highly adhesive

structures, mainly present in tissues where mechanical stability is prioritized [97, 98].

They are less dynamic than AJ, and even though their activity has been recently corre-

lated to that of actin [99], they are of smaller interest here.

Adherens junctions connect actin filaments and stress fibers across two membranes.

Just like FAs, they are extended protein complexes, whose major actors are cadherins. E-

cadherins, the most relevant member of the family, of different cells engage in calcium-

dependent dimerization, which creates the first link. This is followed by the recruitment

of additional proteins that create the adherens complex, which links the membrane to

F-actin and stress fibers for each cell (see Figure 1.2). Briefly, the intracellular domain

of E-cadherin recruits β-catenin and α-catenin, which in turn bind F-actin. Upon force

application, α-catenin changes conformation exposing a binding site for vinculin and

ultimately recruiting additional F-actin. Another member of the complex is P20-catenin,

responsible for controlling cadherin stability and interacting with the Rho pathway. This

force-sensitive reinforcement of AJs is extremely important for many of the coordinated

behavior typical of epithelia (for reviews see [100–103])

Aside from the junctions, another strategy to achieve functional diversity in epithelia

is changing the 3D conformation of the tissue: the gut is lined by a single layer of

epithelial cell, which adopt a columnar shape to maximize surface area and molecule

exchange; in contrast, the skin is made of a stratified epithelium, with multiple cell

layer providing better protection and water retention [104].
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1.4.2 Adherens Junctions in mechanotransduction

Adherens junctions play a fundamental role in mechanical sensing and in cell coordi-

nation. The observation that the structure of AJ reinforces in response to the force and

the substrate stiffness provided the first evidence of an active behavior [105, 106]. We

have already mentioned α-catenin and cadherins, but many other proteins within the

AJ complex were discovered to be activated upon mechanical stimulation.

One such protein is β-catenin. Under normal conditions β-catenin is continuously

degraded in the cytosol. When Wnt binds a surface receptor, this degradation is stopped

and β-catenin is allowed to accumulate and eventually enter the nucleus [107]. Me-

chanical strains, or their absence, have been shown to achieve similar effects by releas-

ing β-catenin from the junction [108, 109]. Once in the nucleus, β-catenin acts as a

transcriptional co-activator, ultimately controlling cell cycle [110] and many develop-

mental gene expression programs (for reviews see [99, 107]). Interestingly, both the

Wnt/β-cat and Hippo pathways are activated upon tissue stretch [109, 110], suggesting

that YAP and β-cat might cooperate to promote cell proliferation (see Figure 1.4).

The role of mediator between the contractile machinery of a cell and the rest of

the epithelia makes AJs extremely important for all phenomena involving tissue home-

ostasis, defined as the maintenance of an internal steady state within a defined tissue

[111]. AJs participate in controlling proliferation, differentiation, cell death, extrusion

and migration (see Figure 1.4, for reviews see [106, 112–115]).

1.4.3 Crosstalk between cell-cell and cell-substrate adhesion

Mechanotransduction is key for tissue homeostasis. Cells read mechanical inputs through

FAs and cell-cell junctions, and as such, we cannot examine collective phenomena with-

out considering both junctions and how they dialogue. Even though FAs and AJs are

spatially separated, their functions are strongly interdependent. Both cadherins and

integrins are physically connected to the cytoskeleton, and both directly affect the actin

cytoskeleton and are affected by its reinforcement. Moreover, many of the downstream

signaling molecules, such as FAK, vinculin and Rac, are shared [116, 117], in what re-

sembles a global collective network rather than single cascades (see Figure 1.7). Since

the interaction between adhesion sites is highly dependent on the context, in terms of

cell type, density, ECM characteristics, and the typical timing of the stimulation, we

are far from having a clear picture of it. Strengthening of integrin complexes seems

to weaken cell-cell binding through FAK activation [118], and vice versa [119]. On

the other hand, several studies have suggested that, through the Rho pathway and
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Figure 1.7: Focal adhesions and adherens junctions signaling pathways. Left) Schematic rep-
resentation of the signaling pathways activated by focal adhesions (light green) and adherens
junctions (dark blue), and their crosstalk. One of the main effectors is the Rho/ROCK pathway
(purple arrows). Rho affects several cytoskeletal properties, among which the actin-organizing
protein cortactin (blue arrows). Adapted from [116]. Right) Molecular components involved in
signaling for focal adhesions (blue) and adherens junctions (red). Signaling molecules in com-
mon are highlighted in yellow, white circles represent components that are associated with only
one junction. Adapted from [117].

ROCK activation, increased tension at focal adhesions could stimulate cadherins com-

plex maturation [116, 120]. The presence of specific integrins is also necessary for the

recruitment of E-cadherin and p120-catenin at AJs, confirming this second idea [121]

(for reviews see [112, 116, 117]).

Despite this extremely complicated crosstalk, the integration of signals originating

at cell-substrate and cell-cell junctions extends to every aspect of cell physiology, and is

at the very basis of all emergent behavior in systems with more than one cell.

1.4.4 Mechanotransduction at the global scale and emergent prop-

erties

In the general context, those properties that do not depend on the individual parts,

but rather on their relationships to one another are termed emergent properties, also

described as “the whole is greater than the sum of its parts”. Most of the patterning

necessary for life to occur (see subsection 1.1.1), being it cell differentiation, motion,

or any other peculiar cellular activity, is an emergent behavior. We have already seen

the means through which cells communicate with each other and their surrounding

environment, and we shall now concentrate on what supra-cellular organization and

phenomena this dialogue creates. This idea is easily conveyed by considering how

cell-generated forces and mechanotransduction “team up” to reach a global effect (see

Figure 1.8). The contractile stress generated by single cells, adapted to the local envi-
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Figure 1.8: From the homeostasis of individual cells to emergent properties at the tissue scale.
Instantaneous mechanical balance at short timescales is linked to characteristic events happen-
ing during morphogenesis and organism growth at longer timescales. These mechanisms are
bidirectionally related by feedback loops (grey arrows). a.) Individual cells generate and sense
forces through the reorganization of focal adhesions and the contractility of the cytoskeleton.
b.) Line stresses are transmitted between cells and the ECM, creating collective responses such
as ECM remodeling (left), cell alignment (center), and cell migration (right). These processes
are slower than cytoskeletal organization, but are both dependent on it and able to affect it in
different manners. c.) Heterogeneities in mechanical stresses are sensed by cells, which un-
dergo different processes such as ECM maturation (left), proliferation (center) or differentiation
(right). Since complex signaling pathways are required, these changes take place on longer
timescales, in the order of several days. Adapted from [60].

ronment, is relayed on a supra-cellular scale and summed to that of the neighbors. This

stress is ultimately balanced at a 2D level, in what Foolen et al. define as a 2D “cell

sheet tension” [60]. Such stress buildup has 2 outcomes, at very different scales: (i) the

geometry and relative strength of this surface tension affect the shape and curvature

of tissues [122, 123], so that when tension is stronger than adhesive forces a layer can

detach from the substrates to generate 3D structures [124, 125]; (ii) on a smaller scale,

geometrical considerations and constraints imposed by the environment affect the local

distribution of stresses, which in turn influence single cell [126–128]. The literature

on the matter is far too vast and detailed to be fully addressed here, but some of the
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common physical principles and their relative timescales are summarized in Figure 1.8

and in [60, 111, 114, 129, 130]. The importance of these emergent properties, and,

more generally, mechanostransduction at all levels is highlighted by the high number of

pathologies that arise when mechanical signals are missing or not correctly interpreted

[46, 131, 132].

Emergent properties arise when working in multicellular environments, the simplest

of which is small 2-dimensional tissues. In this context, cell ensembles spontaneously

give rise to patterns of proliferation [126], differentiation [78, 127, 133] and, in some

cases, 3D conformation [128, 134]. More specifically, for what concerns this work,

the most important such behaviors are related to the collective migration of cells, and

the emergent properties related to their response to external confinement or the lack

thereof.

1.5 Collective cell migration

Many contexts in the physiology of organisms require multiple cells to act in unison,

displaying long-range cooperation. One emerging aspect from this interaction is col-

lective cell migration (CCM), the coordinated movement of multicellular arrangements

of cells, happening for both cohorts of unicellular organisms and within multicellular

ones [135]. Large scale coordination requires communication between cells, and, as

we have already seen, this happens through two intertwined channels: bio-chemical

signaling and cell-cell contacts. Even though CCM is generally characterized by the

maintenance of cell-cell adhesions and their integrity, it has also been observed in cells

that retained cell contacts only transiently, indicating that communication via soluble

factors alone is an alternative for long scale coordination [136].

CCM is responsible for many physiological phenomena, and it is particularly preva-

lent in morphogenesis, where it regulates the formation of complex tissues and organs

[11, 81, 103, 137]. Collective migration is also responsible for wound closure and tissue

homeostasis, and it is once more invoked when normal cell behavior is compromised,

leading to the development of cancer and the formation of metastasis [103, 137, 138].

This latter example is, unfortunately, one of the major incentives to strive for a full

understanding of this phenomenon.

The most evident advantage of supra-cellular coordination is the higher efficiency

of migration. If, on one side single cells have a higher instant velocity, they also move

in a random-walk manner. Cell-cell contacts increase the overall persistence, creating a

more efficient system, which can also generate and sense bio-chemical and mechanical
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Figure 1.9: Examples of collective cell migration in vivo and the role of cell adhesion proteins
and ECM. a.) Branching morphogenesis during the mammary gland development. b.) Vascular
sprouting in the angiogenesis. c.) Border cell clustering in Drosophila melanogaster. d.) Migra-
tion as a cell cluster for the development of the lateral line in zebrafish and in cancer metastasis.
e.) Collective migration of an intact monolayer across a 2D surface functionalized with ECM.
Adapted from [137].

gradients on scales bigger than that of single entities [84].

The term collective migration encompasses a wide range of phenomena: it can hap-

pen as sheets on a 2D surface or as clusters and sprouts through a 3D matrix. The

specifics depend on the characteristics of the environment, as well as the type and sta-

bility of inter-cellular junctions [139]. A more detailed treatment of CCM in vivo can be

found in [84, 103, 137, 140, 141]. In Figure 1.9 we summarize the main migratory phe-

notypes by providing some notable examples, such as mammary branching morphogen-

esis (a) [142]; vascular sprouting during angiogenesis (b) [143]; dorsal closure [144]

and border cell migration (c) during the morphogenesis of Drosophila melanogaster

[145]; and finally migration of cell clusters in lateral line in zebrafish [146], neural

crest formation [147] and cancer invasion (d) [138, 148].

1.5.1 CCM in planar geometry

The vast majority of the research on collective cell migration in vitro is done on ep-

ithelial cells plated on flat surfaces. Planar surfaces are extremely easy to work with,

and many techniques for the quantification of displacements, forces and bio-molecular

signals are readily available (see chapter 2). Moreover, although CCM refers to many

forms and shapes of collective behavior, 2D migration recapitulates many of the general

mechanisms characteristic of in vivo conditions [144, 149].
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The most popular model for such studies is Madin-Darby Canine Kidney (MDCK)

cells, due to their strong apicobasal polarity and robust cadherin expression. Second

in line are human mammary epithelial cells (MCF-10A), often utilized thanks to the

readily available tumorigenic counterparts.

Experiments are generally performed on glass or soft polymeric substrates, previ-

ously functionalized with ECM proteins in order to promote cell adhesion. The recent

development of easy and high-throughput techniques to accurately control protein de-

position guarantees almost complete control over the geometry and size of cell confine-

ment (see section 2.2). Another possibility is that of releasing such confinement and

present tissues with free surface. This was originally done by physically scratching a

confluent monolayer to mimic the wound healing process [150]. The damages inflicted

to the cells, together with the lack of precision, stimulated the development of more so-

phisticated techniques, chief among which the removal of a previously installed PDMS

or polymeric barrier (model wound assay) [151–153]. Accurate control over the ge-

ometry of the barrier allows for great versatility and reproducibility. Better and more

continuous temporal control can also be achieved by using light to locally release the

confining properties of the substrate [154].

The advantage of using soft gels as culture surface, rather than glass, is the possibility

to utilize small fluorescent beads to track the displacement of the substrate in response

to cellular-exerted forces. This makes the calculation of the force field possible and,

with adequate assumptions, the deduction of the stress field within the cell monolayer

[155].

Combinations of the techniques briefly introduced here and in chapter 2 enabled

the precise study of collective cell migration in engineered micro-environments. Before

diving into how cell ensembles respond to the presence of boundaries or free space, it

is useful to consider the role of cell density. Crowding is in fact a fundamental aspect of

CCM, one that should be kept in the back of one’s mind when considering cell behavior

at multicellular scale.

1.5.2 The role of cell density, proliferation and jamming

It is well known that cells on 2D substrates do not proliferate indefinitely, but rather

divide until all available space is filled, a state defined as confluence. Normal cells will

then slow down their cell cycle to keep density approximately constant. This behavior

corresponds to stable homeostatic situations in epithelia [156], and is generally lost in

cancerous tissues [157]. The transition between freely proliferating cells and dense ep-

ithelia is usually referred to as contact inhibition, a generic term that includes 2 aspects
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of cell behavior: a decrease of cell motility, and a reduction of mitotic rate upon contact

with other cells [157]. These two phenomena are strongly correlated. I will use the

results obtained by recent studies on MDCK cells as examples to elucidate the general

trends in epithelia [155, 158–161].

1.5.2.1 Contact inhibition of Proliferation

The proliferation of cells follows 3 phases. As long as the environment provides enough

space, mitotic activity proceeds constantly without a decrease of the average cell area.

The tissue expand until a full monolayer is formed. At this point cells are forced to ac-

commodate their increasing numbers with a gradual reduction of the average projected

area and an expansion in the vertical direction. The density increases, albeit with a pro-

gressively slower rate due to the inhibition of cell proliferation, which is approximately

proportional to the area and level of crowding [162]. When the area falls below a cer-

tain threshold (∼ 150 µm2 [159], corresponding to ∼ 6 ×105 cell/cm2 [158]), mitosis

is arrested and a steady state is reached (see Figure 1.10b). Interestingly, it has been

shown that the rate of cell extrusion correlates with local density as well [163].

1.5.2.2 Contact inhibition of Locomotion

This trend in cell density also correlates with the motile behavior of cell. The average

velocity, often measured as the root-mean-square velocity, remains approximately con-

stant until confluence is reached, after which it decreases to a steady value (∼ 4 µm/h)

over approximately 30 hours [128, 158–160, 163, 164]. If cell velocity is a useful pa-

rameter to describe the transition between motile and quasi-static monolayers, it fails

to quantify how cooperative the migration of adjacent cells is. This is better expressed

by the velocity correlation length, which represents the distance over which cells move

in a correlated fashion, i.e. the size of the cell patches moving in the same direction

[159, 160], or the radius of a swirl [161, 165] (see Figure 1.12). As cells become more

dense and slow their movement down, the correlation length increases progressively

to approximately 10 cells lengths or 150 µm [158–160, 165, 166]. Eventually, when

the movement of cells is at its minimum, displacements are confined to the local en-

vironment and the correlation length drops to the single cell value. Interestingly, the

correlation length depends on many factors, such as substrate rigidity (described in

the next paragraph), the cell type [158, 167], contractility [168] and cell-cell adhesion

[155, 160, 169]. With density, there is also an increase of extrusion events, which are

generally associated with a net movement towards the site. Rather than extending with

crowding, this process becomes more local and involves a smaller cluster at high cell
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density [163].

1.5.2.3 Substrate rigidity and velocity-traction alignment

The coordination of cell velocity has also been studied together with the displacement

of a soft substrate underneath the tissue. As explained later (see subsection 2.3.7), this

is a proxy for the traction exerted on the surface by moving cells. Angelini and col-

leagues found that the displacement correlation length follows a similar trend to that

of the velocity correlation, with a linear increase with cell density from ∼ 100 µm to ∼
150 µm [161]. This trend displays a strong dependence on substrate rigidity: on soft

gels, the correlation length increases with cell density, whereas on glass substrates, with

seemingly infinite rigidity, the opposite trend has been recorded [161]. Interestingly,

another work, carried out on widely different wound healing essays, is in direct con-

trast with these findings: the authors report that the correlation length increases with

gel rigidity [170], suggesting that glass should induce coordination over the longest

distances. Even though these works contradict each other, they both hint at the role

of mechanical coupling through the substrate in creating coordinated motion. These

results beg the question of how such coordination happens, and if cell exerted forces

align with the direction of cell motion.

What we know is that traction forces decrease with density [163], but the rest is still

a matter of debate. The evidence that velocity direction lags substrate displacement

indicates that cells use mechanical information to guide collective movement [161], a

position further corroborated by theoretical models [171]. Notbohm and colleagues, on

the other hand, found no alignment between directions of traction and velocity [172].

Peculiar cases are the presence of boundaries (where velocity and forces display anti-

correlation [173]) and free expansion (cell near the edge pull themselves outwards

[172, 174]), as we shall see later (see subsection 1.5.5).

1.5.2.4 Glassy materials and jamming

One might think that, while density increases and cells slow down, the monolayer ve-

locity would be homogeneous. This is far from the case, as tissues are characterized

by clusters of cells with faster and coordinated velocity, referred to as dynamic hetero-

geneities [164, 175]. Their average size is estimated around 20 cells, and it increases

with cell density [164]. This interesting behavior is reminiscent of the transition be-

tween fluid-like and solid-like phases in glassy materials [164, 175, 176], a comparison

that could be useful in understanding how, only based on local interactions, complicated

dynamics spontaneously arise in tissues.
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Figure 1.10: In MDCK cells monolayers, the average velocity and velocity-correlation-length
depend on cell density. When density is relatively low (a. left), cell motility is enhanced. As
proliferation continues, crowding increases and migration is slowly impeded (a. right). This
process can be measured as a function of time (b.). Such decrease in cell velocity is associated
with a more cooperative migration, as quantified by the velocity-correlation-length (c.). After
jamming, free space is sufficient to trigger cell migration as shown by an increase in average
velocity after a wound healing experiment (d.). a. and c. are adapted from [159]; b. and d.
are adapted from [158].

Liquid behavior is characterized by an amorphous distribution of particles and a lack

of long-range order. Upon solidification, like water turning into ice, matter undergoes

a strong structural reorganization that leads to long-rage order. When this process is

not accompanied by such rearrangement, as in amorphous materials, we refer to it as

a jamming transition, and disorder remains a key characteristic of this new solid state,

called glassy solid [177]. Jamming happens, for example, in particle suspensions: as

the volume fraction increases, the motion of each particle is progressively more con-

strained by the presence of neighbors [176]. As such, the state of the system can be

described by the extent of this confinement, or cage. At low densities, particles are

free to diffuse because the amount of neighbors to be displaced in the process is lim-

ited. This also means that cellular rearrangements face a small energy barrier, and are

thus relatively easy to accomplish. As crowding increases, so does the strength of the
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caging effect and the height of the energy barrier. In order to move, a particle must now

rearrange the contacts and positions of its neighbors, which involves the coordinated

displacement of all particles located within a certain surrounding area. For the same

reason, position exchanges become increasingly expensive as well. The amount of par-

ticles to be relocated for any of the two processes, i.e. the size of the surrounding area

affected, represents the spatial extent of the correlation of motion, and it increases with

the density of particles.

A confluent tissue, where each cell is surrounded by neighbors, constitutes a com-

parable system. As crowding begins, cells only coordinate motion locally. Dynamic

instabilities begin to appear at a small scale, but as caging grows in importance, more

and more cells become involved until, eventually, the entire tissue moves as one (i.e.

the velocity correlation length increases). As the presence of boundaries hinders such

motion, the system slows down and ultimately freezes in place, with a global decrease

in velocity as the tissue becomes jammed.

This physical framework is well suited to describe the fundamental features of the

behavior of cells in 2D monolayers. As such, it recapitulates, in one unified model, mul-

tiple phenomena dependent on cell density that were previously considered separately

[156]. The parameters controlling glassy materials (volume exclusion, deformability

and adhesive interactions) are those included in the models developed in recent years

to understand cellular behavior (see Figure 1.11). The one difference is in that, con-

trarily to the particles in glassy materials, cells display an active behavior that needs to

be taken into account (for reviews see [178, 179]).

Figure 1.11 presents an adaptation of the classical three-axes jamming diagram for

glasses to the case of cell biology. In this case, cell motility plays the role of the tem-

perature and adhesion that of stresses. Although many other axes could be envisioned

[156], this graph is useful to interpret the effect that specific chemicals, such as EGTA

disrupting cadherin junctions or ErbB2 over-expression promoting cell division [155],

could have on the system. A similar graph has also been drawn for the specific case of

a vertex model [180], which will be introduced later (see subsection 3.2.8).

The validity of a jamming transition to interpret cell behavior is of general consent,

it has been proposed and utilized with different cell types [181, 182] and in vivo [183,

184]. For the sake of simplicity, the physical picture presented so far attributes jamming

mainly to caging and mechanical constraints. There is however a debate on whether

such mechanism is the sole responsible, and whether cell density is, in itself, the only

pertinent parameter [185, 186], with works pointing towards the role of inhibition of

locomotion [187] and maturation of cell-cell junctions [160].
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Figure 1.11: Hypothetical phase diagram of jamming in cell monolayers. The blue surface
separates situations of jammed and unjammed tissues depending on cell density, adhesion and
motility. Crowding and cell interactions are represented as the reciprocal of cell density and
adhesion, respectively, so that points close to the origin correspond to solid tissues, points above
the surface to fluid tissues. Black arrows represent transitions between different states, which
are schematically portrayed in the round insets. Black arrowheads represent the velocity and
direction of the migration of cells, whose area is color coded to represent clusters that move in
a coordinated manner. Adapted from [156].

Notwithstanding some details, this framework will be a useful tool throughout this

work to contextualize the different cellular behavior we will consider.

1.5.2.5 Reawakening of cellular motility

To carry out all their physiological functions, tissues need to integrate characteristics of

the fluid and jammed regime. It has been suggested that such a versatility is achieved

by resting in a mechanical state close to the glassy transition. This lets cells readily re-

spond to environmental changes by switching between these two regimes, “freezing” in

homeostatic conditions, and renewing migration when necessary [175]. Unjamming is,

in fact, a very important property of tissues. We described how an increases in density

causes a monolayer to solidify, but a decrease of the same parameters induces the op-

posite effect. This is generally achieved by releasing a constraint, as in wound healing

essays, and providing more space for cells to move into [152, 158, 188], even though

biochemical strategies exist as well [189]. This fluidizes those cells at the edges of the

tissue, which begin moving outwards [152, 158]. Since cells cannot stretch indefinitely,

tissue expansion is not sufficient to fill the new space alone. At the edge, cell area in-

creases (i.e. density drops) and this causes a reawakening of mitotic activity [190] and

cell motility, effectively moving back (towards the left) in the graph in Figure 1.10b.
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This process continues until all space is filled, and both mitosis and motility are once

more inhibited. Motility reawakening elucidates a very important characteristic of col-

lective migration and its guidance, the subjects of the next few paragraphs: it only

happens at intermediate densities. The effect of mechanical inputs on CCM is generally

studied in 2 manners: a reservoir of cells at confluence is suddenly allowed to dif-

fuse into specifically tailored space [158, 174, 191–195], or experimental observations

are narrowed to the window of time between full surface coverage and cell jamming

[128, 165, 172].

1.5.3 Collective migration dynamics during wound healing

We can distinguish 2 scenarios when it comes to CCM on planar geometry. In wound

healing and motion over “large” spaces, the dynamics of the tissue are largely driven by

the crawling motion of the single cell. This autonomous behavior is then coordinated

at the supra-cellular level. Conversely, closure of small gaps or migration over non-

adherent surface relies mainly on cell-cell adhesion and activity of the cytoskeleton

[113, 196]. Even though both dynamics generally happen concomitantly, I will mainly

concentrate on those cases where autonomous cell motility is the bigger player.

The most exemplary situation is a wound healing experiment, a condition that

teaches us that the presence of a free surface is stimulus enough to trigger cell mi-

gration. In response to the wound, the tissue polarizes, displays enhanced motility and

slowly invades the newly available space. We can define this area as the leading edge

(the front of the migrating cluster), and the bulk of the tissue as the rear. Overall,

the edge advances at ∼ 30 µm/h [174, 197, 198], a velocity dependent on cell divi-

sion [174, 195]. The major characteristics of the migration of expanding tissues are

summarized in Figure 1.12. It is worth pointing out that single cells exhibit random-

walk behavior when they migrate on planar substrates [199], and the presence of the

confinement imposed by neighbors and cell-cell junctions is at the root of the different

behaviors we see in Figure 1.12.

Three phenomena are noteworthy: (i) although the net result is an overall motion

into the free space, not all cells move in such direction, and their displacement can

follow any orientation, albeit with some degree of local correlation; (ii) the tissue gen-

erally migrates as a continuum and no single cell escapes its front edge; (iii) the shape

of the advancing edge is not linear, but rather irregular and jagged, and cell clusters,

composed of 30 to 80 cells [152, 158, 178], appear to anticipate the rest of the mono-

layer in what is referred to as finger-like protrusions [152, 158, 200] (see Figure 1.13).
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Figure 1.12: Representation of the local dynamics of collective movement. Black arrows rep-
resent the local velocity field. The front of the monolayer is characterized by the presence of
finger-like protrusions and more spread cells. Strain (red arrow) and velocity (red shaded area)
waves propagate from the edge inwards. The correlation of the movement of neighboring cells
leads to the appearance of swirling motion and clusters of cells moving coherently. Events like
mitosis and extrusion can alter the dynamics of the tissue, causing local or extended rearrange-
ment, respectively. Adapted from [113].

Cells sitting at the tip of these fingers are generally larger, and their enhanced FA

presence and protrusive activity led to the idea that CCM is directed by these leader

cells, which drag the rest of the colony forwards. Cells located behind the leaders are

unsurprisingly called followers. Here, the presence of cell–cell contacts thwarts the for-

mation of classical protrusions. Although their name suggests a completely passive role,

followers are necessary for efficient migration and the global polarization of cellular en-

sembles.

1.5.4 Global polarization

As seen for single cells (see subsection 1.3.4), polarization is an extremely important

aspect of cell migration. The difference with collective movement is that, if the po-

larization of the front is somehow a straightforward consequence of free space, the

specification of the rear needs to be communicated through the migrating monolayer.

This process involves all communication channels we have introduced so far, but three

aspects are of particular interest: cell–cell adhesions and force transmission at these

points, supra-cellular organization of the cytoskeleton and long-range stress build-up.

The two former will be briefly summarized here, whereas purely mechanical aspects are
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Figure 1.13: Finger-like protrusions during collective cell migration. a.) Finger-like protrusions
appear during the invasion of free space by a MDCK monolayer on planar geometry. Adapted
from [158]. b.) These structures are characterized by actomyosin cables spanning multiple
cells, represented by the colocalization (right) of phosphorylated myosin light chain (pMLC)
(left) and actin (center). c.) The traction forces exerted on the surface by finger-like structures
are characterized thanks to micro-pillar arrays (left). The intensity of the projected component
in the direction parallel to the finger axis is displayed in the center, and its average for 22 fingers
on the right. Adapted from [200].

discussed later (see subsection 1.5.5).

At the front, FA sense the free space and activate Rac1, causing enhanced actin

activity, the presence of protrusions (lamellipodia and filopodia) and cytoskeletal rear-

rangement (see subsection 1.3.4) [84, 113]. The local decrease of cell density [201] has

also been shown to correlate to ERK activity [202], as discussed later (subsection 1.6.7).

In vivo, surface receptors also activate in the presence of soluble factors. High levels of
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RhoA at the back of the leader cell are then obtained thanks to the interaction with

followers and the presence of cadherins under tension [84, 113], achieving the typi-

cal signature of single cell migration: Rac active at the front and Rho at the rear (see

subsection 1.3.4). Interestingly, this bio-chemical profile is also present at the larger

supra-cellular scale of the finger [200].

Leaders display a somehow mixed phenotype, the front loses apico-basal polarity

to favor a more mesenchymal front-rear polarity and strong actin protrusions, whereas

the back retains the cell-cell junctions characteristic of epithelial cells [84] (see Fig-

ure 1.14). The composition [203] and distribution [204] of these adherent junctions

is then responsible for the extended polarization of follower cells. At their front, only

during migration, a protein called Merlin is released from the cell-cell contact to induce

differential Rac1 activation and long-range polarity [168]. Cadherin fingers are shown

to participate in such process as well [205, 206].

Another important factor for global polarization is the supra-cellular organization

of the cytoskeleton. Specifically, an acto-myosin cable spanning multiple cells is con-

sistently present on the sides of protrusive fingers (see Figure 1.13b) [200, 207], and

seems to have an extremely important role in directing cell migration and establishing

the hierarchy in the finger. There is, in fact, higher probability of new leader formation

at locations where the cable is damaged or discontinuous [158, 200], suggesting that

peripheral actin might act as a confinement, “herding” the other cells in the forward

direction. As we will see later (subsection 1.7.1), many are the phenomena that rely

strongly on such supra-cellular organization.

This paints a picture where global polarization is achieved thanks to the interplay of

signaling pathways and mechanical tensions, generated at the leading edge and trans-

mitted through cell adhesions (for reviews see [84, 113]).

1.5.4.1 Contact inhibition of locomotion

It has recently been suggested that contact inhibition of locomotion (CIL) [157] might

explain how follower cells help collective movement by inducing stronger polarization

in leaders. Even though CIL has already been presented in the context of jamming

in epithelia (subsubsection 1.5.2.2), and the consequences are largely correlated, it

assumes here a slightly different connotation. For cells migrating independently, CIL is

the process whereby, upon collision, two migrating cells stop their motion and invert

their polarization to move in opposite directions, substantially repelling each other.

This implies that the cell-cell contacts define an area lacking membrane protrusions

and enhance actin activity at the opposite end. If applied in the context of collective cell
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migration, through CIL, the presence of followers forces leaders to migrate away from

their contacts in a more consistent manner [84, 208]. This behavior has been observed

in cells confined to small channels. Where CIL is classically expected to cause cells to

move in opposite directions, Desai and colleagues observed the presence of small cell

“trains” moving collectively in a persistent manner [209].

It is important to note that leader cells are not pre-determined, as before they take

upon their role, they are indistinguishable from all their neighbors. It has been sug-

gested that leaders might be formed as a consequence of the stronger and more ex-

tended cell alignment in the bulk towards the finger [158, 200]. The bi-directional

interaction between leaders and followers is a key ingredient to understand collective

cell migration and emergent behaviors in tissues (for reviews see [83, 84, 103, 113, 137,

140, 178, 210, 211]). To gain a better grasp and a more complete picture of CCM and

global polarization, we need to consider the mechanical interaction between different

cells and with the substrate.

1.5.5 Distribution of forces in collective migration

Forces generated by cells onto the substrate are measured through the deformation of

the underlying material (see subsection 2.3.7). From these measurement, it emerges

that the maximum amount of force is located at the edges of the tissue, in proximity of

the leader cells [200]. The profile of the forces for a finger-like protrusion is reported

in Figure 1.13c, and it clearly shows the presence of a maximum near the tip and a

minimum in proximity of the intersection between the finger and the bulk of the tissue.

Such profile is reminiscent of the force distribution in single migrating cells [212].

From a more distant point of view, considering the entirety of a monolayer, tractions

follow a similar trend. The largest forces are localized at the front and perpendicular

to the monolayer’s edge. Cells far from the leading edge exert smaller forces on the

substrate, although important tractions are generated up to several hundreds of mi-

crometers inside the monolayer [155, 174, 213] (see Figure 1.14). This points towards

an active force-generating role for follower-cells, corroborated by the presence of cryptic

lamellipodia in the bulk of the tissue [214]. This argument is challenged by some evi-

dence, obtained by observing the wrinkling of thin membranes, which places tractions

only at the front [201]. In the bulk of the tissue, forces are extremely heterogeneous

in magnitude and direction, with small hot spots and fluctuations [155, 174]. Whether

traction forces and cell velocity align has been discussed in subsubsection 1.5.2.3.

Force transmission through the substrate, if easily measured, is only half of the phys-
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Figure 1.14: Distribution of tractions and stresses in a migrating monolayer. a.) Representation
of the cytoskeletal organization during the collective migration of a monolayer, from a side
(left) and top (center) view. Cells (light pink), moving towards the right (red arrow), display
an asymmetric distribution of focal adhesions (green) and actin (pink lines), indicating global
polarization. The general distribution of forces (right) displays high traction on the substrate
(magenta) at the cell front and intercellular stresses located at cell–cell contacts (blue). The gray
arrows represent possible forces and their directions. b.) Schematic representation of a wound
healing experiment carried out as in [174, 213]. The speed of the monolayer and the average
cell size are portrayed on the left, whereas the measured tractions and stresses, calculated with
monolayer stress microscopy, are on the right. Adapted from [211]. c.) Illustration of the
tug-of-war mechanism, relying on mechanical interaction of cells with the substrate (red) and
with their neighbors (blue). The latter is responsible for the integration of local traction into
long-range gradients of tension. Adapted from [210].
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ical picture of collective cell migration. The other half is the transmission of tensions at

cell-cell junctions, and it lies hidden within the monolayer. As a matter of fact, the direct

measurement of these interactions is one of the big hurdles that mechanobiology will

have to tackle in the coming years. One method to indirectly access this information is

monolayer stress microscopy (MSM) [213, 215]. By applying Newton’s laws and writ-

ing the force balance between cell–cell and cell-substrate interactions, the mechanical

stress within the monolayer can be calculated as the integral of the traction forces over

the tissue area. This mechanical stress accumulates from the edge towards the bulk of

the tissue (see Figure 1.14) [213, 215], a trend also validated with the use FRET sensors

[216]. Moreover, immediately after release of the confinement, forces and stresses are

limited to a to thin boundary layer at the leading edge, to then propagate backwards

into the monolayer with time [174].

These results describe a tissue where single cells engage in a global tug-of-war: a

given cell within the monolayer feels the pulling force exerted at the front through its

neighbors and, in turn, pulls on the substrate along the same direction, but opposite ori-

entation. The balance of forces is ultimately satisfied when, through the junctions, the

cell pulls on the neighbors immediately behind it (see Figure 1.14b), describing a me-

chanical signal which, traveling backwards through the colony, generates global forward

migration. This integration of local forces along the tissue has the net result of a global

state of tensile stress [155, 174, 176, 213, 217], believed to be an important ingredient

to achieve global polarization in migrating tissues. Force transmission through cadherin

junction is fundamental, as confirmed by the drop of stress accumulation upon adhesion

disruption [155, 174]. Like substrate tractions, stresses are heterogeneous, with areas

under compressive and areas under tensile stress. By rotating the system of reference,

MSM also enables the calculation of the stress components along the direction perpen-

dicular and parallel to a surface, defined as normal and shear stresses, respectively. The

comparison of local stresses and cell velocity highlights a propensity of individual cells

to “migrate along the local orientation of the maximal normal stress, or equivalently,

minimal shear stress” [176], named plithotaxis [155] (see subsection 1.6.5). This is a

first example of the guidance of cell migration in tissue, a subject treated in more detail

in section 1.6. Another peculiarity of expanding monolayers is the presence of propagat-

ing mechanical waves of tissue strain rate and stress. Superimposed to the mechanical

landscape we have just described, these waves originate at the edge, where forces are

highest, and propagate backwards throughout the tissue at roughly twice the speed of

the advancing front edge, in a manner which is dependent on contractility and cell-cell

junctions [174]. Interestingly, similar deformation waves were observed in colliding
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epithelia, and more generally at all repulsive interfaces [194] (see subsection 1.8.1).

If considered together with the mechanotransducing apparatus (e.g. the protein mer-

lin), physical waves might be responsible for carrying mechanical information from the

leading edge to the bulk of the tissue and, ultimately, for large-scale polarization.

1.5.6 Elastic behavior of expanding tissues

Cell layers are generally considered as viscoelastic materials. Very briefly, over relatively

short timescales the response is elastic [218], and its origin is thought to be related to

the passive spring-like behavior of the cytoskeleton and intercellular adhesions [218].

On longer timescale (∼ minutes), tissues behave as active materials, accommodating

deformations by remodeling cell-cell junctions, cell-cell rearrangements [219] or divi-

sion [220], processes that dissipate stress in a manner reminiscent of viscous materials.

A peculiarity of the mechanical waves observed by Serra-Picamal and colleagues is

that stress and strain are in phase, describing what is effectively an elastic behavior, on

timescales in the order of hours [174]. Normal physiological processes of the cell are in

this very same range, suggesting that elasticity has an active origin [221]. Even though

the assumption of elastic behavior is far from being universally accepted, other works

seem to be pushing the idea forward. Similar mechanical oscillations also emerge in

round discs, where Notbohm and colleagues observed, once again, that cell velocity

and monolayer tension are in phase. Moreover, phases of outwards motion were asso-

ciated with an average cell stretching and, contrarily, inward motion with compression,

further implying an elastic relationship with a modulus of 113 ± 28 Pa [172]. Another

measurement of this quantity was obtained by stretching a tissue between flexible poles,

technique that enabled Harris and colleagues to estimate the elastic modulus at 20 ±
2 kPa for a MDCK cell monolayer [218]. A linear relationship between strain rate and

stress was also observed in expanding tissues, with experiments that probed the long

timescale, further suggesting that elasticity must have an active origin [221]. Interest-

ingly, the stress buildup is independent of the substrate rigidity, therefore highlighting

the role of cell-cell junctions. Without confinement, the traction forces exerted by cell

colonies scale with their size, a linear relationship that agrees with the interpretation of

the tissue as a (contractile) elastic layer coupled to the substrate [222].

In specific situations, such as the migration of monolayers over thin strips, tissues can

extend over non adherent areas, called epithelial bridges [223] (see subsection 1.7.1).

As cell-substrate interactions are inhibited outside of the strips, the structural integrity

of such bridges is ensured thanks to adherens junctions and actin contractility, which self

assemble into a supra-cellular actin-cable under strong tension. The behavior of epithe-

34



CHAPTER 1. INTRODUCTION

lial bridges in response to geometrical and mechanical perturbations is coherent with

that of an elastic material. Interestingly, this is true for primary human keratinocytes,

but not for MDCK cells, a discrepancy attributed to the more fluid nature of MDCK

tissues [223].

Another peculiar instance of the mechanical response of tissues was reported by La-

torre and colleagues. While studying the formation of 3D epithelial domes, they noticed

that epithelial sheets could sustain massive deformations under constant tension thanks

to the coexistence of super-stretched cells with barely stretched ones, in a behavior

reminiscent of the super-elasticity of some alloys [224].

1.6 Collective cell guidance

The migration of single cells is guided by their interactions with the local environment:

they migrate along a gradient of signal concentration (chemotaxis) [225], adhesion

proteins (haptotaxis) [226] and ECM stiffness [85]. Similarly, cells moving collectively

respond to the same mechanisms, with the additional guidance provided by the physi-

cal interactions with their neighbors. Cells in groups integrate these different inputs to

coordinate their behavior at a global level. This guidance gives rise to very interesting

phenomena, that we will introduce only briefly. Interestingly, many of the cases de-

scribed below are characteristic of cell ensembles, and cannot be explained only based

on the behavior of single cells, i.e. they are emergent properties. For reviews see

[113, 176, 178, 227].

1.6.1 Chemotaxis

Chemotaxis is also present at the multicellular scale, although with dynamics that are far

from the mere sum of single cells following a gradient. An example of such phenomenon

is the directional migration of malignant lymphocytes responding to chemokine gradi-

ents [228]. If at low chemokine concentrations single cells move up the gradient, for

high concentrations they are shown to move in the opposite direction, a behavior that

is avoided when cell migrate collectively. The rapid exchange of leader cells is thought

to be at the basis of such peculiar behavior, which can be explained thanks to a combi-

nation of the mechanism previously presented (see subsection 1.5.4) [228, 229].
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1.6.2 Electrotaxis

Electrotaxis (also referred to as galvanotaxis) is defined as the “directional migration of

cells relative to a direct-current electric field” [227], and its roots lie in the observation

of endogenous electrical signals at the edge of wounded tissues. The response and mag-

nitude of the alignment are cell-dependent [230, 231]. Just like in the case of collective

chemotaxis, some cells invert the direction of motion depending on the strength of the

electrical field and larger clusters respond in a more enhanced manner [232]. Electro-

taxis is not fully explained, but it appears that electric fields apply forces on membrane

components, changing their position and possibly activating their downstream signaling

pathways [233]. Reviewed in [230, 231].

1.6.3 Haptotaxis

Haptotaxis describes the directed migration of cells along a gradient of ligand immobi-

lized on the surface [227]. Migration towards both increasing and decreasing concen-

trations of adhesion sites has been observed, depending on cell type [234]. Haptotaxis

combines principles of mechanical and chemical guidance in the same process, and as

such is important in vivo, where leader cells sense the surrounding matrix and actively

modify it to guide the behavior of the followers [227].

1.6.4 Durotaxis

As discussed throughout this work, cells are sensitive to the stiffness of the environ-

ment. Specifically, at the multicellular scale, cells on stiffer substrates increase their

persistence, directionality, and velocity correlation distance [170]. When seeded on a

stiffness gradient, tissues migrate faster over the rigid areas, with a net displacement

of the center of mass in that direction [193]. There are two noteworthy differences

with respect to isolated cells: (i) collective durotaxis is observed in cells types that do

not display durotaxis in isolation; (ii) thanks to long-range stress transmission through

adhesions, multicellular ensembles are also much more sensitive to shallow gradients

than single entities [193, 235]. Even though the precise mechanism is still under de-

bate, a possible explanation relies on the observation that the amplitude of traction

forces on both sides (rigid and soft) of the tissue are equal. Due to the rigidity differ-

ence, the contraction at the softer edge is higher, causing the displacement mentioned

above (summarized in [236]).
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1.6.5 Plithotaxis

Plithotaxis is the propensity of individual cells to “migrate along the local orientation

of the maximal normal stress, or equivalently, minimal shear stress” [173, 174, 176].

Unsurprisingly, this effect is suppressed upon calcium chelation or cadherin knockdown

[155]. The contribution of plithotaxis to tissue expansion and the maintenance of or-

ganized hierarchy has been further analyzed in [237]. According to this model, in

response to the presence of free space, those cells at the edges begin moving in a highly

directional manner. These faster migrating (leader) cells pull on their neighbors in dif-

ferent fashions. (i) Follower cells experience a normal stress, which, in agreement with

plithotaxis, leads to cell polarization and the alignment of the velocity with the stress

direction. The authors observed areas of the tissue characterized by coordinated stress.

Similarly to [174], such patches propagate in a wave-like manner inside the monolayer

to achieve global polarization. Interestingly, the presence of a patch is followed by an

area of velocity-coordination, validating their model and confirming that a stress can

cause motion alignment. (ii) Leaders induce shear stress in adjacent cells, which acti-

vates their motility in a wave-like recursive manner. This evidence places plithotaxis in

a key position to explain how leader cells, through the propagation of mechanical infor-

mation (i.e. strain) at cell-cell junctions, lead to global polarization and global directed

migration. As such, it has to be regarded as a major organizational cue in collective cell

migration

1.6.6 Kenotaxis

A situation presenting a significant deviation form plithotactic behavior is that of an

epithelial monolayer migrating towards an island where cells cannot adhere [173]. As

one might expect, upon encountering the obstacle, the flow of cells divides around it

and, ultimately, merges on the opposite side, surrounding the island. This flow involves

complicated local cell dynamics, such as the presence of stagnation points (cell velocity

drops to zero) where the flux splits and merges, and migration in a direction tangential

to the island 90° away from said points. Despite this intricate velocity distribution, cells

near the edge (within ∼ 50 µm) display a “tendency to generate local tractions pulling

systematically and cooperatively towards unfilled space” [173]. The authors call this

kenotaxis, and it implies a strong deviation from the stress-velocity alignment typical of

plithotaxis, which is nonetheless observed far from frustrated edges.

This phenomenon highlights the importance of boundaries, being them external (i.e.
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a confinement) or internal (i.e. a non adhesive island) to the tissue. This is, once more,

an example of mechanical guidance, which is the main subject of this work. Before

devoting our attention to this matter, we need to consider a molecule whose activation

shows striking similarities with the propagation of mechanical signals in tissues.

1.6.7 Cell guidance by Extracellular Signal-related Kinase (ERK)

As presented above, cell motility requires the cooperative regulation of many processes

involving the cytoskeleton and its interactions with the environment. Even though we

have been concentrating mainly on the mechanical hemisphere, each of these processes

is, at one point of the cascade, controlled by the spatiotemporal activation of various

intracellular signaling pathways. An increasing amount of evidence is pointing towards

the role of extracellular signal-related kinase (ERK) as a key regulator of cellular ac-

tivity, such as proliferation, differentiation, response to environmental signals, tumor

progression and, most importantly, collective migration. The ubiquitous role of ERK

is reviewed in [238–241], but here, it suffices to say that amongst its substrates are

most of the molecules we mentioned for the regulation of the activity of the cytoskele-

ton (RhoA, ROCK, Rac, pMLC) [240]. ERK is particularly interesting when considering

wound healing experiments, because it offers another insight into the guidance of col-

lective migration. Upon the release of the monolayer, ERK activity increases at the

edges, in proximity of the leader cells [202]. This local activation is concomitant with

a decrease of cell density. A strong inverse correlation has, in fact, been demonstrated

[198, 202].

More interestingly, ERK was shown to be activated in a wave-like manner, propa-

gating from the wound edge to the rear of the sheet [198, 242, 243] (and in vivo in

[244]) (see Figure 1.15). A more thorough analysis shows that ERK is activated in a

“two wave” fashion: (i) for the first ∼ 3h, cells at the edge display synchronous os-

cillations that, eventually, lead to a back-propagating ERK-activation wave (tidal wave),

whose traveling speed is∼ 120 µm/h; (ii) behind this wavefront, randomly propagating

secondary waves of ERK activity appear in a spontaneous manner (spontaneous waves).

Interestingly, when reached by the ERK activity wavefront, cells systematically move

in the opposite direction of the wave, i.e. towards the wound for the tidal wave and

randomly for spontaneous wave (see Figure 1.15c) [198].

This directed migration underlines the importance of ERK oscillations in CCM, fur-

ther confirmed by the strong mechanical response they elicit. Aoki and colleagues pro-

pose a model which recapitulates these phenomena [198] (see Figure 1.15b). As the

wave approaches, ERK inhibits actomyosin contraction (MLC is dephosphorylated). The
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a.

c.
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d.

Figure 1.15: ERK-activation waves during wound healing. a.) ERK activity is visualized with
a FRET biosensor localized at the nucleus. Red represents high ERK activity, blue low activity.
Snapshots 1h (top) and 9h (bottom) after scratching are reported as examples. c.) The evolution
of ERK activity in time (for cells located within the gray boxes in a.) is reported in the form of
a kymograph. Magenta and green arrows represent the right-ward and left-ward activation
waves, respectively. The longest arrow describes the tidal wave, whereas spontaneous waves
are represented on the left of the figure. The same arrows are also present in (d.), reporting a
kymograph of the orientation of cell migration calculated with optic flow. The color represents
cell direction, according to the color-map in the top-right corner, and the brightness the velocity.
b.) A schematic representation of the model recapitulating the effect of the ERK activity wave
on collective migration. Adapted form [198].

cell relaxes and increases its spreading area, explaining the inverse correlation between

ERK and cell density [198, 202]. The wave then propagates through the tissue because

the sudden increase of ERK activation is passed onto adjacent cells through ligands at

the surface [198, 245]. The initial cytoskeletal relaxation caused by the approach of the

wave is somehow counteracted as it passes. The decrease of ERK activation, 6 minutes

after the wave peak, induces strong actomyosin recruitment and MLC activation in the

center of the cell. The tractions exerted by the cell spike, resulting in a net movement.

Even though this motion is directed against the propagation of the wave, the specifics

of this orientation are still unclear.

There is strong evidence pointing towards the importance of the ERK wave in guid-

ing CCM. ERK activation is not necessary for wound healing, which proceeds in a mildly

slower manner when ERK is inhibited, but its spatial distribution is. When extensively

activated along the tissue, CCM is not wound-directed [202]. This suggests that ERK

activation is not responsible for cell polarization (single cells do no polarize in response
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to local activation [198]), but it is important for regulating overall cellular speed, ensur-

ing correct leader cell placement and, overall, initiating the collective motion of large

portions of the tissue, which ultimately leads to large-scale response[198, 202].

Interestingly, using an optogenetic construct, Aoki and colleagues were able to in-

duce a wave-like cell motion by sweeping light over confined cells [198]. The optimal

migratory response was reached by moving the beam at a speed of 120 µm/h, matching

exactly the velocity of the activation wave during wound healing [198, 242, 243]. This

number hints at a correlation of the tidal wave with other phenomena, strictly mechan-

ical, observed in expanding monolayers. Deformation waves traveling at similar speeds

(117± 16 µm/h) backwards through the tissue are a common feature of repulsive inter-

faces [194]. Serra-Picamal and colleagues also observed wave-like crests of strain rate

launched at the edge of monolayers, albeit with speeds closer to 60 µm/h [174]. To

our knowledge, a direct association between these phenomena has not specifically been

tested, but similarity in experimental setup and the agreement in orders of magnitude

seem to suggest a common nature.

1.7 Effects of geometry on collective cell migration

The geometry of the space allowed for cells has consistently been utilized as a tool to

probe collective migration and understand how it copes with external perturbations.

Generally, this is done in two manners: by applying confining borders to CCM to high-

light cell motion characteristics, or by changing the shape and adhesiveness of sub-

strates to affect the closure of small close-contour wounds. Normally, this would be

the natural order to follow in presenting these phenomena. In this work, being the

former example more relevant, I will first briefly mention the closure of wounds, to

then concentrate on the effect of borders on collective migration and how it leads to the

emergence of wave-like mechanical excitation.

1.7.1 Role of geometry in wound closure

Experiments involving small wounds introduce the effect of curvature (reviewed in

[246]), effect that was somehow ignored by “open wound” experiments where the

edge is linear and quasi-infinite. We can distinguish 2 situations: newly created ad-

hesive gaps, and the closure of small wounds over non-adhesive areas. Based on a vast

amount of evidence present on adhesive wounds, gap closure is attributed to either

the contraction of the supra-cellular actomyosin cable surrounding the gap, in what is

called a purse-string manner (see Figure 1.16), or the crawling of cells on the substrate,
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characterized by the presence of lamellipodia. Even though one of the two prevails in

specific situations, like actomyosin contraction driving apoptotic cell extrusion [247],

recent evidence support the concomitant presence of both mechanisms [248–250]. The

specifics of their mutual interactions and the relative contributions have been clarified

by applying mechanical and geometrical constraint. As a general rule, relatively large

wounds (r & 100 µm) are thought to be guided by protrusive activity because they

exhibit an irregular edge with finger-like protrusions, while smaller wounds preserve

their round shape throughout the process, index of purse-string contraction [248, 251].

Even though in both cases a supra-cellular actomyosin cable is assembled to surround

the edge of the gap, in most cases wound closure is driven by protrusive activity, and

purse-string contraction is only secondary [249–251]. As demonstrated by the exam-

ple of cell extrusion, actomyosin takes over only when the radius of the gap becomes

comparable to the size of single cells.

This paradigm is confirmed by the study of the tractions on the substrate. The distri-

bution of forces at the edge of a wound resembles that of an expanding monolayer (Fig-

ure 1.14): (i) a first layer of outwards (i.e. away from the wound) pointing tractions

associated with lamellipodial protrusions, followed by (ii) an outer layer of tractions

pointing inwards, caused by force transmission from the actomyosin ring to the sub-

strate [249]. Interestingly, these inwards-pointing tractions have a strong component

parallel to the edge, which is thought to help wound closure by squeezing the substrate

tangentially, to cause its deformation in the perpendicular direction, i.e. towards the

center of the wound. The size of the wound is most probably felt in terms of the lo-

cal curvature, which has been studied in detail by Ravasio and colleagues by designing

wounds containing both convex and concave features [250] (see Figure 1.16c). They

demonstrated, once more, the coupling between actomyosin cables and lamellipodia,

albeit in curvature dependent manner. Convex areas are associated to strong lamellipo-

dia activity, thin actin cable and tangential forces. Conversely, concave regions have a

thicker actomyosin ring under higher tension, exerting forces parallel to the edge. They

also demonstrated that, whereas lamellipodia-associated protrusive activity is almost

independent of curvature and always promotes forwards movement, actomyosin-cable-

contractility helps wound closure at concave regions, but actively fights it for convex

areas.

The results presented thus far describe the contractility of actin bundles as marginal.

The second scenario, that of wound closure over non-adhesive areas, finds a situation

where crawling is impossible and actin contractility is the only actor.

The first such example is the migration of cells over thin strips separated by non-
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a. b.
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Figure 1.16: Examples of the effect of geometry on wound closure dynamics, in the case of
MDCK cells on adhesive (a.) and non adhesive (b.) wounds. In both cases, a strong actomyosin
cable (co-localization of actin and myosin) is assembled around the edge of the wound. When
possible, crawling is the main driver for gap-closure, as shown by the presence of lamellipodia
(red arrows). The interaction and relative importance of crawling and actomyosin contractility
depend on the local curvature of the substrate (c.) and the availability of substrate adhesion
sites. When the latter is hindered, contractile actin cables become the main driver of wound
closure (b.) and keratinocytes can extend epithelial bridges over non adherent areas (d.). Scale
bar is 50 µm. a. is adapted from [251]; b. is adapted from [252]; c. is adapted from [250] and
d. is adapted from [223].

adhesive areas. In this situation, the tissue advances while maintaining cohesiveness

through epithelial bridges, parts of the monolayer suspended over non adhesive ar-

eas (see Figure 1.16d). This is possible thanks to the assembly of actomyosin cables,

whose shape and tensional state resemble the behavior of elastic materials (see subsec-

tion 1.5.6 [223]. Epithelia can also close over non adherent gaps (see Figure 1.16

b), a phenomena selectively guided by purse-string-like contractility of actin cables

[196, 252]. Even though this process appears to be more inefficient and slow com-

pared to cell crawling [196], it grants tissues the ability to migrate over non adherent

patches, a conditions relevant in vivo. In this situation, different cell types manage to

close gaps of different sizes, a phenomenon related to tissue fluidity and its hindrance

of actin cable assembly. Specifically, this threshold is ∼ 60 µm for MDCK cells [252]

and ∼ 150 µm for HaCaT keratinocytes [196]. Once again, curvature proves to be an
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important parameter, with convex areas closing first due to the highest stability and

forces exerted by actin bundles. Two noteworthy details emerge from these works: ad-

herens junctions are fundamental for gap closure, which is surprisingly not affected by

downregulation of desmosomes [196]; the edge of the tissue does not advance isotrop-

ically, but rather displays strong fluctuations, which are crucial to accelerate the closure

[252].

1.7.2 Orientation at external boundaries

Collective cell migration has also been studied in the presence of externally imposed

boundaries defining regions of space that cells can not invade. In general, cells show

a tendency to align tangentially to a boundary between adherent and non-adherent

substrates [253–256]. Drawing general conclusions is not trivial because the specifics

of this alignment depend strongly on cell type and density.

Most of the works on cellular alignment have been carried out on spindle-shaped

cells, a property that makes quantification much easier [253–255]. Fibroblasts are par-

ticularly interesting for the study of collective orientation, with and without external

cues, because they develop weaker cell-cell adhesions and their interactions rely mainly

on steric hindrance. This peculiarity means that the physics developed for liquid crys-

tals is easily adapted to interpret the rise of collective ordering in cell colonies of this

kind. Unfortunately, this also makes the knowledge obtained on these cell types harder

to transfer on epithelial tissues. The results are nonetheless interesting.

Non-interacting fibroblasts have been shown to create patches of cells with common

orientation [253] (see Figure 1.17a), whose size can be estimated by calculating the

spatial orientational correlation length, a quantity that describes the distance to which

information (about orientation) travels in a cell ensemble. The orientation correlation

length, like those quantities introduced above (see subsection 1.5.2), depends on cell

density, but it reaches a steady value around 500 µm. This is verified by forcing the

orientation in a specific location, in this case the edge where cells are aligned tangen-

tially, and measuring how far this instruction is propagated. Duclos and colleagues put

cells on stripe patterns (two edges separated by a specific distance) and noticed that for

width lower than 500 µm all cells were oriented parallel to the stripe [253, 254] (see

Figure 1.17a). Unsurprisingly, the velocity of migration also orients with the edges, cre-

ating a shear flow, which is killed for widths lower than 50µm [254] (see Figure 1.17b).

Epithelial cells are different, because of their propensity to assume hexagonal shape

and the presence of cell-cell junctions, but their behavior is somehow similar. In MDCK

monolayers growing on 230 µm wide rings, all cells, including the ones in the center,
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Figure 1.17: Cellular orientation in presence of external boundaries. a.) Orientation of NIH-
3T3 fibroblasts confined on strips of different width (left). An angle of 0° represents orientation
perpendicular to the stripe long edge. Adapted from [253]. b.) Brightfield image of RPE1
cells on 500 µm wide strips (left), average orientation along the channel (middle), and average
velocity field (right). Adapted from [254]. c.) Brightfield image of MDCK cells confined on rings
of external radius equal to 325 µm and internal radius equal to 90 µm (left). Staining of the
junctions (middle) highlights cell orientation (right). Adapted from [256]. d.) MDCK monolayer
migrating on adhesive strips of different widths (left) and the quantification of elongation ratio
and orientation for 3 widths (right). Adapted from [257].

align within 15° of the tangential direction [256] (see Figure 1.17c). This is unsurpris-

ing because we know that cells coordinate their migration velocity over a well-defined

correlation distance, ∼ 150 µm for MDCKs (see subsubsection 1.5.2.2), so we expect

any forced orientation to propagate within the tissue for approximately the same length.

If cells at the edges can only migrate parallelly to the border, then an overall orientation

is to be expected. Similar results are obtained for MDCKs confined on strips of different

widths, confirming that cell orientation increases with decreasing width, and becomes
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global below ∼ 100 µm [257] (see Figure 1.17d).

1.7.3 Collective migration with confining borders

The tendency of cells to correlate their velocity over a specific distance is a hallmark of

CCM, giving rise to many of the phenomena highlighted in Figure 1.12. The presence

of boundaries, together with the preferential orientation they cause, enabled scientists

to isolate and reproduce some of these behaviors.

When freely migrating in a 2D planar geometry, patches of cells spontaneously gen-

erate rotating swirls of different sizes, a behavior that can be replicated on round pat-

terns (i.e. discs of different size). The most rudimentary form is 2 cells confined on

small circular islands, situation in which the angular symmetry is spontaneously broken

and cells are observed to rotate in a coordinated manner around the center of the pat-

tern [199, 258]. On a much larger scale (∼ 200 µm), MDCK tissues plated on similar

round islands respond in the same manner [165] (see Figure 1.18a). On these patterns,

cells exhibit different behaviors depending on density, adhesion strength and, most im-

portantly, confinement size. Before reaching confluence, cell clusters move mostly in

a disorganized manner, occasionally displaying collective rotation, although with ex-

tremely short persistence. Once confluence is reached, the tissues begin rotating in a

“disc-like” synchronized and collective manner. As expected, the increase of density as-

sociated to cell division produces a slow decrease of the rotational speed, with average

velocity values going from ∼ 25 µm/h to ∼ 8 µm/h, and an eventual jamming of the

tissue. Interestingly, there seems to be a critical diameter (∼ 250 µm) of the circular

patterns above which global rotation is substituted by smaller vortices and transient

coordinated flows. This is reasonable when viewed with the velocity correlation length

(∼ 150 µm, see subsubsection 1.5.2.2) in mind. For small circles, the whole area falls

within this distance, and cells can cordinate their motion globally. When the diameter

approaches twice the correlation length, cells at opposing sides of the colony behave

“independently”, and multiple swirls are formed. Since supra-cellular coordination de-

pends on cell-cell junctions, it is unsurprising that MDCKs where cadherins are down-

regulated, as well as cancerous cell lines, cannot give rise to collective rotations. Inter-

estingly, these collective motion have also been associated to counter rotating waves of

ERK activation (see subsection 1.6.7), although with very different speeds [198] (see

Figure 1.18b).

These experiments tell us that increasing the confinement length above the typical

velocity correlation distance drives a transition between migration modes, and this is

also verified on adhesive strips [257]. By creating a cell reservoir, and then releasing the
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Figure 1.18: Collective cell migration in confined 2D environments. a.) Plot of the velocity cor-
relation distance for MDCK cells plated on circular adhesive islands. The correlation increases
with the radius as long as cells exhibit synchronized collective rotation. Above the critical dis-
tance (vertical dashed line), single separated swirls appear and the correlation remains constant.
Adapted from [210]. b.) ERK activation wave rotating in a clockwise direction while cells rotate
in a counter-clockwise manner on circular patterns. Adapted from [198]. c.). PIV measure-
ments of MDCK cells migrating on wide channels (top) showing the presence of vortices. On
more narrow channels (bottom) cells migrate in a contraction-relaxation manner. The schemes
summarize the distributions of traction forces for both behaviors. Adapted from [210].

tissue onto a pre-patterned substrate, the authors confined the wound healing migration

of MDCK tissues to strips of different widths (see Figure 1.17d and Figure 1.18c). As

one might expect, wide channels allow the formation of vortices (diameter ∼ 300 µm)

and the presence of finger-like protrusions and leader cells, a behavior reminiscent of

that of unconfined wounds. These vortices become less prominent when the migration

of cells is confined to strips whose width is smaller than the velocity correlation length

(100 to 200 µm). In this situation, cell velocity becomes, on average, oriented in the

direction of the strip [257], and all monolayers below this confinement size advance

with approximately constant speed (∼ 20 µm/h) [192]. In this regime, the velocity of

cells follows a plug-flow-like distribution perpendicularly to the channel, and the overall

flow is well described by a constant drift component and a diffusion-like contribution

dependent on local cell density [192]. Vortices disappear altogether under the strongest

confinement. In very narrow strips (∼ 20 µm), cells become more elongated, the veloc-

ity becomes strongly aligned in the direction of the strip, and the front of the tissue ad-

vances more rapidly. Moreover, PIV analysis shows that in highly confined geometries,

MDCKs switch to a contraction-relaxation or “caterpillar-like” migration mode, whose
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cycle spans more or less 100 µm [257] (see Figure 1.18c). Interestingly, the advance of

monolayers in wide strips is associated to a monotonic increase in the stress component,

in line with CCM in wound healing experiments (see subsection 1.5.5). Cells migrating

by contraction-relaxation, on the other hand, exert on the substrate an alternation of

positive and negative forces. Once more, Aoki and colleagues reproduced these exper-

iment, and found periodic waves of ERK activity associated to the oscillation of MDCK

cells in thin lines (width = 15 µm) [198]. Even though not specifically reported, the

periodicity of these oscillations is ∼ 4 hours and 250 µm, values in agreement with the

mechanical phenomena presented later (see section 1.8).

It is worth noting that a similar transition between migration modes is observed

under tubular confinement, although the overall velocity of the front follows an opposite

trend with the diameter [259].

1.8 Mechanical waves in 2 dimensional tissues

Another effect of confinement is that, in many situations, it highlights the emergence of

wave-like phenomena, which we will refer to as mechanical waves. Chen and colleagues

define them as “oscillations of mechanical parameters within the tissue – such as the

tissue strain rate (a direct consequence of velocity patterns) and mechanical stress – in

space and time, which can travel from one point to another, like ripples in water” [260]

or sound waves through a medium.

The situations leading to the spontaneous appearance of mechanical waves can be

subdivided into two major categories: expanding monolayers, being it freely or with

the forceful migration through confined spaces [174, 194, 195, 257]; and fully confined

environments (such as circles or rectangles) where cell migration is limited to local cell

rearrangements [128, 163, 165, 172].

1.8.1 Waves in expanding monolayers

1.8.1.1 Freely expanding

Before diving into confined situations, we will first consider the case of expanding

monolayers [174]. This is a stereotypical example not only because, chronologically, it

was the first one reporting the presence of mechanical waves, but also because it high-

lights the existence of both oscillations in velocity and in forces/stresses. As explained

previously in subsection 1.5.5, when a confluent monolayer is offered free space, cells

at the edge are the first ones to react: they polarize towards the wound and begin mi-
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grating and exerting forces onto the substrate. This pattern is closely followed by the

monolayer stress, which is initially limited to a boundary layer near the edge, and will

eventually propagate backwards towards the bulk (see Figure 1.19a,b). This trend is

not only typical of the initial moment, but it continues in a fluctuating manner through-

out the expansion of the monolayer. By averaging their measurables over y (i.e. to

obtain a measurement as a function of the distance from the edge, x), the authors of

[174] obtained the kymographs in Figure 1.19d-f, which demonstrate in a clear way

the presence of mechanical waves of velocity, stress and tissue strain-rate (ε̇xx). The

behavior of the latter, calculated from the velocity (ε̇xx = ∂vx/∂x) is the most trans-

parent: wave-like excitations originate from the edge, propagate backwards into the

tissue, past the midline and towards the opposite edge at a speed of roughly 60 µm/h,

in what the authors call “X-waves” [174]. If, normally, we would expect stress to rise

monotonically from the edges towards the midline, X-waves modulate this behavior, so

that monolayer stress in the center of the tissue oscillates with a periodicity of ∼ 5 hours

(see Figure 1.19c). Interestingly, these fluctuations are in phase with those of cell area

in a trend reminiscent of purely elastic behavior (see subsection 1.5.6). As one might

expect by now, inhibition of both actin contractility and cell-cell adhesiveness arrested

the oscillations.

1.8.1.2 Colliding tissues

Surprisingly, mechanical waves are not only distinctive of expanding monolayers, but

they have also been observed in situations where a migrating tissue meets an obstacle,

being it another epithelium or a wall [194, 261]. When two repulsive tissues meet, they

create an interface characterized by parallel cell alignment and strong tractions. As time

proceeds, cell density increases and the tissue start jamming, a conditions necessary for

the appearance of waves at boundaries. The mechanical dynamics are, once more,

visualized as kymographs of the average components perpendicular to the boundary

(Figure 1.19g-i). Cells at the interface exert forces pulling away from the edge, but as

we move further within the tissue we notice nearly periodic oscillations in the direction

of the forces (Figure 1.19i). Rather than homogenizing, this pattern seems to be sta-

ble in time, in what is a long-lived supracellular cooperative behavior. The periodicity

is approximately 50 µm, a value comparable with those obtained for traveling oscil-

lations in expanding monolayers [174, 213]. If these characteristics might have been

expected based on previous works, a peculiarity of colliding epithelia is the presence

of deformation/velocity waves propagating across the monolayer. The diagonal bands

in Figure 1.19g,h represent velocity/strain-rate patches launched at the boundary and
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Figure 1.19: Mechanical waves in expanding monolayers and at repulsive interfaces. A confluent
tissue is grown within a rectangular hole in a PDMS membrane, which is in turn resting on top
of a collagen substrate. The membrane is lifted and the tissue starts invading the available space
(a.), moving outwards with a velocity measured with PIV (b.). The mechanical behavior of the
tissue is described by averaging the components in the x-direction over y (the tissue edge) to
generate kymographs of x-velocity (Vx, d.), strain-rate (ε̇xx, e.) and x-tractions (Tx, f.). The
average values of ε̇xx, cell area and monolayer stress component (σxx) at the monolayer midline
(averaged over the white square in a.) are reported in (c.). Adapted from [174]. A similar
analysis, for the case of 2 colliding repulsive monolayers, highlights the presence of oscillations
in velocity (Vx, g.), strain-rate (ε̇xx, h.) and x-tractions (Tx, i.). Adapted from [194].

traveling backwards at a velocity of ∼ 120 µm/h, without attenuation. Interestingly,

similar waves were also observed at the boundary with a repulsive wall and identical

tissues, making velocity waves a generic feature of repulsive interfaces.

1.8.1.3 Wound healing in confined channels

In a recent paper [195], Tlili and colleagues repeated wound healing experiments while

forcing MDCK tissues to migrate along functionalized adhesive strips. Even though they

do not report a strong effect of the confinement width, like in [257], the lack of swirling
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Figure 1.20: Mechanical waves in confined expanding monolayers. a.) Brightfield image of
MDCK cells expanding in confined channels without proliferation (scalebar = 100 µm). b.)
Graph reporting a negative correlation between cell density and average velocity for experi-
ments where proliferation progressed normally (gray circles) or was inhibited (black diamonds).
c.) Kymograph of the velocity of the expanding tissue in time (without proliferation). d.) Super-
imposed kymographs of small scale variations in local cell density (green) and velocity (purple).
The space along x is reported on the vertical axis (from 0 at the bottom to 3 mm at the top)
and time on the horizontal axis (from 0 on the left to 25 hours on the right). The dark space in
the top-left corner represents the area not yet invaded by the tissue. e.) Plots of density (green)
and velocity (purple) along the black line in (d). The phase opposition between the quantities
plotted is highlighted by inverting the sign of the density plot (dashed green line). Adapted from
[195].

motion and globally directed, quasi-laminar flow place their experiments in the central

region (see subsection 1.7.3), where migration is strongly guided, albeit without the

presence of the contraction-relaxation phenotype. The authors inhibit cell division in

order to disentangle the contribution of migration and proliferation, and they report

faster advance of the leading edge (∼ 40 µm/h) compared to similar examples where

mitosis was unaffected. The first observation in such conditions is that, as the tissue

spreads and cells in the back progressively join the forward migration, the average

50



CHAPTER 1. INTRODUCTION

velocity decreases from the front towards the bulk. Interestingly, the velocity is inversely

proportional to local cell density (see Figure 1.20b), in a trend that does not depend on

the distance from the leading edge.

On top of this average velocity profile, the authors observe multiple periods of back-

wards propagating velocity waves (see Figure 1.20c,d), essentially describing cells that

slow down and accelerate with a period of ∼ 2 hours and a wavelength of ∼ 1 mm. The

absence of cell division guarantees a better contrast and, thanks to the lack of jamming,

longer observations (∼ 20 h). If the nature of the waves is similar to those reported

before, their phase velocity is much higher, around 600 µm/h. Moreover, the wave

crests in Figure 1.20c are curved, evidence that the wave slows down near the bulk,

where density is higher. There is, in fact, a strong link between velocity oscillations and

inhomogeneities in cell numbers (see Figure 1.20d). The authors report steady fluctu-

ations of density (period ∼ 200 µm) parallel to the edge, which seem to deform with

the stretching of the tissue. More interestingly, density oscillations are present in the

perpendicular direction, in a fashion that follows velocity waves in phase opposition

(Figure 1.20d,e). The authors also demonstrate that lamellipodia inhibition slows or

hinders the formation of waves altogether, confirming once more the fundamental role

played by actin contractility in these phenomena.

Overall, these evidences describe backwards mechanical waves as a common feature

of all the boundaries of migrating monolayers, being them with free space or repulsive

walls. Here, we have concentrated on planar geometry, but similar back-propagating

velocity waves have been reported under tubular confinement, traveling at comparable

speeds [259]. Even though the values vary between reports, there is agreement on the

general magnitude for the periodicity of these phenomena, in the order of hours and

hundreds of micrometers.

An interesting correlation is that with waves of ERK activation (see subsection 1.6.7),

which have been reproduced in three of the situations mentioned in this section: free

expansion, swirling motion and contraction-relaxation migration [198]. Strikingly, the

periodicity of ERK waves (∼ 4 hours and 250 µm) agrees with the typical time and

space of mechanical oscillations, a similarity which begs further experimental work.

A different kind of mechanical wave has also been reported in fully confined tissues,

where collective motion only happens through neighbors exchange rather than directed

expansion.
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1.8.2 Breathing oscillations in fully confined space

Oscillatory movements have been observed in epithelia confined to round patterns of

radii smaller than ∼ 300 µm. Contrarily to the swirling motion presented earlier, these

oscillations happen along the radial direction, displaying standing waves of highly co-

ordinated outward and inward cell movement (Figure 1.21) [128, 163, 172]. The two

phenomena, collective rotation and these “breathing ” oscillations, are not mutually

exclusive, but are rather superimposed and observed together. As one might expect,

they are both only present at intermediate densities and the jamming transition char-

acteristic of cell crowding brings them to a halt [128, 163]. Within this narrow time

window, oscillations are present as modulation of the radial velocity, which is gener-

ally averaged over the angular coordinate for better visualization. When this is done

(Figure 1.21b-right), we can appreciate that cells in the center of the disk and those

at the far edge tend to be still, whereas the maximum of the radial velocity is at the

mid-point between the two positions [128]. The amplitude of the cell displacements

is the order of micrometers, and the period a few hours. Although this latter quantity

is in general agreement with those for expanding monolayers, the period of breathing

oscillations depends strongly on the radius of the round patch (Figure 1.21a-right). For

what concerns the amplitude of the velocity fluctuations, it changes depending on the

accounts, from ∼ 15 µm/h [163] to less than 1 µm/h [172].

Surprisingly, even though radial motion is very limited, oscillations in cell velocity

are accompanied by similar standing-waves in the radial component of the tractions on

the substrate, with patterns of inwards and outwards pointing forces over time (Fig-

ure 1.21c) [172]. These oscillations only interest the central part of the tissue, as cells

at the edges constantly pull themselves towards the exterior, in a manner coherent with

kenotaxis. One might be tempted to assume that tractions and velocities are interde-

pendent, an assumption carefully disproven by the authors, who demonstrate that no

correlation between traction and velocities, nor their relative angles, exists. The study

of stresses within the monolayer led to an interesting conclusion: tensions and cell area

(i.e. strain) are in phase, implying that the tissue behaves elastically with no viscous

contribution (see subsection 1.5.6).

Given the correlation between the presence of waves and ERK activation advanced

recently (see subsection 1.6.7) [198], it is interesting to point out that breathing oscilla-

tion were suppressed upon ERK inhibition [172]. This is loosely in contrast with what is

reported, admittedly in a very different situation, in [173], indicating that ERK activity

has no significant role in kenotaxis.
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Figure 1.21: Breathing oscillations in epithelial tissues confined to round adhesive patterns. a.)
A phase-contrast image of MDCK cells confined on a disk-like pattern (left) and the evolution of
the average radial velocity in time (center). The typical time period for these oscillations can be
quantified as a function of the radius of the tissue (right). Adapted from [128]. b.) Examples
of the distribution of radial velocity over time for MDCK cells on patterns of radius equal to 350
µm. The velocity is averaged over the angular direction to yield a kymographs (right). c.) Cell-
generated tractions on the substrate (left) for the examples in (b) are reported together with a
kymograph of the average over the angular direction (right). Adapted from [172].

These breathing oscillations share many similarities with those mechanical waves

present in expanding monolayers, like the strong dependence on cell-cell junctions and

contractility, and might be explained by the same basic principles of force transmission

and mechanotransducive coupling with polarization [172]. One big difference lies in

that, whereas velocity waves in wound healing are propagating through the tissue, on

circular patterns the phase difference between radial positions is insignificant.

1.8.3 Effective inertia at the cellular level

The propagation of mechanical waves is, from a physical point of view, not of any partic-

ular complexity. It can generally be explained as a continuous inter-conversion between

potential and kinetic energy, damped by friction forces. In this scenario, the presence

53



1.9. CONCLUDING REMARKS

of oscillations critically depends on the ratio between friction forces (“fighting” the os-

cillation) and the inertia (i.e. the mass, defining a timescale for the oscillation). When

friction is negligible, the system is underdamped and waves can propagate indefinitely.

Within tissues, on the other hand, being the mass of the cell extremely small, inertia

is negligible compared to friction (i.e. the viscous drag of the liquid) [217], an over-

damped situation where wave propagation is, in principle, impossible. In this case,

to explain the presence of the mechanical waves we have just reviewed, an additional

phenomenon must be present to play the role of “effective inertia” [194] and restore

oscillatory behaviors. Even though the biological nature of this feedback is not clear

yet, merlin seems like the most obvious candidate, theoretical works have taken this

factor into account by introducing an additional term. Even though a full review of the

models utilized to explain oscillations in tissues is beyond the scope of this work (see

[178, 179, 262]), it is nonetheless interesting to quickly glance at the different solutions

embraced in literature.

One example is that of Vicsek models [263], where the velocity of each cell is as-

sumed to align to that of its neighbors [128]. This alignment happens on a typical

timescale, a fundamental quantity for the appearance of coordinated motion [264],

and is affected by rotational noise. The group of Marchetti introduces a feedback be-

tween the local strain and the rate of change in contractile tension. Simply put, larger

cells will exert stronger contractile forces. This, together with the assumption of tissue

elastic behavior, explains the presence of oscillations [172, 265]. Other possibilities

are a dynamic response from the cytoskeleton, first reinforcing and then fluidizing in

response to stretch [174], and a slow realignment of cell polarity to the local strain

[195].

1.9 Concluding remarks

The presence of mechanical waves acquires new importance when viewed in light of the

intricate relationship between bio-chemical signaling and mechanosensitive pathways.

As highlighted throughout this introduction, cells are not only able to read the mechan-

ical state of the surroundings, but also utilize this information to adjust their behavior

and affect that of neighboring cells and their environment. Mechanical signals are, by

all means, a major communication channel in biological systems. In this context, just

like for humans, the presence of traveling waves make sense as a mean to exchange in-

formation over distances bigger than the immediate surroundings. This interpretation,

even though extremely enticing, is still suffering from a general lack of documented
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biological consequences. The obvious candidates for such role are those molecules in-

volved in mechanotransduction, chief among which is YAP/TAZ (see subsection 1.3.3).

This possibility has been recently explored by Peyret and colleagues [266], in a pa-

per which focuses on the presence of oscillations in confined environments. Due to

the overlap of the results presented in [266] with what we obtained and the almost

striking contemporaneity between the publications, we will comment this paper in the

discussion.

The idea of mechanical waves for long-distance communication brings us back to

the original question behind this work, and, in all fairness, behind all studies of mor-

phogenesis and development. What controls the appearance of patterns in biology? In

other words, all events leading to complex structures and shapes require cells in differ-

ent positions to behave differently, in terms of differentiation, proliferation and death

[11]. For this to happen, those same cells need to somehow be aware of the state of the

tissue and their particular location. How is this possible? The concept is summarized

as positional sensing [176], and, as we now understand, happens through a bidirec-

tional relationship between genetic and epigenetic factors, mechanical signals being a

crucial player within this second category [130]. In 2D in vitro systems, the effect of

mechanics on cell differentiation [77, 127, 133], proliferation [126, 191, 267], extru-

sion [128, 255] and migration [165, 210, 257] is well documented. In many of these

cases, the specific setup prompts the emergence of a long-range mechanical landscape,

used as a reference system. An example is that of cells plated on square patters, where

the edges are under stronger stress compared to the inside [126]. Every single cell then

feels the local state, and acts accordingly, in this particular case enhancing or reducing

proliferation rate. The coordination offered by the mechanical reference system leads

to the emergence of a global phenomenon, at a scale much larger than that of the single

cell sphere of influence. The presence of standing/traveling mechanical waves fits well

into this framework, serving for the both the local guidance and long-range behavioral

coordination.

Throughout my work, we built a setup to reproduce periodic velocity waves in con-

fined tissues, with the intent of understanding whether mechanical oscillations are in-

trinsically encoded in the activity of the cell, or if they are induced by the characteristics

of the environment (i.e. the presence of external constraints). We then performed some

experiments directed at finding a biological consequence to such velocity oscillations.

The matter of waves in epithelia is momentarily set aside, to be tackled later in chap-

ter 3. Originally, we were fascinated by the concept of positional information and how a

local mechanical parameter might be involved. For this reason, we set out to design and
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build a protocol to control and continuously tune the local mechanical state of cells. We

decided to rely on the geometrical control offered by 2D-substrate-patterning for our

input, and on microscopy as well as immunostaining to characterize the biological re-

sponse. Our experimental approach and the techniques used are detailed in the next

chapter.
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This chapter explains in detail all the materials, techniques and protocols utilized. The

basic idea behind this project is, in an oversimplified manner, to study how several as-

pects of cellular behavior are affected by the local geometrical and mechanical proper-

ties of the confinement. We tackled the problem with a bottom-up approach: we chose

to take many liberties when it came to seeking in vivo conditions, because this granted

us a better control on the inputs of the system. As described in the introduction, in fact,

cells in living organisms are constantly subjected to a variety of signals. Many of these

come from the environment, which communicates with cells through hormones, nutri-

ents, oxygen, inorganic molecules, elastic as well as plastic responses, geometry and

many more. In principle, each and every property of the environment can be sensed

and utilized by cells. To add to this complexity, we now know that these signals do not

play compartmentalized roles, and that we are facing a extremely entangled network of

inputs, where every actor influences and is influenced by many others. If the behavior

of cells is still not fully characterized, it is because this overwhelming complexity often

makes it impossible to distinguish inputs and outputs and build a logical connection.

Our approach is to try to reduce this complexity and force phenomena into simplicity,

and this requires conditions that are not necessarily “natural”. We use an epithelial cell

type which mimics the tightly packed cell layers found in vivo. Even though this lacks

the complexity of a full tissue, it allows us to work in a planar configuration, and to

expose all cells to the same culture medium decoupling bio-chemical and mechanical

signals. We welcome some limitations because we want to understand cell behavior

in its simplest form. We would then, in my time or with successive works, use the

knowledge acquired to formulate hypotheses and design new experiments to mimic

more realistic conditions. At the same time, our idea is to try to find general rules.

Given the amount and diversity of signaling in biology, simplification is our strategy to

control the inputs and discern related outputs.

The experiments we designed have three main requisites: a model for living tissues;

a mean to control the geometry of the space allowed for cell and thus tune the input
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of the system; and finally a method to look at the response of the system in terms of

cell movement, arrangements, forces and many more. The techniques developed or

adapted from literature for these purposes are here presented. This chapter is divided

into three main sections, describing how we chose to tackle each of the requisites men-

tioned above.

2.1 Tissue model and cell culture

The choice of the cell type is crucial for the scientific and biological significance of

the project, and that is why we settled on Canis familiaris kidney normal (MDCK).

These particular cells are widely used as models for epithelium, which is usually com-

prised of tightly packed cells organized into sheets. MDCKs have in fact the tendency

to grow in arranged layers, which well suits the aim of this work. Moreover, the

behavior of this cell type has been well documented on a number of recent papers.

[159, 195, 213, 254, 257, 268].

Canis familiaris kidney normal (MDCK) cells expressing E-cadherins-EGFP (kindly

provided by Isabelle Bonnet, Institut Curie, 26 rue d’Ulm 75248 PARIS, France) were

cultured in Dulbecco’s Modified Essential Medium (DMEM) containing 10% bovine fetal

serum (BFS) and 1% Penicillin/Streptomycin (GIBCO, Invitrogen), at 37 °C and 5%

CO2. Cells were detached with trypsin (Gibco) and seeded at different densities on

the micropatterned substrates. After ∼2 hours each sample was washed with PBS and

previously warmed up medium to remove all unattached cells still floating in solution.

2.2 Controlling boundary conditions: micropatterning

techniques

Having settled on a cellular model, the next step in designing our experiments was to

find a method to confine tissue growth, and thus fix the boundary conditions of our

system. The nature of this external input and how to deliver it are as important for the

significance of the project as the choice of the cell type. These two factors should be

integrated coherently in order to tailor the experimental setup to the question in mind.

In our case, we chose 2D micro-fabrication. With the exception of factors secreted

by cells located within the tissue, our 2D approach allows us to uncouple bio-chemical

from mechanical signals, placing us as close as possible to a situation where the only

input comes from the geometrical confinement.
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The techniques chosen allowed us to deposit extra-cellular matrix (ECM) proteins

on patches of desired shape and size. These areas, called micro-patterns, sit on a glass

slide coated with a polymer, chosen for its ability to avoid unspecific protein attachment.

To spread on a substrate cells need the appropriate ECM proteins, and since these are

only found on the micro-pattern area, cells are effectively contained. An additional

advantage of one of the techniques chosen is the possibility to create micro-patterns on

soft polyacrylamide gels. This material is biocompatible, stable and, most importantly,

has an elastic modulus that can be easily tuned. It has, in fact, been shown that both

spreading geometry and substrate rigidity play a role in many physiological processes

[77, 78, 126, 191, 269, 270]. These techniques allow us to control both, while working

on hundreds of identical tissues and increasing our statistics. We also chose 2D micro-

fabrication for its simplicity and extremely robust reproducibility. Samples obtained

with both techniques can be sterilized by immersing them in 70% EtOH for 1 minute

prior to use. In our case this step was not necessary, but it was employed when working

with epidermal stem cells.

We adopted 2 different techniques: Poly(N-isopropylacrylamide) (PNIPAM) pattern-

ing for extreme durability and long-term confinement, and Polyacrylamide (PAA) gel

patterning to create soft environments and measure substrate displacements. The basic

concepts behind both is to coat the surface of a glass slide with an appropriate polymeric

layer able to avoid unspecific protein attachment. Selectively allowing proliferation is

done by illuminating these glass slides with UV radiation through a lithographic mask.

Where light reaches the surface, it burns the polymer and activates the glass. These

areas are then covered by ECM proteins, creating a suitable environment for cell inter-

action. Patterned proteins can then be transferred on the surface of polyacrylamide gels.

Both procedures follow this general guidelines, but each has advantages and drawbacks

that make it suitable for different experiments and timescales.

2.2.1 Gel micropatterning

This is a description of the procedure based on the work done by Vignaud, Ennomani,

and Théry, [271] with modifications done in the Motiv group.

All necessary steps are reported in Figure 2.1. Briefly, a glass coverslip (32 mm

diameter), previously rinsed with water and isopropanol, is activated with O2 plasma

for 5 minutes (A). A poly-L-lisine-PEG (pLL-PEG) drop (70 µl, 0.1 mg/ml in HEPES 10

mM) is sandwiched between the activated side of the coverslip and parafilm (B). After

30 min incubation, the glass coverslip is removed and gently washed with HEPES 10
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Figure 2.1: Schematic description of the fundamental steps for micropatterning glass coverslips
and polyacrylamide gels. Adapted from [271].

mM. A drop (7 µl) of water is used to attach the pLL-PEG coated side of the coverslip

to the chrome side of the photolithography mask, previously rinsed with water and iso-

propanol, and cleaned for 15 minutes with O2 plasma. The mask and the coverslip are

exposed to deep UV radiation for 5 minutes from the quartz side (C), burning the pLL-

PEG at defined loci with minimum loss of resolution due to diffraction. The patterned

coverslip is gently lifted off and washed with PBS solution. A drop (70 µl) of ECM

protein (20 µg/mL fibronectin, 20 µg/mL fluorescently labeled fibrinogen in sodium bi-

carbonate 100 mM) is sandwiched between the patterned glass coverslip and parafilm

and incubated for 30 min (D). Proteins only adsorb on the pLL-PEG free islands, creating

patterns of adhesive shapes. To then transfer the proteins on top of soft gels, a solution

of acrylamide and bisacrylamide is sandwiched between the patterned coverslip and a

previously silanized one (E). To make future traction force microscopy possible, small

fluorescent beads are added to the solution at this step. The monomer/cross-linker ra-

tio directly controls the mesh size of the final hydrogel and, ultimately, the stiffness of

the substrate [272]. By controlling the chemistry of this pre-mix solution we can tune

the mechanical properties of the samples within a physiologically relevant range (1.2 to

100 kPa) [273, 274]. As the solution polymerizes, the protein pattern is transferred onto

the newly formed hydrogel, which is later detached (F). The full protocol is reported in

Appendix A

This technique has several advantages: the whole process is fast (∼ 3 hours), low

cost and extremely reproducibles. Moreover, polyacrylamide is optically transparent,

inert to chemical degradation and efficient at preventing non specific cell attachment

[271]. It is useful to keep in mind that, even when conserved in PBS at 4 °C, the

mechanical properties of polyacrylamide gels changes with time [275]. This makes

for a relatively short shelf life (gels were always used within 48h) which hinders the

possibility of transporting and storing samples.
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2.2.2 PNIPAM micropatterning

A different patterning technique, based on the use of Poly(N-isopropylacrylamide) (PNI-

PAM) polymer was also implemented. This was done because of the extreme robustness

and confinement quality of the samples generated. If, on the one hand, the polymer is

extremely stable in time, on the other the technique only allows for patterning on glass

slides. It is then possible to transfer the protein on PAA gels, but the quality is gener-

ally poor. The technique was introduced by Bureau and Balland [276], and has been

adapted in the Motiv group.

The fundamental steps of the procedure are reported in Figure 2.2. Briefly, a glass

coverslip (32 mm diameter) is first rinsed with acetone and ethanol and then activated

with H2O plasma for 6 minutes (A). The activated sample is then dipped for 1 minute

in a 3-Aminopropyl-triethoxysilane (APTES) solution (APTES 5.4 × 10−2 M, Triethy-

lamine 1.8 × 10−1 M in Toluene) and 1 minute in α-Bromoisobutyryl bromide solution

(α-Bromoisobutyryl bromide 8.1 × 10−2 M, Triethylamine 0.36 M in dichloromethane).

The aim of this first steps is to graft amino-terminated initiators on the surface for the

subsequent atom-transfer radical polymerization (ATRP) (B). The functionalized cov-

erslip is then flipped onto the photolithography mask, previously rinsed with H2O and

ethanol. A drop (2 µl) of hexadecane is used to ensure tight attachment of the initiator-

functionalized coverslip on the chrome side of the mask. The mask and the coverslip

are then exposed to deep UV radiation for 2 minutes from the quartz side (C), degrad-

ing and inactivating the polymerization initiator present under the transparent parts

of the photomask (D). Polymerization is later restricted to those areas that have not

been exposed to UV light. The patterned coverslip is gently lifted off and washed with

acetone and ethanol. For the polymerization step, the coverslip is first immersed for

30 minutes in a N-Isopropylacrylamide (NIPAM) monomer solution (NIPAM 4.4 × 10−1

M, Copper(II) bromide 8.9 × 10−4 M, Pentamethyldiethylenetriamine 1.2 × 10−2 M, L-

ascorbic acid 8.5 × 10−3 M in H2O), and then washed with Milli-Q water and ethanol.

The coverslip obtained is covered by a patterned PNIPAM polymer brush layer, exposing

polymer free islands (E). A drop (100 µl) of ECM protein is sandwiched between the

patterned glass coverslip and parafilm and incubated for 30 min. Since PNIPAM avoids

aspecific interactions, the proteins only adsorb on the polymer free islands, creating

patterns of adhesive shapes.

Compared to pLL-PEG patterning, this procedure is more elaborated and requires
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Figure 2.2: Schematic description of the fundamental steps for micropatterning glass coverslips
with PNIPAM. Adapted from [276]

more complicated and time consuming chemical steps, but it offers the advantage of a

stronger cell confinement over time. The high density of PNIPAM polymer chains makes

up for a higher protein repulsion with respect to that of polyacrylamide gels, making it

ideal for longer observations.

2.3 Observing cellular response: imaging and quantifi-

cation

The last step in building our experimental setup was finding techniques that would

allow us to observe and quantify the behavior of cells. The methods we chose are here

presented, together with the motivation for adopting these specific solutions and the

details of their implementation.

2.3.1 Image acquisition

Two different microscopic techniques were employed to image the samples, the charac-

teristics of each making it suitable for a particular type of experiments.

2.3.1.1 Optical microscopy

Confocal Microscope

A Leica TCS SP8 confocal microscope equipped with HC PL APO CS2 63x oil objective

lens (NA 1.40) and HC PL APO CS2 40x oil objective lens (NA 1.30) was used to gener-

ate z-stacks and high resolution images when needed.
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Epifluorescence Microscope

A Nikon Eclipse Ti-E equipped with Plan Apo VC 60x oil objective (NA 1.40) and a

Nikon CFI 40X air objective (NA 0.65) was used for Traction Force Microscopy and to

obtain faster readouts and single images. In certain instances, when long time lapses

required fluorescent imaging and wider field of view, this microscope was used with a

Nikon CFI Plan Fluor DLL 10X objective (NA 0.30) and a CO2/temperature control unit.

2.3.1.2 Lensless microscopy

Performing continuous imaging of viable cells has multiple requirements. To proliferate

normally cells need accurate control of CO2 concentration, a constant temperature of 37

°C and extremely high humidity levels. Moreover, the particular experiments designed

for this project required a wide field of view to image high number of shapes and allow

for statistical analysis. These requirements are not easily met by classical microscopy,

and, in the specific case of this work, the microscopes were a facility shared between

numerous users, making it hard to use continuously more than one day. These reasons

pushed us to search for alternative solution.

Cytonote®

Continuous live imaging over multiple days was performed using a Cytonote® lens-

less microscope produced by Iprasense. The working principle of the microscope is

explained in detail in [277, 278]. Briefly, this microscope adopts an in-line holographic

imaging setup (see Figure 2.3): a LED with small pinhole (150 µm diameter) acts as a

point source, illuminating a sample positioned approximately 5 cm away with coherent

light. Each cell in the petri dish scatters the incident light and the interference pattern

thus produced is recorded by a small CMOS sensor, approximately 1 mm far from the

plane of the object. Since the change in phase of the light scattered by each cell is lost,

a recursive algorithm is used to predict this phase shift and then reconstruct the image

of the sample, both in terms of absorption modulus and phase. The sensitivity of this

system to cell thickness is exemplified by considering a cell division event. When a mi-

tosis event begins, cells round up increasing their thickness in a process referred to as

mitotic cell rounding (see Figure 2.3). This broader profile affects the length of the path

traveled by light within the cell, and thus increases the final phase shift imposed. Once

division is over, the two daughter cells spread again, canceling this effect. A picture

was generally taken every 10 minutes, generating a time-lapse video that follows cell

dynamics over time without affecting their normal behavior. The apparatus is extremely
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Figure 2.3: Picture of the Cytonote® lensless microscope (A) and schematic description of the
components and working principle of the apparatus (B). An example of a cell division event
recorded with this microscope is reported in C, together with a schematic drawing of the biolog-
ical event (adapted from [277]).

small and it is designed to fit inside a cell culture incubator, removing the need of com-

plex gas and temperature control systems built ad hoc. Moreover, since the field of view

is only limited by the size of the CMOS sensor, the microscope gathers extremely large

images (6.5× 4.5 mm2), which allow for more statistics in terms of cell dynamics.

If, on the one hand, a wide field of view and great simplicity of use make this mi-

croscope a great tool for preliminary and exploratory experiments, on the other, the

system is not specifically optimized for our experiments. The quality of the image re-

construction decreases with the density of cells, and in some cases it grows so low that

it renders single cells indistinguishable. These problems hold especially true for the

peculiar cell type, MDCK cells, which form strong cell-cell junctions and very tightly

packed confluent layers. To remedy these issues while trying to retain the ease of use of

this particular technique, we collaborated with the group of Cédric Allier at CEA-Leti to

test a new prototype of lensless microscope.

Home-built incubator microscope

In order to improve the resolution of the images, a 10x objective was implemented in

the design of the lensless microscope by the group of Cédric Allier 1. The setup and a

schematic drawing is shown in Figure 2.4. A blue LED (CREE, max 450 nm, FWHM 18

nm) source coupled with 400 µm multimode fibre (Thorlabs) with a narrow band filter

(Thorlabs FB450-10, max 450 nm, FWHM 10 nm) is used for illumination in trans-

mission geometry. Semi-coherent light passes through the sample and is collected by

10x/0.25 NA Objective (Motic CCIS EF-N Plan, Achromat). A short tube lens (Thor-

1Cedric P. Allier, Commissariat á l’énergie atomique et aux énergies alternatives (CEA), LETI, MI-
NATEC, 17 rue des martyrs, Grenoble cedex 9, 38054 France
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Figure 2.4: Setup for defocused imaging is a standard wide-field microscope with semi-coherent
illumination. Adapted from [279].

labs, AC254-050-A, f = 50 mm) is used to create an image on a CMOS sensor (IDS

UI-1492LE). Standard Thorlabs components are used for housing of the optics and the

camera. Image acquisition with synchronized illumination is controlled with a Rasp-

berry Pi (https://www.raspberrypi.org). Note, that the reconstruction of the data is

performed on a different computer. The field of view of the system with 10x/0.25NA

objective is 2.3× 1.6 = 3.7 mm2 and the spatial resolution is approximately 3 µm.

The reconstruction algorithm is based on an iterative optimization of Fresnel diffrac-

tion model for coherent light. The fact that the illumination is not perfectly coherent is

not taken into account in the current algorithm. The reconstruction process optimizes

the optical field at the object plane while maintaining a perfect agreement with mea-

surement at the sensor plane. The reconstruction contains regularization terms based

on sparsity and total variation constraints [280]. The illumination wavelength, effective

pixel size (physical pixel size of the camera divided by the magnification of the system)

and the out-of-focus distance are the input parameters. The out-of-focus distance can be

determined from the reconstruction performed at different axial positions. A focus de-

termination algorithm can be employed, however, we often use a manual selection. In

the time-laps data the defocus is determined only once and used for the reconstruction

of the whole movie. The reconstruction of a single image from our 10 Mpixel camera
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takes approximately 3 minutes on our standard desktop computer (Processor Intel(R)

Xenon(R) CPU E3-1240 v5 @ 3.50GHz with 32GB RAM and NVIDIA Quadro K2200

graphic card).

2.3.2 Staining and Pharmacological treatments

2.3.2.1 Fixation

The culture medium was discarded and cells were washed once in fresh PBS solution,

and then fixed in paraformaldehyde (4% in DPBS) for 10 min at room temperature.

After two additional PBS washings, samples were treated with permeabilization buffer

(0.5% Triton® X-100 solution in PBS) for 15 minutes, followed by blocking buffer (2%

Albumin Bovine Serum solution in PBS) incubation either for 1 hour at room temper-

ature or 24 hours at 4 °C. Finally, the coverslips were mounted onto glass slides with

Mowiol® 4-88 mounting medium (Polysciences, Inc.) and left to dry one night at 4 °C.

2.3.2.2 General immunostaining protocol

After blocking buffer treatment, cells were washed twice with PBS solution, and then

incubated overnight with a primary antibody solution (1:200 YAP, 1:150 β-catenin, in

blocking buffer). Samples were then retrieved, washed 3 times for 15 minutes in PBS on

a rocking plate, and then incubated for 2 hours at room temperature in a secondary anti-

body solution (1:200 in blocking buffer). After 3 additional PBS washings (15 minutes,

rocking plate) cells were, when necessary, exposed to a 1:1000 solutions of Hoechst®

or Phalloidin–Atto 647N (Sigma-Aldrich) for 30 minutes, and then mounted.

2.3.2.3 Nuclear stainings

Nuclear stainings were performed either by exposing cells to Hoechst® 33342 (Thermo

Fisher Scientific, 1 µg/ml) or NucRedTM Live 647 (Thermo Fisher Scientific, 2 drops/ml)

containing medium for 45 minutes before fixation, or by incubating already blocked

cells with 1:1000 solutions of Hoechst®/NucRedTM for 30 minutes prior to the mounting

step.

2.3.2.4 Proliferation inhibition

To stop cel division, cells were treated with Mitomycin C (Sigma-Aldrich), which is

known to covalently cross-link the DNA strands and impede DNA replication and, thus,

mitosis. According to the manufacturer instructions, the compound was dissolved in
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water continuously adjusting the pH with NaOH to a value of pH = 7. Since cell division

stops ∼ 12 hours after treatment, we seeded cells and 12 hours before the desired

density was atteined, we exposed them to Mitomycin C - containing medium (5 µg/mL).

Cell were then imaged normally for the following 24-48 hours.

2.3.2.5 Whole cell body staining

To measure cell height, we employed 2 fluorescent dyes: CellTrackerTM Green CMFDA

(Thermo Fisher Scientific) and DiI (Thermo Fisher Scientific). CellTracker is a fluores-

cent probe designed to freely permeate the membrane and enter the cell. Once on the

inside, it is transformed to be fully retained within the cell body, characteristic that al-

lows it to stain the full cytoplasm. The probe was used according to the manufacturer

instructions: at the appropriate moment, half the culture medium was substituted by

fresh and pre-warmed medium supplemented with CellTracker (20 µM). Cells were in-

cubated for 30 minutes, washed and then either imaged or fixed for later imaging. DiI is

a lipophilic molecule, which, due to its selective solubility, only stains the membrane of

the cell. As per manufacturer’s instructions, the dye was added to the culture medium

to obtain a final concentration of 10 µg/mL. After 30 minutes, the samples were washed

and then either imaged or fixed.

2.3.3 Quantification: single cell parameters

The parameters related to the arrangement of single cells within the model tissue were

calculated using EpiTools, a free software toolkit specifically designed to extract the

membrane signal from epithelial tissues and analyze their morphology [281]. The soft-

ware package comprises a Matlab® script to generate cell skeletons from the raw im-

ages, and an ICY® plugin for the actual cell analysis. The software was utilized on the

images displaying the E-cadherins. In many cases the skeletons were extracted by hand

due to the low contrast of the signal, a task carried out with Tissue Analyzer [282],

a plugin for the software ImageJ. Since cadherins mainly sit at cell-cell junctions, and

a big part of the cells sitting at the edges of the tissues is only in contact with liquid,

we used the images showing actin in order to help tracing the outer perimeter of the

tissue. All the pictures were first rotated in order to align the major diagonal of the

pattern shape with the x-axis of the image and then centered. This was done to ensure

that the data extracted from different pictures could be compared. The skeletons (see

Figure 2.5a) were generated and then used for the actual quantification. Each closed

shape representing a cell in the tissue is fit with an ellipse, and the orientation of the
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major axis approximates that of the cell itself. The ellipse fit is also used to estimate the

elongation ratio (ER), defined as ER = Major axis length
Minor axis length

. Other parameters are computed

by the the software package, the data (see Figure 2.5b) is then exported and further

analyzed with Matlab®.

(a) Steps necessary for the extraction of single cell parameters with EpiTool. Skeletons of the cell mem-
branes (a.2) are generated from the raw image (a.1). These skeletons are then superimposed to the
original (a.3), and then used for the quantification of different parameters, such as the longest axis
orientation (a.4) and the overall cell area reported in µm2 (a.5).

(b) Exemplary subset of data exported from EpiTools.

Figure 2.5: Representation of the main steps in the data analysis performed with EpiTools.

2.3.4 EdU Proliferation Essay

We used the Click-iT EdU Alexa Fluor 647 Imaging Kit according to manufacturer in-

structions. Cells were seeded onto micropatterns, after 48 hours, half of the culture

medium was substituted with fresh EdU containing medium, to obtain a final concen-

tration of 10 µM. Cells were generally incubated for 3 hours, after which the manufac-

turer fixing procedure was followed. Nuclei were counterstained with Hoechst® 33342.

We settled on 3 hour incubation because longer periods would result in widespread flu-

orescence, with a strong correspondence of Hoechst and EdU stainings, indicating that

all cells synthesized DNA. After 3 hours, we had an almost binary intensity distribution,

giving us a clear way to identify cells that had already started DNA synthesis.

We then gathered images of the nuclear and EdU fluorescence intensity, which were
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later aligned using images of the patterns as reference. To generate a spatial map of

cell division, the intensity of all images was re-scaled in order to avoid the bias induced

by variations in staining quality throughout the samples. The images were then stacked

and the z-projection of the intensity provided a map of the average localization of newly

synthesized DNA. All maps were confronted with those obtained by averaging the nu-

clear images, which were previously thresholded to avoid an effect of local Hoechst

intensity. This comparison had the purpose of understanding whether local variations

were due to an increase in local cell density or an effective surge in cell division prob-

ability, factors that would result in similar maps. The results obtained by averaging

multiple images were then compared with distribution maps of local cell density and

mitotic events generated by segmenting each nucleus and by manual detection of nu-

clei undergoing mitosis, respectively. The distributions were then generated using a

2-dimensional histogram function.

2.3.5 Measuring cell velocity: Particle Image Velocimetry (PIV)

One of the readouts we focused on is cell migration. There are two major points of view

when it comes to measuring the velocity of migrating cells in a tissue. The first method

involves tracking single cells over time (SPT). This is generally done by detecting the

position of each and every cell within the tissue at every time point, and then associating

each cell to its position in the previous/following frame. When both these steps are suc-

cessful, SPT can measure cell motion extremely accurately. However, higher accuracy

comes at a cost: SPT is computationally demanding and it becomes increasingly error

prone with cell density. This is because cells cannot be univocally identified, so when

the displacement between frames becomes comparable to the average distance between

them, tracking becomes impossible. Additional complexities are cell division and apop-

tosis, and the fact that easy detection of cells is generally achieved with invasive nuclear

staining and fluorescence microscopy.

An alternative approach is Particle Image Velocimetry [283, 284]. The idea comes

from studies on the visualization of liquid flows, and it is well suited for tissues where

cells move collectively in a fluid manner. Rather than trying to accurately measure

the displacement focusing on single cells, PIV calculates the velocity field of a tissue

by dividing it into sub-regions, or windows (see Figure 2.6). Within each window, the

average displacement is calculated by comparing the intensity of the signal at different

time points with cross-correlation:

g(δx, δy) = 〈Ii (x, y) Ii+1 (x+ δx, y + δy)〉x,y (2.1)
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a) b)

100µm

Figure 2.6: Schematic representation of interrogation windows and cross-correlation for PIV
(adapted from [284, 285]) (a), and example of the velocity field calculated for MDCK cells
confined on a square pattern (b). The longest vector represents a velocity of 100 µm/h

where Ii is the intensity of the window at time i, Ii+1 the intensity in the following frame

and g(δx, δy) is the cross-correlation function. Naively, the idea is to superimpose the

images of the window at successive time-points and shift them in x and y in order to find

the configuration with the best overlap. This is what the correlation does: when bright

or dark areas overlap, the function is positive, when dark (bright) areas overlap with

bright (dark) ones, the function is negative. g(δx, δy) is effectively an image describing

the quality of the overlap as a function of the shift of the two images. This also means

that the position of the peak in this new image represents how far the intensity of the

window has moved in average between frames. If we identify this peak, knowing how

far the two images are in time, we effectively calculate an average velocity within the

window. This is then repeated for each window and each time point in order to generate

a velocity field (see Figure 2.6b). It is important to notice that the cross-correlation

always calculates an average displacement and so it provides the “best-guess” of the

movement within the window. The vector calculated is in fact not associated to a single

cell, but to the entire part of the tissue enclosed in the window. Also, because the

analysis only considers the intensity in the sub-region, it is fundamental for PIV that

each window contains enough information to follow the displacement. This is achieved

both by tuning the window size and by ensuring that the images utilized have enough

contrast. The windows overlap to a certain extend in order to avoid missing information

from the areas at the boundaries. Because of cross-correlation, PIV is less affected by

noise in the images, but it is also less sensitive to high-frequency movements happening

at small scale.

We opted for this method because images obtained with Phase Contrast, such as

those provided by lensless microscopy, are ideal for PIV. The modulation of thickness of

the cells and the presence of many organelles create distinct patterns which make cross-
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correlation more robust. This also eliminated the need for stainings and fluorescence

microscopy. Another reason to use PIV is the simplicity of use. Once the window size

is correctly tuned, extracting a velocity field is fast, computationally light, and requires

little manual work. PIV is also less affected by cell death and division than SPT, and its

suitability for the study of collective cell migration is well-recognized [128, 152, 158,

161, 164, 165, 189].

We developed our own custom-made PIV software (written by Dr. Irene Wang).

To improve the accuracy of the measurement, we chose to calculate the displacement

taking multiple frames into consideration. This can be done because the frame-rate

of our videos (10 min) is small compared to the persistence time of cell migration (∼
hours) [159, 164]. To identify and remove faulty vectors, the software has specific

thresholds on both local contrast within the interrogation window and the height of

the cross-correlation peak. The displacement of windows whose correlation results are

discarded are calculated with an interpolation of velocities of neighbouring windows.

The images were divided into windows of size 28×28 µm2 with 14 µm overlap. For

each window, a velocity value was calculated as follows: for a given time shift (e.g.

τ=1 frame), the spatial correlation of each window with its corresponding time-shifted

one was computed over 4 consecutive frames and averaged to improve the signal-to-

noise ratio. The peak of this average correlation gives an estimate of the displacement

δr(τ). The process was repeated for different values of τ and the final velocity was

deduced from a linear regression of δr(τ). The final resolution is 20 min and 28 µm.

2.3.6 Kymograph

In order to visualize the behavior of cells over time and allow for a comprehensive

overview of the entire time-span, we used a kymograph representation (Figure 2.7). In

our iteration, a kymograph is a 2D plot of the local cell velocity as a function of time and

space. To generate it, we cropped the videos in time to consider only the span we were

interested in. In most of the cases, this meant only including confluent tissues, where

cells filled all the available space while retaining an average absolute velocity higher

than 4 µm/h. We chose this cutoff because it is the velocity of a MDCK monolayer that

has reached its maximum density, and where cell motion is at its minimum [158].

As mentioned earlier, a kymograph plot is a 2D visualization of 1 parameter, in our

case local velocity, over time and space. Depending on the geometrical characteristics of

the tissue, especially in terms of symmetry, we chose to visualize either the absolute cell

velocity, or the single components along x and y. To this end, we averaged each compo-

nent of the speed, either along the transverse direction vx (x; t) = 〈vx (x, y; t)〉y, or the
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Figure 2.7: Schematic representation of the kymograph plots utilized. Top-left: velocity field
calculated for MDCK cells on square pattern and its vertical (top-center) and horizontal (top-
right) components. We visualize the behavior of x-velocity (y-velocity) by averaging it along the
y-direction (x-direction) and plotting it over time (bottom-center, bottom-right). To follow cell
behavior, we plot the phase contrast intensity over time (bottom-left). Here, the signal is first
averaged along y, only within the ROI, and then corrected for illumination flickering and dirt
on the sample.

perpendicular direction vy (y; t) = 〈vy (x, y; t)〉x (see Figure 2.7 bottom). In some rare

cases, especially on elongated and asymmetric model-tissues, we also tried averaging

velocities along their own direction to calculate vy (x; t) = 〈vy (x, y; t)〉y.
In other cases, rather then looking at the velocity within the tissue, we wanted to

concentrate on the actual displacement of the cells. The difference between local cell

velocity and cell displacement is not obvious. The easiest analogy if that of a compres-

sion (sound) wave propagating through a medium. Even though we have a long-range

propagation, that of the velocity wave traveling through space, the single molecule is

only displaced locally. PIV measures velocities from a fixed reference, so it cannot dis-

tinguish between a traveling particle or a traveling velocity wave. By following the

behavior of single cells we can have a more comprehensive idea of the behavior of our

system. To visualize cell motion, we plot a kymograph representing the local intensity

of the phase contrast signal as a function of space and time. Since cells have specific

intensity profiles, related to the local thickness, we could follow their signature over
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time. To this end, we averaged the intensity of images along the transverse direction

Ix (x; t) = 〈I (x, y; t)〉y. We then removed the effect of illumination drifts and intensity

variations by dividing each horizontal line-plot, related to a particular time-point, by

its average. We repeated this averaging vertically, dividing the intensity profile trace of

each pixel over time by its own average. This compensates for uneven background and

the presence of dust that did not move in time (see Figure 2.7 bottom-left). Additionally,

we can define ROIs in order to only concentrate on specific areas of the tissues.

2.3.7 Cellular force quantification: Traction Force Microscopy

During their lifetime, cells are in a continuous bi-directional communication with their

surroundings, and a big part of this interaction travels through mechanical means. Since

our experiments involve restricting cell growth by forcing specific boundary conditions,

which is inherently a mechanical input, we chose to focus on the physical interaction of

our tissues with the substrate as one of our readouts.

When it comes to measuring a mechanical interaction with the substrate, most tech-

niques involve looking at the extent to which cells and their forces deform the sur-

rounding material. Originally, this was done in the 1980’s by Harris and coworkers.

They cultured cells on a flexible silicone substrate, and then observed how this elastic

material was wrinkled and deformed [286]. They conclude that this phenomenon is

a proof of the physical interaction of cells with their surroundings. Interestingly, such

technique has been revised recently, and adapted to tissues-scale force visualization

[201]. Unfortunately, a quantitative analysis is made impossible by the non linearity in

the elastic response of the material. This example illustrates one of the main problems

in the field: measuring a deformation/strain is relatively easy and it offers a qualitative

idea of how cells behave, while relating those deformations to actual forces is more

challenging. This is because, just like in the case of Hooke’s law (F = k × x), to cal-

culate the force (F ) applied on a spring based on an observation of its extension (x),

we need a very accurate knowledge of the mechanical properties of the material (i.e.

the elastic constant k). This information is not always available when working with

biological samples. Moreover, the ECM is a fibrous material, which means that not only

its response to force is not linear (as the material is deformed, fibers tend to align and

change its properties), but also that it is not homogeneous (cells might feel different

stiffness depending on the location) [13]. A solution to render these calculations easier

is the use of new synthetic bio-materials, which are isotropic and have a linear force/de-

formation response. Polyacrylamide is one such material, and its implementation made

Traction Force Microscopy (TFM) possible.
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The following paragraphs briefly explain how the technique works, and how we

adjusted it to our needs. It is important to point out that, even though TFM at the mul-

ticellular level has been implemented in other labs [168, 213, 287], this technique was

not present in our group. When most instances of Traction Force Microscopy rely on

mathematical descriptions and software to compute the force field from the measured

displacement field, we did not. This is because, in order to compensate for the presence

of experimental noise, the most common TFM implementations rely on a procedure

called regularization: several solutions (i.e. force fields) can explain the same measured

deformations, and since not enough information about the real forces is known, the

“most correct” solution is discerned thanks to specific criteria, such as the smoothness

or the magnitude of the resulting tractions [274, 288]. In our specific case, we con-

sidered that the calculation of tractions would not add information worth justifying the

added complication. For this reason, as well as all those presented above, we chose

to stop at the measurement of the substrate displacement. We deemed it an easier

option, particularly suitable for our initial exploratory phase. I will thus only explain

how we measure such displacement. We describe our protocol in 2 steps: (I) substrate

preparation and experimental procedure and (II) image analysis and displacement field

extraction.

I. Experimental procedure

Measuring the substrate deformation is done by adding fluorescent nano-beads to the

surface of the gel, just underneath the ECM protein patterns (see Figure 2.9 and Ap-

pendix A). The beads act as markers: as the cells exert forces, the polyacrylamide gel

is deformed and the beads are displaced from their original locations. By tracking this

movement we can extract a map of the substrate deformation [273, 274, 289]. During

sample production the beads segregate at the two surfaces of the gel: that in contact

with the cells and that in contact with the glass slide. This gives us the chance to

measure the gel thickness, and to make sure that it is large enough (>40 µm) so that

variations in thickness within the gel and between samples do not impact the deforma-

tion measured. In practice, this allows us to ignore the effect of the hard glass substrate

underneath the gel.

Since the displacement of the beads is in the range of nm to µm, depending on

gel stiffness and cell contractility, the resolution of the experimental setup has to be

adapted for imaging at that scale. We used a Plan Apo VC 60x oil objective (NA 1.40)

and a Nikon CFI 40X air objective (NA 0.65), and adapted the density of nano-beads

to the particular objective used. Lower magnification was avoided because, in order to
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facilitate subsequent image analysis, the image of the beads needs to span at least 5

pixels in width [290]. Two sets of images were gathered: one showing the substrate as

deformed by cell traction, the other obtained after cell detachment with trypsin, show-

ing the relaxed substrate. The deformation field in then extracted from the comparison

between pairs of images.

Unstressed 2Unstressed 1

Stressed 2Stressed 1

A

C

E

F

B

D

Figure 2.8: Schematic representation of the displacement field analysis. If stitching is required,
the different fields of view of the unstressed sample are stitched together (A) to generate a global
unstressed image (B). The field of view of the stressed sample are first aligned to the unstressed
global image (C), and then stitched in order to obtain a stressed global image. In this case, the
two global images are already aligned because they were generated using the same original field
of view as a reference. If stitching is not required, the stressed and unstressed images need to
be registered (D). The global images are then divided into interrogation windows, and PIV and
PTV is then performed only within these windows (E). Orange arrow represent single particle
displacements

II. Displacement field calculation

All the image analysis was performed in Matlab® using a custom-made software (writ-

ten by Dr. Irene Wang, based on [291, 292]). The analysis consists on tracking the

displacement of each bead between a stressed and an unstressed (reference) image

(see Figure 2.8). Just like in the case of PIV (subsection 2.3.5), this task is generally

approached in one of two ways: either by tracking directly the fluorescent markers (par-

ticle tracking velocimetry, PTV) or by using cross-correlation to derive local movement

statistically (PIV). To improve the quality of the results, we combined both approaches
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[274].

Before tracking the single particles, we needed to tackle the issue of image stitching.

This because the size and geometry of the tissue chosen often meant that, to image

all cells, we needed multiple fields of view. When necessary, a pair of unstressed im-

ages are first stitched using cross-correlation (Figure 2.8A). The position of the peak

describes the situation of best overlap. This generates a global unstressed image (GU)

(Figure 2.8B). Rather than repeating the operation with the two stressed images, we

decided to use the GU as a template, and to align each single stressed image to it. The

global stressed image (GS) is then generated with the parameters thus calculated (Fig-

ure 2.8C). This is the equivalent of aligning every single image to the first unstressed

one, which is done to minimize errors and avoid having to go through any additional

alignment step (GS-GU). The two GS and GU images were then re-sized to have the

same dimension. When stitching was not necessary, we registered the images using

cross-correlation to make sure that drift would not affect our subsequent analysis (Fig-

ure 2.8D). The issues we encountered during the registration and stitching processes

are discussed in subsubsection 3.1.2.3.

PIV analysis was then performed on the stressed and unstressed image pair. They

were divided into smaller interrogation windows (20 µm × 20 µm, 5 µm overlap) (see

Figure 2.8E). The overlap between windows was set to avoid missing the movement of

beads at the boundaries. The cross-correlation maximum was then calculated to mea-

sure the average displacement within the window, which was then followed by single

particle tracking. This step consists in detecting all beads and correlating their position

in the stressed image to their position int the unstressed counterpart (subsection 2.3.5).

The difficulty stems from the fact that, when large displacements are present, beads

cannot be univocally correlated. Since PIV effectively calculates large displacements, by

taking this value into consideration during SPT we can correct this effect and remove

ambiguity between neighboring beads. Each bead is thus associated to a displacement

vector. We then generate a vector field with a 2D interpolation, yielding a deformation

value for each node of an established grid (see Figure 2.9). It is now more clear how the

spatial resolution of the measurement depends on the bead density, which was tuned in

order to increase the particle density without compromising the tracking quality.

To better visualize the the displacement field, in many cases we divided it into its

components along x and y. We then generated plots showing only the magnitude in

each direction. We included a mask in the software to exclude those areas of the images

outside of the tissues and those areas near the borders of the field of view where defocus

and optical aberrations made bead tracking extremely unreliable.
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Figure 2.9: Substrate displacement calculation for MDCK cells grown on square patterned 40
kPa gel.
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3. Results

I will first concentrate on the results obtained during our initial exploratory moment,

when we tried to guide cell division only by playing with the local geometry. To this

end, we developed specific new adhesive shapes, and we spent some time characterizing

both, the nature of the mechanical input with TFM, and cellular response, with inter-

esting outcomes in terms of division rates and cell morphology. We then coupled these

observations with a more dynamic approach, by monitoring cell motion over time. In

some cases, this new perspective allowed us to briefly recognize the presence of periodic

oscillations in cell velocity.

The second part of the chapter focuses on how we adjusted our experimental aim to

investigate these phenomena, with special attention to new protocols and analyses we

developed or adapted to this end. Our efforts culminated in the discovery of extremely

reproducible long-range oscillations in the velocity of cells, which are described in this

second half.
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3.1 Geometrical control of model-tissue heterogeneity

The presence of boundaries plays a major role in the mechanical guidance of cell behav-

ior. Stem cells, the archetypal example, change their differentiation patterns depending

on the distance from tissue edges. In planar geometry, cells confined to adhesive pat-

terns of different shapes proliferate more actively at borders, where stress is more acute

[126], while for 3 dimensional spheroids the application of external pressure confines

proliferation to the surface [293]. These results are in direct contrast with the increase

in proliferation measured following a wound scratch essay, where the effective removal

of boundaries seemed to speed up cell division. Both cases highlight the presence of a

strong “edge-effect”, whereby cells positioned in the vicinity of a border behave differ-

ently, but the exact parameter or quantity controlling such effect is not clear. A direct

correlation between the available space, the position of a cell within a tissue and its be-

havior, in terms of proliferation rate has not yet been discovered. This work is therefore

aimed at understanding if the mechanical environment felt by different members of a

population of cells can generate patterns of asymmetries in cellular proliferation.

To this end, we designed diamond-shaped adhesive islands (Figure 3.1a), character-

ized by different acute angles. The main hypothesis is that cells located at the edges are

exposed to different mechanical environments, in terms of the number of first neigh-

bors, amount of cell-cell to cell-medium contacts and, more generally, any consequence

of the peculiar cellular arrangement associated with narrower spaces. By controlling

the angle, and thus the perimeter, we can tune the intensity of such effect, which would

manifest itself as a different proliferation rate of cell located at acute angles in compar-

ison with those in the center. Moreover, such controlled environments would allow us

to better quantify cell behavior, in terms of morphology and arrangement, and to pin-

point the actual parameter guiding cell proliferation. The diamond shape also enables

us to independently change the area and the perimeter of model-tissues, thus tuning

the extent of the edge and, hopefully, its effect separately from the overall area.

Throughout this work, I will refer to the specific diamond shape in question by using

its acute angle as nomenclature. I will also refer to these MDCK cells colonies confined

on specific geometries as “tissues”. I took this choice with the awareness that such

designation is generally reserved to much more complex biological structures, which are

not necessarily recapitulated in our experimental setup. I opted for this nomenclature

nonetheless, for the sake of simplicity.
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Figure 3.1: a.) Schematic representation of the diamond-shaped adhesive islands designed for
MDCK cells. For any specific area, the mechanical input is tuned by changing the acute angle
and, thus the perimeter. b.) The patterns are fabricated, and the fluorescent intensity of the
ECM proteins deposited on the gel surface attests the quality of the procedure. c.) MDCK
cells seeded onto diamond-shaped patterns. Nuclear (blue) and cadherin (magenta) signals are
superimposed on that of the ECM on the substrate (green).
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3.1.1 Sharp angles are associated with higher cell density and more

frequent mitotic events

To measure the dependence of cell proliferation rate on the angle amplitude we seeded

MDCK cells onto patterned PAA gels (rigidity = 40 kPa). We chose 50° diamonds be-

cause of the presence of both acute and obtuse angles, and we concentrated on two

sizes (area = 1 × 104 µm2 and area = 5.7 × 104 µm2). After ∼ 24 hours of normal

growth, we supplemented the culture medium with EdU for 3 hours, after which we

fixed the samples at a density roughly corresponding to confluence and the onset of

jamming transition (∼ 5 × 105 cells/µm 2). We then gathered images of nuclear and

EdU fluorescence.

The results, presented in Figure 3.2, illustrate how, for both tissue sizes, cell density

follows a similar trend: the biggest amount of cells is concentrated along the borders,

with clear peaks in proximity of the corners. It also appears that sharper angles have

higher cell density compared to wider ones. This general trend is mirrored closely by

cell division, which appears to be more frequent at the corners. The initial quantifica-

tion with EdU and Hoechst staining has also been complemented with more rigorous

measurements carried out by nuclear segmentation (Figure 3.2b) and manual mitotic-

cell detection (Figure 3.2d). These results are free from the possible biases due to cell

shape or 3D morphology, and confirm the general trends observed.

The degree of the similarity between distributions of cell density and proliferation is

highlighted by the plots in Figure 3.2: where cell density is higher, so is the probability

of cell division. This close resemblance makes it impossible, at least with the current

set of data, to discern between the two potential explanations for higher division at the

borders: locally increased mitotic probability or unchanged proliferation rate combined

with elevated local cell density.

Interestingly, for larger shapes, a third local peak in both our measurables is observed

in the center of the tissue, a phenomenon which could be investigated further.

These results are in partial agreement with what reported in [126]. In their paper,

Nelson and colleagues show that cell density is uniform along the tissue. Therefore,

local differences in division can only be attributed to increase mitotic rate. The same

cannot be said about our situation, where sharper corners are associated with both, an

accumulation of cells and an increase of local cell division. This makes it impossible

to distinguish between faster proliferation and the mere effect of an increase of cell

density. Even though both works have been carried out on kidney cells, Nelson and

colleagues worked with rat cells, which might be responsible for the different results.
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Figure 3.2: Distributions of nuclear density and mitotic events for tissues confined on 50° di-
amond shapes. Nuclear density has been measured by projecting thresholded nuclear images
(a) or by single nuclear segmentation on the same images (b). Similarly, proliferation maps
generated by projection of images of EdU-fluorescence (c) are juxtaposed to those obtained by
manual detection of division events (d). On the right, we plot graphs that allow the comparison
of the results obtained in a and c by directly overlaying line profiles for division and nuclear
density along horizontal (e, g, dark colors) and vertical (f, h, light colors) directions (reference
lines in a and c). n=570 for large tissues, n=841 for small tissues.

Regardless of specific details, the presence of an edge-effect is undoubted. Moreover,

the highest magnitude of such effect in proximity of sharper angles seems to confirm

our approach and the relevance of the diamond shape to induce local differences in cell

behavior.

This begs the questions of what controls such a difference, i.e. what is the param-

eter cells use to determine whether they are next to an edge or not. Several reports

attribute selective proliferation and differentiation at the borders to specific patterns of

mechanical stress [126, 127]. We therefore set out to measure the interaction of our

tissues with the substrate.
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3.1.2 Substrate displacement studies

To measure how cells deform the underlying substrate, a first-approximation proxy for

cell tractions (see subsection 2.3.7), we fabricated polyacrylamide gels (rigidity = 40

kPa) with diamond-shaped adhesive islands. The presence of fluorescent beads embed-

ded next to the surface of the gel allowed us to perform TFM measurements and directly

quantify the displacement of the substrate. To assess the impact of different perimeter

lengths, angles and areas, we concentrated on diamonds with angles equal to 10°, 50°

and 90°, and area 1× 104 µm2 and 5.7× 104 µm2. We seeded MDCK cells, waited ∼ 24

hours and then proceeded with static TFM measurements.

3.1.2.1 Substrate displacement localizes along the edges and at sharper corners
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Figure 3.3: Measured substrate displacement for MDCK cells on PAA gel (rigidity = 40 kPa)
confined on square islands of side 100 µm (top) and 240 µm (bottom). The general trend is
displayed as the average displacement magnitude, superimposed with the displacement field
direction for n=15 tissues: all cells pull inwards (left). The displacement is also projected along
the x and y directions (center). Averaging multiple measurements can sometimes hide intrinsic
variability, which is highlighted in the graphs of the displacement magnitude and direction for
a single tissue (right).

The results for square tissues (90° diamonds) are presented in Figure 3.3, whereas

a comparison of different angles is in Figure 3.4. By averaging the displacement maps

of multiple tissues we can draw the first conclusions.

Generally, all cells pull the substrate inwards, towards the center of the tissue. We

highlight this behavior by projecting the deformation field along the two perpendicular

directions x and y, to generate maps that detail the global nature of this phenomenon.
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Figure 3.4: Average substrate displacements (n is reported in the figures) for diamond-shaped
tissues (area = 1 × 104 µm2) characterized by different angles (from left to right: 90°, 50°,
10°). We report the average displacement magnitude with the average displacement fields (top),
and their components along the x-direction (middle) and y-direction (bottom). Colorbars are
adapted to the single image.

 

Table 3.1

On average, every cell in the top half of the tissue pulls downwards, and vice versa.

The maps also highlight another characteristic of the interaction with the substrate:

the majority of the deformation is concentrated along the edges. Moreover, loci of

stronger deformation are clearly visible in correspondence of the corners, where the

pulling forces are maximal. On the other hand, the displacement in the center of all

tissues is generally buried within the experimental noise. This distribution is probably a

consequence of the fact that cell-cell forces are not measurable with TFM, and we only

see the components that are relayed to the substrate, losing all inter-cellular forces that

are locally balanced.

Interestingly, as we move to more elongated diamonds, substrate deformation slowly
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3.1. GEOMETRICAL CONTROL OF MODEL-TISSUE HETEROGENEITY

concentrates at sharper corners (i.e. smaller angles), as clearly highlighted in Fig-

ure 3.4. Overall, cells seem to orient their substrate tractions along the principal axis of

the tissue.

If averaging the results for multiple tissues can help drawing general conclusions, it

can also hide the variability intrinsic to biological systems and conceal important details.

Single examples of the substrate deformation for small tissues are reported in Figure 3.3,

to show that, while all cells on the smallest squares reproduce the average behavior,

larger diamonds display strong deviations. In this latter case, vectors are significantly

pointing away from the center in a manner that seems to be cooperative rather than

random. Similarly to what has been reported in literature [161], we observe small

swirls and a general short scale correlation in the substrate deformation. Moreover,

larger tissues are marked by a higher maximum displacement magnitude.

To better quantify these general trends, we calculated the mean and maximum ab-

solute displacement, and their components along x and y, for each independent tissue.

We then averaged all values obtained for tissues of identical shape, to obtain the data

reported in Table 3.1. Even though the interval between diamonds of different angle is

not always statically relevant, the data can be used to draw meaningful conclusions. In

general, independently on the angle, all tissues have a similar average displacement (as

seen in the first column of Table 3.1). Interestingly, what differs is the maximum dis-

placement, which is much more pronounced for more elongated tissues (see the fourth

column of Table 3.1 and Figure 3.4). The transition between squares and 10° diamonds

is also associated with a general decrease of the displacement along y and an increase

along x, a trend closely mirrored by the maximum values measured.

Overall, these results prove that confining small model-tissues to diamond shapes

of different aspect ratio induces an adjustment in the interaction with the substrate.

Specifically, substrate displacement re-orients along the principal axis of the tissue, and

concentrates at sharper corners.

These results are in agreement with what has previously been reported in literature.

Small colonies, both in a confined and free state, have been shown to exert inward

pointing traction stresses, predominantly at their periphery [126, 222, 294, 295]. In

those same situations, stresses are further concentrated in regions characterized by

high-curvature. The agreement between our results and what has been published is

striking, especially considering that [295], the most elaborate study on this matter, was

not published when we reached similar conclusions. Moreover, the close correspon-

dence of the traction stresses expected from literature and the substrate displacement

measured seems to reinforce our choice of only considering deformations and not cal-
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culating tractions. Interestingly, these results bear similarities with those obtained in

3-dimensional complex environments, where diamond-shaped 3D tissues give rise to

strong tractions at sharp angles and weak displacements at more obtuse ones [296].

Moreover, there is a strong overlap between maps of substrate deformation and

those of cell density and cell proliferation presented earlier. This resemblance confirms

previously published data [126], demonstrating a strong correlation between cell be-

havior and substrate displacement. Unfortunately, more statistics should be acquired

to increase the confidence of our deductions. Even though we cannot be certain about

the connection with cell division rate, cell aggregation in correspondence of increased

substrate displacement is an interesting phenomenon, which, to our knowledge, has not

been reported before.

3.1.2.2 The edges on elongated tissues are characterized by displacement-dipoles

We have so far proved that on elongated tissues the deformations along x (i.e. the

longer diamond diagonal) are more important and concentrated at sharper corners, a

phenomenon that interests the tissue in its entirety. Since cells are characterized by

specific correlation lengths, in terms of movements, tractions and substrate displace-

ments, we wondered whether the interaction with the substrate would lose its global

nature above a certain size. For this reason, we fabricated larger tissues and measured

the relative substrate displacement. An example (area = 2.3 × 105 µm2) is reported

in Figure 3.5. Cells located at sharp tips of the tissue retain their propensity to pull

inwards, while a series of seemingly random deformation directions along x follows

further within the shape. This is unsurprising, as the whole adhesive island measures

over 1 mm in length, well above any correlation length (see subsubsection 1.5.2.2).

More interesting is the behavior along the perpendicular direction: the weak tendency

of cells to pull towards the center along the y direction is maintained for 100 µm wide

shapes, but results on larger 10° tissues tell us that this tendency is generally lost on

wider diamonds. This fact introduces an new correlation length, related to coherent

force generation on the direction perpendicular to the major force-axis.

Another interesting feature of the maps in Figure 3.5 is the marked presence of

neighboring spots of displacements of opposite signs. A comparison with the cell bor-

ders reveals that two opposite patches form a dipole, and that it generally corresponds

to a single cell, pulling on the substrate in a way reminiscent of the migration of iso-

lated cells (see subsection 1.3.4) [297]. These oscillations of substrate displacement,

roughly 30 µm in length, are located next to the edges, where cells are most elongated

and where their migration direction is forced along the border.
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Figure 3.5: Cells confined on a 10° diamond shape of area 2.3× 105 µm2, the relative substrate
deformation (top), and its components along the y-direction and x-direction (bottom). The
inset shows the detail of the local x-displacement superimposed on the local cell borders (green)
extracted from E-cadherin staining.

3.1.2.3 Issues with deformation measurements and image stitching

While analyzing the measurements on the most elongated diamonds we realized the

limitations of our implementations of TFM. Before continuing with the results, I would

like to take a moment to address these issues and put them into perspective. Due to

the specific geometry of 10° angles, and the requirement of a 40x objective for accu-

rate particle tracking, a full image of the tissue requires at least 2 fields of view, that

need to be stitched together. This latter step is as important for the measurement as

it is challenging, and our approach revealed inadequate. The comparison of the dis-

placement calculated for separate fields of view and that for the stitched image better

delineate the problem (see Figure 3.6). Our approach is affected by 3 major issues:

(i) a sizable difference in the magnitude of the measured deformations; (ii) a higher

level of noise in the region where the fields of view overlap in the stitched image; (iii)

a incoherence in the measured deformation for the same area (white dotted rectangle).

The reasons behind these problems are mainly optical aberrations (field distortion) and

defocus. Both factors are more prevalent near the edges of the field of view, and ulti-

mately compromise the quality of the alignment and stitching of different images. These

operations are carried out with the same tool: cross-correlation. In the case of a simple

88



CHAPTER 3. RESULTS

-6
-4
-2
0
2
4
6
10-7m

-1

-0.5

0

0.5

1
10-6m

100 µm

Figure 3.6: Comparison of substrate displacements for stitched (top) and independent (bottom)
fields of view. The areas highlighted by the white dotted rectangle describe the same physical
region.

alignment, the procedure works under the assumption that the total bead displacement

averages to zero. This is true for single cells and small tissues, where the entirety of the

surface covered by cells is small and fully contained in one field of view, but it is not

for larger multi-cellular arrangements, where the sum of displacements in one image

(not containing the whole tissue) can diverge from zero. Whereas this factor should

not affect the initial stitching (between unstressed images), it undermines the quality

of all subsequent alignments. Even in those cases where stitching is avoided, the initial

registration of stressed and unstressed images remains biased. These issues result in a

widespread deformation even in parts of the gel where no cell is present. To, at least

partially, compensate, we made sure that all data presented here was free from such

drift.

The root of these problems is that we calculate the stitching parameters from the

stage position, which is inaccurate, and the information on the field of view, which is

distorted. One possibility to improve our method is that of only considering the un-

distorted center of the field of view, but this would increase the number of images to

treat and thus the complexity and susceptibility to mistakes. Improving our experi-

mental apparatus with a better corrected objective would also make for more accurate

stitching, which could be further refined by only considering an area devoid of cells

when calculating the stitching parameters. These solutions would only partially solve

the problem, because they do not take into account the registration between images

taken at different time steps. Another approach, to “kill two birds with one stone”,

would be that implemented by Trepat and coworkers [213]. It consists on including an
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additional layer of beads (diameter = 2 µm, different fluorescence spectrum) in the hy-

drogels, specifically attached to the bottom glass surface. While imaging the top layer,

where the markers for substrate displacement are, it is possible to gather an out-of-focus

image of the beads at the bottom, which is then used as template to align and stitch all

other channels. Although we researched these methods to ameliorate our technique, we

simply decided to concentrate on the analysis of cell motion and set TFM momentarily

aside.

3.1.3 Three dimensional morphological transition

Increased cell density and substrate deformations at the colony edges, a characteristic

of tissues in their relatively early stages of growth, are also correlated with the obser-

vations of a 2D-3D morphological transition at the periphery of the colony, typical of

later stages and higher cell densities. MDCK cells, which in normal cell culture con-

ditions (i.e. on a Petri dish) maintain a sheet-like phenotype, systematically formed

a 3-dimensional peripheral rim along the borders (see Figure 3.7). We refer here to

“3D” as a situation where the cell sheet develops multi-layered morphology and cells

are stacked one on top of the other. Confocal microscopy confirms the presence of cells

positioned higher in the z direction, which are not in contact with the substrate and only

share edges with cells underneath them. Interestingly, for square adhesive shapes we

often found a complete 3D edge, whereas the occurrence of this phenomenon is more

restricted to sharp angles as the aspect ratio of the diamond increases. The dependence

of the transition to the pattern angle is briefly displayed in Figure 3.7.

This 2D-3D transition is an relevant readout because it correlates directly to the

geometry of the substrate and, thus, our control parameter. Moreover, cells develop

in the vertical dimension at locations where we observed enhanced substrate displace-

ment, cell density and proliferation. These observations are extremely interesting be-

cause, even though the mechanisms underlying this phenomenon have been presented

in [128], their preferential occurrence at sharper corners is not yet clear.

3.1.4 Collective morphology changes induced by geometrical con-

straints

On the smallest tissues, the direction and magnitude of substrate displacements follow

the aspect ratio of the diamond itself. This means that, overall, cell rearrange to col-

lectively pull preferentially along a specific direction, which happens to be the major

axis. Since single cells on elongated patterns tend to exert stresses in the direction of
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Figure 3.7: Schematic drawing of the distribution of cells along the vertical direction at the
corners of small tissues (left) and relative images obtained with confocal microscope (right).
The figures show E-cadherins intensity for different sections of the sample obtained at different
z-positions.

their orientation (i.e. the direction along which they are elongated) [269], we won-

dered whether a similar phenomenon could be at play on a multi-cellular scale in our

set-up. The hypothesis is that our diamond patterns force all cells to reorient along the

longer diagonal. This morphological difference is then followed by a change in the force

exerted, to explain the specific deformation patterns observed.

For this reason, we concentrated on the morphology of cells within monolayers con-

fined to different geometries. For each diamond shape, we studied an average of 7

tissues at a density of ∼ 5× 105 cells/µm 2. We extracted the information on the shape

of each cell based on the E-cadherin staining, and we concentrated on the elongation

ratio (ER = Major axis length
Minor axis length

) and the orientation angle (measured as the absolute angle

with the longer diagonal of the diamond shape, see Figure 3.8a). To assess the response

of cells to the geometry imposed we first considered small tissues (area = 1× 104 µm2)

with angles 90°, 50° and 10°, on glass patterns. In Figure 3.8a, a color map is used to

display such response. On square patterns, cells retain a more round shape and a less

coherent orientation. As one might expect, near the edges cells align to the direction of

the constraint. As the aspect ratio of the diamond increases, cells progressively orient

themselves with the longer axis of the shape and, to better accommodate the substrate

geometry, take on a more elongated morphology. On 10° diamonds, cell orientation is

conserved along the whole colony, a fact evidenced by the uniform color in Figure 3.8a.
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The statistical analysis of cells within multiple tissues confirms these conclusions (Fig-

ure 3.8b). For what concerns the elongation ratio, we see a narrow distribution centered

(a) Example of cell elongation ratio (a.1) and cell orientation (a.2) distribution maps of MDCK cells on
glass substrates patterned with diamonds of different angles (from left to right: 90°, 50°, 10°).
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(b) Graphs reporting the distribution of elongation ratio (left) and cell orientation (according to scheme
in (a.2), right) for MDCK cells on glass patterns. The legend is reported under each graph. For each
geometry, the data reported is the average 7 model-tissues, approximately 400 cells. Black lines reported
above the graphs between data series are used to represent the results of the statistical significance of
differences (unpaired t-test) analysis.
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(c) Comparison of the distribution of ER (left) and cell orientation (right) for MDCK cells on glass and
soft polyacrylamide gels (40 kPa). For each geometry, the data reported is the average value for all cells
within 7 tissues. Error bars are the standard error of the mean. The difference between pairs (unpaired
t-test) is only significant when reported above the bars.

Figure 3.8: Cell morphology study results.
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on small values for square shapes. As we move to smaller angles, there is a progressive

increase in the width of the distribution, as the average shifts towards higher values.

Cell orientation follows a somewhat opposite trend, it is evenly distributed in the case

of 90° shapes, but strongly concentrates around ∼ 15° as we move to more elongated

diamonds. This value differs significantly from 0, not because cells effectively orient at

15°, but because we considered the absolute angle. This pushed a distribution, which

would otherwise be centered around 0, to all positive values. To assess whether the

rigidity of the substrates could affect these distributions, we then repeated the analysis

on PAA gels of rigidity equal to 40 kPa. As reported in Figure 3.8c, within this rigidity

range, the morphology of cells is unaltered.

It appears that very elongated diamond patterns induce global cell re-orientation

and increased ER. The cells in the center of the tissue, even though not in contact

with any edge, somehow change their behavior to accommodate for the presence of

boundaries. There is, therefore, a communication between cells, relaying morpholog-

ical information from the edge further within the tissue. To investigate how far this

transmission could travel, we fabricated PAA gels (rigidity = 40 kPa) patterned with

larger diamonds, always characterized by an acute angle of 10°. We then measured, for

each cell, the orientation angle against the edge of the tissue. Considering the intrinsic

symmetry of the diamond shape, we pulled together the data from the four symmetric

triangular quadrants, in order to effectively consider a single triangle (see Figure 3.9).

To obtain a map of cell orientation against the distance from the edge, we divided the

space into thin 5 µm stripes parallel to the boundary, and binned the data relative to all

cells whose centroid fell within a well defined stripe. This allowed us to obtain different

sub-populations of cells, depending on their distance from the edge. For each bin, we

then calculated the weighted average angle against the edge. We decided to use the

elongation ratio as a weight because the measurement of the orientation (i.e. the direc-

tion of the longer cellular axis) is more affected by noise on rounder cells, distinguished

by lower ER.

The results are presented in Figure 3.9. In all cases, cells within the first 10 µm from

the boundary show strong alignment (the angle is smaller than 15°), which then tends

to weaken further from the edge in a fashion dependent on the size of the adhesive

island. For the smallest tissues (short diagonal = 42 µm), there is a slight increase in

the average angle towards the center, but overall all cells orient within ∼ 20° from the

direction of the edge. On medium (short diagonal = 100 µm) and large (short diagonal

= 200 µm) diamonds, the average angle increases more sharply, and seems to saturate

at 45° for a distances between 60 µm and 100 µm. This particular value is significant
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Figure 3.9: The symmetry of the shapes chosen allowed us to collapse the data and only consider
a single triangular quadrant (top-left). The absolute angle of the major axis of the cell (green)
with respect to the direction of edge (red) is measured (bottom-left). All cells are then binned
depending on the distance from the edge, and the average angle is then plotted (right). Since
the angle can vary between 0° and 90°, random orientation is associated with an angle of 45°,
marked by the dotted horizontal line. Error bars are the standard error on the mean. For both
the smallest tissues n = 10, for the largest n = 4.

because, since the angle measured can vary between 0 and 90, 45° represents random

orientation, a behavior typical of unconfined tissues where cells are not affected by

boundaries. This also explains the deviation between diamonds of different sizes. On

very large tissues, cells coordinate their morphology to a distance of ∼ 60 µm, because

further than this cells are oriented randomly. On small tissues, on the other hand,

all cells fall within this distance from both boundaries, and this creates a more global

effect. As the diamonds increase in size, the edges become further apart and cells in the

center are less affected by their presence until, on the largest patterns, these cells lose

all information on the boundaries and their orientation becomes random. This value

also correlates well with the loss of a global substrate displacement along y for shapes

wider than 100 µm (see subsubsection 3.1.2.2).

Taken together these results indicate the presence of a strong correlation between

cell orientation and substrate displacement: when cells are globally oriented in the x

direction, so are the deformations caused by traction forces. These observations are also

supported by literature. Isolated cells on round patterns display an even distribution of

inward pointing forces. When placed onto more elongated patterns of same surface,

stronger tractions are concentrated on areas of small curvature, in a manner that main-

tains the mechanical work constant [269]. If we assume that cells within tissues behave

in a similar way (i.e. the preferred direction of the stresses exerted by a cell follows the

orientation of the cell itself), then our results are coherent. Elongated diamonds cause

global cell re-orientation, which in turn makes for a global change in the mechanical
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interaction with the substrate, with an increase of x displacement and a decrease in the

perpendicular direction. In fact, in our experiments, multicellular ensembles coordinate

their behavior so that the substrate displacement matches closely what we might expect

from a single cell of similar shape, a conclusion also present in [295]. Moreover, our

measurement of a “morphology correlation length” of approximately 60 µm is coher-

ent with the substrate deformation along the y direction. On small 10° diamonds, all

cells are aligned with the edges, and this makes for the neat bi-color distribution in

Figure 3.5 and Figure 3.4. This is because, although cells pull preferentially along x, a

small component of deformation along y is measured. For shapes narrower than 100

µm, all cells are oriented, and so the deformation distribution is maintained. For wider

shapes, cells lose information about the edge, orient randomly and so the direction of

pulling forces lose global coherence.

3.1.5 Dynamic observations of cell migration

The characterization of the mechanical interaction with the substrate and the static be-

havior of cells raised numerous questions, which could only be answered with extended

studies. Cells are inherently motile and their continuous locomotion, a possible source

of noise and disturbance, has to be reconciled with the presence of what seemed like

stable distributions of substrate displacements, cell density and cell divisions. Moreover,

the presence of dipoles in the deformation under single cells (see Figure 3.5) seemed

to suggest a strongly motile phenotype along the edges. For these reasons, we continu-

ously observed tissues for long periods of time (∼ 72 hours).

Preliminary videos of small 10°, 50° and 90° diamond shapes were gathered with

a lensless microscope (subsubsection 2.3.1.2). At relatively high cellular densities, the

resolution is not sufficient to distinguish single cells, but general conclusions can be

drawn by projecting all frames to calculate average intensity, standard deviation and

maximum value for each pixel (Figure 3.10b). The average intensity is higher along the

edges, an effect enhanced at the corners. This signal is distributed evenly for square

patterns, but tends to be more concentrated towards sharper angles as the diamond is

distorted, in a fashion reminiscent of how cells displace the substrate (see Figure 3.4).

Assuming the refractive index to be constant in the body of the cell, the signal intensity is

proportional to the local “quantity of matter” and, thus, local cell thickness. This means

that sharper angles are characterized by cells that develop more in the z direction.

This intensity distribution correlates with the locations where cell density was shown

to be higher, and, even though the images concentrate on a time period antecedent

to the appearance of 3-dimensional rim, with those positions where cell morphology
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(a) Examples of cell on patterns at different times after seeding (top-left corner). The images, taken with
a Cytonote® lensless microscope, show the reconstruction of the phase shift caused by the sample. Black
dots represent stronger phase shift, caused by the higher thickness of the cell at its center. (Scale bars,
200µm).

90° 10°50°

AVG
Intensity

MAX
Intensity

STD
Intensity

(b) Results of the projection off all frames gathered during a 32 h observation for different shapes. The
color of each pixel is proportional to the average intensity (top row), maximal intensity (central row) and
intensity standard deviation (bottom row) of all the frames obtained.

Figure 3.10: Lensless microscope observation results.

becomes multi-layered. What is somehow more interesting is the picture reporting the

standard deviation of the signal for each pixel, a quantity once again higher at the

sharper corners. At those particular locations, the thickness of the cell sheet oscillates

in time more than in the center of the figure. Since we know for a fact that mitotic

events are associated with fluctuations of cells thickness (cells need to first round-up,

and then spread again), this seems to hint again towards higher proliferative activity.

Given the inadequacy of this microscope for a more detailed analysis, we repeated

the experiments utilizing a different microscope equipped with a 10x objective. The im-

proved resolution allowed us to get a better idea of cell motion and track their migration

with PIV (see Figure 3.11).

Even though the movement of cells seemed chaotic, a set of characteristic behaviors

could be distinguished. On 90° diamonds (see Figure 3.11a), tissues rotate consistently

around their axis in a coordinated manner. Even though on these smaller diamonds all

cells participated in the global rotation, on larger tissues we observed the appearance of

multiple independent swirls, as previously reported for round adhesive islands [165].
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Figure 3.11: Dynamic observation of cell movement on diamond-shaped tissues. Small tissue
(top) display a different phenotype depending on the angle: sustained rotation for 90° (a.), left-
right oscillations for 10° (c.) and a combination of both for 50° (b.). On larger 10° diamonds,
the oscillations become more evident (d.) and sustained, as highlighted with a more dynamical
analysis extended in time (e.). The movement of cells is appreciated by plotting the average
phase-contrast intensity (e. left), where a clear “hourglass” pattern can be seen (blue-shaded
areas). These movements translate directly into patches of velocity of opposing sign the kymo-
graph of the x-velocity (e. center - dark-shaded areas), calculated according to (d. right). The
standing-wave characteristics of these oscillations are confirmed by the clear patterns present in
its auto-correlation of the kymograph (e. right).

Global rotations are also present on 50° diamonds (Figure 3.11b), albeit in a less con-

sistent manner, and are accompanied by moments of global leftward and rightwards

motion. On the most elongated 10° diamonds, rotations disappear altogether and, since

cell motion is strongly confined to the x direction, oscillations become more evident

(Figure 3.11c). Interestingly, whereas on 50° shapes the oscillations were of a global

nature (i.e. all cells move either towards the left or the right in a coordinated manner),
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on these elongated diamonds the behavior is reminiscent of a standing wave with at

least one node in the center.

In many physical contexts, the establishment of such standing waves is correlated

with constructive interference, which is in turn controlled by the dimensions of the

accessible space. In keeping with this comparison, we considered larger 10° tissues

to investigate how a modulation of the length along the x direction would affect this

oscillatory behavior (Figure 3.11d). In this situation, we observed what seemed like

a long-range standing wave in the local cell velocity. Moreover, the number of nodes

increased, thus maintaining the wavelength approximately constant. Figure 3.11e rep-

resents the behavior of tissues in time. On the left we directly observe the displacement

of cells, which first move towards and then away from each other in a periodic man-

ner. We can then plot a kymograph of the local velocity, where this behavior appears

as patches of positive (blue) and negative (red) velocities. Interestingly, this alternation

occurs in both time and space, suggesting once more the establishment of long-range

coherent standing waves in cell velocity. The periodicity can be visualized, and later

measured, by calculating the auto-correlations of the kymograph. In this case, we ob-

serve an extremely regular pattern, which reproduces perfectly what we would expect

from a standing wave (see subsubsection 3.2.5.1).

Altogether, these results are in agreement with the presence of an “edge effect”,

which selectively affects cells sitting at the borders of the tissues. Our observations of

different aspects of cell behavior, mainly correlated to proliferation and morphology,

corroborate this effect, and seem to be coherent with the establishment of a long-range

mechanical landscape.

Even though these results constitute a solid base to structure future research on, we

chose to concentrate on what was, in our opinion, the best path to bet our limited time

on: the observations of sustained oscillations of cell velocity.
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3.2 Wave-like collective cell migration modes

Considering our previous results, we chose to develop a new experimental protocol to

reproduce and characterize periodic oscillations in cell velocity. Even though similar

waves had previously been observed, our choice is justified by the potential novelty of

our findings.

We worked on confined environments to obtain a phenotype reminiscent of a stand-

ing wave. In that, our observations represented something different from traveling ve-

locity waves in expanding monolayers (see subsection 1.8.1). On other hand, since cells

were often shown to migrate in opposite directions, our results are not well described

as breathing oscillations neither (see subsection 1.8.2).

Moreover, if the presence of these different oscillations is generally accepted, their

origins are still unknown. Setting momentarily aside the biological components that

make oscillations possible, we feel like the question of what controls their characteris-

tics, in terms of wavelength and period, is extremely relevant. Does the environment

dictate the way cells oscillate? Or is their behavior a consequence of some innate fea-

ture?

In light of this reflection, our observations of different migratory modes controlled by

the environmental geometry (Figure 3.11) were especially intriguing. They suggested

that the specific shape chosen does, indeed, affect the way cells oscillate, but our exper-

imental setup was not suited to confidently answer this question. We therefore decided

to refine our approach, and to concentrate on understanding whether collective wave

excitation in epithelial cell monolayers are intrinsically encoded in the activity of the

cell, or if they are affected by external constraints.

3.2.1 The new experimental approach

Diamond shapes, especially those characterized by more acute angles, allowed us to

recognize the presence of wave-like oscillations in cell velocity (Figure 3.11). The in-

spection of our preliminary data revealed three noteworthy observations: (i) the size

of the confinement along y seems to control the appearance of swirls or vortices in cell

motion, so that, below a certain size (∼ 100 µm in our case), no vorticity is allowed; (ii)

the confinement along x controls the number of nodes in cell velocity and the overall

shape of the waves obtained; (iii) based on a closer inspection of 50° diamonds, the two

phenomena (oscillations and vortices) seem mutually exclusive. Building upon these

observations, we adjusted our experimental aim to specifically target velocity waves.
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We abandoned diamonds shapes and simplified our design to create rectangular tis-

sues, or strips. On the one hand, we lost the additional control parameter offered by

the presence of angles of different sizes, on the other, width and length of rectangular

shapes can be scaled independently. By fixing our width to 40 µm, we avoid the addi-

tional difficulty of dealing with vortices and 2-dimensional motion in general, and we

are left with a single control parameter, the length (LX), to change the behavior of our

system.

Moreover, in line with our bottom-up approach, thin rectangles should create global

cell alignment in the x direction, a hypothesis supported by our preliminary data on

cell orientation (see Figure 3.9) and by literature (subsection 1.7.2) [256, 257]. This

fact, accompanied by a restriction of cell motion in the same direction, should allow

us to average all measurables along y, creating a situation we refer to as quasi one-

dimensional. Even though this averaging was already performed for diamonds, the

peculiarity of that shape meant that each position along x corresponded to a different

confinement, i.e. a different tissue width, a situation that is avoided for thin lines.

The width of the strip, although kept constant throughout our experiments, remains

a valuable control parameter for future investigations.

3.2.2 Preliminary observations

To verify whether we could reproduce oscillatory behavior on thin lines, we repeated our

experiments on newly fabricated patterned gels (rigidity = 40 kPa). We created lines

whose length (LX) varied between 100 and 2000 µm, and seeded MDCK cells with an

initial concentration of∼ 2.5± 0.5×104 cells/cm2. The samples were washed with fresh

medium 1.5 hours after seeding, then placed in the incubator (37 ◦C and 5% CO2) for

the remainder of the experiment. Cells were imaged for∼ 72 hours gathering one frame

every 10 minutes, beginning some time before confluence. Since the initial number of

cells on each adhesive island was impossible to control accurately, the observation was

continued until ∼ 48 hours after confluence for all tissues in the field of view. PIV then

allowed us to follow the movement of cells (final resolution = 20 min and 28 µm).

An example of a field of view containing strips of different lengths and the relative cell

velocity is reported in Figure 3.12.

The first brief visual inspection of cell motion, done to verify whether we could re-

produce those wave-like patterns observed on diamonds and if we could shed more

light on the existence of different migration modes, quickly reveled the almost ubiq-

uitous presence of self-sustained oscillations. The results are reported in Figure 3.13.

Cells over the whole range of lengths were observed to move in an wave-like alternating
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150 µm

y

x

Figure 3.12: Example of the movement of MDCK cells confined to strips of different lengths
(from left to right: 1000 µm, 500 µm, 300 µm). Local velocities measured with Particle Image
Velocimetry (red arrows) are superimposed on a phase contrast image obtained with lensless
microscopy.

fashion, and all instances can roughly be divided into two major categories: (i) global

oscillations, where all cells move alternatively leftwards and rightwards in phase, and

(ii) multi-nodal oscillations, characterized by multiple iterations of these global move-

ments, in phase opposition and separated by locations at which cells do not move.

Because of their resemblance to standing waves, we refer to these locations as nodes.

Short lines are characterized by global oscillations, whereas for LX > 500 µm nodes

are present in the majority of cases. It also appears that on long lines cells located at

the nodes are being alternately compressed and dilated.

The examples reported in Figure 3.13 are extremely efficient at explaining our ob-

servations, but they do not necessarily represent the whole range of behaviors observed

during our experiments. The instances reported have approximately the same wave-

length, whereas a brief examination of multiple tissues reveals the presence of strong

intrinsic variability, as often the case with biological samples. Also, these modulations in

cell velocity are often superimposed on long-range deformations, which can be thought

of as monotonic stretchings of large parts of a tissue (in the order of mm). These issues,

together with the difficulty of clearly identifying and discriminating different oscillation

modes, convinced us of the need for better tools. We briefly realized that being able to
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MULTI-NODAL oscillation GLOBAL oscillations
LX = 200µm

LX = 300µm

LX = 500µm

LX = 1000µm

LX = 1500µm

Figure 3.13: Preliminary observation of oscillations in tissues of different length. Arrows repre-
sent local cell velocities measured with PIV, velocities pointing in the positive (negative) x-axis
direction are shown in red (blue). Two main migration modes are observed: global (right)
and multi-nodal oscillations (left). A scheme summarizing the general trend of the velocity is
reported underneath each image. The gray wave-like dashed line illustrates and reinforces the
similarity between cell movement and a standing wave in cell velocity.

reproduce such phenomena would only be useful if complemented with a strong proto-

col to measure their properties, in terms of wavelength and period. The techniques we

implemented to this end are presented in the following sections.

3.2.3 Velocity oscillations are typical of a specific time-window

MDCKs were seeded onto the patterned substrates and imaged for ∼ 72 hours. Averag-

ing the velocity magnitude over the entire line revealed a trend common to all tissues

(see Figure 3.14). Before confluence, the average velocity increases, it then reaches a

maximum around the moment where all available space is occupied, and finally displays

a slow decrease which stops with jamming. A quick observation immediately revealed

that velocity oscillations were typical of an intermediate period of time (red-shaded area

in Figure 3.14).

Even though cells were actively migrating before confluence, their motions seemed

erratic and disordered. To exclude this initial period and to ensure that the tissue would

be in contact with the entirety of the confinements imposed, we restricted our observa-

tions to consider only confluent tissues. Since cell motion is strongly inhibited after

jamming, and so are oscillations, we also excluded all time-points where the aver-

age absolute velocity was lower than 4 µm/h (see subsubsection 1.5.2.2). Given the

short doubling-time of MDCK cells (∼ 20 hours), the window considered encompassed
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Figure 3.14: Plot of the temporal evolution of the average velocity magnitude for an exemplary
tissue of length 1500 µm (blue-line), and the trend obtained with sliding average (size = 10
points, red-dotted line). The area shaded in red represents the time-window where oscillations
are most visible, and, thus, the interval considered for further analysis.

roughly 24-32 hours. For the remainder of this work, all quantification is done only on

data that falls within this time-window, which was calculated for each line individually.

3.2.4 Velocity is limited to the x-direction

Cell movement appeared to be predominantly confined within the x direction, which

was one of the objectives we had in mind while designing the lines. To estimate the

magnitude of this confinement we calculated the ratio of the average absolute velocity

along the two directions (Vratio = 〈|vx|〉/〈|vy|〉). In order to compare strips and diamond

shapes, we also calculate Vratio for small diamond tissues. The results are in Table 3.2.

A value of Vratio = 1 represents an unconfined situations where cells move equally

in all direction, whereas the prevalence of movement along x pushes Vratio to higher

values. As expected, cell on square shapes have a Vratio = 1, indicating that migration

does not happen over any preferential direction. The disappearance of swirling motion

on more elongated tissues is then associated with an increase in Vratio, which reaches

Vratio = 3.9 for 10° diamonds. The same value is obtained for 500 µm long lines, whose

length and width approximately match that of elongated diamonds. This indicates that

thin strips replicate the general velocity confinement previously associated with oscil-

lations. Moreover, these results confirm that cell movement in the vertical direction

can be neglected to focus mainly on x, the only variable in our quasi one-dimensional

system.

By making these lines longer, we notice a steady increase in Vratio. This can be
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Vratio

Table 3.2: Table reporting the average absolute velocity along x divided by the average absolute
velocity along y for tissues of different shapes. The error is calculated as the standard deviation.
All diamonds had area = 1× 104 µm2.

| |< <

Table 3.3: Table reporting the average absolute velocity for tissues of different length. For each
value of LX , we report the standard deviation (STD) and standard error on the mean (SEM).

explained by considering the effect of the vertical edges: their presence slows cells

down and acts as a defect, disrupting coherent orientation and creating a more noisy

velocity field. Since their presence has higher relative impact on shorter tissues, we can

explain the measured increase of Vratio with the length of the strip.

To quantify this effect, we calculated the average absolute velocity for lines of dif-

ferent lengths (〈|v|〉). We considered all PIV measurements and all frames falling within

the time window mentioned earlier. The results are presented in Table 3.3. Shorter

lines are associated to a lower average velocity, which seems so corroborate our previ-

ous deduction. The high STD value indicates the great variability within PIV windows,

but the difference in average velocity remains relevant because of the high number of

measurements, which makes for a small SEM.

3.2.5 Methods for the quantification of oscillating behavior

To follow cell motion over time and obtain a visual representation of the oscillations,

we average the x-velocity over y (vx (x; t) = 〈vx (x, y; t)〉y) to yield the kymographs re-

ported in Figure 3.16, Figure 3.17, Figure 3.18 and Figure 3.19. This choice was further

supported by the predominance of cell motion in the x direction. We also repeated the

operation averaging y-velocity over x and averaging y-velocity over y, but none of these

attempts yielded any measurable periodicity.
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To better visualize the presence of cyclical velocity inversions we computed the auto-

correlation (AC) function of the kymograph g(δx, δt) = 〈v‖ (x, t) v‖ (x+ δx, t+ δt)〉x,t.
Before diving into the specifics of the protocols implemented, I want to reserve some

time to describe this tool, which revealed itself to be of the utmost versatility throughout

my thesis.

3.2.5.1 Brief interpretation of the auto-correlation image

The auto-correlation, already introduced in the context of PIV and image stitching (see

chapter 2), was chosen because it is an effective instrument to highlight periodicity

while averaging over large signals, in this case the entire kymograph. This section is

meant to give a practical working knowledge of how the auto-correlation was used in

my work, enough to understand my interpretation of the omnipresent images in the

remainder of this chapter, and it is not to be mistaken with a complete treatment of its

mathematical background, which can be found elsewhere [298].

A simple interpretation of the auto-correlation image is as follows. The intensity

of every pixel represents the degree of similarity between two images superimposed

in a specific manner. In our case, both pictures are identical and correspond to the x-

velocity kymograph. The procedure consists on multiplying the image with itself, and

then repeating this operation adding a misalignment, or shift (τ), between the two

pictures. Since the multiplication of matrices (i.e. pictures) results is another matrix,

every step of this operation introduces a third image, which is then collapsed to a single

value, or score, by summing all of its pixels. This means that for each value of the

shift τ(x, t), which is a function of space and time, we obtain a score corresponding to

the degree of similarity between the image and itself shifted by that exact τ(x, t). By

plotting this “similarity score” as a function of the shift we obtain the auto-correlation

image in Figure 3.15 and Figure 3.16b. right.

If the two images are identical or have a high degree of similarity, the multiplication

results in a high score. On the other hand, if the images are different, or simply mis-

aligned, there is a higher chance that areas of positive values will overlap with areas of

negative values, and their multiplication will thus yield negative results, lowering the

overall score. Briefly, the lower the similarity, the lower the score and vice versa.

With this in mind, we can now understand the images in Figure 3.15 and Fig-

ure 3.16. The peak corresponding to τ(x, t) = 0, which is conventionally placed in

the center of the image rather than in the corner, is the integral of all pixels of the

image obtained by multiplying the kymograph by itself. In this case, superimposition

is perfect and this means that there is no other value of τ(x, t) that can cause the two
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Figure 3.15: Simplified models of kymographs and their auto-correlation. In the examples
reported, the migration of cells is modeled as square standing waves, with 5 nodes (b.) or
without (a.). The auto-correlation images clearly display a pattern, whose periodicity, mirroring
that of the square standing waves, can be easily measured.

images to have higher similarity. The intensity of the central peak is maximal, and it is

therefore set to 1. For what concerns any pixel at a certain distance τ(x, t) from the cen-

ter, its intensity is proportional to the degree of similarity of the kymograph with itself

after that much time and after that much space. Being the kymograph a representation

of cell velocity, the presence of a peak in the auto-correlation at a certain time-shift tells

us that, after that much time, cell are moving similarly to how they were moving orig-

inally. Contrarily, a negative peak means that after that much time, cells are moving in

the opposite direction. The same holds true for the x-direction, or space.

A periodicity in the auto-correlation image directly mirrors a periodicity in the way

cells move, and this is the reason why we chose it as a tool to put numbers on our

oscillations.

Figure 3.15 shows two examples of over-simplified kymographs and their relative

auto-correlations. The movement of cells is here modeled, I use the word in its broadest

meaning possible, as a square standing wave. Cells are either moving rightwards or

leftwards with unitary velocity, and their behavior is inverted periodically. Two things

are noteworthy: (i) the auto-correlation images oscillate between values of 1 (the image

is symmetric, so it overlaps perfectly with itself) and -1 (all positive areas overlap with

negative ones); (ii) the distance between peaks in the AC matches exactly that between

areas with same sign in the kymograph, i.e. the periodicity of a kymograph and its AC

is identical. This fact is utilized later on to calculate the time period and wavelength

for real, more noisy, experiments. The peculiar kymographs generated in Figure 3.15

are somehow archetypal of those encountered during our experiments, and should, as
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such, be used as a reference throughout the remainder of the chapter.

3.2.5.2 Noise-removal with Gaussian filters

Moving on to real examples, the presence of wave-like motion was immediately evident

by the observation of brightfield images and the relative velocity field (Figure 3.16a).

Unfortunately, such oscillations did not manifest themselves as distinctly in the rela-

tive kymographs (see Figure 3.16b), where the presence of periodic movement is all

but clear. On the other hand, regularly spaced bands and motives appear in the auto-

correlation, which, thanks to its averaging of the entire experiment, manages to high-

light periodicity in noisy environments. A brief comparison of the images reported in

Figure 3.15 and Figure 3.16 reveals the strong difference in the background intensity

of the AC. The difficulty of a direct wave-identification in kymographs and the possi-

bility of increasing the quality of the auto-correlation and the successive quantification

convinced us of the need for improvement.

We realized that two major factors were affecting the kymographs: (i) the presence

of long-range tissue deformations, or stretchings, highlighted in the white dashed box

in Figure 3.16; and (ii) local noise in the PIV quantification. Following the path taken

in [195], we decided to filter the kymographs utilizing a Gaussian blur.

Basically, this consists in convoluting an image with a 2D-Gaussian function, an

operation whose net result is to blur the picture, which appears out-of-focus. An equiv-

alent way to imagine it is by considering a sliding average whose kernel has a Gaussian

shape: each pixel becomes the weighted average of the intensities of all pixels within a

neighboring area, an the weight is defined by the Gaussian function itself. By changing

the characteristics of this function, in both space and time, we choose the size of the

area over which the average is performed, and this results in a different amount of blur.

This operation is done because the net effect is that of a filter: by blurring an image

we lose detail. With a small amount of defocus we only lose very tiny detail, contrarily,

with a large defocus we lose all but extremely large objects. In general, the size of the

objects becoming indistinguishable increases with the amount of defocus. In our case,

the defocus is externally-imposed, so we can directly control it by changing the size of

the Gaussian kernel. This means that by carefully selecting and applying different blurs,

we effectively choose which details to retain and which to lose.

In general, when we apply a Gaussian blur, whose kernel is defined by a certain σx

and σt, we lose all detail whose size is smaller than the σ chosen. From the shape of the

Gaussian kernel

G(x) =
1√
2πσx

· e−
x2

2σ2x (3.1)
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we can calculate the precise transfer function of the filter, which describes the intensity

transmitted at each frequency:

G(f) = e
− f2

2σ2
f (3.2)

with σxσf = 1
2π

and f = 1
x
. I report here the 1-dimensional case for simplicity, the

equations in 2-dimensions are the product of the two Gaussians, one per each direction

chosen.

A Gaussian blur is traditionally a low-pass filter, meaning that it tends to attenuate

all signals with frequencies higher than a certain cutoff. This is ideal to remove local

noise, which is characterized by an extremely high spatial and temporal frequency. To

achieve this, we treated the images with a low-pass Gaussian filter (σx=20 µm, σt=30

min, kernel size = 3×σ), obtaining the image in Figure 3.16c center. To remove large

deformations, which are associated with an extremely low frequency and are thus re-

moved with a high-pass filter, we work in the opposite direction. We first applied a

low-pass Gaussian filter (σx=120 µm, σt=130 min, kernel size = 3×σ) to generate an

image only retaining the deformations we want to exclude (Figure 3.16c left), and we

then subtract this image from the one obtained by removing high-frequency noise. By

applying these two filters in succession we effectively remove the contribution of large

deformations and local noise, obtaining a kymograph only reporting those frequencies

we associate with oscillations in cell motion (Figure 3.16d left). The transfer functions

of the filters applied are reported in (Figure 3.16c right). By calculating the auto-

correlation function of the filtered kymograph we obtain an image which reproduces

much of the original periodicity, without the presence of strong backgrounds related to

the contribution of noise.

The use of filters, although so far presented in a positive light, is in fact a “double

edged sword”. If, on the one hand they are a great tool to extract features from noisy

environments, on the other they can be responsible for the generation of artifacts. In

the specific configuration we implemented, this latter situation has to be taken into

considerations. When applying two Gaussian filters, the overall transfer function has a

clear peak in the center. If we treat white noise, which contains every frequency in equal

amounts, with such filters, the output will reflect the shape of the filter, presenting a

clear signal at exactly the position of the peak in the transfer function. In this situation,

we artificially create the signal we are seeking in data which would otherwise only

contain noise.

In order to avoid this artifact, we always juxtaposed all observations of the filtered

data with both the original, untouched data and that obtained by only removing long-
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Figure 3.16: Example of the filters applied to kymographs. Oscillations identifiable by observing
brightfield images and local cell velocity (a. - blue arrows = positive x-velocity, red arrows
= negative x-velocity) are not always evident in the kymograph (b. - left), often due to the
presence of tissue deformations (white dashed rectangle) and noise. Even though the presence of
periodicity is evident by calculating the auto-correlation (b. - right), quantification is hindered.
The effect of tissue stretchings (i.e. low-frequency motion) is estimated by applying a large
Gaussian blur to the kymograph (c. - left), whereas a small Gaussian blur is applied in order
to remove high-frequency local noise (c. - center). A final filtered kymograph is the calculated
by subtracting the low-frequency components from the de-noised image (d. - left). The auto-
correlation of the filtered kymograph shows all the periodicity of the original, with a smaller
noise component. The transfer functions relative to the application of both filters or only the
large one are reported in (c. - right).
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range tissue deformations. The plots of all three data-sets are present in Figure 3.17 and

Figure 3.18, in a way that matches exactly the graphs we utilized for the quantification.

This allowed us to discern between peaks characteristics of cell behavior, and those that

could be affected by the artifacts mentioned above. Throughout the analysis presented

below, we used the unfiltered plots to determine whether a periodicity was effectively

present, and the filters to help us guide the eye and better pinpoint the peaks associated

to the oscillations.

In light of these observations, the size of the filters is of the utmost importance

because, even though precautionary measures were put into place, it can drastically bias

the quantification. To minimize this effect, we first ran one cycle of analysis without

filters on all our data relative to lines longer than 500 µm. This yielded very noisy

measurements of the space and time periods, which were then utilized as targets to

center the transfer functions on.

3.2.5.3 Periodicity calculation with auto-correlation

A schematic representation of the procedure followed to calculate the periodicity is re-

ported in Figure 3.17. After filtering the kymograph, the presence of oscillations in both

time and space is more evident, as highlighted in Figure 3.17-top. The quantification

of the typical period, corresponding to the average time necessary for cells to change

direction twice, i.e. a full wavelength, is done thanks to the auto-correlation. By plot-

ting a vertical line-profile crossing the central peak of the AC image (Figure 3.17f), we

effectively observe how cell velocity evolves in time. The presence of a negative peak

at a specific time shift (τ(t)) indicates that, on average, the local velocity has changed

sign. Accordingly, the presence of positive peak at τ(t) tells us that cell velocity is back

to its original direction. The time period was measured by manually detecting all peaks

in the auto-correlation plots. The same is true for what concerns the space period (i.e.

the wavelength), which was calculated by measuring the time-shift associated with a

peak in the horizontal plot-profile (Figure 3.17e).

The specific method employed to calculate the AC, two successive fast Fourier trans-

forms, introduces an additional effect that has not yet been tackled. As mentioned

above, the calculation of the auto-correlation implies shifting two images with respect

to each other. While doing so, the area where they overlap, and where we can effec-

tively multiply the two, decreases. In the specific situation of this work, this is not

a problem because the methods utilized include the equivalent of periodic boundaries

conditions. In layman’s terms, this is equivalent to calculating the auto-correlation of an

infinite image created by stitching the kymograph together in a sort of tile-work. This
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Figure 3.17: Schematic representation of data analysis on full kymographs. Examples of the
filtered kymograph (a.) for a 1500 µm long tissue displaying clear oscillations in space (b.)
and time (c.). Two plots of the velocity profile ∼ 4 hours apart are presented in (b.), showing
a clear phase opposition: all cells have inverted their velocity direction. The same periodic
inversion is true for the velocity in time at a specific location (c.). The typical local time and
space periods can be visualized on these plots, but a more thorough calculation of these variables
relative to the whole kymograph is carried out from the auto-correlation (d.). The vertical (e.)
and horizontal (f.) plots represent the periodicity of the entire kymograph in time and space,
respectively. By identifying the peaks we can estimate the typical periods.

also means that, because of symmetry considerations, shifting by half length towards

the right or towards the left becomes equivalent, and, finally, that we can only measure

the correlation in space for 1/2×Lx and in time for 1/2 of the total experiment duration.

This effect strongly limits our ability to see higher order peaks, which would be visible

for longer lines or for experiments where oscillations lasted for more extended periods

of time. Nevertheless, higher order peaks were observed in space, especially for 1500

µm and 2000 µm long lines, and often in time, as reported in Figure 3.18. In those

cases, the position of each peak was divided by a number defining its order, so that the

second peak would be divided by 2, the third by 3 and so on. All the values obtained

were then averaged to generate a single value of the period.

For these same symmetry factors, on 500 µm long lines, the first peak, situated at a

shift of ∼ 400 µm, was not visible. For this value of LX , the wavelength was calculated

by measuring the position of the first negative peak, and then multiplying it by 2 to
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estimate the hypothetical position of the first positive peak.

3.2.5.4 Horizontal and vertical sub-kymographs
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Figure 3.18: Schematic representation of data analysis performed by sub-dividing kymographs.
To improve the quantification of space and time periods, we divide the filtered kymograph into
overlapping horizontal (a.) and vertical (b.) sub-kymographs. These represent the behavior
the tissue within specific time or space windows. The size of each sub-kymograph is chosen to
identify 1 period (∼ 3 × period). For each sub-kymograph, we calculate the auto-correlation
and then identify all peaks (black arrows), in time for vertical crops (b.-right), and in both space
and time for horizontal crops (a.-right).

The experiments are associated with a slow increase of cell density, which in turn

affects the average migration velocity and the velocity-correlation length (see subsec-

tion 1.5.2). We therefore wondered whether these phenomena could result in a slow

change, increase or decrease, of the typical period in time, which could potentially ren-

der our data analysis ineffective. A strategy to avoid this effect consist on measuring

the period more locally in time, by sampling the kymographs and dividing them into

sub-kymographs, only concerned with shorter amounts of time. This strategy, summa-

rized in Figure 3.18, allowed us to measure the space period for different time points.

Based on preliminary results obtained by considering experiments as a whole, we de-
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cided to crop the kymographs into sub-units of 14 hours, with an overlap of 7 hours

(Figure 3.18a). This size is more than double the expected time period, which allows

the visualization of the first peak in time, and since these horizontal crops span the

whole x-axis, we could also measure the space period. We also applied the same proce-

dure in the vertical direction, by sub-dividing the kymographs into vertical stripes 500

µm wide with an overlap of 250 µm (Figure 3.18b). In this case, we only measured the

time period.

For each crop, we calculated the auto-correlation, and then measured the periodic-

ity by manually detecting the peaks in the plot profiles. Just like explained above, all

peaks were divided by their order-number and averaged to obtain one value per sub-

kymograph. All the values corresponding to different crops were then averaged to yield

one final estimation of the time and space period for that specific tissue. Even though

we measured all of these quantities, we eventually considered the time period estima-

tion obtained from vertical sub-kymographs, and space period estimation obtained from

horizontal sub-kymographs. This because the values of time period calculated from hor-

izontal and vertical crops did not differ substantially, so those from vertical crops were

deemed better because of the possibility to visualize peaks of higher order, which could

make the estimation more accurate.

PERSONAL NOTE

I like to think that I am aware of the risks of over-analyzing one’s data. Every step,

every filter, every mathematical function tends to introduce a bias, which is, in my

opinion, too often not duly assessed or considered. With the proper combination of

data analysis, data selection and a pinch of (purposeful or not) neglect, we can draw

any result from any data set, regardless of the presence of a signal or not. With

this in the back of my mind, I quickly grew aware of the need to employ many such

strategies in order to reach meaningful conclusions. The almost ubiquitous presence

of the unfiltered data throughout our analysis was one of the precautionary measured

I put in place, while I tried to double-check every step of the way. Ultimately, what

convinced us of the quality of the data was the almost constant presence of periodicity

in the auto-correlation of untouched data. We then used more “insidious” analysis

in order to put numbers on a phenomenon we could, first of all, see with our eyes.

The reader will be the judge of our approach.
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3.2. WAVE-LIKE COLLECTIVE CELL MIGRATION MODES

3.2.6 Transition between wave-like modes

After the application of the Gaussian filters and the calculation of the AC function,

approximately 95% of experiments could be clearly separated into the two categories

previously mentioned: global or multi-nodal oscillations. To quantify the appearance of

either phenotype as a function of LX , we systematically calculated the filtered AC image

for each experiment and assigned it to one of the categories. Those instances where no

clear pattern could be recognized were counted separately, and represent the missing

fraction for those values of LX where the sum of occurrence of both phenotypes differs

from 100%. The results, together with some examples of kymographs and their relative

AC, are reported in Figure 3.19.

The relative incidence of the two behaviors depends strongly on LX , with a clear

transition between modes for LcX ' 400 µm. Global oscillations are overwhelmingly

prevalent for LX < LcX , tissues whose length is comparable with LcX can display both

phenotypes in variable ratio, and above LcX multi-nodal oscillations dominate statically.
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Figure 3.19: Transition between global and multi-nodal migration modes. The relative occur-
rence of each phenotype as a function of tissue length is reported in the top-left corner. For each
point, we considered on average 39 tissues, obtained from three independent experiments. The
square boxes report examples of global (a) and multi-nodal (b, c) oscillations. Tissues of LX =
500 µm display a mix of both phenotypes, but the example reported is that of a clear standing
wave with a node in the center (b).
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3.2.7 Time period and wavelength do not adapt to the confinement

These results seem to suggest that, when possible, tissues establish multi-nodal oscilla-

tory modes with predetermined features. When confined to spaces smaller than those

characteristic of a full wavelength, the behavior changes.

To verify whether the typical periodicity is predetermined, or if it adapts to the

confinement, we measured the time and space-periods for tissues of different LX . For

each experiment, we calculated the auto-correlation of the sub-kymographs to extract

the periodicity in the two dimensions. We then averaged all values to obtain the results

in Figure 3.20. In those cases displaying global oscillations, the space period is imposed

by the confinement. Since a measurement is impossible, it is not reported.

The graph in Figure 3.20 confirms the presence of two regimes with a transition

around LcX ' 400 µm. For relatively short tissues, where global oscillations are the

prevalent phenotype, the time-period scales linearly with the tissue size, while the

wavelength, imposed by the confinement, is not calculated here. On the contrary, when

multi-nodal waves dominate (LX > 500 µm), both time-period and wavelength are

approximately independent of LX . To estimate such periodicity, we averaged all data

obtained for tissue lengths only displaying multi-nodal oscillations (LX = 1000, 1500,

2000 µm) to obtain values of wavelength and period equal to λ = 380 ± 40 µm and

T = 4.7± 0.8 hours, respectively (errors represent the standard deviation, n = 130).

Using the typical time and space-period, we also calculate an effective velocity u =

LX/T ' 78 ± 13 µm/h, which is approximately independent of the tissue length. Even

for short lines, in the global oscillation regime, u is preserved because the time-period

scales linearly with the pattern length. Moreover, we notice that u is approximately 10

time larger than the velocity of single cells (Table 3.3).

Taken together, these results confirm the existence of self-sustained oscillations in

epithelial monolayers. Thin lines of different length, combined with a robust protocol

to highlight specific components, allowed us to emphasize the presence of a transition

between wave-like migration modes. Such transition between global and multi-nodal

oscillations happens for tissue sizes around ∼ 400 µm, a length that matches the typical

wavelength measured. Moreover, since the time and space periods do not adapt to the

confinement, we can conclude that these oscillations are intrinsically encoded in the

cells.

All these result have been recently published [279] (see section A.3), together with

the theoretical model that helped us guide our choices. Such model was developed by
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Figure 3.20: Dependence of space and time period on tissue length. Quantification of the typical
periodicity for tissues of different length seeded on PAA gels (rigidity = 40 kPa). The typical
space-period (blue) and time-period (gray) as a function of tissue length are plotted on the left.
Error-bars represent the standard error on the mean. The same data is reported in more detail
in the table (right), together with the standard deviation (STD) and the standard error on the
mean (SEM). We considered on average 39 tissues per each value of LX , obtained from three
independent experiments. The space (λ) and time (T ) periods typical of multi-nodal oscillations
are calculated as the average of the measurements of all tissues for which LX >500 µm. The
values and relative histograms are reported in the inset (bottom-right).

Magali Le Goff and Kirsten Martens 1, and it constitutes an integral part of the work we

have summarized in the article. As such, I briefly introduce it here, limiting myself to

its basics and the general conclusions it led to.

3.2.8 Oscillations are reproduced by a Self-propelled Vertex model

Without diving into a detailed review of existing physical models, which can be found

elsewhere [178, 179, 299, 300], a number of recent works have demonstrated the ad-

equacy of Self-propelled Vertex models (SPV) to describe collective cell motility [180,

189, 264]. For this reason, we adapted a SVP model in order take into account the

presence of boundaries, a fundamental component of our experiments. This implemen-

tation helped us in understanding the basic ingredients for oscillations and ultimately

predicted the presence of the phase transition we have confirmed experimentally.

3.2.8.1 Implementation of the Vertex model

A complete description of the model and our implementation can be found in [279,

301]. Briefly, the confluent cell monolayer is modeled as a two-dimensional network of

1Kirsten Martens, Université Grenoble Alpes, Laboratoire Interdisciplinaire de Physique, CNRS, F-
38000 Grenoble, France
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Voronoi polygons, where each cell is described by the position of its centroid (ri) and

the portion of space which is closer to its own centroid than to all others. The energy of

each configuration is described by:

E =

Ncells∑

i=1

K

2

(
Ai − A0

)2
+

Ncells∑

i=1

Γ

2

(
Pi − P 0

)2 (3.3)

where Ncells is the total number of cells, Ai and Pi are the area and perimeter of the i-th

cell, K and Γ are the area and perimeter stiffness respectively, A0 is the target area and

P 0 the target perimeter, identical for all cells.

In the absence of other forces like self-propulsion, the mechanical behavior of the

tissue is governed by a model parameter, the shape factor (p0 = P 0/
√
A0), that encodes

single-cell properties such as cell-cell adhesion and cortical tension [185]. It was shown

that for small values of the shape factor (p0 < 3.81) the tissue behaves as a solid, i.e. it

has a finite yield stress, while for large values of p0 (> 3.81), cell shape deformations

require no energy and frequent neighbor exchanges lead to a fluid-like behavior. In our

case, these parameters were chosen to describe a monolayer in a solid-like regime (p0 =

2.5).

The dynamic response of the system is calculated by solving the equation of motion,

describing the evolution of the position of each centroid over time. In our implementa-

tion, as is previous studies [180, 264, 301], we consider overdamped dynamics, i.e. a

force balance between frictional forces with the substrate and the forces acting on each

centroid:

γ
∂ri
∂t

= Fi + fani + νi(t) (3.4)

where γ is the friction coefficient describing the interaction between the cell and its sub-

strate. The force acting on each cell has 3 components: (i) a mechanical force between

cells, calculated as the negative gradient of the energy functional (Fi = −∇riE); (ii) a

self propulsive active force, at constant velocity (v0), acting along the direction of cell

polarity (ni); (iii) a uncorrelated stochastic force (νi(t)), which introduces noise.

Finally, as discussed elsewhere (see subsection 1.8.3), any model explaining the

presence of waves in an overdamped system requires an additional component to play

the role of the “effective inertia”. In our case, we introduce a feedback mechanism

reorienting the polarization of each cell with the direction of its motion. If we describe

cell polarity based on the angle (θi) with the x-axis [i.e., ni = (cos(θi), sin(θi))], the
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dynamics of ni follow the equation:

∂θi
∂t

=
1

τal
sin(θi − φi) + νri (t) (3.5)

where φi is the angle between the velocity of cell i and the x-axis and νri (t) an orien-

tational Gaussian noise. The key ingredient is τal, which represents the typical time

required by the cell to reorient its polarization with its velocity.

This model describes the dynamics of an active elastic material, with a delayed align-

ment mechanism between the directions of self-propulsion and velocity. This alignment

is a key ingredient to observe oscillations, which are reproduced when the timescale of

the feedback (τal) is smaller than that of rotational diffusion.

So far, the model is extremely similar to that used by Giavazzi et al. to describe flocks

in non-confined confluent tissues [264]. One major difference is that, whereas other

implementations of the SPV generally assume periodic boundary conditions, in our case

we need to include the confinement typical of the experimental geometry. This is done

considering two types of “special” particles, which do not represent actual cells: (i) wall

particles are introduced to model a confined tissue; (ii) immobile repulsive particles

form a rectangular barrier of size LX and LY to reproduce the confinement imposed

in the experiments (repulsive interaction with the cell centroids, no interactions with

boundary particles).

3.2.8.2 The SPV model predicts a transition between oscillatory modes

An example of the SPV configuration is reported in Figure 3.21. Throughout the sim-

ulations, LY was kept constant at ∼ 3 cells, in order to mimic the real situation, while

other parameters where changed to explore the dynamics of the system in different

conditions.

For τal = 0.3, SPV simulations display steady state oscillations, similar to those ob-

served during our experiments. On long confining tissues (i.e. high aspect ratio), the

simulations reproduce multi-nodal oscillations (see Figure 3.21b), and a decrease of LX

is associated to a reduction of the number of nodes. Ultimately, below a critical length,

only half a wavelength fits in the tissue, and the model correctly reproduces a regime

characterized by global oscillations. Moreover, in this latter situation, the oscillation

period increases approximately linearly with the system size.

The periodicity of multi-nodal oscillations, calculated thanks to the auto-correlation

of the kymograph, can be estimated as 22 model length units in space and 8 model

time units in time. Using cells velocity (v0) to approximately match model and experi-
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Figure 3.21: Self-propelled Voronoi Model for collective oscillations in confluent tissues. a.)
Example of the configuration of the Self-propelled Voronoi model reproducing a confined tissue
(top) and the velocity field of the centroids (bottom). b.) Kymograph of the average velocity
along x (left) and its profile along the dashed line (right). c.) Phase diagram (left) of the
different oscillation modes predicted by the SPV model in the τal − LX plane (left), and the
time period for different values of LX (right) along the black dashed line. Depending on the
system size (LX(τal)), two phenotypes are observed: for large systems where LX > LcX(τal) the
auto-correlation of the kymograph is reminiscent of that of multi-nodal oscillations (left inset),
whereas for small systems (LX < LcX(τal)) the behavior is that typical of global oscillations
(right inset). The dots in the diagram represent simulation data points indicating whether the
system exhibits global (blue disks), multi-nodal (red diamond), or no oscillations (grey squares)
for large values of the feedback timescale (τal > τ cal ≈ 17 model time units). The solid line
delimiting the global and multi-nodal oscillation phases is a power law fit of the transition data
points (LcX(τal) = aτ bal + c with a ' 32, b ' 0.62, c ' 13).
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mental units, we can predict a periodicity around λ ' 300 µm and for the period T '
2 hours. This demonstrates that, although some additional tuning of the parameters

is needed, the model is able to reproduce the oscillatory behavior and the transition

between modes, together with an approximate estimation of the periodicity.

It is important to note that, although the simulations reproduce the velocity profiles

(Figure 3.21b right) and auto-correlation (Figure 3.21c bottom), the full dynamics of

the model (Figure 3.21b left) do not correspond to standing wave oscillations.

In the global oscillation regime, the period increases approximately linearly with τal.

This confirms, once more, its role as effective inertia, and highlights the importance of

a delayed feedback for the presence of oscillations altogether. The transition between

different modes, studied in the τal−LX plane, is reported in Figure 3.21c. For extremely

high values of τal, the feedback is so slow that rational noise dominates and no oscil-

lations are observed. On the other hand, when oscillations can be observed, LcX is a

function of the specific τal chosen.

In conclusion, we demonstrate the existence of epithelial tissue oscillations and cal-

culate their typical period and wavelength. Moreover, since these quantities are not

adapted to external confinements, we conclude that they are intrinsically encoded in

the cells.
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4. Preliminary results

After we gathered definitive evidence of the existence of periodic oscillations in cell mo-

tion and we characterized such movements as having a specific wavelength and period,

we had to choose how to direct our future investigations. Two roads lay ahead. On the

one hand, we could try to obtain a more thorough characterization and understanding

of the key components of these oscillations, a task aided by the presence of the model to

guide our experiments. A different prospect, perhaps more risky in terms of short-term

outcomes, was to concentrate on finding a biological counterpart to these oscillations,

i.e. a cellular function that appeared to be selectively activated at the nodes or the

anti-nodes of the wave.

Of the two roads, I chose to concentrate more on the second, and try to look for a

proof that our waves play a part in the biochemistry of cellular development. Since I did

not completely abandon trying to better characterize oscillatory motion, and our pre-

liminary experiments probe a wide range of subjects, I divide them into two categories:

those related to understanding which components are fundamental for the waves, and

those related to a biological counterpart.

I chose to present all these results here, rather than in the previous chapter, in order

to stress their preliminary nature. Also, I include all experiments where the readout

was negative, or where we could not reach a definitive answer, both for lack of statistics

and more technical problems. This was guided by the belief (and hope) that negative

results can steer future work as well as positive ones.

4.1 Preliminary characterization of oscillatory motion

4.1.1 The role of proliferation

In the SPV simulations we carried out, cell proliferation was implemented in order to

reach the correct cell density in a manner compatible with the vertex energy functional,

and was then tuned off. This suggests that cell division is not a fundamental component

for oscillatory motion. To verify whether this hypothesis is correct, we treated our
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4.1. PRELIMINARY CHARACTERIZATION OF OSCILLATORY MOTION

tissues with Mitomycin C, a compound known to inhibit proliferation in cell cultures, to

then measure if the absence of cell division affected the presence or the typical periods

of the oscillations.

Upon a first visual inspection, waves are present and cell behavior does not seem to

be affected. We therefore quantified the typical periodicity, by considering 15 tissues

(LX = 500 and 1000 µm), as λ = 350 ± 40 µm and T = 4.5 ± 0.7 hours, respectively

(errors represent the standard deviation).

Although these results need additional statistics, they suggest that cell division does

not play a role in the presence of oscillations. This conclusion agrees with what is

reported in literature, indicating that collective cell motility in general is unperturbed

by inhibition of proliferation [128, 189, 197]. More specifically, wave-like phenomena

have also been studied in the absence of cell division [128, 195, 259], condition that

does not affect the presence of oscillations. In these papers, proliferation is regarded

as a source of noise, whose removal helps making cell motion clearer. In the present

case, even though oscillations were unaffected by the absence of cell division, we do

not notice an improvement in the quality of the kymographs. This might due to the

toxicity of Mitomycin C. After ∼ 15 hours of treatment cell death was widespread, even

though cell division was not completely inhibited. Future experiments could be carried

out using different compounds, e.g. Thymidine [302], to avoid the possible negative

effects such toxicity might have on cell motion.

4.1.2 The role surface adhesion

Most model implementations, including our own, incorporate a term for the friction

with the substrate or, almost equivalently, for surface adhesion. This made us won-

der whether we could change the characteristics of our oscillations by modifying cell-

substrate adhesion.

To this end, we fabricated patterned PAA gels (rigidity = 40 kPa) with different con-

centrations of fibronectin. Since we could not directly control the amount of protein

deposited on the surface, we decided to act on the concentration of the protein solution

we utilized during the patterning procedure (see subsection 2.2.1). The default concen-

tration is 20 µg/mL, and we produced gels with 2 µg/mL and 100 µg/mL. This solution

is first in contact with a coverslip, on which fibronectin adsorbs, to be later transferred

onto the gel during the successive polymerization. The high number of steps makes

for a procedure which cannot be accurately controlled. To verify whether a different

concentration of fibronectin in solution would effectively change the final amount of

protein present on the surface of the gel, we prepared 2 samples for each concentration
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Figure 4.1: Study of the response of velocity oscillations to changes in surface adhesions. Left:
To quantify the average amount of fibronectin (FN) deposited on the surface of 40 kPa PAA gels,
we measure the average FN-staining intensity for different concentrations (2, 10 and 20 µg/mL)
during the patterning procedure. Whiskers and outliers are calculated according to the Tukey
method. The difference between distributions is significant (**** - unpaired t-test). Center:
The difference in surface protein concentration corresponds to a slight change in the velocity
distributions. The height of the column represents the mean velocity, the bars the standard de-
viation. Even though the distributions are highly overlapping, the difference between them is
significant (**** - unpaired t-test). Right: The difference in surface protein affects the period-
icity of oscillations, reported here with the standard deviation (STD) and the standard error of
the mean (SEM) for n=10 tissues. The difference is not significant (unpaired t-test).

amount, which we stained for fibronectin. We then gathered ∼ 10 images of each gel

with an optical microscope. We chose the parameters so that no saturation would occur

even on the brightest samples, and kept all imaging parameters unaltered throughout

the procedure. For each image, we measured the average intensity in a ROI selecting

only the area associated with adhesive surface. The results (see Figure 4.1) demonstrate

that the gels thus created have a different protein amount on the surface, even though

the distribution of intensity are extremely broad and overlapping.

We then fabricated new gels, seeded MDCK cells onto them and imaged them for

multiple days. In keeping with published literature [303], we measured the average

cell velocity to verify whether surface protein concentration could affect the migratory

properties of our tissues. For each sample, we measure local velocity with PIV within the

time windows mentioned earlier (see subsection 3.2.3). We then averaged the values

obtained from each sub-window to calculate the mean velocity in Figure 4.1. The overall

distribution of velocity for 20 µg/mL is shifted towards higher values, which amount to

a more elevated average velocity. Even though the distributions overlap, the difference

is statistically significant.
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4.1. PRELIMINARY CHARACTERIZATION OF OSCILLATORY MOTION

To verify if such a change in motile behavior would affect the characteristics of

the oscillations, we measured the periodicity of 10 tissues grown on substrates with

different protein content. The values obtained, reported in Figure 4.1, do not differ

significantly.

If, on the one hand, these preliminary results prove that we can control the surface-

fibronecting content, and that this effectively changes the average migration velocity,

on the other, the distribution of both quantities (fibronectin concentration and cell ve-

locity) is extremely broad and overlapping. This fact evidences the poor control and

high level of noise in the system. For this reasons, in order to obtain a statistical differ-

ence in the periodicity of the oscillations, a large number of experiments is necessary.

With the small pool of data we gathered, we can only conclude that the velocity is in-

deed affected, but more definitive interpretations are hard to draw. If there is a small

difference between samples due to surface adhesiveness, it is buried within the experi-

mental noise. Interestingly, there seems to be an optimal fibronectin concentration (∼
20 µg/mL) when it comes to maximizing cell velocity, a value which corresponds to

what had been previously reported [303].

In the future, if a more thorough characterization of this aspect of the waves will be

necessary, more statistics should be acquired. Moreover, a better control of the protein

deposition on the surface can be achieved using the PRIMO technology (AlveoleLab),

which is now present in our lab.

This work has been carried out in collaboration with Monika Tadrous, a visiting

student from CSU (California State University Fullerton).

4.1.3 The role of gel rigidity

Just like surface friction, the rigidity of the substrate can potentially play an important

role in determining the characteristic of migratory behavior, at both the single cell and

the tissue level. Accordingly, we wondered what effect a change in gel rigidity would

have on oscillatory motion.

To answer this question, we fabricated patterned glass substrates, whose rigidity is

seemingly infinite, and polyacrylamide gels with elastic modulus equal to 5 kPa. We

then repeated our experiments, concentrating on lines for which LX ≥ 500 µm. Since

oscillations in cell velocity were clearly observable, we measured the typical periodicity

for ∼ 10 tissues for each rigidity value (see Figure 4.2). For what concerns λ, the trends

are extremely similar, the plots overlap and are well within each others uncertainty. For

the time period, on the other hand, the values are further apart and the difference is, in

some cases, statistically significant, although no clear trend can be recognized.
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Figure 4.2: Preliminary studies of velocity oscillations and substrate rigidity. The typical pe-
riodicity of the oscillations for MDCKs seeded on substrates of different rigidity is measured
(top), and is reported together with the standard deviations (STD) and the standard error on
the mean (SEM). The trends are also displayed as plots, where the errorbars correspond to the
SEM (bottom).

The intrinsic variability and noise in our measurements dominates over the (pos-

sible) difference induced by the substrate rigidity. To overcome this issue, more data

should be acquired in the future, although the effect of rigidity does not appear to be

substantial.

4.1.4 Contractility inhibition with Blebbistatin

Another fundamental component of all models is cell contractility, which is directly

responsible for migration and the reaction to mechanical inputs in general. Contractility

has also been identified as a key ingredient for the propagation of mechanical waves

[174, 194], the existence of breathing oscillations [128, 172] and, more generally, the

presence of swirls and different migration modes in tissues [257].

Therefore, we set out to verify whether cell contractility was also important for the

oscillations present in our system. To that end, we seeded cells on 40 kPa PAA gels and,

once the tissues reached a density previously associated with the presence of velocity

oscillations (∼ 5 × 105 cells/cm 2), we treated the samples with blebbistatin (20 µM),

an inhibitor of myosin II-mediated contractility, and then imaged over time.

Surprisingly, immediately after the exposure to blebbistatin, cell motion abruptly

slowed down, stopped being confined along the x direction, and cells left the adhesive

island to invade the cell repellent space between patterns (see Figure 4.3). Interest-

ingly, it seems that the locations where cells leave the strips sooner correspond to those
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t0 t0 + 1h t0 + 2h t0 + 3h t0 + 4h t0 + 20h300µm y

x

Figure 4.3: Results of the inhibition of contractility during oscillatory motion. Phase contrast
images of MDCK cells on thin strips (LX = 2000 µm) before treatment with 20 µM blebbistatin
(t0), after 1 (t0+1), 2 (t0+2), 3 (t0+3), 4 (t0+4) and 20 (t0+20) hours.

positions where cells were accumulating (i.e. approximately one anti-node every two)

prior to the exposure to blebbistatin. This phenomenon, which, to our knowledge, has

never been reported before, made the observation of oscillations impossible.

One explanation for this effect is the low quality of the confinement imposed by gels.

To rule this out, we repeated the experiment on glass substrates patterned with PNIPAM

polymer, which is known to have better cell-repellent properties and impose a stronger

confinement. On this new substrate, we observe the same behavior, with cells leaving

the micro-patterned area within ∼ 5 hours of treatment.

To try to decrease the level of cell contractility without losing tissue integrity, we

decreased the concentration of blebbistatin to 3 µM. It is reasonable to assume that,

for concentration of 20 µm, blebbistatin has already reached almost 100% of its ability

to inhibit myosin ATPase activity, whereas 3 µM should decrease such activity to ap-

proximately half its original value [304]. We repeated the experiments on both PAA

gels and glass. Interestingly, even at lower concentrations, cells seeded on gels leave

the adhesive strips, while tissues on glass remained intact, cell motion continued and

velocity oscillations were visible for ∼ 24 hours after blebbistatin treatment. Whether

this difference is related to the rigidity or the confinement quality is not clear. We then

measured the typical periodicity in these conditions (glass substrate, LX=2000 µm, 3

µM blebbistatin) to obtain the data reported in Table 4.1. When compared to the val-

ues relative to the absence of blebbistatin, we notice that, whereas the space period is

unaffected, the time period is strongly increased. This is also accompanied by a reduc-
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Table 4.1: The average velocity (〈|v|〉), time (T ) and space (λ) periods are reported for cells
on glass patterns with and without 3 µM blebbistatin treatment, and on 40 kPa PAA gels for
comparison.

tion of the average velocity from 10.5 µm/h to 9.4 µm/h. This drop in cell motion is

unsurprising, cell migration is unequivocally dependent on contractility, and might be

the cause of the increase time period.

The peculiar behavior of cells observed upon treatment with high doses of blebbis-

tatin is, to our knowledge, a novelty. On similar conditions, previous studies report

a general loss of all characteristics of collective migration: swirling and contraction-

relaxation motion disappear [257] and wave-like phenomena are lost [128, 172, 174,

194]. Conversely, in our case, when contractility is inhibited, cells abandon the con-

finement. Interestingly, cells leave the patterns sooner in areas where the density is

higher, which in turn seem to correspond to locations where the velocity field was con-

verging (i.e. approximately the anti-nodes). If, on the one hand, this observation seems

to suggest the presence of a “pre-existing stress”, on the other, the outward migration

appears to have an active component: cells increase their size massively and cover

distances larger than 100 µm. This phenomenon could be caused by protrusive actin-

polymerization, a process that does not require myosin II activity. We can also conclude

that contractility (i.e. tension) is fundamental for cells to remain on the patter.

To gather meaningful data, associated with tissues that respect the confinement, we

decreased the dosage of blebbistatin. This strategy is only successful on glass substrates

and yields an increase in the time period and a decrease in the average cell velocity.

Interestingly, only one work, published extremely recently, reports a behavior which

corroborates our results [266]. Peyret and colleagues describe a strong decrease in

cell velocity and wavelength coupled with a delayed periodicity upon addition of 50

µM blebbistatin. Even though there are strong experimental differences (drug dosage,

PDMS substrates, different cell type), the general trends are comparable.

Even though the data points, in terms of blebbistatin concentrations and tissues

observed, are not sufficient for a complete statistical analysis, these results seem to

confirm the importance of contractility for mechanical waves.
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Figure 4.4: Results obtained with periodic boundary conditions. Cells are seeded onto ring-like
tissues (left) of length 1000, 2000, 3000 and 4000 µm, to simulate periodic boundary condi-
tions. The presence of velocity oscillations is studied by plotting the average tangential velocity
over time (center) and by calculating its auto-correlation (right), which displays diagonal bands
(white-dashed rectangle). The space is measured according to the convention reported on the
left, where the black line represents x=0. The examples reported are relative to a ring of radius
= 4000 µm.

4.1.5 Oscillations with periodic boundary conditions: ring-like tis-

sues

Another relevant question is whether epithelial waves are propagative (i.e. traveling

waves) or stationary. Experiments on confined tissues prove their existence, but the

presence of boundaries at both ends does not allow us to distinguish the two scenarios,

a result that could be achieved by making our strips indefinitely long. This is impossi-

ble due to limitations of the imaging system we utilized. To overcome such issue, we

designed circular tissues, or rings, whose width was equal to 40 µm, and length varied

between 1000 and 4000 µm. Ignoring the effect of curvature, which is considerably

smaller than in cases where collective migration responds to its presence (see subsec-

tion 1.7.1), this geometry simulates the effect of periodic boundary conditions: there is

no break in the tissue along the tangential direction.

An example of such tissues, seeded on 40 kPA PAA gels, is reported in Figure 4.4.

In this specific case, the quality of the confinement was not perfect, but the outer rings

are not affected by this issue. The presence of oscillatory motion is evident upon a

first visual inspection. To better visualize this phenomenon, we average the tangen-

tial component of the speed along the radial direction v‖ (x; t) = 〈v‖ (x, r; t)〉r, where

x is the position along the ring measured according to the convention reported in Fig-

ure 4.4. A kymograph of v‖ (x; t) over time, filtered according to the protocol in subsub-

section 3.2.5.2, shows the presence of red and blue spots, a proof that the ring shape

can reproduce similar oscillations to those measured for long strip. The auto-correlation
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(Figure 4.4 right) also shows the presence of periodicity, although superimposed to long

diagonal bars (white-dashed rectangle). These represent the propagation of traveling ve-

locity waves, similar to those our SPV model predicted, moving with a velocity of ∼ 100

µm/h. Since this number is in the range of the effective velocity measured for tissue on

closed lines, we can speculate that the absence of boundary conditions generates trav-

eling waves, which, in a ring-like structure, rotate at a specific speed. Interestingly, the

presence of multiple bars suggests that this rotation happens at a global scale, which re-

quires the coordination of cell motion over large distances (∼ 4mm). These preliminary

result seem to suggest that periodic oscillations are indeed propagative.

These conclusions arise from one single experiment. Even though they are, in our

opinion, extremely interesting, they are preliminary and have to be considered as such.

4.1.6 Cells as single oscillators

In literature, the presence of mechanical waves has generally been modeled in one

of two ways. The first is continuum models, where a tissue is described at a coarse-

grained level. The physical variables describing cell behavior are necessarily averaged

over volume elements encompassing multiple cells, and this makes it extremely difficult

to link single cell properties, those we can alter pharmacologically, to parameters in the

model. The second option are vertex or particle models, which consider cells as single

entities, but the large number of constitutive (unknown) variables tends to hinder a

qualitative link to the real system.

To somehow bridge these two domains, our collaborator Pierre Recho1 proposed the

development of a simple continuum model. Each cell is described as an active gel, and

multiple cells are then linked by visco-elastic springs into long chains, which reproduce

a simplified quasi one-dimensional geometry [305, 306]. Moreover, since the polarity

of a single cell in the tissue is controlled by the balance between its molecular motor

self-organization and external forces applied by its neighbors, the presence of oscilla-

tions does not require any additional component to introduce an artificial relaxation

time. This would allow the activity of each cell to have a direct counterpart in the

mathematical description, and the parameters could be derived experimentally.

In this context, a characterization of the behavior of single cells becomes a necessary

basis to build upon. We therefore wondered how single MDCK cells would behave

when confined on lines, and whether they would display periodic motion. This could

support a mathematical description of mechanical waves as single oscillators connected

1Pierre Recho, Université Grenoble Alpes, Laboratoire Interdisciplinaire de Physique, CNRS, F-38000
Grenoble, France
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Figure 4.5: Single MDCK cells seeded on PAA gels (rigidity = 40 kPa) display oscillatory be-
havior in roughly 50% of the cases. The phase contrast images of two examples (top) illustrate
the elongated phenotype, while the dynamics of the movement can be visualized by plotting
the average phase-contrast intensity over time (bottom). In these kymographs, we can clearly
appreciate the presence of periodic oscillations of right and leftward motion.

by springs, and prove the efficacy of our method to provide the initial characterization

needed to develop a model.

To this end, we fabricated 40 kPa polyacrylamide gels patterned with thin lines

(5×200 µm), on which we seeded MDCK cells at low density (∼ 0.2 ×104 cells/cm2).

We washed ∼ 2 hours after seeding in order to remove all non-spread cells, and then

imaged until all line-patterns were populated by at least 2 cells, a condition we were

not interested in. The experiment was repeated twice.

Cells moving in a back and forth oscillatory manner are visible in∼ 50% of the cases.

Two examples, where such oscillations are roughly periodic, are reported in Figure 4.5.

A quick quantification, based on a visual inspection of the kymographs and a peak-to-

peak distance measurement (see white bars in Figure 4.5), yield a value for the time

period of T = 3.9± 0.9 hours (n=10, the error represents the standard deviation).

Interestingly, this value is comparable with what obtained for our tissues on strips,

which seems to corroborate the idea of a mechanical wave as synchronization of single

oscillators. Moreover, this preliminary conclusion is in agreement the results obtained

on micropatterns constituting two squares separated by a thin adhesive bridge, albeit

on a widely different cancerous cell type [307]. In those conditions, Bruckner and

colleagues measured stochastic movement of cells between the two squares with a peri-
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odicity of ∼ 4 hours. Oscillations seem to be also present on lines with 2 cells, although

they assume a more erratic behavior.

These interesting conclusions are extremely promising for the development of the

hybrid model, but they suffer from a general lack of statistics. In the future, if deemed

necessary, experiments should also be carried out on longer lines. The time period

measured might, in fact, be a consequence of the particular confinement imposed. If

we assume that cells “bounce” every time they meet a boundary (i.e. the end of the

line), and that the nucleus is ∼ 30 µm wide, then an oscillation in the order of 4 hours

could be caused by cell moving at a speed of (200−30)µm
4h

' 40µm/hour. This speed is

more elevated that that typical of MDCKs, but not far enough to completely disregard

this possibility.
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4.2 The biological counterpart

This second part of the chapter gathers all the work we carried out while looking for

a biological counterpart. This concept represents a specific biological function that is

selectively activated (or inhibited) by the waves. If found, this could ultimately distin-

guish velocity oscillations from mere observations, and demonstrate their active role in

morphogenesis, intended here in its broadest of meanings. This idea stems from two ba-

sic considerations: (i) an intrinsic quantity (λ ' 400) seems to control both the spacing

between nodes and their presence altogether (no nodes are present in a regime of global

oscillations); (ii) cells located at the anti-nodes appear to be alternatively stretched and

compressed. This selective mechanical stimulus could somehow distinguish those cells,

cause them to undergo a different fate and ultimately lead to phenotypic patterning

and supra-cellular organization. Moreover, such stimulus only happens above a certain

size, and its localization appears to be spatially controlled. In our opinion, all these

factors point towards the role of oscillations as regulators in morphogenesis. At this

stage, this is nothing more than a, possibly far-fetched, hypothesis, but one we deemed

worth investigating.

Velocity oscillations can affect cell behavior over a wide range of timescales: cellu-

lar organization in the order of hours and genomic effects on longer time scales. For

this reason, we employed different combinations of imaging techniques and fluorescent

probes, which I will describe throughout the chapter.

4.2.1 Velocity oscillations correlate with local monolayer thickness

Our previous observations suggest that where the velocity field converges, the tissue

is more crowded, cells are more compressed and under tension (see subsection 4.1.4).

For this reason, we wondered whether such positions would also be associated with a

thicker cell sheet, which would develop further in the z direction (see Figure 4.6). More-

over, fluctuations in cell volume within a tissue have already been observed, and their

periodicity measured as 4 hours, a value that rises to 6 hours when exposed to blebbis-

tatin [308]. The striking resemblance between these values and the period we measured

further supported the idea that velocity oscillations might modulate the height of the

tissue.
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Figure 4.6: Schematic representation of the hypothesis behind the investigations of cells height:
where cells converge, the tissue is more crowded and extended in the vertical direction.

4.2.1.1 Results obtained on fixed samples are not conclusive

We therefore set out to measure the local thickness of the cell layer. Initially, we com-

bined confocal imaging with three fluorescent stainings: CellTracker, DiI and the GFP-

cadherin system already present in the MDCK cells utilized. We seeded cells on 40

kPa PAA gels patterned with 1500 µm long lines, and, at the appropriate density, fixed,

stained and imaged the samples. From the stack of images, a mono-dimensional profile

of the local cell height was obtained by dividing the tissue into smaller 10 µm wide

sections along the x direction (see Figure 4.7). For each section, a profile of the signal

intensity over z was obtained by averaging the intensity for each slice. We then set an

arbitrary threshold and calculated the local thickness as the distance (in z) between

the intercepts. Since this quantification method is somewhat crude, the quality of each

profile measured was verified by visual inspection against the original images.

An example of the height profile, together with a schematic representation of the

data analysis, is reported in Figure 4.7. The data obtained from the three different flu-

orescent molecules did not differ significantly, so we averaged the three curves. Upon a

first visual inspection, the presence of periodicity is only evident in ∼ 50% of the cases.

To quantify the typical space period, we calculated the auto-correlation function, and

manually identified the peaks. The average periodicity is λ = 201 ± 70 µm (the error

represents the standard deviation). This value is extremely far from the periodicity typ-

ical of the velocity oscillations (∼370 µm), and might represent something completely

different. Figure 4.7 reports the full distribution of values measured, which is wide and

does not show a clear focus around the average value.
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Figure 4.7: Quantification of the height of fixed tissues. a.) To quantify the height of cells,
tissues were stained with CellTracker (blue), DiI (red) and the GFP-cadherin (green), and then
imaged with a confocal microscope. b.) The sample is divided into 10 µm wide segments (red-
square), and the local height is measured by plotting the average intensity for each slice and
setting a threshold. c.) This is repeated for each segment, to yield the a full profile. d.) The
periodicity is then calculated by plotting the auto-correlation function and manually identifying
the peaks. The distribution of values is reported in the inset (n=64).

4.2.1.2 Live imaging confirms the presence of shorter periodicity.

One of the suspicions we had about working with blocked samples was whether the fix-

ing process could affect the 3-dimensional conformation of cells. To avoid such issue, we

repeated the experiments in live conditions. Rather than working with possibly harm-

ful molecules, we decided to mimic a fluorescence-exclusion cell-volume measurement

[309], without a microfluidic chamber. When cells seeded on gels (40 kPa) reached a

density usually associated with velocity oscillations, we added sulforhodamine in solu-

tion (1:500). This fluorescent molecule cannot enter the cell, so 3-dimensional imaging

with a confocal microscope yields what effectively is a negative of the cell body. We

then proceeded with the measurements of the height profile.

The analysis procedure, reported in Figure 4.8, is similar to that presented above,
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with the addition of a background removal steps. Briefly, tissues are binned into thin

10 µm wide strips. An example of the average intensity profile over z is reported in

blue in Figure 4.8b. As we can see, the somewhat Gaussian profile we are interested

in superimposed to a monotonic intensity decrease in fluorescence, attributed to the

fact that we are imaging further within the sample. To compensate for this fact, we

sub-divide each thin strip into two areas, a central one relative to the tissue, and two

lateral ones only containing culture medium (see the orthogonal view in Figure 4.8).

We then use the lateral ones to estimate the background (red line), which is subtracted

from the original to obtain the profile reported in yellow. A steady decrease of intensity

over z remains, which is also visualized as the “shadow cone” on the right of the dark

area in the orthogonal view. To compensate, we subtract a linear profile (black-dashed

line), and we finally obtain the corrected intensity profile in z (green). We then impose

and arbitrary threshold and define, like above, local thickness as the distance (in z)

between the intercepts. Once more, the quality of the profiles calculated is checked by

visual inspection, and by comparing the results with those obtained from the analysis

of the GFP-cadherin live imaging.

An example of a line profile is reported in Figure 4.8. In the majority of cases, the

height of live tissues estimated is considerably larger than that of fixed samples, and

fluctuations appear to be more pronounced. The presence of periodicity is confirmed

by plotting the 3-dimensional auto-correlation, which considers all tissues (n=32) in

one calculation. The plot in Figure 4.8d suggests the presence of periodicity at ∼ 200

µm. A more thorough analysis, by manual detection of the peaks in AC of single tissue,

confirms this observation. The distribution of peaks, reported in the inset in Figure 4.8d,

is centered around 200 µm as well. The average value, calculated by excluding all peaks

> 300 µm as outliers, is λ = 190± 40 µm (the error represents the standard deviation).

From these preliminary experiments, it appears the tissue height has a periodicity

of ∼ 200 µm. This value is not correlated with any phenomena we have observed nor

data are aware of. It is possible that such periodicity is an artifact due to the lack of

refinement of the techniques used. On the other hand, the average height measured

corresponds to those reported in literature [266, 308], and a visual inspection confirms

the general trends measured. One discrepancy with the work of Zehnder and colleagues

[308] lies in the magnitude of the height variations. They attribute strong fluctuations

in volume predominately to cell area, with height changes in the order of ∼ 300 nm.

This means that the periodicity we measure might represent something completely dif-

ferent, and that, if velocity oscillations do have an effect on cell height, it has to be

investigated with a much more sensitive and sophisticated protocol.
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Figure 4.8: Quantification of the height of live tissues. a.) Sulforodhamine cannot enter cells,
so when images are gathered with a confocal microscope, dark areas correspond to the tissue,
bright areas to the outside medium. Images of the fluorescence at different z positions are re-
ported together with a orthogonal view of the tissue (cells are highlighted with a white dotted
line). b.) In order to measure the thickness, we divide the tissue into small 10 µm wide seg-
ments, and treat them independently. For each one we remove the background (BGground)
caused by the fact that images are taken further within the sample. We then subtract a second,
linear background (LineBG), and finally impose an arbitrary threshold (like in Figure 4.7) to the
corrected line (green). The final profile is plotted in (c.). d.) The periodicity is calculated thanks
to the auto-correlation. What is reported here is the 3 dimensional auto-correlation, which takes
all samples (n=32) into consideration, and it shows a clear periodicity at ∼ 200 µm (red arrow-
heads). A more accurate quantification is done considering single tissues and calculating the
periodicity for each one (inset).

Interestingly, the periodicity in tissue height measures approximately half of that of

the velocity oscillations. Whether there is a causal link between the two phenomena,

and if they are correlated at all is not clear yet, and it could be a matter of future

investigations.

4.2.2 Local cell density measurements

According to our hypothesis (see Figure 4.6), the anti-nodes should be characterized by

an increase in cell density. Specifically, in keeping with a standing-wave analogy, the

negative peaks of the periodic cell-velocity curve would be associated with a diverging

field, meaning that local density is minimal. On the contrary, positive peaks relate to
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converging velocity and local density increase. So at every point in time, we might

expect cells accumulation in correspondence of those positive anti-nodes, i.e. one anti-

node every two, at a spacing of∼ 400 µm. Moreover, the volume fluctuations, occurring

with the same periodicity of our velocity oscillations, are often attributed to projected

area changes [308], which should manifest themselves as density changes. To measure

local density, we stained tissues (40 kPa PAA gel, LX= 1500 µm) with Hoechst in order

to visualize all nuclei.

As a first attempt, we identified all nuclei, divided the tissue in sub-sections and

counted the number of nuclei for each bin. Unfortunately, the accuracy of this strategy

decreases with the size of the bin: in order to detect a possible periodicity we need small

sections, while to have accurate measurements we need large ones. For these reasons

such direct approach was abandoned.

To detect a periodicity in nuclear distribution without measuring an actual cell den-

sity we changed strategy. We thresholded the nuclear images to remove the effect of

stitching and fluctuations in Hoechst staining, and then applied a spatial Gaussian filter

equivalent to those introduced in subsubsection 3.2.5.2 (σsmall = 30 µm). To extract a

periodicity, we calculated the auto-correlation of the images and manually detected the

peaks which, once more, shows a somewhat bi-modal distribution. For this reason, we

identified all peaks whose adjusted positions (already divided by the number identifying

their order) was higher than 350 µm, and divided them by a factor of 2. We then pro-

ceeded as explained earlier (see subsubsection 3.2.5.3) to calculate the average period

as λ = 230± 45 µm (n=64, the error represents the standard deviation).
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Figure 4.9: Results of the study of periodicity in nuclear density. An image of Hoechst stained
tissues is first thresholded (top), and then blurred with a Gaussian filter (middle). The periodicity
(red arrowheads) is calculated from the peaks in the auto-correlation of each image (bottom-left).
The distribution of peaks is also reported (bottom-right) for n=64 tissues.
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The data analysis and quantification performed are extremely “rough”, a fact that,

together with the high noise present in the data, undermines the quality of the conclu-

sions we can draw from these experiments. Nonetheless, these results seem to corrobo-

rate the presence of a periodicity around ∼ 200 µm.

4.2.3 YAP translocates to the nucleus in areas of low cell density

In our research of a biological counterpart for mechanical oscillations, the obvious

“culprit” are all proteins responsible for mechanotransductive pathways (see subsec-

tion 1.3.3 and subsection 1.4.2). We decided to target Yes-associated protein (YAP), a

molecule known to shuttle to the nucleus in response to mechanical inputs, where it

interacts with transcription factors to control many cellular functions [62, 70]. Specif-

ically, YAP accumulates within the nucleus when cells are stretched or increase their

volume [310], an event we often observe during the experiments.

To verify whether we could measure a distribution of YAP activity correlated to the

presence of waves, we seeded cells on new samples (40 kPa PAA gel, LX = 2000 µm),

waited until oscillations were visible, and then fixed and stained specifically for YAP.

All experiments were carried out in collaboration with Christophe Guilluy2 and Valentin

Buffière-Ribot2.

A first observation of the images reveals a general trend: YAP accumulates in the

cytoplasm of crowded cells, whereas it appears to translocate to the nucleus in areas

of low density (see Figure 4.10a). To quantify such trend, we developed the analysis

protocol reported in Figure 4.10. A nuclear mask, representing all nuclei in white,

is generated from the image of Hoechst. We use this mask as a reference in order

to extract the data relative to the number of nuclei, their position, and the intensity

in all channels. Moreover, we combine the nuclear mask and the image of YAP to

generate two sub-images: one only reporting nuclear YAP and one with the cytoplasmic

counterpart. The activity of YAP is generally quantified with the ratio of nuclear to

cytoplasmic fluorescence (N/C) of the single cell, a high ratio representing elevated

activity. We could not segment cells borders, so rather than calculating the ratio on

the single cell body, we divide the tissue in 70 µm wide vertical strips, and perform

the analysis on each of these bins. For each one, we calculate the average nuclear and

cytoplasmic fluorescence with the images previously generated, and their ratio. We also

measure the average nuclear area and the number of cells (based on their centroids),

which allows us to calculate the average cell area as Amean = Abin
Ncell

. The data relative to

2Team Guilluy, Institute for Advanced Biosciences, Centre de recherche UGA - INSERM U1209 - CNRS
UMR 5309, Grenoble, France.
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Figure 4.10: Results of studies of YAP localization. a.) Images of the fluorescence of YAP display
high nuclear localization for low-density areas. To quantify this effect, we use the image of
Hoechst staining to define nuclear and cytoplasmic areas. b.) The ratio between nuclear and
cytoplasmic fluorescence (N/C) is plotted as a function of local cell area. d.) To assess the
effects of the different deformation of cytoplasm and nucleus, it is useful to plot their relative
YAP signals as a function of cell area (1/density). c.) The plot of cell area against nuclear area
is displayed for the same reasons. e.) The actual deformation of the nucleus is estimated thanks
to the Hoeachst staining, which is juxtaposed to the YAP nuclear fluorescence for comparison.
The data for each cell (n ∼ 7000) is plotted, the lines represent linear fits to guide the eye. All
data is obtained from n=23 tissues. Errorbars represent the standard error on mean.

all vertical strips containing the same number of cells (i.e. same Amean) is then pulled,

and their average values are calculated to generate the plots in Figure 4.10b,c,d.

Our initial observation is confirmed by the graph in Figure 4.10b, which describes

a strong increase in N/C as cells become larger. This result is extremely interesting,

because it seems to suggest that the alternation of contraction and relaxation typical of

velocity oscillations might directly affect the localization of YAP, a protein involved in

mechanotransduction. A periodicity in space could not be measured because the lack of

cadherin images meant that we had to bin the data into strips. Their width cannot be
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reduced indefinitely since thinner bins make for higher noise level. Future sets of data

might easily solve this issue.

4.2.3.1 Issues with the quantification of YAP distribution

Several considerations risk invalidating this result. All images are gathered with an

epifluorescence microscope in 2 dimensional geometry, which measures the projected

intensity over z. As cells become more packed, it is reasonable to think that they get

thicker in the z-direction (we measured fluctuations of ∼ 10 µm), which could change

the projected fluorescence. This is not necessarily a problem if nucleus and cytoplasm

deform in to a similar extent in response to cell packing. One of the doubts we retained

is related to this last statement. This is well described thanks to the extreme example of

a cell whose nucleus that does not deform. In this case, as cells become more packed,

the cytoplasm develops more in the vertical direction, while no change is recorded for

the nucleus. The measurement of the average fluorescence in the cytoplasm would then

increase, because we are imaging through more of it, causing a subsequent decrease

in the N/C ratio without actual YAP translocation. This is obviously an exaggerated

example, and the nucleus changes morphology as well as the cytoplasm, but it illustrates

a possible effect which might bias the data measured, an effect we wanted to try to take

into consideration.

From the pool of data we already had, we tried to distinguish the effects of nu-

clear compaction and YAP translocation. To this end, we estimate nuclear compaction

by measuring the average Hoechst intensity for each nucleus. This is then compared

with the average YAP intensity, which is affected by both nuclear deformation and YAP

translocation. We plot these variables for each cell (n ∼ 7000) as a function of the nu-

clear area (Figure 4.10e). In the picture, it appears that the distributions follow slightly

different trends. In our mind, the difference could be attributed to the morphological

change of the nucleus. With the data we currently have, the noise level is so elevated

that a better quantification is impossible, but future experiments might solve this issue.

A different approach, to estimate the cytoplasmic compressibility, is to plot the aver-

age nuclear area against the average cell area (Figure 4.10c). For a nucleus and cyto-

plasm that deform proportionally, we would expect a linear dependence. In the graph,

this is true only for small cells, whereas a strong deviation is evident for higher average

area values. Interestingly, this graph follows a similar trend to that of Figure 4.10b, a

fact that seems to further undermine the solidity of this data. Staining of cadherins and

the resulting cell-border segmentation could help with this quantification in the future.

The strong presence of noise, insufficient amount of data and time restrictions made
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this work incomplete. It still lacks better quantification methods tailored for each bias,

and concrete strategies to take them into account, which I did not develop. Even though

these problems affect our results, they are corroborated by similar conclusions reported

in literature [266], confirming that cell compaction leads to an decrease in the nuclear

localization of YAP. This results suggest that YAP, and the Hippo pathway in general,

could represent a biological counterpart to the wave-like phenomena we measured,

ultimately providing a role for velocity oscillations in regulating cell behavior through

mechanotransduction.

Unfortunately, we could not measure a periodicity of YAP activity to match that of

the waves. On the other hand, more dense cells display increased YAP translocation,

and cell density seems to have a ∼ 200 µm periodicity. A correlation between these

phenomena could be the subject of future investigations. Moreover, the employment

of live YAP reporters could enable the simultaneous observation of velocity oscillations

and YAP activation levels and directly assess the presence of a correlation.

PERSONAL NOTE

Even though this work is incomplete, I wanted here to shed some light on the doubts

I had during this analysis and the reasons why we did not trust this data enough

to consider it conclusive. I also included some of the possible strategies we devised

to estimate and take eventual biases into account, in the hope that these approaches

might, in the future, be carried on to yield better measurements of YAP activity.

4.2.4 β-catenin translocates to the nucleus in compacted cells

Another mechanosensistive protein is β-catenin, which normally resides at adherens

junctions. Mechanical stimuli have been shown to lead to the accumulation of β-cat in

the cytoplams and its eventual translocation to the nucleus, where is acts as a transcrip-

tional co-activator for the Wnt pathway (see subsection 1.4.2).

We therefore repeated the experiments performed for YAP, always in collaboration

with Christophe Guilluy and Valentin Buffière-Ribot, staining for β-catenin. The analy-

sis procedure followed is also similar, and it led to the results presented in Figure 4.11.

As cells become smaller, the nuclear intensity of β-cat increases progressively. We also

plot Hoechst vs β-cat intensity for all cells (Figure 4.11b), the idea being that, if the

measured change in β-cat nuclear intensity were only due to changes in nuclear confor-

mation, we would see a linear distribution of points. All deviations from such distribu-

tion can be attributed to cells whose β-cat translocation is not correlated to the nuclear
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Figure 4.11: Results of studies of β-catenin localization. The experiments and data analysis,
performed as explained earlier, result in the plot of average β-cat nuclear intensity against the
average cell area (1/density) (a.). The data is obtained from n=23 tissues. Errorbars represent
the standard error on mean. To distinguish nuclear accumulation from the mere conformational
changes, we plot the average nuclear Hoechst fluorescence against the average β-cat nuclear
fluorescence (b.). The data for each cell (n∼6000) is plotted.

compaction. The graph also shows a strong accumulation of point around an almost

perfect line. Those are probably mistakes in the detection of nuclei.

We conclude that area of tissues where cells are more compacted display a higher

level of nuclear β-catenin translocation. This, just like the results obtained for YAP, is

interesting in itself. On the other hand, we cannot yet directly correlate such effect with

the presence of velocity waves.

4.2.5 Calcium signaling

The level of cytoplasmic calcium, normally confined to intracellular stores and re-

leased upon specific signaling, regulates multiple cellular functions [311], among which

the control of cytoskeletal activity, actomyosin contraction and ultimately cell shape

changes. Interestingly, coordinated cell behavior in cultured epithelia has been previ-

ously associated to spikes in the cytoplasmic levels of calcium. Such spikes have been

shown both in single cells and at a multi-cellular level, where they spread between

neighboring cells [312–314]. For these reasons, we wondered whether calcium signal-

ing could be relevant to the presence of waves, and if we could measure oscillations at

similar time-scales.

Moreover, a preliminary experiment, carried out by our collaborator Monika Dolega3

supports such investigations. During a wound healing essay, after the removal of the

PDMS block confining the cells, a calcium wave precedes the actual invasion of the

3Team Guilluy, Institute for Advanced Biosciences, Centre de recherche UGA - INSERM U1209 - CNRS
UMR 5309, Grenoble, France.
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(a) Preliminary results obtained by Monika Dolega using MDCK cells. An epithelium is confined thanks
to a PDMS block. When the block is removed, a wave of intracellular calcium, originating at the leading
edge, propagates backwards through the tissue. Intracellular calcium is imaged with Fluo-4. Black = no
cells, Yellow = high Ca2+, Purple = low Ca2+.
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(b) Results of Ca2+ imaging on lines. Brightfield and Fluo-4 fluorescence images are reported for two
experimental conditions: the manufacturer suggested protocol (left), which leads to fast fluorescence
decrease, and the most extreme situation where Fluo-4 is not removed (right). This latter case has high
fluorescence, but cell death compromises the experiments.

Figure 4.12: Results of Ca2+ imaging on lines.

available space. This wave travel backwards through the tissue, at speeds in the order

of ∼ 100 µm/s (Figure 4.12a). Even though the typical timescale of this phenomenon

is considerably shorter than that of mechanical waves, we decided to try and replicate

these experiments for longer times.

To that end, we fabricated 40 kPA PAA gels, seeded MDCK cells and, at densities as-

sociated with the presence of waves, treated the tissues with Fluo-4 (Thermo Fisher Sci-

entific) according to the manufacturer’s instructions (30 minutes incubation, followed

by 2x washing). Once internalized, Fluo-4 cannot leave the cell, and upon binding with

Ca2+, its fluorescence intensity increases >100 fold. The results obtained are reported

in Figure 4.12b-left. In these conditions, the average fluorescence is extremely low and

no spike is measured. Moreover, the fluorescence decreases steadily until, after ∼ 1

hour, no signal is present. We therefore tried leaving Fluo-4 in solution (Figure 4.12b-

right), which increased the intensity of the stain, but within ∼ 3 hours widespread cell

death compromised the experiments. When Fluo-4 was diluted before imaging (1:2,

1:10, 1:50), we faced one, or both of the situations explained above. To quantify the

possible effect of bleaching, we imaged our cells with a fast frame rate (2 sec) and

more than 2000 frames were acquired before we could measure a considerable loss of

fluorescence.
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The major problem with Fluo-4 is the constant decrease in fluorescence intensity

with time, which compromises the long-term imaging (> 5 hours) necessary for a com-

parison with velocity waves. In conclusion, we feel like the idea of imaging calcium is

valid and supported by preliminary data, but the probe chosen is not ideal for the task

at hand.

4.2.6 Studies of wave-like velocity patterns in primary mouse ker-

atinocytes

Our research of a biological counterpart is driven by the belief that a precise and orga-

nized mechanical pattern, i.e. our velocity waves, could serve as a guide, or a blueprint,

during the morphogenesis of an organism. Among the many biological systems that self-

assemble with a specific periodicity, one is of special interest for this work: the sponta-

neous formation of hair follicles (HF). The reason for this fascination (see section 1.1) is

that, whereas the formation of follicles was generally attributed to the so-called “Turing

patterns”, there is recent evidence of the role of mechanical signals in the positioning of

the HFs [25–27].

The morphogenesis of the skin is an extremely complex process, which is reviewed

in detail in [315, 316]. For what concerns this work, a brief and simplified explana-

tion of how hair follicles form will suffice. The (mouse) skin begins as a single layer

of ectodermal cells in the embryo. Around day E9.5, the ectoderm specializes to be-

come the epidermal basal layer, which will later stratify and give rise to all structures

typical of a fully formed epidermis. Immediately underneath it, a layer of mesenchyme

(dermis) forms, and their mutual interaction is key for the formation of appendages

such as hair follicles and sweat glands. The first sign of the presence of HFs, which are

epidermal appendages, is the formation of a hair placode around day E14.5. This is an

accumulation of cells, initially dermal fibroblasts and then epidermal cells, which begin

to aggregate following the release of bio-chemicals by the epidermis. The presence of

a Turing pattern (short-range stimulation attributed to FGF20, long-range inhibition to

BMP [25, 27]) ensures the correct placement of these hair placodes. Two facts are note-

worthy: (i) the mechanical stress induced by the accumulation of cells in the dermis

is an active component of the process; (ii) cell that will later belong to hair follicle are

separated from the interfollicular epidermis linages at this specific stage. All HF cells,

in fact, derive from progenitors expressing a specific protein called Sox9, which is also

important for stem cells specification later on [316, 317]. The hair placode will then

elongate into the underlying dermis to form the hair peg, which engulfs a small group
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of dermal cells. The hair will form in the center of this peg, and grow outwards.

The similarities between cell aggregation under the placode and the spontaneous

accumulation we observe at the anti-nodes were striking. This made us wonder if

the experimental setup we developed to induce and quantify velocity oscillations could

somehow be used to control placode formation. To that end, we partnered with Sara

A. Wickström4 and Yekaterina (Kate) Miroshnikova4, experts in stem cell culture, dif-

ferentiation and interaction with their niche. The aim of the collaboration was to verify

whether the oscillations observed on MDCK epithelial cells could be reproduced on pri-

mary keratinocytes (extracted from the mouse skin), and, secondly, if such oscillations

could give rise to patterns of differentiation markers.

PERSONAL NOTE

Before diving into the specifics of which experiments and how they were performed, it

is important to point out that all the work is the result of a 2 weeks collaboration. I

spent that time in Helsinki, where I worked with Kate to make sure I could bring back

with me the largest amount of data possible. The great hospitality I received made

our work extremely efficient, so efficient in fact, that I could not analyze all the data

we gathered. At the same time, oddly, 2 weeks was not long enough to solve all the

technical issues and explore the entirety of the parameter space. What I will present

here are the protocols followed for the experiment we had time to perform, and the

general conclusion we can draw to help guide future analysis and investigations.

To test the response of keratinocytes to 2-dimensional confinement, we produced gel

(rigidity = 10 and 20 kPa) and glass substrates micropatterned with lines of different

length (between 500 and 2000 µm) and width (20, 40, 60 µm). All samples were

functionalized with 20 µg/mL fibronectin and 20 µg/mL Matrigel. Freshly isolated adult

(telogen) and embryonic (E14.5) primary keratinocytes were then plated directly onto

the samples, previously sterilized by immersion in 70% EtOH, and allowed to attach

for ∼ 24 hours in low-calcium (100 µM) 3C medium [318], sufficient to support cell-

cell adhesion without inducing differentiation. Once confluence was reached, tissues

were exposed to fresh medium (either starvation medium supplemented with 200 µM

calcium, or low-calcium 3C medium) and then imaged for ∼ 24-48 hours.

Initially, we worked on adult primary cells, which were starved immediately before

imaging. The idea was that, since a combination of starvation, high calcium content

and confinement/high-density induce epidermal fate differentiation, we could detect a

4Helsinki Institute of Life Science, Biomedicum Helsinki, University of Helsinki, Helsinki, Finland.
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pattern of differentiation in the tissues corresponding to the eventual wave-like motion.

Some of the cells lines contained a GFP-Sox9 construct, that allowed us to quantify the

expression level of this protein. Since the spreading process was considerably faster

on glass substrates, we concentrated on those samples. Immediately after starvation,

cells changed their morphology (see Figure 4.13a), diminished their size and slowly

decreased their motility. Nonetheless, in ∼ 5% of the cases, velocity oscillations were

visible, and example is reported in Figure 4.13a. Within∼ 15 hours, the average velocity

dropped to ∼ 4 µm/h (Figure 4.13a.d), a situation associated to cells that barely move

and, thus, the absence of waves. Moreover, our observations of Sox9 expression yielded

no measurable periodicity.

We quickly realized that the cell type chosen was not ideal for our experiments.

Adult cells come from a situation where HF morphogenesis has already taken place

and they are fully specialized. We therefore repeated our experiments on embryonic

(E16.5) primary keratinocytes. These cells are chronologically closer to the moment

when hair placodes and HF linages are specified, and are further from the terminal

differentiation (keratinization) that most cells will undertake. Unfortunately, we had

no way to image Sox9 expression. We repeated the experiments by starving the cell

right before imaging. In this situation, no oscillations were visible and cells barely

moved (the average cell velocity, calculated by averaging all vectors for n=30 tissues,

is vmean = 2,7085 ± 3,6827 µm/h).

Therefore, we decided to image the tissues without starvation, in freshly added 3C

medium. This strategy lead to the presence of more widespread oscillations (∼ 30% of

the cases), one example of which is reported in Figure 4.13b. Even though we measured

a steady decrease in the average velocity (Figure 4.13b.d), it was not as steep as for

adult cells, and this allowed us to gather longer observations. Without starvation, the

phenotypic change is not observed, although we notice a higher level of extruded cells

(Figure 4.13b.a). Interestingly, thinner (20 µm) lines seem to improve the quality of

our measurement.

The presence of more widespread velocity oscillations in embryonic cells is extremely

interesting, in that it is a base to structure future investigations on. A better quantifi-

cation protocol, specifically optimized for this cell type, could allow us to measure a

periodicity. With the same tissue, we could then induce epidermal fate differentiation

by adding calcium in solution, and verify whether such phenotypic change happens in

correspondence of the nodes. Our experiments prove that starvation is better avoided

to preserve cell motion. Moreover, mice transfected with a GFP-Sox9 reporter could be

bred to have embryonic cells where this specific differentiation marker, relevant at this
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(a) Adult mice primary keratinocytes seeded onto thin strips (2000×40 µm) are imaged right after star-
vation medium is added. Almost immediately, cells change morphology (a.), a process accompanied
by a steady decrease in velocity (d., mean velocity of n=11 tissues). Nonetheless, in ∼ 5% of tissues,
oscillations are visible, as reported in the kymograph of the velocity along x (b.) and the relative auto-
correlation image (c.).
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(b) Embryonic (E14.5) primary keratinocytes confined on thin strips (1000×20 µm) are imaged directly
in 3C medium (a.). Even though a steady decrease of the average velocity is present (c., mean velocity of
n=19 tissues), periodic oscillations in cell velocity are more abundant and better defined. An example of
such oscillations is reported in the kymograph of the velocity along x (b.) and the relative auto-correlation
image (c.).

Figure 4.13: Results of the studies on primary mouse keratinocytes.
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specific age, can be visualized.

In conclusion, we can say that embryonic (E14.5) primary keratinocytes seeded on

glass and PAA gel substrates patterned with thin strips display oscillations. We cannot

yet give a definitive number for the periodicity, nor confirm the correlation with the

expression of differentiation markers, but these experiments could be reserved for the

future.
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5. Conclusions and Future Perspectives

5.1 Diamond shapes tune the mechanical landscape

To explore the role of the local environment on proliferative heterogeneity we designed

diamond-shaped adhesive areas, both on glass and soft gels. This geometry was chosen

to control the anisotropicity of the mechanical landscape induced: depending on the

size of the angle created, cells are subjected to different inputs in terms of spreading

morphology, interactions with the neighbors, substrate deformation and stress propaga-

tion.

The viability of this approach is confirmed by our preliminary measurements of local

cell density and proliferation, showing that both these quantities increase in proximity

of the edges, with stronger values at sharper corners. TFM experiments on similar

conditions also demonstrate that the substrate displacement follows a similar trend:

all tissues pull inwards, but sharper angles are associated with deformations of higher

magnitude. Interestingly, we also show that tissues pull more strongly along the di-

rection of elongation of the diamond. These results confirm that our input parameter,

the diamond angle, effectively tunes the mechanical landscape created, thus confirming

the correlation between substrate tractions and cells division reported previously [126].

Our experiments then focused on finding how such landscape might come about, and in

which other ways it affects the behavior of cells. We show that changes in tissue shape

correlate with cell morphology: an elongation of the tissue along x leads to a global

cell alignment and deformation in the same direction. The two phenomena seem corre-

lated, but a causal dependence has not been confirmed. Strong deformations at acute

angles are also shown to correlate with a thicker cellular sheet and the appearance of

multi-layered morphology.

In comparing cell division and mechanical stress, the work of Nelson and colleagues

is the point of reference [126]. Our preliminary data corroborates their results, with the

strong difference that, whereas they show a homogeneous cell density and increased

proliferation uniquely at the edges, we find that both quantities raise together near the
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borders. On the one hand, this hinders our ability to distinguish the contribution of the

two phenomena, while on the other, it constitutes a novelty. Setting cell division aside,

the link between mechanical stress and cell density has not, to our knowledge, been

shown before. Moreover, cells do not simply accumulate at the edges of the tissue, a

fact fascinating per se, but 50° diamonds consistently display selective gathering at the

center of the shape, an oddity worth further investigation.

Mechanical stress is also indirectly correlated to cell morphology. Specifically, our

results confirm the connection between cell elongation, a proxy for cell polarity, and

substrate deformation. When seeded on 10° diamonds, cells globally align with the

long diagonal of the tissue, and this in turn gives rise to a re-orientation of the substrate

displacement in the same direction. Increasing the size of the tissue allowed us to

slowly release the confinement, and quantify the alignment correlation distance as ∼ 60

µm. Interestingly, for patterns wider than 100 µm, i.e. twice the alignment correlation

distance, we measure both random cell orientation and a loss of the typical bi-polar

displacement pattern.

This joint loss of cooperative behavior has also been observed by Schaumann and

colleagues, who notice strong cell forces situated in the center of colonies, albeit in situ-

ations where the average cell velocity is extremely elevated (> 100µm/h) [295]. These

values are at least one order of magnitude higher than what we record. Despite this

fact, for cell types characterized by lower cell motility, the overall displacement distri-

bution we measure is strikingly similar to that reported in the paper, which concludes

that elongated colonies reorient their distribution in a matter reminiscent of single cells

[295]. This paper, which contains many of the conclusions our results were pointing

towards, was published in 2018, after we obtain our data.

A different interpretation for the loss of large-scale coherent displacement has to do

with Kenotaxis (see subsection 1.6.6). When faced with areas that cannot be invaded,

cells always exert forces in a manner that would cause them to invade said space, i.e. to-

wards the center of the colony, or away from the obstacle. This guidance cue originates

at the periphery of the colony, and is communicated through the tissue for distances

estimated in the order of ∼ 150 µm (see substrate deformation correlation length in

[161]). When the colony is large enough (roughly twice this correlation length), cells

in the center lose information about the edges and displace the substrate in an un-

kenotactic manner. Even though the values do not agree perfectly, the general order of

magnitude is the same, proving that this might be a useful paradigm to explain the loss

of coordinated substrate displacement in the center of large tissues.

Another interesting question is whether cell tractions correlate with cell movement.
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On 10° diamonds, where cells are more elongated and coherently oriented, cell mo-

tion happens predominantly along the x direction. This observation is mirrored by a

stronger magnitude in cell forces along the same axis, which means that, at least on

such long diamonds, cell motility, morphology and substrate displacements are strongly

correlated and focused along the same direction. Whether this is also true for more

isotropic and larger tissues was not studied here, and it is still a matter of debate (see

subsubsection 1.5.2.3).

Altogether, these results are in agreement with the strong presence of an “edge ef-

fect”, influencing the behavior of cells at the periphery of the colony. This impacts not

only the way cells deform the substrate, but also their division, morphology, orientation

and their predisposition to proliferate in 3D. The mechanical environment established

in response to the imposed geometry, i.e. our control parameter, seems to be an under-

lying feature, correlating all other observations. From our point of view, as biophysicist

interested in mechanotransduction, these phenomena and their possible dependence on

active cell forces are as natural an idea as they are interesting to investigate. If, on the

one hand, all the results presented so far are to be regarded as preliminary, on the other,

they paint a coherent picture with many cues that could serve as solid bases to develop

a study upon.

5.2 A new wave-like phenomenon

Our measurements of cell migration on diamond-shapes highlighted the presence of pe-

riodic velocity oscillations comparable with those mechanical waves already reported in

literature. To shed light on the origin of these phenomena, we confined tissues on thin

quasi one-dimensional strips. Observations of cell velocity on strips of different length

highlighted the widespread presence of oscillatory motion, and a transition between

global (the entire layer moves back and forth alternatively) and multi-nodal (reminis-

cent of a standing wave) oscillations for a tissue length of L ≈ 400 µm, also predicted by

SPV simulations. We characterize the periodicity of this motion as λ = 380± 40 µm and

T = 4.7 ± 0.8 hours, and, since these values do not adapt to the external confinement,

we conclude that velocity oscillations are intrinsically encoded in the cells.

To our knowledge, these velocity waves are a novelty. Compared to what had previ-

ously been published, we measured multi-nodal oscillations in confined environments,

features that set these supra-cellular waves (hereafter called SupraWaves) aside from

both breathing oscillations (characterized by phase coherence) and traveling waves.

Nonetheless, all these mechanical phenomena share many similarities, which we will
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concentrate on after spending some time on the work of Peyret and colleagues on the

presence of sustained oscillations of cell velocity in confined epithelial sheets [266]. We

had previously set their paper aside because of its contemporaneity and high similarity

to our own.

5.2.1 Simultaneous reports of oscillations in confined environments

PERSONAL NOTE

Before describing and putting these results in perspective, I would like to shed some

light on the striking contemporaneity between the paper from the group of B. Ladoux

and ours. Around September 2018, B. Ladoux shared a draft of his paper with Mag-

ali Le Goff, a close collaborator of ours. This is how we came to know that his group

had worked on the very same phenomena we concentrated on: they had thoroughly

studied the presence of velocity waves, the correlation with YAP activation, and repro-

duced them with a model. Even though the similarities were striking, both in terms

of the actual investigations carried out and their interpretation, one strong difference

lied in the point of view on the phenomenon: whereas Ladoux’s work focused more

on the biological perspective, we worked to achieve a physical characterization.

If, on the one hand, this knowledge discouraged us, on the other, it sedated our

hesitation and convinced us of the quality of our work, which had effectively been

reproduced independently and anonymously in another lab.

We, therefore, reached out to Ladoux to confront our data and begun an extremely

constructive dialogue (which we have him to thank for). Together, we decided to

write 2 complementary articles, one concerned with the physics of these oscillations

[279] and one more focused on biology [266], and to up-load them on bioRxiv si-

multaneously.

In their paper, Peyret and colleagues confine human keratinocytes (HaCaT) tissues to

square patterns (side 200-1000 µm), where they notice the presence of global rotations,

somehow comparable to the swirling motion reported previously. When separated into

its x and y components, the velocity field displays oscillations in both directions, with a

π/2-phase shift, whose typical period (in time) and amplitude (in µm) increases linearly

with the confinement size (2-10 hours, 20-100 µm). The authors then confine cells

on long rectangles (width 200-500 µm, length 2000-3000 µm), where the rotatory

nature of velocity and cell polarity is confirmed. In this case, they report the presence

of (what we would call) global oscillations along the short direction, and multi-nodal
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oscillations along the long one, describing a phenomena reminiscent of standing waves.

Interestingly, the phase coherence length (which is half of the wavelength λ) along

both directions matches the tissue width, leading to the conclusion that “the period

and amplitude of the oscillations are [...] only dependent on the smallest confinement

size” [266]. By calculating the divergence of the velocity field, the authors demonstrate

that these oscillations are accompanied by fluctuations in density and, thus, phases of

compression and extensions, although a direct measurement of cell density is lacking.

Further studies also revealed that areas of low cell density are characterized by high YAP

nuclear localization and thicker cellular layers. On a side note, related to the velocity-

traction alignment debate (see subsubsection 1.5.2.3), the authors state that, only on a

local scale, the velocity of each cell aligns with the traction forces with a delay of ∼ 30

minutes.

The most obvious conclusion from the comparison of the two papers is that, whereas

with our work we demonstrated that the periodicity of SupraWaves does not depend on

the length of the tissue, its dependence upon its width is something we have ignored so

far, and we will have to assess in the future.

Although the oscillations described by Peyret and colleagues have deep similarities

with those we observe, mainly the fact of being in confined environments and happen-

ing over time and distances of similar magnitude, there are strong differences. The

main distinction is the transition between migration modes we observe thanks to our

quasi one-dimensional geometry, a transition that is not present in [266]. Peyret and

colleagues also report that the period and amplitude of oscillations scale linearly with

tissue size. We have already quantified the behavior of the period (see subsection 3.2.7),

but for the sake of comparison, we estimate the amplitude of the displacement of cells

from the period (Figure 3.20) and average velocity (Table 3.3) as A = 1
2
· Vmean

T
(see

Figure 5.1d). The graphs confirm the difference: the periodicity of SupraWaves is only

affected by the characteristics of the confinement within the regime of global oscilla-

tions, where the period and wavelength increase linearly with tissue length, a trend

that characterizes the whole range of experiments reported in [266]. This discrepancy

might be attributed to the different velocity-correlation length of MDCKs (∼ 150 µm)

and HaCaT (∼ 600 µm). Whereas our tissues are designed to span a wide range of

lengths, both considerably smaller and larger than the correlation length, the squares

remain in the former regime, a fact that could hide the presence of a transition. From

these considerations, it seems that the experiments in [266] remain in the “2D version”

of the global oscillation regime, controlled by the smaller of two confining lengths.

Peyret and colleagues report that, in the 2D case, the periodicity along x is equal
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Figure 5.1: Comparison between the results obtained in [266] (a,b,e) and during our experi-
ments (c,d, blue shaded areas highlight the global oscillation regime). The period in time (a,c)
and amplitude (b,d) for the two cases are compared. The phase coherence length (e) as calcu-
lated in [266] is also reported, together with an estimation of the working conditions for our
strips (red dot).

to the confinement in y. This is quantified as the phase coherence length (defined as

the distance over which vx reverses direction, i.e. half of our λ), and the authors find a

linear behavior (see Figure 5.1e). If we extrapolate based on the graph reported in the

paper, for widths of 40 µm (those of our strips), we obtain a phase coherence length

equal to exactly half our period, a match that is somehow surprising given the profound

difference between the cell types. The intercept of this linear behavior suggests that the

confinement along y only affects the behavior in the perpendicular direction above a

certain threshold.

Interestingly, an effect is observed in the magnitude of the velocity oscillations (in

µm/h), a quantity we did not measure. Around ∼ 600 µm, a distance equal to the

correlation length, Peyret and colleagues report a change between a linear increase

of magnitude with the confinement size, and a regime of constant magnitude. The

transition is attributed to the decrease in migration speed due to the proximity of the

walls, an effect that we observe as well (see Table 3.3), mainly for global oscillations.

In the future, it might be interesting to measure the amplitude of the oscillations (in

velocity) in our case, and verify whether we observe a comparable behavior.

A difference between the papers lies in the behavior of cell polarity, a quantity de-

scribing the direction of cell migration: in 2D it rotates in time, a situation which does

not seem to be the case for our thin strips. To verify this, we plotted kymographs of

vy (y; t) = 〈vy (x, y; t)〉x, which only displayed periodicity in < 5% of the cases, and with

high variability between 1 and 8 hours. On the other hand, a similar quantification in
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the case of large 10° diamonds (see Figure 3.11) revealed the more frequent presence

of periodicity around ∼ 4 hours, indicating the results obtained in [266] might be re-

produced with our setup. It is possible that our quasi one-dimensional situation forces

inversions of polarity along x rather than a rotation, although a direct measure of this

quantity is all but trivial.

Finally, like in our case, the authors measure YAP translocation. Setting our doubts

aside, we feel like both works suffer from a lack of a direct causality between the pres-

ence of waves and the activity of YAP and/or local cell density. There is no direct

evidence of a periodicity in neither of these two quantities, a fact that, in our minds,

undermines the credibility of these results.

5.2.2 Wider comparison with literature

The transition we observe between global and multi-nodal oscillations around ∼ 400

µm happens for values approximately equal to double the velocity correlation length

(∼ 150 µm). The factor of 2 makes sense because the correlation length describes how

far the motion of cells is coordinated. As a gross simplification, to have cells moving

in opposite directions you need, at least, two groups of coordinated cells, which, in a

quasi one-dimensional geometry, requires twice the correlation length. Interestingly,

the presence of a change in cell behavior at this length coincides with the transition

between global coordinated rotation and the presence of multiple swirls for discs of

diameter ∼ 300 µm [165].

SupraWaves share similarities with the breathing motion of cells on round patterns.

We measure a linear increase in period with tissue length in a situation of global oscil-

lations, which is mirrored by a similar behavior in [128]. A breathing oscillation has a

node in the center, and cells are also immobile at at the external edge of the tissue. If we

only consider the radial direction, we can reduce the system to one dimension, where

the radius plays the role of LX . With this in mind, breathing oscillations are global

oscillations, with an additional circular symmetry. Interestingly, we measure global os-

cillations for LX < 400 µm, and all works reporting breathing oscillation were carried

out on discs whose radius was smaller than 350 µm [128, 163, 172]. Whether different

migration modes, characteristic of larger discs, exist is still not clear.

The linear dependence of the period on the confinement size is attributed to the

constant speed of propagation of the oscillations. In our case, we measure this as the

effective velocity, a value approximately equal to 80 µm/h. When comparing this num-

ber with those present in literature, we notice that it is quite recurrent. Even if not

clearly specified, we can estimate an almost identical value from [266]. For what con-
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cerns traveling velocity waves at tissue boundaries, their speed is slightly higher (∼ 120

µm/h [194]) but still in the same order of magnitude. This is interesting for our ini-

tial interpretation of oscillations as standing waves, which are the superimposition of

2 identical waves traveling in opposite direction. If what reported in [194] applies for

thin strips, and we assume that wave-fronts are “launched” at the short edges inwards

in a periodic manner, than what we measure and what Rodriguez-Franco et al. ob-

serve might represent the same phenomenon. Another occurrence, which shares many

similarities with fluctuating migratory phenomena, is the propagation of ERK waves at

this very same speeds [198]. Stress and strain waves in expanding monolayer, on the

other hand, are somewhat different, reporting value ether too low [174] or too high

[195]. Nonetheless, a more comprehensive study of the forces exerted by the cells on

the substrate could allows for a better comparison with these works.

5.3 Future perspectives

As often the case in science, the future perspectives we can think of are endless and

extremely varied. I will first highlight what we feel are the most stimulating ones, to

then quickly run through a series of possible future investigations.

Transition to 2-dimensional oscillations

We worked on a quasi one-dimensional geometry in order to find the simplest system

possible where we could reproduce velocity oscillations, which had already been ob-

served on planar geometry. Our original idea was to follow a bottom-up approach, and

slowly steer our work towards more complicated geometries, an approach which was

somehow confirmed by the work of Peyret and colleagues [266]. Three future ideas are

related to the second dimension, i.e. the width, that we have so far ignored. The first

is to assess whether changes in the width of our tissues affect the periodicity of oscil-

lations and the critical length associated to the transition. Secondly, we would like to

bridge the gap between∼ 1D and 2D by progressively making our strips wider. In a way,

this process would be aided by the other published data, which could tell us what to

look for. The third perspective is related to the considerations mentioned above, which

seem to point towards the fact that the experiments carried out in [266] remain in a

sort of equivalent global oscillation regime in 2 dimensions. The oscillations along the

short direction, in fact, are global, and no nodes are reported. This begs the question of

whether there is a 2D-phase transition between migration modes over y, and for what

distance that could happen. Based on a comparison with our cell type, we could hazard
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a guess: if the transition for MDCKs happens at double the correlation length, then in

HaCaT this could happen around ∼ 1000 µm. It could be interesting to investigate this

by extending the width of the strips further, to find a situations of multi-nodal oscilla-

tions in both x and y directions, and understand if the two influence each other and

how.

Moreover, our studies on 50° diamonds highlighted the presence of a nuclear accu-

mulation in the center of the shape. This could be the consequence of a 2-dimensional

standing wave, the presence of which can be verified with the experiments proposed

above.

Assessing the periodicity of cell conformation

Our preliminary studies of the 3D conformation of tissues reveal the presence of strong

fluctuations in local cell thickness, with a periodicity of ∼ 200 µm. This number, for

which we do not have an explanation yet, is further corroborated by the studies on

local cell density, which measure a similar period. Given the preliminary nature of

these results, it would be, first of all, interesting to confirm their solidity with more

consolidated techniques, such as fluorescence exclusion microscopy [309], and simply

increase the statistics on the local cell density.

The second perspective is related to the interpretation of this number. We measure

oscillations at ∼ 400 µm, and a possible periodicity of cell density for ∼ 200 µm. The

obvious question is related to the nature of the factor of 2. Initially, we expected cells to

be thicker where the velocity field was converging, where they are compressed, an idea

driven by the (erroneous [308]) assumption that cells maintain a constant volume. A

different hypothesis could be that either motile or non-motile cells develop more in the

vertical direction. The presence of two cell sub-populations (motile and non) could ex-

plain a periodicity at ∼ 200 µm, and could be further verified with other experiments of

cytoskeletal morphology and cellular signaling. To test this hypothesis, we would per-

form live imaging with a confocal microscope over longer periods of time (∼ 10 hours).

The low frame-rate necessary to identify oscillations could allow for long observations

of cell thickness, to be accompanied with PIV measurements of cell velocity to identify

nodes and anti-nodes.

The effect of SupraWaves on stem cells

The possible role of oscillations in cell physiology, particularly in stem cell differentia-

tion, was tested on primary embryonic keratinocytes which, before artificial induction

of epidermal fate differentiation, display oscillatory behavior. Due to the limited time on
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our hands, these results remained in a preliminary state, but the presence of oscillations

in a different cell type is very promising per se. Even from a theoretical point of view,

periodic compression and expansion alone are not sufficient to generate patterning. The

necessary components (i.e. morphogenes) must be put in place to create the basis for

differentiation. This is why the natural progression for this project is to try to induce

epidermal fate and verify whether SupraWaves result in preferential differentiation at

specific loci. The presence of an ongoing collaboration makes this experiments feasible.

The other paths we can envision for the continuation of this work, scattered through-

out the manuscript, can be summarized and divided into three main categories.

5.3.1 Finding the minimal ingredients for coordinated oscillations

Firstly, we would like to identify the minimal physical and biological ingredients leading

to the emergence of SupraWaves. This could be achieved thanks to the development of

a specifically tailored hybrid continuum model (introduced in subsection 4.1.6), and

the design of experiments to bridge the single and the multi-cellular regimes. To this

end, we have already performed some preliminary experiments to prove that single cells

oscillate. We could repeat these tests with an increasing number of cells, in order to un-

derstand how collective oscillations emerge as a function of crowding and confinement

size.

These investigations could be complemented with a more thorough study of the

forces exerted on the substrate, at both the single cell level and for entire tissues. The

simplified quasi one-dimensional geometry could help with the extraction of meaningful

data, and the calculation of forces and stresses might shed light on the mechanical

components of SupraWaves and, ultimately, allow for a comparison with other reports

of waves in literature.

5.3.2 Testing the resilience of waves to external perturbations

To fully understand SupraWaves, another possibility is that of testing how resilient they

are to external perturbations, being them mechanical or bio-chemical.

We have already ventured this path by blocking cell division with Mitomycin C,

experiments we do not fully trust due to the presence of widespread cell death. Since it

has been suggested that the lack of cell division leads to patterns characterized by lower

noise [194, 195], these experiments could be repeated with a different drug, such as
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thymidine.

Other drugs or knockdowns, specifically inhibiting cellular components, could be

used to assess the importance of those very same components for the presence of oscilla-

tions. We have tested blebbistatin, but other possibilities are numerous, the most inter-

esting being cadherin junction disruption by calcium chelation (EGTA) and cytoskeletal

disruption with Cytochalasin D and Nocodazole.

A more dynamic approach involves the use of optogenetic probes to locally perturb

cell contractility. As a matter of fact, a specific MDCK photo-activatable-ArhGEF11 cell

line (PA-ArhGEF11-CRY2-CIBN system, light exposure leads to Rho-dependent signal-

ing and contractility increase) is present in the lab and has already been tested on lines

to verify the presence of oscillations in velocity. Moreover, a second RhoA-targeting

optigenetic cell line is currently at the lab, albeit with no previous characterization.

We can envision four types of experiments to test SupraWave resilience to inconsistent

contraction patterns: (i) real-time illumination with a pattern that matches the native

periodicity of SupraWaves, in phase or out of phase, to affect oscillation amplitude; (ii)

illumination with a different periodicity, to see if and to what extent the system can

accommodate for a different wavelength; (iii) saturating the tissue with widespread il-

lumination, which is likely to make the cells “deaf” to mechanical stimuli; (iv) imposing

a traveling contraction wave at different speeds, to verify the response of the system

to different velocities and the eventual presence of an intrinsic maximum (mimicking

the experiments performed in [198]). These last experiments can be done on ring-like

tissues, where traveling excitations have already been observed.

5.3.3 Determining the biological impact

The presence of an intrinsic metric controlling both, the transition between migration

modes and the location of the nodes, could be biologically relevant. If cells positioned

at the nodes feel specific mechanical stimuli (e.g. periodic stretching and compression),

they might undergo different fates, laying the foundations for the supra-cellular pattern-

ing characteristic of morphogenesis. Equivalently, could this intrinsic metric be used to

measure distances and, ultimately lead to positional sensing? Following these hypothe-

ses, we have and will carry out some experiments looking for a biological function that

could be activated (or inhibited) in correspondence of the oscillations.

Such studies will need to probe the biological impact of SupraWaves on two distinct

regimes. On the shorter timescale (minutes to hours), we expect changes in the cy-

toskeletal architecture, whereas at longer timescales we aim at identifying transcription

factors and, possibly, a readout of their impact on cell physiology.
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Cytoskeletal organization

The morphology of the cell in response to the oscillations can be assessed by combining

confocal-imaging and adequate staining molecules (SiR actin, SiR tubulin, Myosin II-

GFP). Mimicking our experiments on diamond patterns, it would be interesting to repeat

the quantification of cell shape thanks to the cadherin staining, and accompany this

information with knowledge about the size and distribution of focal adhesions. Since

we believe that oscillations could cause periodic inversions of cell polarity, it would be

interesting to measure such quantity, a feature that could be achieved with these very

same techniques by observing the relative positions of the nucleus, cytoskeleton and

centrosomes [319].

Signaling molecules

Two proteins (YAP and β catenin), known for being part of mechanotransduction path-

ways, are also shown to translocate to the cytosplasm where cells are more packed, but

whether this periodicity matches that measured for tissue height and nuclear density

could not be verified. Moreover, these studies are affected by several issues. A more

thorough quantification of the area and YAP activation for single cells could lead to

more trustworthy data.

One possible approach to find direct correlations might be that of identifying each

tissue/strip with a code during the gel patterning protocol. This could allows us to

observe oscillations, stain for specific proteins, and then univocally associate each tissue

with its oscillating motion and the specific distribution of the chosen protein.

The effect of other signaling molecules could be assessed, primarily that of ERK,

whose wave-like activation has been shown to be concomitant with mechanical waves,

and calcium, for which our preliminary experiments have excluded the use of Fluo-4.

Cell cycle progression

The effect of SupraWaves on cell division could be assessed by repeating the experi-

ments we performed with EdU. Another interesting readout of the SupraWaves could

be cell cycle progression. A thymidine block can synchronize all cells in the G1/S bound-

ary [302]. When such block is released, all cells resume the normal cell cycle, whose

progression can be followed with MDCK cells stably expressing the Fucci construct.
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Selective extrusion

Elevated rates of cell extrusion have been measured in correspondence of high density

[163], enhanced monolayers stress and singularites in cell orientation [255]. All these

phenomena are typical of nodes, anti-nodes, or possibly the space in between, so future

investigations could concentrate on cell extrusion as a possible readout.

5.4 Concluding remarks

Patterning in Nature, and specifically in biology, is as fascinating as fundamental for our

understanding of life and our own workings. We begun this work with this in mind,

aware that our contribution would be extremely specialized and, if relevant at all for

this field, limited. Nonetheless, we proved the existence of patterns in cell velocity and

we took the first steps towards assessing their possible contribution for morphogenesis.

Our initial idea emerged from observations of the existence of mechanical actors in the

patterning of hair follicles, and we somehow concluded by circling back and performing

experiments to verify the presence and relative importance of SupraWaves in primary

skin cells.

All our hypotheses and experiments are driven by the same basic thought: oscilla-

tions have the purpose of separating cells into sub-populations and, ultimately, creating

heterogeneity. This idea inevitably leads to investigations to determine if cells perceive

their distant environment through the propagation of mechanical waves, and to what

extent they respond to those waves. We need to acknowledge the fact that this might be

a fundamentally flawed idea, and that mechanical waves might have the exact opposite

purpose. Marel and colleagues advance this idea throughout their studies of collective

cell migration in channels, where they interpret cell migration as the sum of 2 compo-

nents: a constant drift and diffusion-mediated transport, which might effectively serve

the purpose of “evening out cell-density gradients at large scales” [192]. The outcome

of our investigations, so far headed in the opposite direction, will necessarily reveal the

veracity of our hypothesis.

Setting all this aside, we are convinced of the importance of testing our idea. The

possibility that intrinsic velocity oscillations might be the foundations of patterning is

potentially revolutionary for the field of developmental biology. One could argue that

the probability of success is low, but no matter how improbable, we feel like the poten-

tial novelty and drastic paradigm shift is worth the effort.
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Personal note

The writing of this manuscript has been somehow painful: looking back through what I

have done forced me to acknowledge the mistakes I silently accepted and the (hopefully

marginal) laziness I passively welcomed. In the writing, I believe I managed to solve many

of these issues, and where I could not, I tried to make the remaining flaws as transparent

as possible. According to a recent survey by Nature [? ], the roots of the reproducibility

crisis that is spreading through science is to be found on selective reporting, something I

have tried to avoid as much as possible. Mistakes are ok, fraud is not.

Looking back, I would change my approach in 2 ways: I would take the initiative more

often, and I would listen to Giovanni when he repeated: “a work not finished is a work not

done”. As a matter of fact, this manuscript contains almost 2 chapters of preliminary data

and only 1 of confirmed results. If one were to put the priority on publishing as much as

possible, this would not be a very efficient approach. Luckily, and this is something I have

my supervisors to thank for, I learnt that science is not about the number of papers. Even

if my work discovered numerous paths without actually reaching the end for all of them,

something I still recognize as a flaw, it served to lay the foundations for the future of our

group, and I am immensely proud of this.

“Hindsight is a gift”1, and I like thinking that the retrospective offered by this manuscript

taught me a fair bit about how to tackle future endeavors.

Part of being a scientist is dealing with the so called “impostor syndrome”, and I am

sure my supervisors will agree with my self-diagnosed condition. I feel and hope that, even

though one could argue with the choices we took and the specific methods we employed,

a debate which is as characteristic as fundamental to science, ultimately the phenomenon

and its interpretations are authentic. The reader will be judge of that.

1Gadsby, Hannah - Nanette, Comedy show on Netflix, 2018.
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Appendix A

Protocols

A.1 POLYACRYLAMIDE gel patterning - Glass method

Glass coverslip activation.

• Use a nitrogen air gun to make sure the 32x0,17mm round are dust free before

the plasma activation.

• Put the coverslips in the plasma cleaner. Lay the coverslips flat in the plasma

chamber.

• Turn on the pump and wait until the pressure is around 0.2-0.3 mbar. Open the

AIR inlet and regulate it until the pressure stabilizes at around 0.4 mbar.

• Turn the Plasma on at maximum power for 40 seconds (0.6 in timer of plasma

machine).

• Close the gas inlet, stop pumping, and ventilate the reactor (a filter should be

placed on the air inlet to avoid dust intake into the reactor).

pLL–PEG glass coverslip coating

• Put a drop of pLL–PEG solution (25 mL/cm2 - 70µL) on parafilm.

• Take each coverslip with tweezers and flip it on the droplet in order to have the

plasma-activated side of the coverslip facing the pLL–PEG solution and let incubate

in the dark for 30 min.

• At the end of the incubation, lift the coverslips carefully without scratching the

coating.

• Dip the coverslips into washing PBS solutions (you will use this one for all washing

steps)

• Rest the coverslips vertically against a support, and leave them drying on a kimwipe

facing out.
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Mask treatment

• Wash the mask with hot water (NO SOAP). Use your gloves gently rubbing on the

surface.

• Rinse the mask with plenty of deionized water and dry the mask with nitrogen air

gun.

• Rest the mask on a kimwipe and pour isopropanol on it. Use another kimwipe to

rub the surface of the mask and make sure it is clean.

• Rinse the mask with isopropanol and make sure all the liquid is removed with a

Nitrogen air gun.

Deep UV insolation and protein coating

• Heat up the UV lamp (max 5 min, I try to avoid the machine from getting too

warm). This is very important.

• Rest the mask on a horizontal surface, chrome facing up. Use a kimwipe to press

on the coverslip (like PNIPAM protocol) to remove excess water and maximize

vicinity between coverslip and mask

• Put the entire setup in the warmed up UV lamp (5 min). Flip the mask to have the

coated side away from the UV source. Expose to UV for 4 min. (5 min usual time,

now I do less and if it gets warmer in the room you might want to decrease this

time)

• Prepare protein coating solution: we use a solution of 20 µg/mL of fibronectin

diluted in sodium bicarbonate 100 mM. (2 µL fibronectin + 98 µL Na2CO3) (I

don’t use fibrinogen anymore to avoid wastes, but otherwise the formula is 2 µL

fibronectin + 2 µL fibrinogen + 96 µL Na2CO3) (Dissolve 420mg of sodium

bicarbonate in 50 ml of Milli-Q water using a 50ml falcon tube)

• After 5 min UV-light exposition. Pour deionized H2O to help detaching the cover-

slips from the mask.

• Rest them on a kimwipe to dry.

• Put a drop of ECM solution on parafilm (70 µL for 32 mm coverslips) and put the

pLL–PEG–UV-insolated side of the coverslip on the droplet. Protect from light and

let it incubate for 30 min.
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Preparation of acrylamide solution and protein transfer

• Again, as acrylamide is carcinogenic, handle it with care under chemical hood and

using proper user protection. (POLYacrilamide is not hazardous)

• Take 165 µL of acrylamide + bisacrylamide solution (CHOOSE RIGIDITY NOW)

and put it in a 500 µL vial, and put it in the degassing chamber upstairs. We only

work with multiples of this quantity, which is good for 3 coverslips.

• Gently lift the coverslips after 30min incubation, dip them in the PBS washing

solution and then rest them on a kimwipe to dry.

• Collect the acrylamide solution from the vacuum bell and keep the container

closed. (Remember to close the valve before removing the pipe, let slowly air

inside with the valve)

• Vortex the fluorescent beads (use far red beads) solution.

• Add 1.5 µL of fluorescent beads (FluoSpheresTM Carboxylate-Modified Micro-

spheres, 0.2 µm, dark red (660/680)) solution (1:10 in H2O) to the acrylamide

solution if you need beads for TFM. (This is for 40x wide field imaging, normal

quantity for 60x is 0.2 µL of undiluted solution)

• Vortex again. Sonicate for 3 min to destroy any bead aggregates that could have

formed during the storage.

• Prepare the TEMED and APS and silanized coverslips under the hood.

• Move the patterned coverslips under the hood and prepare parafilm (you can reuse

same one but pay attention to dust that might cause a tilt in your coverslips).

• Put 10 µL H2O and rest the non-functionalized side of the patterned coverslips on

it.

• You will add TEMED and APS solution to the acrylamide with the following pro-

portions: 1 µL of TEMED and 1 µL of APS 10% for 165 mL of acrylamide solution.

You should proceed as fast as possible in the next steps.

• First, add TEMED to the acrylamide solution, briefly but vigorously mix. (black

vial)

• Second, add APS solution to the acrylamide solution, briefly but vigorously mix.

(transparent vial)

• Vortex again.

• Put a drop of 47 µL of the acrylamide polymerization mix on coverlips (stack on

parafilm thanks to the water).

• Slowly place the salinized coverslip on top while taking extreme care to avoid

bubbles (place silanized side on polyacrilamide).
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• Let polymerization proceed for 30 min under a lid. You can turn the hood off.

• Pour PBS on the samples coverlips to help the detachment and wait for 5 min so

gels are softer.

• Detach the two coverslips using a scalpel.

• Store in PBS.

Mask cleaning

• Wash the mask with hot water AND soap. Use your gloves gently rubbing on the

surface.

• Rinse the mask with plenty of deionized water and dry the mask with nitrogen air

gun.

• Rest the mask on a kimwipe and pour isopropanol on it. Use another kimwipe to

rub the surface of the mask and make sure it is clean.

• Rinse the mask with isopropanol and make sure all the liquid is removed with a

Nitrogen air gun.

• Put the mask (chromium side facing the air) in the plasma cleaner (oxygen cleaner).

• Start pumping out the air in the reactor and wait for the pressure to stabilize at

0.3 mbar.

• Open the O2 inlet and let plenty of oxygen flow for a 8 min.

• Pump out the air in the reactor and wait for the pressure to stabilize at 0.3 mbar.

• Run the plasma at 100% power for the max time of allowed by the machine

(17min).

• Close the gas inlet, stop pumping, and ventilate the reactor.

• Store the mask in a dust free environment.

Coverslip salinization

• This glass treatment is necessary to ensure a good attachment between the PAA

gel and the underlying coverslip.

• As silane solutions are very toxic, this process should be performed under a chem-

ical hood with appropriate user protection, at least the silane solution should not

leave the hood outside of a hermetically closed container.

• Mix in a 15 ml falcon: 5ml of 100% alcohol, 161ul of 10% acetic acid and 18,5ul

bind silane.

• Put 100-200ul of silane solution on each coverslip and distribute it evenly. I gen-

erally leave an external ring of width 1mm free of silane solution. This makes it
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easier to detach the gels later on.

• After 3-4 min wipe each coverslip with a kimwipe. (Do not let the coverslip dry

before wiping it).

• Leave for 10 min to make sure the coverslips are dry and store them at room

temperature in a petri dish. Seal the petri dish with parafilm to avoid air dust and

the coverslips to inadvertently turn.

• This treatment is quite stable over few weeks so you can do many coverslips at the

same time to avoid always repeating this fastidious time-consuming process.

Electroscrub treatment [in case of problems with gel quality]

• Place your mask on a glass container.

• Carry the next steps out in the chemical hood.

• Pour electroscrub solution in the container, make sure the mask is fully covered.

• For 3-5 min move the container and gently rub the surface of the mask.

• Remove the mask from the solution and pour abundant warm water onto it.

• Proceed with the normal mask washing without soap.

A.2 PNIPAM glass patterning

Surface functionalization with ATRP initiator

• Wash the glass coverslips with Milli-Q water, acetone and ethanol in this order.

Dry them with nitrogen gas flow.

• Put the coverslips in the in the plasma cleaner. You can put them in a previously

washed (acetone-ethanol-N2 dry) glass dish or rest them directly on the glass tray

inside the plasma cleaner.

• Turn on the pump and wait until the pressure is around 0.2-0.3 mbar. Open the

H2O vapor inlet and regulate it until the pressure stabilizes at 0.4 mbar.

• Turn the Plasma on at maximum power for 6 min.

• Clean (acetone-ethanol-N2 dry) 2 100ml beakers. Add a magnetic stirrer to one.

• Pour 100 ml of toluene in each beaker.

• Add 1250 µL of APTES [(3-Aminopropyl)triethoxysilane] and 2500µL of Triethy-

lamine to the small beaker.

• After 6 min, close all plasma camber inlets and start ventilating the chamber.

Remove the samples, stack them into a sample holder and dip it in the prepared

toluene solution. Wait for 15 min.
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• Put the beaker filled with washing toluene in the sonication bath and dip the

surface activated coverslips in for 10-30 seconds.

• Wash the coverslips with ethanol, Milli-Q water and ethanol in this order, then dry

them with nitrogen gas flow.

• Dispose of the solutions.

• Clean (acetone-ethanol-N2 dry) the two beakers. Again add a magnetic stirrer to

one of the two.

• Pour 100 ml of dichloromethane in both beakers.

• Add 5 ml of Triethylamine and 1000 µL of α-Bromoisobutyryl bromide to a beaker

while stirring.

• Dip the coverslip in the solution for approximately 1 min, and then immerse them

into the washing solution.

• Wash the coverslips with ethanol, Milli-Q water and ethanol in this order, then dry

them with nitrogen gas flow. [At this point the surface should be hydrophobic]

• Dispose of the dichloromethane solutions.

Deep UV patterning of the initiator layer

• Put 2 µL of hexadecane on the metal side of the mask.

• Place the initiator-functionalized coverslip on the mask, with the functionalized

side in contact with the hexadecane drop. Press manually on the coverslip in order

to expel the excess of hexadecane and ensure a good coverslip/mask contact.

• Put the quartz mask with its quartz side facing away from the lamp (the coverslip

on the lower side holds in place by capillarity). [use a kimwipe to ensure that the

mask and the coverslip do not touch a hard substrate directly]

• Illuminate for 1.5-2 min

• After illumination, drop copious amount of ethanol on the mask to help peeling of

the coverslip. You can help yourself with the tip of the wash bottle.

• Once you retrieved the coverslip, wash with acetone and ethanol in this order,

then dry them with nitrogen gas flow. [You can usually already see the pattern.]

• Put the coverslip in another, previously cleaned, glass dish, with the functionalized

side facing up.

• You can just wash the mask with ethanol and then drying it with gentle nitrogen

air flow.
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PNIPAM brush growth

• The polymerization solution is prepared as follows (for 100 ml):

– weight 5000 mg of NIPAM monomer and add them to 100 ml H2O in a

beaker;

– sonicate for 30sec.

– add 17-20 mg of Copper(II) bromide while stirring [weight in metal dish and

add it to previous solution]

– add 300 µL of PMDETA (Pentamethyldiethylenetriamine).

– add 150 ± 10 mg of ascorbic acid while stirring.

– sonicate 10 sec.

• Dip the sample holder with all coverslips in the solution for 30 min. Use another,

bigger, glass dish as a lid.

• Wash with Milli-Q water and ethanol in this order, then dry them with nitrogen

gas flow.
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The structural and functional organization of biological tissues relies on the intricate interplay between
chemical and mechanical signaling. Whereas the role of constant and transient mechanical perturbations is
generally accepted, several studies recently highlighted the existence of long-range mechanical excitations
(i.e., waves) at the supracellular level. Here, we confine epithelial cell monolayers to quasi-one-
dimensional geometries, to force the establishment of tissue-level waves of well-defined wavelength
and period. Numerical simulations based on a self-propelled Voronoi model reproduce the observed waves
and exhibit a phase transition between a global and a multinodal wave, controlled by the confinement size.
We confirm experimentally the existence of such a phase transition, and show that wavelength and period
are independent of the confinement length. Together, these results demonstrate the intrinsic origin of tissue
oscillations, which could provide cells with a mechanism to accurately measure distances at the
supracellular level.

DOI: 10.1103/PhysRevLett.122.168101

Supracellular organization plays a key role in establish-
ing and maintaining structure, function, and homeostasis in
tissues. In the early stages of embryonic development,
where features need to arise spontaneously from a homo-
geneous state, this organization closely follows morpho-
genic chemical patterns. In the most general case, however,
chemical reactions, osmotic pressures and mechanical
forces all cooperate to determine tissue-level organization.
This is confirmed by an increasing number of recent studies
indicating that cell proliferation, differentiation, and motil-
ity are strongly impacted by the mechanical properties of
the microenvironment [1–5]. Several recent works reported
that wavelike patterns of the local cell velocity sponta-
neously appear in colonies of epithelial cells. Those
velocity waves have also been observed in spreading
epithelial sheets [6–9], regardless of cell proliferation
[10], and are correlated to oscillations of the forces exerted
by the cells on the substrate [11]. Such long wavelength
patterns also appear in confined geometries where cell
migration is limited to local cell rearrangements [12–16].
Thesewaves are characterized by awavelength λ and a period
T, and show a surprisingly large spatial and temporal
coherence. They can be modeled either at the particle level
[15] or using continuum approaches [10,16], based on a
coupling between cell motility and intercellular forces.
In this Letter, we explore whether the period and

wavelength of collective wave excitation in epithelial cell
monolayers are intrinsically encoded in the activity of the

cell, or if they are affected by external constraints such as a
specific set of boundary conditions. To achieve this, we
analyzed the collective motion of epithelial cells confined
to a quasi-one-dimensional channel. The experiments were
accompanied by a series of numerical simulations, based
on a self-propelled Voronoi model (SPV) [17–19], adapted
to take into account the confining geometry. Our results
show that tuning the length of the confining channel drives
a phase transition between a state of global oscillations and
a multinodal wave state. This transition is a consequence of
the interplay between local cell active dynamics and global
confinement. The effect is robust and does not require
detailed knowledge of molecular processes but relies on a
simple polarity-velocity alignment mechanism studied in
the physics of dense active matter systems.
To confine cells to a quasi one-dimensional pattern, we

prepared adherent stripes on soft polyacrylamide gels
(E ≃ 40 kPa), as described previously [20] [outlined in
Fig. 1(a)]. Stripes of different length (LX ¼ 100 to
2000 μm), but of the same width (LY ¼ 40 μm), were
patterned on the same substrate. Epithelial Madin-Darby
Canine Kidney (MDCK) cells were then seeded on the
patterned substrates with initial concentration of 2.5�
0.5 × 104 cells=cm2. The samples were washed with fresh
medium 1 h after seeding, then placed in the incubator (37 °C
and 5% CO2) until the end of the experiments. Cells were
imaged in situ using an in-line holographic (defocus) micro-
scope (see and Fig. SI-1 and Supplemental Material [21],
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which includes Refs. [22,23]) [24] for ≃48 h after conflu-
ence, gathering one image every 10 min [e.g., Fig. 1(a),
middle]. Cell velocities were computed with a custom-made
particle image velocimetry (PIV) algorithm with a final
resolution of 20min and 14 μm. To generate the kymograph,
we cropped the videos in time to consider only confluent
tissues, in an intervalwhere the average absolutevelocitywas
higher than 4 μm=h [25]. We then averaged the horizontal
component of the speed along the transverse direction
vkðx; tÞ ¼ hvxðx; y; tÞiy. We removed low frequency drifts

using a Gaussian high-pass filter cropping 50% of the signal
at 700 μm and 10 h. The kymograph in Fig. 1(b), left
represents the spatiotemporal evolution of the velocity field
over 22 h and over the whole stripe. A typical instantaneous
velocity profile [Fig. 1(c), right] displays periodic oscilla-
tions in space. To quantify the period and the wavelength of
these oscillations, we computed the autocorrelation function
of the kymograph gðδx;δtÞ¼hvkðx;tÞvkðxþδx;tþδtÞix;t,
displayed in Fig. 1(c), left. We observe an oscillating pattern
in the autocorrelation function, both along the spatial and the
temporal directions [Fig. 1(c), right]. This pattern indicates
the establishment of an extended multinodal standing wave,
with wavelength and period equal to λ ¼ 370� 30 μm and
T ¼ 4.7� 0.7 h, respectively (errors represent the standard
deviation, n ¼ 59) [see histograms in Fig. 1(c), right].
To obtain a detailed understanding of oscillations in

tissues, we consider a computational framework based on a
recently introduced self-propelled Voronoi model [17–19].
The model used in this study is similar to that used in
Ref. [19] to describe flocking transitions in confluent
tissues, but rather than using periodic boundary conditions,
we imposed confinement through a repulsive rectangular
wall of size (LX, LY) to reproduce the experiments’
geometry. Full details of the model and its implementation
can be found in Ref. [18] (also see Supplemental Material
[21] for the parameters used). Briefly, the confluent cell
monolayer is modeled as a two-dimensional network of
Voronoi polygons covering the plane [Voronoi tessellation
of all cell center positions, see Fig. 2(a)]. Each configu-
ration of cells is described by the positions of cell centroids
with energy given by the commonly used Vertex model
[26], which depends on the area and perimeter of each cell.
The parameters of the Vertex model include area and
perimeter stiffness constants (K and Γ) and target area
and perimeter (A0 and P0). These parameters were chosen
to describe a monolayer in a solidlike regime (with a shape
factor p0 ¼ P0=

ffiffiffiffiffi

A0
p

¼ 2.5) [17,27], to avoid shear flows
induced by the boundaries. As in Refs. [17–19], we
consider an overdamped dynamics, i.e., a force balance
between frictional force with the substrate, self-propulsion
at a constant velocity v0 along the direction of cell polarity
ni, and mechanical forces between the cells determined as a
negative gradient with respect to cell position of the SPV
model energy functional. The value of v0 can be set to
match the experimental observations, but does not affect
the general oscillatory behavior. The dynamics of the cell
polarity ni, described by the angle θi with the x axis of the
laboratory reference frame [i.e., ni ¼ ( cosðθiÞ; sinðθiÞ)]
are

∂θi
∂t ¼ 1

τal
sinðθi − ϕiÞ þ νri ðtÞ; ð1Þ

with ϕi being the angle between the velocity of cell i and
the x axis, and νri ðtÞ being an orientational Gaussian noise.
The angular dynamics is thus controlled by the interplay of

(a)

(b)

(c)

FIG. 1. (a) Top: MDCK cells are seeded onto a polyacrylamide
(PA) gel patterned with fibronectin stripes (width: LY ¼ 40 μm,
length: LX ¼ 1500 μm). Middle: phase-contrast image of a
confluent tissue. Bottom: velocity field measured by PIV.
Velocities pointing in the positive (negative) x-axis direction
are shown in red (blue), in agreement with the arrows reported
under the image. (b) Left: kymograph representing the average
horizontal velocity vkðx; tÞ in time. Right: an example of velocity
profile along the dashed line. We removed low frequency drifts
using a Gaussian high-pass filter. (c) To quantify the periodicity
of oscillations, we calculate the spatiotemporal autocorrelation of
the kymograph (left) and measure peak spacing along the spatial
(top-right) and temporal (bottom-right) coordinates (insets: dis-
tribution of peak periodicity for n ¼ 59 independent stripes).
Images in panels (b), (left) and (c), (left) were smoothed for
visualization purposes with a low-pass Gaussian filter (σx ¼
15 μm, σt ¼ 30 min).
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rotational diffusion (kept constant in this study) and the
polarity-velocity alignment with rate τ−1al , with τal being the
time required by the cell to reorient its polarization in
the direction of its velocity. This feedback mechanism leads
to oscillations in confinement, where τal plays the role of an
effective inertia, and the oscillations are along the lowest-
energy elastic modes of the material [28]. This feedback
mechanism is also at the origin of flocks in nonconfined

tissues [19]. Simulations of confined tissue layers show
steady state oscillations akin to those observed in experi-
ments [Fig. 2(a), bottom]. In the following, we study the
dependence of these oscillations on the confining length LX
and show that a feedback mechanism for alignment
(through τal) is key to observe such mechanical waves
in the SPV model. First we consider the case of long
confining channels, where multinodal oscillations were
observed experimentally [Fig. 1]. The simulation results
displayed in Fig. 2(b) are obtained for a system with the
same transverse confining length LY (about 3 cells in the y
direction) and aspect ratio as in the experiments in Fig. 1
(and a value τal ¼ 0.3). We observe a pattern in the x
component of the velocity vk, and using the same analysis
tools as in Fig. 1, we extract the wavelength λSPV ≈ 22
model length units and the period TSPV ≈ 8 model time
units. Note that by approximately matching the timescale of
the model to the experiments (through the cells velocity
v0), one would get from these simulation data λ ≈ 300 μm
and for the period T ≈ 2 h. This indicates that this model
is able to reproduce the features observed in the experi-
ments, although some fine-tuning of parameters (τal, v0) is
required for a quantitative match. Note that although the
instantaneous velocity profiles [Fig. 2(b), right] and auto-
correlation [Fig. 2(c), top left] plots appear to be similar to
the experiments, the full spatiotemporal dynamics of the
model [Fig. 2(b), left] do not correspond to standing wave
oscillations. If the system size LX is decreased (keeping the
value of τal constant), the number of nodes also decreases
down to a point where the system size can only accom-
modate a single spatial period of oscillation, reaching a
regime of global oscillation, where the direction of motion
of all cells is coordinated [Fig. 2(c), top left]. This transition,
illustrated in Fig SI-3 [21], is shown in the τal − LX plane
in Fig. 2(c), right. The feedback timescale also plays an
important role as no oscillations are observed if τal is too
large (i.e., the noise dominates over the coupling), and the
critical length Lc

X at which one observes multinodal oscil-
lations increases with τal. In the small system regime,
the oscillation period increases linearly with the system size,
as previously reported [15,16], andwith τal (until oscillations
eventually vanish for large values of τal), consistent
with the role of the feedback mechanism as an effective
inertia [28]. Therefore, the SPV model describes a transition
controlled by the stripe length Lc

XðτalÞ between global
oscillations where all cells coordinate their motion to a
regime where groups of cells coordinate their motion
direction locally.
To verify this prediction, we varied the length LX of the

stripe between 100 and 2000 μm (examples between 200
and 1000 μm in Fig. 3), in order to tune the system across
the critical length Lc

X. In approximately 95% of experi-
ments, in agreement with model predictions, we observed
two types of behaviors: (i) A global movement of all cells
alternating between rightward and leftward motion [as seen

(a)

(b)

(c)

FIG. 2. Self-propelled Voronoi model for collective oscillations
in confluent tissues.(a) Top: Example of tissue configuration
obtained from the integration of the SPV model. Voronoi
tessellation of the plane and centroid positions. Bottom: Velocity
field of the centroids of the tesselation. Velocities pointing to the
positive direction on the x axis are represented in red and to the
negative direction in blue. (b) Left: Kymograph representing
the average horizontal velocity [vkðx; tÞ] over time and right: its
profile along the dotted line. (c) Phase diagram of oscillation
patterns in the SPV model in the (τal − LX) plane. Two types
of oscillations are observed depending upon the system size
LXðτalÞ: Top left: For large systems where LX > Lc

XðτalÞ the
autocorrelation of the kymograph shows multinodal oscillations
whereas for small systems (bottom, left) where LX < Lc

XðτalÞ the
autocorrelation exhibits global oscillations. Right: Simulation
data points indicating whether the system exhibits global (blue
disks), multinodal (red diamond), or no oscillations (gray squares
symbols) for large values of the feedback timescale (τal >
τcal ≈ 17 model time units). The solid line delimiting the global
and multinodal oscillation phases is a power-law fit of the
transition data points [Lc

XðτalÞ ¼ aτbal þ c with a ≃ 32, b ≃ 0.62,
c ≃ 13].
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from the autocorrelation function of the kymograph in
Fig. 3(a)] and (ii) the establishment of a multinodal
standing wave with antinodal cells moving back and forth
and cells at the nodes being alternately compressed and
dilated [Fig. 3(b)]. The incidence of the two behaviors
strongly depends on LX, with a transition for LX ≃ λ. In the
experiments with LX < 200 μm, the global oscillation
statistically dominated. In this case, the period scales
linearly with the tissue size [Fig. 3(d), blue area], while
the wavelength is imposed by the confinement. In large
structures (LX > 500 μm), we only found multinodal
waves, with the period and wavelength independent of
LX [Fig. 3d, red area]. Figure 3(c) quantifies the transition,
with on average 39 tissues per point, obtained from three
independent experiments. Our experiments confirmed the
existence of a self-sustained oscillatory mode in epithelial
layers. Using the typical period and wavelength, we can
define an effective velocity uϕ ¼ LX=T ≃ 78� 13 μm=h,

which is independent of the pattern size. Even for small
patterns (LX < 500 μm), this velocity is preserved as the
period scales linearly with the pattern length. We also note
thatuϕ is approximately tenfold larger than the average speed
of individual cells within the epithelial layer (between 4 and
12 μm=h, depending on cell density [25,29]). Eventually,
the spatial coherence of supracellular waves exceeds the
largest pattern observable with our microscope.
Simulations using the SPV model show the emergence of

sustained collective oscillations in confined monolayers. We
identified two crucial conditions to produce these oscillations:
(i) The existence of a delayed feedback between cell velocity
and self-propulsion direction to introduce a new timescale in
the dynamics and (ii) a very limited number of cellular
rearrangement, at the limit of the solidlike regime. These
ingredients allow the system to be described by linear
elasticity, and for oscillations along the lowest energy elastic
modes to dominate the dynamics [28]. One could thus
envision tuning the oscillations by controlling cell-cell
interactions through RAB5 or cadherin-mediated junctions,
without affecting cells’ individual mobility [19,30]. Contrary
to experiments, where multinodal standing waves are
observed, the SPV model describes propagating oscillations.
Several reasons may explain this difference. First, a standing
wave is only established when the wavelength exactly
matches the boundary conditions. Thus, models require
fine-tuning of the pattern length,while the intrinsic variability
between cells could make the real epitheliummore adaptable
to small variations of the confinement size. Second, a different
choice of the couplingmechanism could also introduce a new
timescale in the model and better describe standing waves in
confined tissue. Two-dimensional SPV models are usually
adapted to describe spatially extended monolayers, while the
stringent confinement used experimentally makes the system
quasi-one-dimensional and induces strong constraints on the
shape of cells near the boundary. Such boundary effects are
difficult to capture in the SPV model due to the constraint of
maintaining a Delaunay triangulation (dual of the Voronoi
tesselation) [18], but do not seem to be essential to account for
the oscillatory dynamics observed experimentally. One could
thus consider building a one-dimensional continuum model
based on an elastic description of the monolayer [28] in order
to predict the transition between the different oscillatory
regimes observed experimentally.
In conclusion, we demonstrate that the typical period

and wavelength of epithelial tissue oscillations are intrinsi-
cally encoded in the cells, and are not adapted to external
confinements. For this system, our SPV model predicts a
transition between global oscillation and multinodal waves,
the existence of which is confirmed experimentally for a
pattern length Lc

X ≃ 400 μm. From a biological perspective
this transition could be significant. If in small systems
all the cells behave similarly—the entire layer alternately
moves back and forth—in large systems cells located either
at the nodes or at the antinodes experience different

(a)

(b)

(c) (d)

FIG. 3. Dependence of oscillatory behavior on the stripe length.
(a) The velocity field superimposed on phase contrast images for
short stripes of length 200 and 300 μm displays global oscil-
lations, generating a characteristic two-dimensional autocorrela-
tion (right). Longer lines (500 and 1000 μm) display multinodal
oscillations (b), which give rise to a different pattern in the
autocorrelation image (right). Velocities pointing in the positive
x-axis direction are represented in blue, those pointing in the
negative x-axis direction are represented in red, in agreement with
the arrows reported in the schemes under each image. For each
length, we display the frequency of each phenotype (c) and the
characteristic time and space periodicity (d) calculated. Bars
represent the standard error of the mean.
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mechanical stimuli and may undergo different fates, which
can ultimately lead to supracellular patterning. The exist-
ence of an intrinsic wavelength λ also provides an intrinsic
metric, likely encoded in the cell. It is interesting to note
that λ roughly corresponds to the typical size of a
Drosophila embryo (both length and circumference
approach 400–500 μm, while cell size is ≃15 μm), the
most studied model system for morphogenesis. Based on
this consideration, two important biological questions arise.
Is this intrinsic metric used by the organism to measure
distance inside a developing embryo? Does a collective
long range excitation allow cells to probe their distant
environment, in a timescale much shorter that allowed by
their own motility?
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Institut National de la Santé et de la Recherche Médicale
(Grant “Physique et Cancer” PC201407). T. B. and M. B.
acknowledge financial support from the CNRS “Mission
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PHASE FROM DEFOCUS MICROSCOPY

Experimental Setup We used low-cost components
to build an in inverted configuration. The setup and a
schematic drawing is shown Fig. 1. Blue LED (CREE,
max 450 nm, FWHM 18 nm) source coupled with
400 µm multimode fibre (Thorlabs) with a narrow band
filter (Thorlabs FB450-10, max 450 nm, FWHM 10 nm)
is used for illumination in transmission geometry. Semi-
coherent light passes through the sample and is collected
by 10x/0.25 NA Objective (Motic CCIS EF-N Plan,
Achromat). A short tube lens (Thorlabs, AC254-050-A,
f = 50 mm) is used to create an image on a CMOS
sensor (IDS UI-1492LE). Standard Thorlabs components
are used for housing of the optics and the camera. Image
acquisition with synchronized illumination is controlled
with Raspberry Pi (https://www.raspberrypi.org).
Note, that the reconstruction of the data is performed
on a different computer. The field of view of our system
with 10x/0.25NA objective is 2.3 × 1.6 = 3.7 mm2

and the spatial resolution is approximately 3µm. With
the current camera and Raspberry Pi we can perform
time-laps movies with time resolution of several seconds.

Data Acquisition Data are acquired approximately
50 µm out-of-focus by physically moving either the
sample or the objective. The out-of-focus distance does
not require high precision as the correct defocus value is
determined post-acquisition. Note that there is no me-
chanical movement of the sample or the objective during
the time-laps acquisition. The defocus is performed
before the start of the measurement and left for the
rest of the experiment. The potential slight drift in the
axial direction can be compensated in the reconstruction
process post-acquisition, however, a rigid construction
of our microscope reduces the axial drift and vibrations
to negligible levels.

Data Reconstruction Our reconstruction algorithm is
based on an iterative optimization of Fresnel diffraction
model for coherent light [1]. The fact that the illumi-
nation is not perfectly coherent is not taken into ac-

count in the current algorithm. The reconstruction pro-
cess optimizes the optical field at the object plane while
maintaining a perfect agreement with measurement at
the sensor plane. The reconstruction contains regular-
ization terms based on sparsity and total variation con-
straints [2]. The illumination wavelength, effective pixel
size (physical pixel size of the camera divided by the mag-
nification of the system) and the out-of-focus distance
are the input parameters. The out-of-focus distance can
be determined from the reconstruction performed at dif-
ferent axial positions. A focus determination algorithm
can be employed, however, we often use a manual selec-
tion. In the time-laps data the defocus is determined only
once and used for the reconstruction of the whole movie.
The reconstruction of a single image from our 10 Mpixel
camera takes approximately 3 minutes on our standard
desktop computer (Processor Intel(R) Xenon(R) CPU
E3-1240 v5 @ 3.50GHz with 32GB RAM and NVIDIA
Quadro K2200 graphic card).

IMAGE ANALYSIS

Particle image velocimetry (PIV): The images were
divided into windows of size 28×28 µm2 with 14 µm over-
lap. For each window, a velocity value was calculated
as follows: for a given time shift (e.g. τ=1 frame), the
spatial correlation of each window with its corresponding
time-shifted one was computed over 4 consecutive frames
and averaged to improve the signal-to-noise ratio. The
peak of this average correlation gives an estimate of the
displacement δr(τ). The process was repeated for differ-
ent values of τ and the final velocity was deduced from a
linear regression of δr(τ). The final time resolution is 20
min.

MODEL AND NUMERICAL DETAILS

Details of the SPV model: Each cell is characterized
by its position ri and shape as determined by the Voronoi
tessellation of all cell centre positions and an energy is
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FIG. 1. Setup for defocused imaging is a standard wide-field microscope with semi-coherent illumination.

associated to each configuration of the mesh:

E =

Ncells∑

i=1

K

2

(
Ai −A0

)2
+

Ncells∑

i=1

Γ

2

(
Pi − P 0

)2
(1)

Ncells is the total number of cells, Ai and Pi are the area
and perimeter of the i-th cell, K and Γ are the area and
perimeter stiffness respectively, identical for all cells. In
the overdamped limit, the equation of motion is:

γ
∂ri
∂t

= fani + Fi + νi(t) (2)

with Fi = −∇riE, the force arising from the tissue
energy and from a soft-core repulsion introduced to
stabilize the simulations (described as a quadratic po-
tential of stiffness kcc with an interaction radius of half
the typical distance between cell centres ac) [3]. νi(t)
is an uncorrelated stochastic force and fani models the
self-propulsive force. The dynamics of the cell polarity
ni, described by an angle θi, is described in the main
text. Cell division can also be included in this model but
does not affect the oscillations, as reported in previous
works [4, 5].

Confinement in SPV: The SAMoS implementation of
the SPV [3] (https://github.com/sknepneklab/SAMoS)
enables for open flexible boundaries which is convenient
to model systems with a small number of cells as it is
the case in the confined tissues experiments. In SAMoS,
the boundaries are imposed through a special type of
particles (called ”boundary” particles, and denoted b in

the parameters list) that form a ”boundary line” that
delineates between the tissue and its surrounding (de-
scribed through a boundary line tension λb and a bend-
ing stiffness κb). The confinement is introduced through
a rectangular assembly of immobile particles (”wall” of
dimensions (LX , LY ), denoted w in the parameters) that
interact through a repulsive potential with the cells, char-
acterized by a stifness kcw and a characteristic length aw.
Note that the boundary particles do not represent cells
and hence do not interact with the confining layer of im-
mobile particles (interaction potential kbw = 0 between
the boundary and the wall).

Simulation methods and parameters: We integrate
the above model using Brownian dynamics [3]. We first
prepare the monolayer configurations and oscillations are
then studied in steady state with a fixed number of
cells. The layer is initialized with a cell number that
is fixed by the system size Ninit = (LX−2)(LY −1), and
cells are able to divide during a time Tgrowth at a rate
d = d0(1 − z/ρmax) (with z the number of neighbours
and ρmax a parameter describing the maximum number
of neighbours), to achieve a given cell number density.
Division is then turned off and the study focuses on times
t > Tgrowth. The total duration of simulation Trun de-
pends on the time period of oscillations T but is usually
Trun > 10T . The parameters of the vertex model (A0,
P 0, K and Γ ) are chosen such that the monolayer is in a

solid-like state (p0 = P 0/
√
A0 = 2.5) and cells are mostly

hexagonal. Note that keeping very low values of p0 is im-
portant in order to avoid to have only square cells due to
the rectangular confinement constraints, and to prevent
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FIG. 2. Illustration of simulation data analysis. (a) Ky-
mograph of the x-component of the velocity averaged along
the y-direction. (b) Autocorrelation of the kymograph. (c)
Spatial autocorrelation used to extract the wavelength of os-
cillations. (d) Time autocorrelation used to extract the time
period of oscillations.

shear flow induced by the boundaries, that prevents the
formation of oscillations. In the simulations, the average
value of the shape factor p = 〈P/

√
A〉 ' 3.85. The value

of self-propulsion velocity is set to v0 = 0.2, but note
that changing the value of v0 doesn’t affect the features
of the oscillations much (it only dictates the amplitude
of velocity oscillations). The rotational diffusion coeffi-
cient Dr is set to a constant value. The values of all the
parameters are listed below.

Simulation data analysis: Similarly as for processing
experimental data, once in the steady state regime, we
average the horizontal component of the centroids veloc-
ity along the transverse direction and generate the kymo-
graphs of x-velocity by displaying this average value as a
function of time and space along the horizontal direction
x. The period and wavelength of oscillations are then
extracted from the autocorrelation of the kymograph of
x-component of velocity, as shown in Fig. 2.

Fig. 3 shows a typical example of system near the tran-
sition between global and multi-nodal oscillations. We
define multi-nodal oscillations when, at any time, there
are groups of cells moving in opposite directions along
the x-axis. From both the kymograph of Fig. 3(a) and

its autocorrelation (b), it is clear that this system is at
the limit of this regime of multi-nodal oscillation.
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FIG. 3. Illustration of simulation data near the transition
between global and multi-nodal oscillations, for Lc

X(τal) = 40
model length units and τal = 0.5 model time units. (a) Kymo-
graph of the x-component of the velocity exhibiting 2 nodes
of velocity at any time, thus corresponding to the onset of the
multi-nodal oscillatory mode (as evidenced along the dashed
line as an example) (b) Autocorrelation of the kymograph.

TABLE I. SPV model, boundary and potential parameters.
Raw simulation parameters

Parameter Meaning Value
K Area stiffness 1.0
Γ Perimeter stiffness 1.0
A0 Target area 1.0
P 0 Target perimeter 2.5
kcc Repulsive potential strength 5.0
acc Repulsive potential length 1.0
kcw Confinement strength (cells) 5.0
kbw Confinement strength (boundary) 0.0
aw Confinement potential length 1.0
κ Boundary bending 0.1
λ Line tension 0.1
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TABLE II. Dynamics parameters

Parameter Meaning Value
v0 Self propulsion velocity 0.2
γ Friction 1.0
γr Orientational friction 1.0
µ Mobility 1.0
µr Rotational mobility 1.0
νr Rotational noise (rate) 0.1

TABLE III. Preparation (tissue growth) parameters

Parameter Meaning Value
d0 Division rate 0.5
ρmax Maximum number of neighbours 10.0
Tgrowth Growth time 4000
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Abstract
Determining the structure and the internal dynamics of tissues is essential to understand their
functional organization.Microscopy allows formonitoring positions and trajectories of every single
cell. Those data are useful to extract statistical observables, such as intercellular distance, tissue
symmetry and anisotropy, and cellmotility. However, this procedure requires a large and supervised
computational effort. In addition, due to the large cross-section of cells, the light scattering limits the
use ofmicroscopy to relatively thin samples. As an alternative approach, we propose to take advantage
of light scattering and to analyze the dynamical diffraction pattern produced by a living tissue
illuminatedwith coherent light. In this article, we illustrate with a few examples that supra-cellular
structures produce an exploitable diffraction signal. From the diffraction signal, we deduce themean
distance between cells, the anisotropy of the supra-cellular organization and, from itsfluctuations, the
mean speed ofmoving cells. This easy to implement technique considerably reduces analysis time,
allowing real timemonitoring.

1. Introduction

In this article, we describe a non-imaging approach to investigate the structure and dynamics of living
multicellular structures. The proposedmethod is based on the analysis of the dynamic speckle pattern produced
by a set of cells illuminatedwith coherent light.

Determining the structure and the internal dynamics of tissues is essential to understand their functional
organization. In factmany of their features, such as symmetry and topology, cannot be inferred from those of the
composing cells [1]. Conversely, long range self-organization also emerges from cell division,migration and
death [2]. Videomicroscopy allows tomonitor such complex cascade of events in great details and the analysis of
the acquired time sequence of images provides accuratemeasures of position, shape and trajectory of each cell
inside the tissue, frombirth to death [3]. Nevertheless, inmost instances, the net result of such analytical
procedures is to reduce those large data to only a few statistical observables, such as themean cell-to-cell
distance, the local/global symmetry or anisotropy of the tissue and the crawling speed of the cells or their
diffusion coefficient. Here, we propose to directlymeasure these observables by analyzing the dynamical speckle
pattern produced by a living tissue illuminatedwith a collimated laser beam. The drawback of this self-averaging
method is to lose the cell-to-cell heterogeneity, whichmight be crucial in certain circumstances.

Light, x-ray and neuton scattering are long-time known andwidely used tools to investigatemicroscopic to
nanoscopic structures [4–6]. In biology, light scattering has been used tomeasure single cell size or nucleus size
in vitro [7, 8] andmore recently in vivo [9]. Light scattering is not limited to stucture identification andmany
light scattering-basedmethods have emerged in biology [10]. One of them is speckle analysis or dynamic light
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scattering (DLS), whichwas alreadywell-established in softmatter [11–13]. In themultiple scattering regime, it
has been used for functional imaging such as themeasure of brain activity [14–16].WhileDLS has also been
applied to characterize internal cells dynamics [17–19] or cellular suspensions [20], its use for the investigation
ofmulticellular structures remains very limited [21]. This ismainly due to the fact that the analysis can be
performed by directly visualizing the cells with classicalmicroscopy, while the interpretation of the speckle
pattern in reciprocal space is, in principle, a non- trivial task that requires solving an inverse problem through
modeling and computational efforts. Nevertheless, we have several reasons to believe that this approach is
extremely promising to investigate tissue dynamics:

(i) The large scattering produced by cells, which severely limits the use of microscopy in case of thick samples,
intrinsically carries structural information that can be analyzed byDLS and, thus, becomes an advantage.

(ii) Because of the intrinsic scattering contrast in cells, this approach does not require preliminary staining.
With no constraints imposed by thefluorescent dyes, the illuminationwavelength can be tuned tomaximize
the penetration depth (near infrared) in 3D samples, whose thickness is limited by light scattering. This also
makes the technique suitable to investigate primary living tissues.

(iii) Speckle analysis inherently averages the statistical observable over the whole cell population, which size is
determined by the illumination area (1 mm –1 mm).

(iv) Asmulticellular structures scatter strongly even with low illumination (<100 nW/cell), DLS allows fast and
long acquisitionswith reduced photo-damage. On the other hand, one could also increase the illumination
power to image samples that strongly absorb light.

In this article, we propose several examples illustrating how to extract the structural and dynamic features af a
multicellular ensemble, from time resolved speckle patterns.

2.Methods

2.1. Experimental setup
The setup bears some similarities to earlier one designed by Suissa et al [17]. In order to combine phase contrast
imaging and speckle analysis, the experimental setupwas based on an inverted Zeiss Axiover 100microscope
(figure 1). Themicroscopewas equippedwith a phase-contrast condenser, a 10× objective (Zeiss ECPlan-
Neofluar,N.A. 0.3) and a charge-coupled device camera (CCD1; Allied VisionGuppy). To generate a speckle
pattern, the sample was illuminated using an attenuated (2.0ND; Thor Labs)He–Ne laser (Uniphase 1101,

Figure 1.Experimental setup.
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1.5 mW, 633 nm) focused on the back focal plane of the objective using an achromatic lens (L1: f 100= + ). In
this way, we illuminated the sample with aGaussian beam,with a divergence of 0.01 rad~ and awidth on the
sample of about 80 μm (FWHM). The speckle patternwas collected on a second charge-coupled device camera
(CCD2; AlliedVision Pike F 046B) positioned as close as possible above the sample (sample to detector distance :
77.7 mm). At this position, the CCD2 camera collected the scattered light for angles up to 7°, corresponding to
q 1.2 m 1m< - , with an angular resolution of 0.007° (0.001 m 1m - ) per pixel. Angles inferior to 0.3°
(q 0.05 m 1m< - )were also inaccessible because of the laser divergence. Angular calibrationwas perfomed using
an diffraction grating. To combine phase-contrast imaging and speckle analysis, we used two different
wavelengths.We added amonochromatic filter (550 nm) above the condenser and separated the two optical
pathswith a beam splitter and a dichroicmirror (700–900 nmpellicle beam splitter; ThorLabs).

2.2. Cell culture
CT26 (mice colon carcinoma) cells were used and cultured at 37 °Cand 5%CO2 in aDMEM (gibco Life
technologies)medium supplementedwith 10%of fetal bovine serum and 1%Penicillin-Streptomycin (Sigma).
Cells were detached from flask using trypsin, resuspended inmedium and seeded in a 35 mmVWRround
petri dish.

2.3. Adherent stripes
In order to artificially arrange cells in lines, we used adherentmicropatterned substrates fabricated as described
in [22]. Adherent stripes were prepared on 32 mmround glass coverslips, which surface had previously been
cleaned and activatedwith an air plasma cleaner (exposure: 5 min at 0.2 mbar). To create non-adherent surfaces,
the coverslips were coatedwith a 0.1 mgml−1 pLL-PEG solution in 10 mMHEPES buffer at pH7.4 (incubation
time 30 min). Then, to create the patterns (local degradation of the pLL-PEG coating) the coverslips were
exposed toUV light (190 nm) through a photolithographymask (chromiumon quartz)with the appropriate
pattern geometry for 5 min at 6 mW cm−2. The patterned coverslips were eventually incubated for 30 min in a
ECMprotein solution (20 μg ml−1

fibronectin, 20 μg ml−1
fluorescently labeled fibrinogen in 100 mMsodium

bicarbonate). Proteins only adsorb on the pLL-PEG free regions thus promoting selective cell adhesion. The
patterned coverslips were shortly stored in PBS buffer at 4 °C.

2.4.DLS and tracking
In order tomeasure the intensity-intensity autocorrelation function, frameswere acquired every 20 s over a
period of at least 90min. For isotropic samples (2D), only the absolute value of the scattering vector is relevant,
thus correlation functionswere averaged over pixels located in a ring corresponding to a given q value. The
characteristic size of speckles on theCCDwas about 650 pixels, so that q-rings contained between 230 (inner
ring) and 890 (outer ring) speckles. For 1D sample, correlation functionswere averaged over 20×20 pixels
squares, containing approximately 3 speckles of 120 pixels area. Then for a given q value in a direction, results
located in a rectangle centered on the direction axis (60 pixels along the direction, 40 pixels perpendicularly)
were averaged.We limited our analysis to q 0.1 m 1m> - because the laser beam saturates the CCD. If readers are
interested in ultralow angles, we recommend them to reffer to [23]. To assess results obtained byDLS, we
manually tracked cellmotion, by clicking on their nuclei on each frame of themovie to get the trajectory [x(t), y
(t)]. Then, the instantaneous speed is computed for each cell from its trajectory and averaged over thewhole set
of trajectories.

2.5. Simulations
In addition to experiments, numerical simulations of themulticellular systemwere performed.We used a
simple run and tumble-likemodel to capture themotion of individual cells in 2D environments.We ignored the
internal structure of cells,modeling them as point-like objects, and avoided physical interactions between them
using a dilute approximation. Hence our individual particles were allowed to lie in two states: eithermotile or
quiescent. In thefirst state, the speed v followed a narrowGaussian distributionwithmean value v̄ and variance

vv
2 2s � ¯ . The direction ofmotionwas also defined as a random variable following a uniformdistribution. The

transitions between states were represented by two independent rates, namely kon (switching rate between the
non-motile to themotile state) and koff (switching rate frommotile to non-motile state). As a result the typical
trajectories of those particles were a stochastic alternation of runs and pauseswith a short time-scale ballistic
motion and a long-time scale diffusive behavior. Unless stated otherwise, the set of parameters was:
k 0.3 hon

1= - , k 0.2 hoff
1= - , v 10 m h 1m= -¯ and 5 m hv

1s m= - . The typical observation timewas in the order
of one hour, so that the dynamics was expected to be confined in the short time-scale regime.
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2.6. Speckle computation
From cells dynamics simulations, the time-dependent speckle correlationwas computed and comparedwith
experimental data. Since the evolution time of the cellular structures is slow compared to the Thouless time (i.e.
the light diffusion time through the system), each speckle was computed from the configuration of cells obtained
atfixed time t. The autocorrelation of those speckles were then computed to calculate the time-dependent
intensity correlation function. Since the cells dynamics involves large time scales compared to 2p w, withω the
frequency of the incident laser beam, therewas a full decoupling between t (the time evolution of the structure)
andω.

To compute a speckle pattern, we first had to solveMaxwell’s equations for an ensemble of cells. For that
purpose, we chose to approximate each cell by a point scatterer in the electric-dipole limit. Strictly speaking, this
approximation is valid under two conditions: the typical size of a cell is small compared to (1) thewavelengthλ
and (2) the average distance between two different cells. Since the samples used in the experiments did notmeet
these requirements, the computation of speckle patterns could not be used for precise quantifications.
Nevertheless, this procedure is well-suited to retrieve general trends such as the decorrelation time as a function
of the scattering vector. The optical response of a point dipole scatterer was described by its polarizability a w( ),
which links the dipolemoment tp ,w( ) created inside the scatterer to the exciting electric field tE ,exc w( )( )

through the relation:

t tp E, , , 10
exc�w a w w=( ) ( ) ( ) ( )( )

where 0� is the vacuumpermittivity. The polarizability was computed using the scattering cross-section given by

k

6
, 2s

0
4

2s w
p

a w=( ) ∣ ( ) ∣ ( )

where k 20 p l= is the incident wavevector andλ thewavelength. a w( ) is a complex number and a second
equation is needed for its full determination. Due to energy conservation during the scattering process, the
scattering cross-sectionmust equal the extinction cross section (assuming a non-absorbingmedium). This leads
to

k Im . 3e 0 ss w a w s w= =( ) ( ) ( ) ( )
Using equations (2) and (3)we obtained the polarizability:
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In principle, ss and es can be determined from the geometry of the cell and its refractive index. Since this last
quantity was not easily accessible experimentally, we chose to consider the scatteringmean-free path instead,
defined as

1
, 5s

s
w

rs w
=ℓ ( )

( )
( )

where ρ is the density of scatterers. In the following, we consider a system composed of cells on a 2D surface,
which is expected to fall into a single-scattering regime. For that reason, we chose to consider a large scattering
mean-free path, i.e.k 1 100 s

8= ´ℓ .We also assumed a density N L2 3 2r = ( )( ) (2Ddensity extrapolated in
3D), where N 100~ is the number of cells and L 868 mm= the size of the system.Once the polarizability
known, the coupled dipolesmethodwas used to solveMaxwell’s equations. It consisted in solving a linear set of
coupled equations involving the exciting field tE ,j

exc w( )( ) on scatterer j lying at position rj. As reported in [24]:

t k t t tE E r G r r E, , , , , 6j j
l l j

N

j l l
exc

in 0
2

1,
0

excåw w a w w w= + -
= ¹

( ) ( ) ( ) ( ( ) ( ) ) ( ) ( )( ) ( )

where G0 is theGreen tensor in vacuum linking the electricfield at any position in vacuum to a source dipole
through the relation

E r G r r p, , , 70
2

0 0 0w m w w w= -( ) ( ) ( ) ( )
where

k
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G r r I

r r

r r
,
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4
, 8r r
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2
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0
w

p
� �

- = -
Ä -

-

⎡
⎣⎢

⎤
⎦⎥( ) [ ∣ ∣]

∣ ∣
( )

⊗ denoting the tensor product operator. To be consistent with experimental conditions, the incident field
E r,in w( )was chosen to be a gaussian beamofwaist w 69 mm= andwavevector k in. Once the excitingfield on
each scatterer was known, the field at any position inside or outside the systemwas computed using a relation
similar to (6):
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t k t t tE r E r G r r E, , , , , . 9
l

N

l lin 0
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Considering an observation point r in the farfield (i.e. such that r l� ), the scattered field E E Esca in= - was
simplified into

t
A

k r
k r tE r E q, , exp i , , , 10sca

0
0 scaw w=( ) [ ] ( ) ( )

whereA is a numerical constant, q k kout in= - is the scatteringwavevector and k rk rout 0= the observation
wavevector. Defining the scattered intensity by

I t tq E q, , , , 11sca sca
2w w=( ) ∣ ( ) ∣ ( )

wefinally obtain the time-dependent intensity autocorrelation function

C
I t I t

I t I t
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q q

q q
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where the brackets á¼ñdenote the statistical average over all configurations of the cellular structure. This
averagewas typically performed using 10 000 configurations generated using a run and tumble-likemodel.
Assuming a statistical steady-state regime,C only depends on τ and not on t. It is important to note that, I Isca =
and E Esca = , with the exception of the forward direction. Thus in the following, I and E are used to denote the
scattered intensity and field respectively. For the sake of simplicity, theω-dependence is also dropped.

3. Results

3.1. Speckle intensity
3.1.1. Isolated cell
Wefirst observed the speckle pattern produced by a single rounding cell, which bright field image is shown in
figure 2(a). The cell is illuminatedwith a vertical laser beamofwavevector k in, whichmodulus is 2p l. The
light scattered by the cell is collected in the forward direction by theCCD2 camera (figure 2(b)). Each pixel of the
CCD2 camera corresponds to a different scattering angle and, thus, to a different wavevector k out. In this setup,
the incident beam is superimposed on the low-angle scattering region of the speckle pattern. Due to saturation
effects, this part was suppressed by applying a virtual beamstop at the center of the detector (black disk in the
center offigure 2(b)). Background light is substracted and vignetting effects are corrected [25].We record the
speckle pattern I q( ), q k kout in= - being the scatteringwavevector.

As the rounding cell has spherical symmetry, we integrate the speckle pattern I q( ) over the azimuthal angle

I q I q, d , 13
0

2

ò c c=
p

( ) ( ) ( )

where q is themagnitude of the vector q andχ the azimuthal angle. The radial intensity profile I(q) is plotted in
figure 2(c) (crosses) and compared to the intensity profile expected for a scattering disk of diameter d:

I q J
qd qd

2 2
, 141

2

µi ⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟( ) ( )

Figure 2. Single cell analysis. Bright field image of a rounding cell (a), and the corresponding speckle pattern (b). (c) Speckle intensity
integrated over the azimuthal angleχ (crosses) is used to determine the cell diameter from the speckle pattern: d 14.0 0.6 mm= .
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where J1 is the Bessel function of order one. The bestfit between themeasured intensity I(q) and the expected
one I qi ( ) is obtained for a cell diameter d 14.0 0.6 mm= . This value is in good agreement with the cell
diametermeasured infigure 2(a), which is also 15±1 μm.

Atwavevectors larger than1 m 1m - , which correspond to distances smaller than 6.28 μm in direct space, the
speckle pattern carries information,mostly related to the intracellular structure. Aswe aim at characterizing
multicellular structures, collecting speckle patterns at q 1.2 m 1m< - (set up limitation) is enough.

3.1.2. Cell on 1D lines
To create a simple and controlledmulticellular structure, we deposited around 30 cells on adherent stripes
prepared as stated in section 2. The stripes were 200 μmlong, 10 μmwide and 50 μmapart from each other. The
widthwas adjusted to accommodate atmost one cell in the transversal direction and to produce a 1D cell lines.
Figure 3(a) shows a bright field image of the aligned cells, andfigure 3(b) the corresponding speckle pattern. The
speckle pattern exhibits clear interference fringes along the qx direction, separated by

q 0.130 0.005 m 1mD = - . This length corresponds to a distance of 48±2 μm in direct space, which
matches the spacing between adherent stripes, within the experimental error. Interestingly, there are no
interference fringes along the qy direction. This is due to the fact that the laser spot has awidth of∼200 μm (see
dashed circle infigure 3(a)) and therefore only illuminates a single row of stripes.

3.1.3. Sparse cells on a 2D surface
When cells are homogeneously deposited on a surface (figure 4(a)), the speckle pattern looks significantly
different as compared to those in previous examples. The anisotropy induced by the stripes vanishes and,
compared to that of a single cell, the speckle is characterized by an increased granularity. On the one hand, the
typical grain size scales with the inverse of the laser beamwidth [26]. In this case, we chose to remove lenses to
illuminate the samplewith the full widht of the laser (FWHMabout 260 μm) and thus probing a larger cell
population.On the other hand, this granularity depends on the optical details of the illuminated area, but the
overall decay is linked to the statistical properties of themulticellular structure. Aswe limit the acquisition to
small wavevectors, filtering out the intracellular details, the cells appear as uniform scattering objects infirst
approximation. In the single scattering regime, the speckle intensity is related to the autocorrelation function of
the surface cell density P r( ) through the equation

P P Ir r r q q r qexp i d . 15r òá ¢ + ¢ ñ µ -¢( ) ( ) ( ) [ · ] ( )

Infigure 4(c)we report the azimuthally averaged speckle I(q) together with the corresponding density–
density autocorrelation function P r( ) (figure 4(d)). The incident beam (q 0.1 m 1m< - ) is cut to not impair the
autocorrelation function.When cells are sparse there is no spatial correlation between scatterers, but as the cell
layer becomes confluent a typical cell-to-cell distance appears. Near the confluence point, the autocorrelation
function exhibits amaximum corresponding to themean distance between first neighbors. In the example
shown infigure 4, thismaximumhappens at r 25 5 mm= which is in good agreement with the correlation
distances r 22.6 mm= measured from the bright field image (continuous line).

3.2. Specklefluctuation and cellmotility
The cellmovements inside the samplemodifies the speckle pattern during the time sequence of acquisition.
Thus, the details of the speckle dynamics depend on the trajectory of each cell.While the loss of phase
information does not allow recovering single trajectories, the speckle intensity fluctuations are statistically

Figure 3. 1D structure. (a)Brightfield image of cells deposited on adherent stripes of 200 μmand (b) its correspondingmeasured
speckle pattern. The dashed circle shows the approximate laser beamwidth. The interference fringes are separated by

q 0.13 m 1mD = - along qx corresponding to a distance of 50 mm~ between cell stripes.No interference patternwas observed along
the qy direction, as the laser spot is of the same order ofmagnitude of the stripes length.
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related to the kinetic properties of themulticellular ensembles. In this section, we derive an analytical expression
to describe the time-dependent intensity correlation function under the assumptions that (1) the Siegert relation
is valid and that (2) the systemoperates in the single-scattering regime.We also assume that the scalar
approximation is valid and that the incident laser beam can be approximated by a plane-wave (valid in case of
largewaist).

For a fully developed speckle pattern, the electric field is statistically gaussian (which corresponds to a
Rayleigh statistics for the intensity distribution) and the intensity–intensity correlation function factorizes into
the square of thefield–field correlation function g q,1 t( ), a result known as the Siegert relation.We have
numerically checked that for all sets of parameters considered in this study (velocities, directions and times), the
intensity statistics is exponential (Rayleigh distribution), only very slight deviations being observable. This
proves the validity of the Siegert relation here.We end upwith [27]
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whereβ is the coherence factor of the experiment, which can be approximated to 1 as pixels areway smaller than
speckles. In the single-scattering regime, the scattered electricfield from an ensemble ofN cells located at
positions trj( ) is a superposition of spherical waveswith a resulting amplitude:

E tq, e . 17
j

N
tq r

1

i jåµ
=

-( ) ( )· ( )

This can be easily obtained from (6), (9) and (10) removing the terms relative tomultiple scattering. Thus,
combining (16) and (17), we obtain

C
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S
q

q

q
,

,

, 0
, 18
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t
t

=( ) ( )
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Figure 4.Cellmonolayer. Here cells have been deposited 10min before imaging, thus they are not spread and adherent to the surface
yet. (a)Brightfield image. (b) Speckle pattern. (c) Structure factor and (d) associated cell–cell autocorrelation function. In (d)we
represent the cell-to-cell distance correlation function directly computed from the brightfield image (full line) and, by inverse Fourier
transform, from the speckle pattern (empty circle and dashed line). Both exhibit amaximumaround 23 μm, corresponding to the
mean distance between neighboring cells.
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where

S q, e . 19
j k

t tq r r

,

i j kåt µ t- + -( ) ( )·[ ( ) ( )]

It is worthwhile noting that the last term is proportional to the dynamical structure factor of the system. The
displacement of jth cell over the elapsed time τ is defined as follows t t tr r rj j jt tD + = + -( ) ( ) ( ). Thus
assuming that all cells are identical and that the initial position trj( ) of cells and their displacements trj tD +( )
are uncorrelated quantities, (19) turns into

S Sq q, , 0 e 20tq rit = á ñt- D +( ) ( ) ( )· ( )

and (21) can be simplified to

C q, e . 21tq ri 2t = á ñt- D +( ) ∣ ∣ ( )· ( )

The details of the dynamical behavior of cells is reflected in the intensity autocorrelation function. For
instance particlesmoving in a persistentmannerwith an average speed v̄ have net displacement r vt tD =( ) .
Thereby the characteristic correlation time 1 2t , chosen to be thewidth at halfmaximumof the correlation
function, scales as vq11 2t µ ¯ (see figure 5(b), (d)). In the case of immobile particles, the displacements r tD ( )
are null rendering to a correlation time scale 1 2t independent of thewavenumber q (seefigure 5(d)).
Alternatively, in the case of an ensemble of Brownian particles with a diffusion coefficientD, themean squared
displacement is r D22 t táD ñ =( ) . Thus the characteristic correlation time 1 2t scales as Dq11 2

2t µ . Hence,
in three cases a power law relationship relates the correlation time to the scatteringwavevector q n

1 2t µ - with n
equals to 0, 1 or 2 accordingly. These three scenariosmay coexist in the samemulticellular ensemble at different
time or length scales. In the followingwe propose two examples to illustrate this approach.

3.2.1. Cells deposited on the surface
Wemonitor the speckle pattern of a layer of cells uniformly spread on a surface (see figure 4(a)). Four petri dishes
were seeded at different concentrations (2 mlwith 150 10 , 300 10 , 600 103 3 3´ ´ ´ and 106 cells respectively)
and incubated for 24 h. After incubation, wemeasure the confluence degree as the percentage of the surface
covered by cells.

Aswe are only interested in the decorrelation time, we normalize C q, t( ) to 1 at the origin. The less
confluent samples are reported in the inset offigure 5(a) for four different values of the scatteringwavevector q.
The set ofmeasured correlation functions collapse into a singlemaster curve after scaling the time τ by the factor
q 1- (seefigure 5(a)), whichmeans that the characteristic correlation time scales as q11 2t µ , thus cellsmoves in
a persistentmanner. Thismay come as a surprise aswe do not see this ballisticmotionwhenwatching cells
moving, but rather a run and tumblemotion. The reason is that intensity decorrelates within times (from100 to
300 s) shorter than the average running time (1000 s). In this short time regime, displacements are dominated by
ballistic runs. The power law is also apparent infigure 5(b), where the q-dependance of 1 2t are reported for the
different degrees of confluence. For values of qwithin the range q0.1 m 1.1 m1 1m m< <- - , we find a power law
with an exponent close to−1, for any degree of confluency (lines). Thismeans that cellsmove ballistically over
these timescales, regardless of the local cell density.

By fitting the curve q1 2t a= , we estimate themean velocity of cells as v 1 a=¯ , as explained in the
previous section. Compared to the average cell speed obtained from single cell tracking, relative values are
acurate (<5%). However absolute values are systematically underestimated by 18% (figure 5(c)) because the
exact pre-factor is unknown. Figure 5(b) shows that v̄ depends on the cell density so that the denser the layer, the
smaller the average cell’s speed. This effectmay either indicate that the internal friction of the cell layer increases
with density, or that collisions between cells occurmore often, slowing themdown.

In order to obtain the exact pre-factor, we build from equation (21) using the ballistic regime property
r vt tD =( ) . Notice that those displacements are independent of the initial time t and only depend on the

elapsed time τ. In the absence of external cues, all directions are equally probable and thus the initial orientation
of cells turns into a uniformly distributed randomvariable. For empirical reasons, the cell speed vwill be also
treated as an independent randomvariable obeying an exponential distribution f v e

v
v v4 2

2= -( ) ¯
¯ with amean

speed v̄ . Under these assumptions, the average over all the possible configurations in (21) can be replaced by the
average over these internal variables

f v v ve
1

2
e d d , 22qvq ri

0

2

0

i cosò òp
zá ñ =t

p
t z- D

¥
- ( ) ( )· ( )

ζ being the angle between the direction ofmotion and q the scatteredwavevector. The intensity autocorrelation
function of our ensemble of particles can be computed analytically and it reads
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C
qv

q, e 1
2

, 23q ri 2
2 3

t
t

= á ñ = +t- D
-

⎜ ⎟
⎡
⎣⎢

⎛
⎝

⎞
⎠

⎤
⎦⎥( ) ∣ ∣ ¯ ( )· ( )

which is univocally related to a single characteristic time scale of the system qv11 2t � ¯, as expected for ballistic
motion. Fitting intensity correlation functions infigure 5(a) using (23), wefind v 36.0 0.3 m h 1m= -¯ . The
master curve is in excellent agreementwith the analytical expression,meaning that the behavior of our ensemble
of cells is compatible with a systemof dipole scatterersmoving at constant speedwith the speed distribution f (v).
Using equation (23), the pre-factor is almost corrected (underestimated by 8%) (figure 5(c)). Notice that if a
relativemeasurement or an approximate absolute value is enough, fitting directly q1 2t ( ) has the advantage of
beeing free of anymodeling efforts or peculiar hypotheses on the ballisticmovement.

Those observations are in agreement with the behavior of an ideal systemof point dipole scatterers with a
run-and-tumble-like dynamics. Accordingly, we computed the time-dependent autocorrelation functions
C q, t( ) and its width at halfmaximum 1 2t with a coupled-dipolesmethod. They are reported as a function of
thewavevector q infigure 5(e). For all analyzed cases, the behavior of 1 2t follows this of 1/q formore than one
decade,meaning that our particlesmove in a ballisticmanner over shorter timescales than the tumbling time.
Thus, q1 2t a= whereα is thought to be inversely proportional to themean particle’s speed v̄ . In order to
validate the generality of this relationship, we computed the coefficientα of the curves q1 2t ( ) for different
values of v̄ . The results displayed infigure 5(f) show the linear dependence between 1 a and v̄ for velocities
between 10 and100 m h 1m - . The slope deviates from1 as it is a quantity dependent on this specificmodel.

Figure 5. Speckle time-correlation function andmean cell velocity. (a) Intensity–intensity autocorrelation functions for different
values of q, in the case of 2D cellular layer (15% confluency). Renormalizing time (q.t ) from curves in the inset shows the q1 scaling
scaling of the correlation timescale. Results arefitted (plain line)with equation (23) (v 36.0 0.3 m h 1m= -¯ ). (b) 1 2t versus q, for
2D cellular layers with increasing confluences (percentage of the surface covered by the cells). The decorrelation time increases with
the cell density in the layer. The associatedmean speeds are reported in panel (c) (black circles), compared tomean speedmeasured by
trackingmehod. Fitting intensity correlation functions with equation (23) gives better absolue values (white squares). (d)Dynamics of
cells patterned on 1D lines (see figure 3). Correlation times computed for increasing q, both along the directions perpendicular (empty
circles) and parallel (filled squares) to the cell lines. The decorrelation time relative to themotion along the lines is fitted to the
function qv 1-[ ¯] , which leads to an average cell speed of 10 0.5 m h 1m -( ) . The decorrelation time relative to themotion across the
lines does not depend of q, meaning that the cells almost do notmove perpendicularly to the lines. (e)Decorrelation time curves

q1 2t ( ) for an ensemble of dipolar scatterers with a run-and-tumblemotion. At a constant wavevector, 1 2t is computed for ensembles
of particlesmoving at differentmean velocities v̄ . The decorrelation time curves are fittedwith the function q1 2t a= . (f) 1a-

versus v̄ for our ideal systemof self-propelled dipolar scatterers. The linear relationship between both suggest that v 1a µ - .
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3.2.2. Cells on stripes
Another interesting example is provided by the experiment illustrated infigure 3. The cells are deposited on
adherent lines, which induce a strong anisotropic structural arrangement. The anisotropy found in the speckle
pattern (figure 3(b)), is also visible in the dynamic structure factor or, experimentally, in the intensity-intensity
autocorrelation function. Plotting C q, t( ) as a function of q, we observe two different behaviors along the
directions parallel (qP) or perpendicular (q⊥) to the stripes. Along qP (vertical direction infigure 3), the
decorrelation time decreases proportionally to q 1-

& (filled squares infigure 5(d)), meaning that cellsmove

directionally along the lines. The theoretical best agreement between the experimental data and the power law
qv1 2

1t = -[ ¯] is obtained for amean speed v 10 0.5 m h 1m= -¯ ( ) . On the contrary, along the direction
perpendicular to the stripes the correlation time is independent of the scatteringwavevector q⊥ (see figure 5(d),
empty circles). This indicates that the cells do notmove along this direction (horizontal in figure 3) due to the
confinement imposed by the adherent stripes. Nevertheless, there is a noticeable decrease of the correlation time
at q⊥ larger than 0.55 m 1m - . In the real space this corresponds to 11.5 μ, which is very close to the stripes width
(10 μm). This is compatible with a residualmotility of the cells along the perpendicular direction, provided that
they do not exit the adherent stripes.

3.2.3. 3D aggregates
Analysis of specklefluctuation is specially relevant in three-dimensionalmulticellular structures, where video
microscopy cannot easilymeasure cell speed. As a proof of concept, we apply themethod tomulticellular
spheroids (figure 6(a)), equation (21) beeing also valid in three dimensions. The speckle pattern produced by the
spheroid is shown infigure 6(b). The scattered intensity drops considerably at large q. To preserve the signal-to-
noise ratio at large q and to avoid saturation at low q, the exposure time changes with the scattering angle, (see
rings of different intensities in figure 6(b)). In order tomodulate cell activity and speed, the experiment is
performed at two different temperatures: the physiological 37 °Cand 25 °C,where cell activity almost vanishes.
Figure 6(c) displays the decorrelation time q1 2t ( ), both for experiments done at 25 °C (empty circles, error bars
inside the circles) and at 37 °C (black squares). In both cases, the experimental data scales reasonably well with
the inverse of the scattering vector. Fromfigure 6(c)wededuce that themean speed v̄ increases considerably
with the temperature. In particular, at 25 °C the best fit between the theoretical curve and the data is obtained for
a speed v 25 3.3 0.2 m h 1m= -¯ (continuous line), while at 37 °Cwemeasure v 37 45 4 m h 1m= -¯
(dashed line). Due to the presence ofmultiple-scattering events, this speed is overestimated. As described by Pine
et al [28], the decorrelation time varies inversely to the number of scattering events.With awavelength

Figure 6. Speckle fluctuation analysis on 3Dmulticellular aggregates. (a)Bright-field image of a spherical aggregate of radius
R 100 mm� . (b) Speckle pattern generated by the aggregate. To avoid saturation, shorter exposure times are used at small q. (c)Cell
dynamics in 3D aggregates. Correlation times are computed both at physiological (37 °C) and at low (25 °C) temperature. At 25 °C
(empty circles) themean speed is v 25 3.3 0.2 m h 1m= -¯ . At 37 °C (filled squares)wemeasure v 37 45 4 m h 1m= -¯ . (d)
Comparison between experiments performed inmultiple-scattering regime (illumniationwavelengthλ= 633 nm) and in the single-
scattering regime (λ= 850 nm).
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λ=633 nm, themean free-path of photons 60 mp m�ℓ is four times smaller than the spheroid diameter. Thus,
themeasurement is semi-quantitative and allows one to compare velocities in the same sample, but under
different conditions (e.g. temperature,mechanical stress, confinement, drugs, ...).Multiple scattering also
impacts the q-dependency of 1 2t at low q , where a deviation from the theoretical curve appears (q 0.5 m 1m< -

infigure 6(c)). For an absolutemeasurement of the cell speed and to avoid the deviation at low q, the
illuminationwavelengthλmust be tuned to satisfy the single-scattering condition, i.e. amean free-path of
photons comparable to the spheroid size ( p .ℓ D). In CT26 spheroids with a diameter of∼250 μm, this
condition is satisfied forλ= 850 nm, at which p�ℓ 220 μm.As show infigure 6(d), at this wavelength the
deviation at low q vanishes andwemeasure amean cell velocity of 20 m h 1m~ - , comparable to that of single
adherent cells.

4. Conclusion

The examples presented here show that cellular structures produce a clear and exploitable diffraction signal.
This approach represents a valuable alternative to opticalmicroscopy tomeasure the structure and the dynamics
at the supracellular scale. Speckle analysis does not require image analysis and segmentation and it is self-
averaging. Thismakes it a fast technique suitable to compare large sets of samples prepared under different
conditions (drugs, temperature, geneticmutations ormechanical perturbations). It is also promising for
investigating the dynamics of 3Dmulticellular samples, wheremicroscopy is limited in thermof sample
thickness, staining and light dose. In themost basic version, the experimental setup is also compact (a laser diode
and aCMOSdetector) andfits in a standard incubator.
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