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General introduction

Plant breeding is currently one of the main drivers for achieving a productive and sustainable agriculture.
Breeding objectives vary from a species to another but generally target productivity traits, disease resistance,
stress tolerances, water and nutrient use efficiency, organoleptic properties, or resistances to storage and
transport. Among cultivated plant species, maize is the most important cereal and is used for both human
and animal consumption. In 2017, the world production exceeded a billion tons on about 200 millions hectares
(FAO, 2019). Maize is cultivated in a wide range of environments, from temperate to tropical regions. After
its domestication in Mexico 9,000 years ago, its propagation has been facilitated by a large genetic diversity
that has allowed its adaptation to local seasonal constraints, notably through a wide spectrum of plant cycle
length. Maize breeders further enhanced its propagation in agricultural systems by developing hybrid cultivars
that combined homogeneity, productivity and resilience characteristics. Since the adoption of hybrids in the
1930s, maize yield has been constantly increasing in modern agricultural systems, and this gain was for a large
part genetic (Hallauer et al., 1988; Duvick, 2005). The evaluation of homogeneous hybrid cultivars greatly
improved the accuracy of selection compared to open-pollinated varieties, thanks to better heritability of
the experimental design. The breeding scheme was further improved by splitting diversity into "heterotic"
groups and by selecting inbred lines based on their combining ability with lines from complementary groups.
The example of yield in maize illustrates the necessity to develop complex methods to study and select for
traits that have a continuous distribution. This field of study called quantitative genetics, is closely linked to
population genetics and faces the same issues, such as dealing with the stratification of the genetic diversity
into genetics groups.

Quantitative genetics in the genomic era

Quantitative traits refer to phenotypic traits that are genetically determined by many regions of the genome,
also known as quantitative trait loci (QTLs). When a population sample is evaluated for a given quantitative
trait, the observed distribution is continuous and results from the combined effect of the QTLs segregating
within the sample. As the environment disrupts their observation, the phenotypic values observed are not
direct measures of the genetic values of individuals, and they are usually decomposed as: Y = G + E where
Y is the phenotype, G is the genetic value including additive, dominance and epistatic effects at QTLs, and
E is the environmental effect. Quantitative traits are often opposed to Mendelian traits that are controlled
by a single gene and whose observed phenotype can be directly divided into distinct genotypic categories.

Specific experimental designs and statistical methods have been developed to enable partitioning of the
phenotypic variance into a genetic componant and a residual component. This partition of phenotypic
variance has allowed breeders to select individuals using estimates of breeding values (or genetic values), and
has resulted in a higher selection accuracy compared to a selection based on observed phenotypic values. In
animal breeding, breeding values are classically predicted by accounting for relatedness between individuals
using linear mixed models. This approach, often referred to as the "animal model", relies on the infinitesimal
model which supposes a large number of QTLs with small effects (Fisher, 1918). A different methodology was
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adopted in plant breeding for which inbred lines, clones or even progenies of candidate individuals can easily
be repeated to improve the heritability of the experimental design. With the advent of molecular markers,
new possibilities have emerged.

Molecular markers refer to DNA fragments that exhibit polymorphism between individuals and that can
be easily typed by geneticists to be used as genetic markers. Since the 1980s, several methods have been
developed such as amplified fragment length polymorphism (AFLP), restricted fragment length polymorphism
(RFLP) or simple sequence repeats (SSR). These methods were largely used in linkage mapping studies.
This approach takes advantage of the non independent segregation of loci physically linked within families.
Provided a sufficient density, markers can be clustered into linkage groups corresponding to the number of
chromosomes. When a QTL segregates within the family, it can be identified by the markers to which it is
linked, if the bi-parental progeny is evaluated for the trait and if the QTL effect accounts for a substantial
proportion of variance. This approach relies on the linkage disequilibrium (statistical association) between
QTL and markers linked on the same chromosome generated by the co-segregation of QTL and markers
alleles originated from the same parent (Fig. 1). Linkage mapping proved its efficiency to identify several
QTLs in numerous species (see Mauricio (2001) for a review). However, several limits exist concerning linkage
mapping in bi-parental populations. First, the detection of QTLs is limited to those for which polymorphism
is observed between parents. The precision concerning the location of the QTLs is often low and does not
allow the direct identification of underlying causal polymorphism. The QTL detection power largely depends
on the size of the progeny, often generated for the sole purpose of the linkage mapping study, and a limited
number of individuals prevents the detection of QTLs with small effects. Similarly, the effects of the detected
QTLs are often overestimated, as described by the Beavis effect (Beavis, 1994, 1998). They may also be
specific to the genetic background in which they were detected. All these factors limited the use of QTLs in
a breeding context with the noticeable exception of disease resistance QTLs, often characterized by medium
to large effects (Young, 1996; Pilet-Nayel et al., 2017).

In the early 2000’s, new methods have emerged to identify variations at the level of a nucleotide, which
were referred to as single nucleotide polymorphism (SNPs). SNPs were first genotyped using microarrays,
that involved the hybridization of DNA and fluorescence microscopy (Ganal et al., 2011; Unterseer et al.,
2014), or using methods based on sequencing (Elshire et al., 2011). Using these technologies, the density of
markers has increased for most species compared to those obtained with prior techniques, ranging from a few
thousand to a million of genotyped positions for a given individual. At such densities, some QTLs happen
to be genetically linked with given SNPs due to the existence of ancestral LD among the founders of the
population. In linkage mapping studies, the co-segregations occurring within the progeny are the only source
of LD, whereas in natural populations, LD due to genetic linkage was shaped by the demographic history of
the population and ancient recombination events (Fig. 1). Capturing QTL information using ancestral LD
between SNPs and QTLs has opened the way to the identification of QTLs in diversity panels with a higher
resolution than linkage mapping, by testing for the existence of an association between the studied traits and
the SNP alleles. Such studies were referred to as genome-wide association studies (GWAS) and proved their
efficiency to identify numerous QTLs in human, animals and plants (see Bush and Moore (2012) and Huang
and Han (2014) for reviews).

The identification of many QTLs for a given trait suggested the possibility of using the estimated effects
to predict the genetic values of individuals. Such predictions were of clear interest in a breeding perspective
as they could either help to shorten the breeding cycle lengths, improve selection accuracy or increase the
selection intensity by selecting within a larger set of individuals for which only genotypic information would
be known. However, predictions based on the effects of QTLs detected in segregation families were generally
disappointing in terms of prediction accuracy (Moreau et al., 2004). This was due to the statistical limitations
of linkage mapping studies and suggested a missing heritability embodied by a large number of QTLs with
small effects. Whittaker et al. (2000) and Meuwissen et al. (2001) proposed to predict breeding values using
all genomic information, rather than testing for the significance of each marker as a prerequisite to be included
in the prediction model. To implement this approach, referred to as genomic selection (GS), a sample of
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Figure 1: Schematic illustration of the differences between: a. linkage mapping and b. GWAS, showing
the difference of resolution due to the difference in terms of number of recombinations occurring between an
F2 and a natural population. The illustration originates from (Zhu et al., 2008)

individuals is typically genotyped and evaluated for a trait, before being used to train a statistical model.
Individuals for which the genotypic information is the only source of information can be predicted based
on their genomic resemblance with the training population. Numerous methods have emerged including the
GBLUP model, classically implemented using linear mixed model and adapted from the "animal model", or
a large variety of Bayesian models, making different assumptions on the distribution of allele effects: Bayes-
A, Bayes-B or Bayes-Cπ for instance. These techniques often proved a similar efficiency in terms of their
predictive ability (Heslot et al., 2012) and GBLUP is still the benchmark thanks to its simplicity. Standard
GBLUP model can be written as:

y = 1µ + Zg + e

where y is the vector of phenotypes, 1 is a vector of "1", µ is the global intercept, Z is an incidence matrix
linking phenotypes to breeding values, g is the vector of breeding values with g ∼ N (0,Kσ2

G), K is the
kinship matrix, σ2

G is the genetic variance, e is the vector of errors with e ∼ N (0, Iσ2
E), I is the identity

matrix and σ2
E the error variance. Compared to a standard "animal model", for which a kinship based on

pedigree (i.e. expected) relationships is used, the GBLUP model uses a kinship computed using molecular
markers, following for instance formulas proposed by VanRaden (2008) or Astle and Balding (2009). Based
on estimates of variance components, the genomic prediction of an individual can be computed using the
BLUP of its breeding value, or more efficiently using mixed model equations if the number of phenotypic
values is large for each individual (large y compared to g) (Henderson, 1975). Note that in the previous
model, each individual had a single phenotypic value. GS started to meet an increasing popularity in both
animal and plant breeding by the end of the 2000’s thanks to the development of dense genotyping arrays
in many species. Beyond the prediction of unobserved individuals, other applications have emerged such as
a better monitoring of field trials, the prediction of genotype by environment interactions (GxE), benefiting
from genetic correlations between traits in multi-trait genomic predictions, or the optimization of crossing
designs based on the expected genetic variance (see Heffner et al. (2009) and Heslot et al. (2015) for reviews).

The advent of molecular markers has had a major impact on quantitative genetic studies. Accessing the
genomic information underlying the determinism of the evaluated traits opened new fields of research. How-
ever, several factors remain complicated to handle, both to identify QTLs and to apply genomic predictions,
such as the stratification of breeding populations in genetic groups.
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Genetic structure: theory, inference and a maize perspective

Genetic structure refers to the existence of sub-groups of individuals within a population. It is tightly
linked to the history of the species in which it is observed. It generally arises when groups of individuals are
spatially separated and preferentially mate with individuals from their own group. Following their separation,
differential evolutionary forces, such as drift or selection, cause a divergence of the allele frequencies between
groups. This divergence is classically measured by the fixation index FST , first introduced by Wright (1943,
1949). FST is defined as the correlation of randomly chosen alleles within a given group relative to the
entire population, or equivalently as the proportion of genetic diversity due to group differences in allele
frequencies (see Holsinger and Weir (2009) for a review). The locus-specific estimates of FST can be used
to identify regions that have been subjected to selection. Such regions may show a particularly high degree
of differentiation compared to the genome-wide distribution of FST , and test procedures are implemented in
software like BayesScan (Foll and Gaggiotti, 2008).

From a genome perspective, the genetic structure not only affects the frequency of alleles at given loci,
but also the LD between these loci. Group differences in LD extent and linkage phase between physically
linked loci can be observed due to specific demographic histories. The extent of LD is tightly linked to the
effective population size and to its dynamics, with a strong impact of demographic events such as bottlenecks
or expansions. It tends to decline when the effect of recombination is large relative to drift, as observed
in populations with a large effective size. Conversely, LD extent tends to increase in small populations, for
which the effect of drift is strong compared to that of recombination (Pritchard and Przeworski, 2001; Rogers,
2014). Such group differences in LD have been identified using markers in numerous species including human
(Sawyer et al., 2005; Evans and Cardon, 2005), dairy and beef cattle (de Roos et al., 2008; Porto-Neto et al.,
2014), pig (Badke et al., 2012), wheat (Hao et al., 2011) or maize (Van Inghelandt et al., 2011; Technow et al.,
2012; Bouchet et al., 2013; Rincent et al., 2014b). In addition to group differences in LD, the stratification
of a population into genetic groups generates LD between loci that are not genetically linked. These loci are
those showing a high differentiation between groups. An extreme example would consist of a set of bi-allelic
loci differentially fixed between genetic groups, and for which a global LD of 1 would be estimated between
all pairs of loci.

Genetic groups are not always perfectly separated as gene flow may occur between groups. Genetic
admixture refer to the existence of DNA fragments of different ancestries within an individual, forming a
mosaic of ancestry blocks. Such individuals result from the mating of individuals from different genetic
groups and admixture is supposed to be an important factor that allowed the adaptation of species to new
environments (Rius and Darling, 2014).

When a population of individuals has been genotyped using molecular markers, one can investigate the
existence of population structure within the dataset. This procedure possibly involves different but com-
plementary objectives including the detection of population structure, the determination of the number of
genetic groups and the assignation of individuals to these groups. Principal coordinates analysis can sim-
ply be applied to a distance matrix computed using marker data, in order to identify clusters on principal
components. Model-based methods were also developed, the best known being the STRUCTURE software
developed by Pritchard et al. (2000) which models the probability of observed genotypes using ancestry pro-
portions and population allele frequencies. The algorithm was implemented in a Bayesian framework and was
further extended to allow for linkage between markers and admixture (Falush et al., 2003). Another sofware,
ADMIXTURE, was developed by Alexander et al. (2009) using the same model as STRUCTURE. It was
based on maximum likelihood estimation which led to a considerable fastening of computing time. Other
methods specialized in the inference of local ancestry information, aiming at locally assigning chromosome
blocks to different groups, such as LAMP (Sankararaman et al., 2008), RFmix (Maples et al., 2013) and
many others (see Liu et al. (2013) and Padhukasahasram (2014) for reviews).
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From a maize perspective, genetic structure is a major component of its existing diversity. Genetic
groups have been shaped by various dissemination pathways since maize was domesticated in the Balsas
region valley of Mexico around 9,000 years ago from a wild ancestor of the Zea genus (Matsuoka et al.,
2002). From Mexico, maize would have spread in two main directions: north of Mexico to the United States,
and south of Mexico to the Caribbean and South America. These expansions to contrasting environments
led to main clusters of diversity including the Mexican highlands, the tropical lowlands, the Andean group
or the northern USA group. Each of these clusters can be further divided into distinct genetic groups.
For instance, the northern USA group includes the American Northern Flints, which were first introduced
to the USA, the Southern Dents later introduced from the Caribbeans and the Corn-Belt Dents originating
from their hybridization. The introduction of Maize in Europe probably results from two independent events:
tropical material were introduced to Spain and American Northern Flints were introduced to northern Europe,
creating the European Northern Flints (Fig. 2). Evidence of admixture events were shown in Europe between
genetic materials and led to the creation of new groups such as the European flints or the Italian group
(Brandenburg et al., 2017). All these groups were further structured into heterotic groups that are currently
used in hybrid breeding. For instance, hybrids between Corn-Belt-Dent and European flints enhanced the
productivity of maize in northern Europe and contributed to its propagation in agricultural systems (see
Tenaillon and Charcosset (2011) for a European perspective on maize history).

Figure 2: Maize genetic groups and diffusions pathways inferred 66 maize landraces adapted from Bran-
denburg et al. (2017)

As illustrated by the example of maize, a population stratified into genetic groups seldom involves the
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existence of clearly separated groups with similar degrees of differentiation. It is rather the result of a complex
phylogeny with hierarchical levels, shaped by demography, migrations or admixture events.

How does genetic structure affect quantitative traits?

The standard model of quantitative genetics does not explicitly account for the existence of genetic structure,
but rather assumes a single population. However, the stratification of a population into genetic groups may
impact the genetic components in different manners.

Let us consider a structured population including P genetic groups studied for a given trait. Within each
group, the genetic value of each individual is computed as a sum of alleles effects at M bi-allelic QTLs. For
the sake of simplicity, each individual is assumed to be inbred (no heterozygosity) and showing no admixture.
QTLs are assumed to be in linkage equilibrium within each group and not to interact with other loci (no
epistatic interactions). We can model the genetic value of a given individual as:

Gi =
P∑

p=1

Zip

M∑

m=1

(
β0

mp + Wim

(
β1

mp − β0
mp

))

where Gi is the genetic value of individual i, Zip is a variable taking the value "1" if i belongs to group p

or "0" otherwise, (Wim|Zip = 1) ∼ B(fmp) is the genotype (coded 0/1) of individual i at locus m drawn
conditionally to the group ancestry of i in a Bernoulli distribution of parameter fmp, with fmp being the
frequency of allele 1 at locus m for group p, β0

mp and β1
mp are the QTL allele effects at locus m for group p

for allele 0 and 1, respectively, and all random variables are assumed to be independent from each other.

Using this generative model, it is possible to study how genetic structure affects a quantitative trait in
terms of expected value and genetic variance, which are important parameters to characterize a breeding
population. The expected value of a given individuals from genetic group p will be:

E (Gi|Zip = 1) =
M∑

m=1

β0
mp + fmp

(
β1

mp − β0
mp

)
= µp

where group differences in expected value may result from group-specific QTL allele frequencies but also from
differences in terms of QTL allele effects. The same observation can be made concerning the genetic variance
of a given individual from genetic group p:

V (Gi|Zip = 1) =
M∑

m=1

fmp(1 − fmp)
(
β1

mp − β0
mp

)2
= σ2

Gp

where group differences in genetic variance may result from group-specific QTL allele frequencies and/or
allele effects.

On the one hand, group differences in allele frequencies at QTLs are very likely by definition, as genetic
groups are characterized by specific allele frequencies at loci. These differences may result from differential
selection pressures in contrasting environments that shift QTL allele frequencies, or may simply be due to
an independent drift within each group.

On the other hand, group-specific allele effect at causal QTLs may not be as likely. A possible explanation
for their existence lies in epistatic interactions between the QTLs and the genetic background. In this case,
the genetic background is represented by one or several loci that are differentially fixed between groups. For
a given QTL A interacting with a single locus B, the QTL allele effect at locus A, defined as β1

Ap − β0
Ap,

will be conditioned by the allele observed at locus B. If two genetic groups are highly differentiated at locus
B, then the mean QTL effect will be different between the two genetic groups, as proposed by Tang (2006)
and illustrated in Fig. (3). Another explanation is the appearance of a new genetic mutation very close to
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a QTL in a common founder of a given group, resulting in a different effect compared to a group for which
the mutation is absent. Evidence of such mutations were found in human, as several Mendelian symptoms
of obesity were shown to result from mutations within specific ethnicities (see Stryjecki et al. (2018) for a
review)

Figure 3: Schematic illustration of two interacting loci adapted from Tang (2006). Filled bars represent
common allele combinations while open bars are not observed in the group: a in the first group, most
individuals have genotype "aa" at locus A, and no QTL effect is observed at locus B, for which all allele
combinations are common, b in the second group, most individuals have genotype AA at locus A, and the
resulting QTL effect at locus B is higher

In analogy to the FST indicator which quantifies the proportion of genetic diversity due to group differences
in allele frequencies, the QST indicator was proposed by Spitze (1993) to quantify the proportion of genetic
variance that is due to among-group differences when studying quantitative traits. This indicator highlights
the existence of a proportion of genetic variance that is not directly accessible to a breeder, unless he generates
admixture and segregations by crossing individuals of different groups.

In conclusion, the stratification of a population into genetic groups impacts quantitative traits through
differences in QTL allele frequencies and possibly through group-specific QTL allele effects. One should
notice that other factors may impact the mean and the genetic variance: group differences in LD between
QTLs, in inbreeding, in dominance effects, or even in interactions between QTL allele effects.

Impact of genetic structure on association mapping and genomic

selection

The stratification of a population into genetic groups may impact the methods to study quantitative traits,
particularly GWAS and GS that involve molecular markers.

Applying GWAS to a structured population raises the issue of spurious associations. They result from
the long range LD generated by genetic structure for SNPs and QTLs that are highly differentiated between
groups, as previously discussed. If a given trait is characterized by group-specific means, all the SNPs
differentiated between groups will correlate to it. An efficient control of these spurious associations can be
done by taking structure and kinship into account in the GWAS model (Yu et al., 2006; Price et al., 2006).
For each bi-allelic marker m among M loci, a GWAS model can be written in a simplified version of that
proposed by Yu et al. (2006) as:

Yijk = µ + βm
j + αk + Gijk + Eijk

where Yijk is the phenotype of the individual, µ is the intercept, βm
j is the effect of the allele j with j ∈ {0, 1}
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at marker m, αk is the effect of genetic group k, Gijk is random polygenic effect, g is the vector of random
polygenic effects with g ∼ N (0,Kσ2

G), K is the kinship matrix, σ2
G is the genetic variance, Eijk is the

error, e is the vector of errors with e ∼ N (0, Iσ2
E), I is the identity matrix and σ2

E is the error variance.
This model can account for different levels of structure using αk for the effect of the main stratification into
genetic groups, and by modeling the genetic covariance between individuals using the kinship K for groups
of related individuals. If genetic structure is not sufficiently accounted for by the model, false positives may
be detected when testing for the existence of a differential effect between alleles (H0 : βm

1 − βm
0 = 0). As

an example, the Dwarf8 locus was found to be associated with maize flowering time in early association
studies (Thornsberry et al., 2001), and it was later shown that its effect had been greatly overestimated due
to insufficient control of the genetic structure (Larsson et al., 2013). Once structure is accounted for by the
GWAS model, a low power of detection is generally observed for the highly differentiated SNPs (Rincent
et al., 2014a). QTLs located in differentiated regions happen to be difficult to detect, especially in case
of rare alleles. This is why innovative genetic material were developed such as nested association mapping
(NAM) (McMullen et al., 2009) or multi-parent advanced generation inter-cross (MAGIC) (Cavanagh et al.,
2008). These genetic materials consist in generating progenies from a limited number of founders in order to
ensure a high statistical power along with a large diversity studied and a population structure that is either
considered as negligeable using MAGIC or that can easily be controled by the familiy structure using NAM.

From a GS perspective, the stratification of a breeding population into genetic groups may impact genomic
prediction accuracy in different manners. When a consistency is observed between the training set (TS) and
the predicted set (PS) in terms of genetic groups, the group mean differences are well accounted for by the
model through the kinship and participate to the accuracy (Guo et al., 2014). Conversely, when targeting
a group-specific PS, training a model on a different group can decrease dramatically the accuracy, as shown
in several species including dairy and beef cattle (Olson et al., 2012; Chen et al., 2013) and maize (Technow
et al., 2013; Lehermeier et al., 2014). The use of multi-group TSs was proposed by de Roos et al. (2009)
for several applications including the possibility to apply predictions to a broad range of genetic diversity,
the improvement of genomic selection efficiency in genetic groups with limited size or the optimization of
resources for traits that are expensive to evaluate. Such multi-group TSs showed a good predictive ability
in a wide range of species such as dairy cattle (Brøndum et al., 2011; Pryce et al., 2011; Zhou et al., 2013),
maize (Technow et al., 2013) or soybean (Duhnen et al., 2017). However, the gain in precision is often limited
compared to what could be obtained by applying predictions separately within groups (Carillier et al., 2014;
Hayes et al., 2018).

Structure does not only affect genomic prediction accuracy, but also the ability to forecast this accuracy
using a priori indicators such as the coefficient of determination (CD) (VanRaden, 2008; Rincent et al., 2012).
Forecasting genomic prediction accuracy would allow breeders to evaluate the interest of multi-group TSs and
a priori indicators could be used as criteria to optimize their constitution. However, when the population
features a strong genetic structure, standard a priori indicators showed a lack of efficiency to forecast genomic
prediction accuracy in multi-breed dairy cattle populations (Hayes et al., 2009) and to optimize TSs in rice
populations (Isidro et al., 2015).

A different genetic information captured by SNPs may explain the difficulty to borrow genetic information
from one group to another. When a set of molecular markers is available for a trait, the genomic information
at QTLs is partially captured by SNPs using LD. Group differences in LD may lead SNPs to capture different
genetic information between groups, especially at low to medium genotyping densities. This issue led Wientjes
et al. (2015b) to propose a method to estimate the consistency of LD between SNPs and QTLs across genetic
groups, which uses the selection index theory and simulated QTL allele effects. The existence of group
differences in LD and linkage phases, as well as the possibility of contrasted QTL allele effects between groups,
makes the observation of group-specific SNP allele effects in structured populations likely. Such group-specific
allele effects may cancel each other out in their overall effect when applying GWAS to a structured panel,
making them difficult to detect using standard methods. In GS, accounting for this heterogeneity in QTL
allele effects is likely to improve genomic prediction accuracy in a multi-group breeding context. Modeling
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group specific SNP allele effects in genomic prediction models was proposed by Karoui et al. (2012) and
Lehermeier et al. (2015) by adapting multi-trait models to multi-group predictions. In such models, the
SNP allele effects are assumed to be different but correlated between groups. This same formalism was also
used to derive new a priori indicators of accuracy (Wientjes et al., 2015a) or to propose relevant estimators
of relatedness to estimate genetic correlations between groups accurately (Wientjes et al., 2017). Other
modelings were proposed such as the decomposition of SNP effects into a main SNP effect and group-specific
deviations, as proposed by Schulz-Streeck et al. (2012), de los Campos et al. (2015) or Technow and Totir
(2015).

However, all these models were restricted to pure individuals and did not accommodate to the presence
of admixed individuals. The interest of such individuals in multi-group TSs was shown by Toosi et al. (2013)
using simulations, as they may create connections between groups and allow for more genetic information
to be borrowed. The "animal model" was adapted to admixed population before the advent of high density
genotyping, by considering pedigree relationships between individuals and global admixture proportions.
The genetic variance was split into group-specific and segregation components (Lo et al., 1993; García-Cortés
and Toro, 2006). The aim was to account for the additional variance observed in an admixed population
compared to parental populations due to the segregation of QTL with differentiated alleles frequencies in
admixed individuals. Such methodology was later adapted to genomic prediction by Strandén and Mäntysaari
(2013) and Makgahlela et al. (2013) by replacing the pedigree matrix by a standard kinship matrix estimated
with SNPs. Alternative methods were also developed to account for various types of heterogeneity between
genetic groups, such as computing an alternative covariance matrix based on specific kernel functions (Heslot
et al., 2015).

In conclusion, the stratification of a population into genetic groups may affect quantitative genetics studies
in several ways. The observation of group-specific allele effects at SNPs, possibly resulting from group-
specific allele effects at QTLs, is a major factor affecting both GWAS and GS. While extensive literature
exists considering their modeling in a GS context, little attention has been given to their identification using
GWAS. In this same perspective, the integration of admixed individuals in GWAS and GS studies has not
been much considered so far. They may however be useful to connect genetic group in multi-group TSs or to
get some insight concerning the stability of SNP allele effects across genetic backgrounds. As their production
requires significant human and material resources, it is important to evaluate their interest according to these
objectives.

Objectives of the thesis

From both GS and GWAS perspectives, we studied the impact of genetic structure in quantitative genetics
studies using maize structured datasets genotyped at high density. The main objectives were (i) to study
the impact of genetic structure on both genomic prediction accuracy and on its a priori estimation based on
the coefficient of determination (CD), (ii) to identify and unravel group-specific allele effects at SNPs using
GWAS and admixed individuals in addition to pure individuals, (iii) to develop genomic prediction models
adapted to admixed individuals that account for group-specific SNP allele effects and (iv) to evaluate the
interest of using admixed individuals in multi-group TSs.

To achieve these goals, we used two maize inbred diversity panels, involving different levels of genetic
structure. The first panel, called "Amaizing Dent", will be presented in Chapter 1. It includes 389 dent lines
genotyped for 1M SNP and can subdivided in three genetic groups. This panel was evaluated for hybrid
performances, using a common flint tester, for flowering and productivity traits. The second panel will be
presented in Chapter 2 and is called "Flint-Dent" panel. It includes 304 flint lines, 300 dent lines included in
the "Amaizing Dent" panel and 366 admixed lines. The admixed lines were generated from hybrids, mated

9



according to a factorial design between the pure dent and flint lines of the panel. All lines were evaluated
per se for traits related to flowering time and plant heights.

In the Chapter 1, we studied the impact of genetic structure on genomic prediction accuracy using the
"Amaizing Dent" panel. For a given size of TS, structure-based scenarios were defined including within-,
across- or multi-group predictions. We also evaluated the benefits of adding extra-group individuals to the
TS, in order to predict group-specific PSs. All these scenarios were considered to study whether or not
genetic information can be borrowed between genetic groups. The genomic prediction accuracy of alternative
predicton models, that account for genetic structure explicitly, was also compared to that of standard GBLUP.
To study the efficiency of a priori indicators of accuracy in structured populations, we compared a standard
indicator based on CD to new indicators recently proposed by Wientjes et al. (2015a). The a priori estimation
of accuracy was compared to the empirical accuracy obtained in the structure-based scenarios. The objective
was to evaluate whether a priori indicators would be efficient to forecast accuracy within a multi-group
breeding population, and could later be used to optimize the composition of multi-group TSs. This study
was recently published in Theoretical and Applied Genetics (Rio et al., 2019).

In Chapter 2, we developed a GWAS methodology to test for the existence of a heterogeneity of SNP
allele effects between genetic groups, and applied it to the "Flint-Dent" panel evaluated for flowering traits.
We showed how including admixed individuals to the analysis can help to disentangle the factors causing
the heterogeneity of allele effects across groups: local genomic differences (group differences in LD or group
specific mutations) or epistatic interactions between QTLs and the genetic background. A test for directional
epistasis was also proposed to support the existence of epistatic interactions in this dataset. The objective
was to study if our method can be used to get insight concerning traits in structured populations as well
as to analyze the stability of marker effects at main QTLs across genetic groups. This study will soon be
submitted to PLOS Genetics.

In Chapter 3, we developed two genomic prediction models that account for the existence of group-specific
allele effects in admixed populations. Both models, called Multi-group Admixed (MAGBLUP) 1 and 2, are
taking advantage of both genomic data and local admixtures, defined as the group ancestry of SNP alleles.
The first model was derived according to the "animal model", for which the genotypes are random, while the
second was derived by assuming a random distribution for allele effects. Both models were evaluated for their
precision in variance component estimation and genomic prediction accuracy using the "Flint-Dent" panel
evaluated for simulated and real traits. In this chapter, we also evaluated the benefits of adding admixed
individuals to multi-group TSs. The structure-based scenarios defined in Chapter 1 were adapted by replacing
pure lines with admixed lines in TSs. The objective was to evaluate whether admixed individuals would allow
for a better genetic connection between genetic groups within structured breeding populations. This study
will soon be submitted in a journal to be determined.
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Chapter 1

Genomic selection efficiency and a

priori estimation of accuracy in a

structured dent maize panel

Simon Rio, Tristan Mary-Huard, Laurence Moreau and Alain Charcosset

Abstract

Key message Population structure affects genomic selection efficiency as well as the ability to forecast
accuracy using standard GBLUP.

Genomic prediction models usually assume that the individuals used for calibration belong to the same
population as those to be predicted. Most of the a priori indicators of precision, such as the Coefficient of
Determination (CD), were derived from those same models. But genetic structure is a common feature in
plant species and it may impact genomic selection efficiency and the ability to forecast prediction accuracy.
We investigated the impact of genetic structure in a dent maize panel (“Amaizing Dent”) using different
scenarios including within or across group predictions. For a given training set size, the best accuracies were
achieved when predicting individuals using a model calibrated on the same genetic group. Nevertheless, a
diverse training set representing all the groups had a certain predictive efficiency for all the validation sets,
and adding extra-group individuals was almost always beneficial. It underlines the potential of such generic
training sets for dent maize genomic selection applications. Alternative prediction models, taking genetic
structure explicitly into account, did not improve the prediction accuracy compared to GBLUP. We also
investigated the ability of different indicators of precision to forecast accuracy in the within or across group
scenarios. There was a global encouraging trend of the CD to differentiate scenarios, although there were
specific combinations of target populations and traits where the efficiency of this indicator proved to be null.
One hypothesis to explain such erratic performances is the impact of genetic structure through group-specific
allele diversity at QTLs rather than group-specific allele effects.
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Introduction

Recently, new breeding methods emerged grouped under the term Genomic Selection (GS). Their aim is to
predict breeding values using all the genomic markers jointly rather than testing the significance of each
of them (Meuwissen et al., 2001). Several models have been proposed in the literature, making different
hypotheses on the distribution of QTL effects such as GBLUP, BayesA, BayesB or BayesCπ (Heslot et al.,
2012). Most of the time, genomic predictions are calibrated on a Training Set (TS) and then applied to a
population to be selected, for which the genotypic data is the only source of information available. This
scenario is interesting for traits that are expensive or difficult to evaluate, but genomic prediction accuracy
may be limited when the genetic distance is large between the TS and the Validation Set (VS) (Pszczola
et al., 2012). Other applications have recently emerged such as a better monitoring of field trials by limiting
repetitions (Endelman et al., 2014).

Along with the development of genomic prediction models, there has been a significant effort to develop
a priori indicators of precision. The forecast of genomic prediction accuracy could allow breeders to evaluate
the interest of a generic TS to predict breeding values in a given breeding population. It would also be possible
to optimize the TS constitution in order to maximize genomic prediction accuracy and more generally to
optimize breeding programs. A first set of approaches using deterministic equations were developed involving
different parameters such as the trait heritability, the population size and the effective number of chromosome
segments linked to the effective population size (Daetwyler et al., 2008; Goddard et al., 2011; Erbe et al.,
2013; Elsen, 2016). Their efficiency depends largely on the ability to estimate this latter parameter accurately,
which proved complicated in practice (Brard and Ricard, 2015). An other set of approaches, further referred
to as CD, used mixed model equations requiring only the relationships between individuals using genomic or
pedigree data and estimates of heritability (VanRaden, 2008; Rincent et al., 2012; Rabier et al., 2016).

The genomic prediction models and their corresponding indicators of precision were first developed while
considering one homogeneous population. However, this assumption is often violated as genetic structure
is a common feature in human, animal and plants. Genetic structure arises when the allele frequencies of
sub-groups of individuals differ when compared to the ancestral population from which they originate. It
might be due to a reproductive isolation followed by an independent drift in each group. In maize, genetic
structure is found at the level of heterotic groups, that have been selected for their complementarity in order
to maximize heterosis of inter-group hybrids, but may also be observed within each of these heterotic groups
(Rincent et al., 2014b).

When doing GS, genetic structure can impact the accuracy of predictions (Guo et al., 2014; Albrecht
et al., 2014). Most of the models assume a single population, presupposing the conservation of QTLs effects
between individuals. However, when a genetic structure is observed, differences between QTLs effects can
be observed as well as differences in terms of LD extent (Wientjes et al., 2015c) and linkage phase between
SNPs and QTLs across populations (Wientjes et al., 2015b). If the same structure is found within the TS
and the VS, it is well taken into account by the kinship, when using a GBLUP model, and contributes to
genomic prediction accuracy (Guo et al., 2014). But if the structure is different, the accuracy can be strongly
impacted. In dairy cattle, when trying to predict breeding values of a breed with a small population size
using information coming from a distantly related breed with a larger size, the gain in prediction accuracy
is generally very low and may even be negative (de Roos et al., 2009). Likewise, in maize, a TS combining
dent and flint lines allowed marginal gains in terms of accuracy compared to pure dent or pure flint TS
(Technow et al., 2013). A substantial gain was nevertheless observed when combining related dairy cattle
breeds (Brøndum et al., 2011).

To improve genomic prediction accuracy in structured populations, it is possible to adjust both the
experimental design and data modeling. Concerning the experimental design, it is possible to improve
accuracy by creating hybrids or admixed individuals allowing to connect the different groups (Toosi et al.,
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2013; Esfandyari et al., 2015). Concerning the models, several alternatives have been proposed such as
specifying the structure as a fixed effect (Guo et al., 2014) or modeling genetic covariances between individuals
from different groups by adapting multi-trait models. The latter led to improvement of genomic prediction
accuracy in dairy cattle (Olson et al., 2012; Karoui et al., 2012) and dairy goat (Carillier et al., 2014) when
the genetic correlations between groups were sufficiently high. In maize, such types of models were also
applied and allowed very limited gains (Lehermeier et al., 2015). In the case of populations resulting from
the admixture between groups, there were attempts to take into account the quantitative assignment of
individuals to groups by applying random regression allowing limited gains (Strandén and Mäntysaari, 2013;
Makgahlela et al., 2013).

Structure does not only affect genomic prediction accuracy, but also the ability to forecast this accuracy
using indicators. When the population features a strong genetic structure, a priori indicators proved to be
inefficient to forecast genomic prediction accuracy in multi-breed dairy cattle populations (Hayes et al., 2009)
and to optimize TS in rice populations (Isidro et al., 2015). To tackle this issue, new indicators were recently
developed in order to take into account such structures, proving their efficiency on simulated data (Wientjes
et al., 2015a, 2016).

The objectives of this article are first to study the impact of genetic structure on genomic prediction
accuracy within a diversity panel of maize dent lines. An important question for breeders is whether or not
one should combine groups in TS in order to increase accuracy. A second objective is to evaluate the gain
in accuracy one may expect when applying models that explicitly account for genetic structure rather than
using a standard GBLUP analysis. The last objective is to compare different indicators of precision to study
their ability to forecast GBLUP accuracy in presence of genetic structure.

Materials and methods

Genetic material and genotypic data

Genetic material is a panel of 389 dent maize lines assembled within the "Amaizing" project and aiming at
representing the diversity of the dent heterotic group that can be used in European breeding. This panel
includes most lines from panels assembled for previous projects: "CornFed" (Rincent et al., 2014b) and
"Drops" (Millet et al., 2016). This panel was constructed for Genome Wide Association Studies and to apply
genomic prediction for traits that are expensive to evaluate. One originality of the panel is to include 49 elite
lines coming from seven breeding companies (Fig. 1.1-a), all members of the Amaizing project.

The genotyping data, initially assembled for GWAS studies, included SNPs from different technologies:
the 50K Illumina MaizeSNP50 BeadChip (Ganal et al., 2011), the 600K Affymetrix Axiom Maize Genotyping
Array (Unterseer et al., 2014) and Genotyping-By-Sequencing (Elshire et al., 2011; Glaubitz et al., 2014).
The lines from public origin were all genotyped with the three SNP technologies. The lines from private origin
were all genotyped with the 50K chip, 28 were also genotyped with the 600K but none with GBS. At each
SNP, allele 0 was attributed to the allele carried by B73, the maize inbred line used as reference for sequencing,
or to the allele carried by the first line in alphabetic order if B73 genotype was missing or heterozygous. A
quality control on SNP data was applied, removing markers featuring heterozygosity above 15% and missing
value rate above 20% for 50K and 600K SNPs. For GBS data, heterozygous were transformed into missing
values and markers with more than 70% of missing data were discarded. After merging the three datasets,
duplicated SNPs were removed from the dataset based on physical position information leaving 986,045 SNPs.
The imputation of missing values was done on the whole dataset using Beagle v.3.3.2 and default parameters
(Browning and Browning, 2009).
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Figure 1.1: PCoA on genetic distances with coloration of individuals depending on a. their origin (pub-
lic/private) or b. by assignment to genetic groups.

Structure analysis

We performed a structure analysis using the ADMIXTURE software (Alexander et al., 2009) for different
numbers of groups, ranging from 2 to 8 (Supplementary Fig. S1.1, S1.2 and S1.3). The Cross-Validation
(CV) error criterion proposed by ADMIXTURE showed an improvement while increasing the number of
groups. For the following analyses, we considered three groups which could be linked to well-defined groups
in maize breeding which are A: Lancaster and other dent lines (207 lines), B: Stiff-Stalk (98 lines) and C:
Iodent (84 lines). Subdividing in more groups would have led to define families or specific pedigree structures
rather than well known genetic groups and to insufficient number of lines per group to perform analyses. A
PCoA was performed on genetic distances computed as Di,j = 1−K0

i,j with K0
i,j being the kinship coefficient

between lines i and j in Eq. (1.1, see below). This analysis clearly separated individuals based on their
maximal admixture coefficient (Fig. 1.1-b).

Phenotypic data

All the lines were crossed to the same tester UH007 to produce hybrid progenies for phenotypic evaluation.
The 2014 field trials (Supplementary Table S1.1) were conducted in seven locations in standard agronomic
conditions including Blois, Mons, Niederhergheim, Souprosse, Villampuy (France), Bernburg (Germany) and
Graneros (Chile). Each trial was a latinized alpha design where every genotype was repeated 2 times on
average. Grain Moisture (in % of humidity), Grain Yield at 15% of humidity (quintals per hectare) and Male
Flowering time were recorded for each plot. Male Flowering time was converted into growing degree-days,
considering a base temperature of 6 Celsius degrees, using the mean daily air temperature measured at each
location. An economic index, called Yield Index, was also computed as: Yield Index = Grain Yield - 2.5 ×

Grain Moisture. This index corresponds to Grain Yield penalized for an excess of humidity at harvest, which
would require an expensive drying process, and is used for variety registration in France.

We started the analysis from data collected after correction for within trial spatial effects using different
models (Supplementary Table S1.1). Then, we computed Least-Square means (LS-means) over the whole
design using model: Yij = µi + Tj + Eij where Yij is the performance of individual i in the location j, µi is
the intercept for individual i, Tj is the jth random trial effect where Tj ∼ N (0, σ2

T ) are all independent and
identically distributed (i.i.d.), Eij is the error were Eij ∼ N (0, σ2

E) i.i.d. and Eij and Tj are assumed to be
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independent.

Genomic prediction models

All the genomic prediction models used in this study can be written as:

y = Xβ + Zg + e

where y is the vector of LS-means which will be further referred to as phenotypes, X is the incidence matrix
for fixed effects, β is the vector of fixed effects, Z is an incidence matrix linking observations to breeding
values, g is the vector of breeding values and e is the vector of errors. All models assume independence
between g and e.

GBLUP

We used a standard additive GBLUP model as a base model M0 with the following assumptions: X = 1N

was a vector of 1 of length N (with N the number of individuals), β = µ the general mean of performances,
g ∼ N (0,Kσ2

G) and e ∼ N (0, Iσ2
E) with σ2

G and σ2
E being the genetic and residual variances respectively.

The kinship between individuals i and j, K0
i,j , was estimated using VanRaden (2008):

K0
i,j =

∑M
m=1(Wim − fm)(Wjm − fm)

∑M
m=1 fm(1 − fm)

(1.1)

where Wim is the genotype of individual i at locus m (coded 0 ; 0.5 ; 1) and fm is the allele frequency of
allele "1" at locus m, estimated on the whole dataset.

Structured GBLUP

The standard kinship estimation combines relatedness and genetic structure information. In order to test
whether modeling the structure as a fixed effect could improve the predictions, we used two adapted GBLUP
models.

Model M1 followed the same assumptions as M0 except that population structure was added as a fixed
effect where X was the (N × Q) incidence matrix for fixed effects with Xiq = 1 if i was assigned to the qth

genetic group (otherwise Xiq = 0), Q = 3 is the number of genetic groups and β = (µA, µB , µC)T is a vector
of fixed group effects. For M1, the kinship was estimated following Plieschke et al. (2015), by centering the
genotypes using group-specific allele frequencies to remove the structure from the kinship and to avoid a
redundancy of information in the model:

K1
i,j =

∑M
m=1 (Wim − pim) (Wjm − pjm)

∑M
m=1 fm(1 − fm)

(1.2)

where pim =
∑Q

q=1 Xiqfmq, fmq is the allele frequency of group q as provided by ADMIXTURE.

Model M2 followed the same assumptions as M1 except that it considered quantitative assignments of
individuals to groups in the prediction model and in the kinship. Thus Xiq became the admixture coefficient
of individual i for group q. The kinship K2

i,j used in M2 was estimated using the same expression as for K1
i,j

in Eq. (1.2) but with pim being a weighted mean of ancestral group-specific allele frequencies with weights
corresponding to admixture coefficients (Thornton et al., 2012).
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Multigroup GBLUP

We also used a multivariate model M3 considering categorical assignments to genetic groups, which is an
adaptation of a multi-trait model to the analysis of one trait in different groups proposed by Lehermeier et al.
(2015).

In this model, X and β are the same as in M1, Z is an incidence matrix linking phenotypes to the

corresponding group-specific breeding value (categorical assignments), g =



g∗

A

g∗

B

g∗

C


 is the expanded vector of

breeding values of each individual in each group with a size of 3N and e =



eA

eB

eC


 is the vector of errors of

size N where:

•



g∗

A

g∗

B

g∗

C


 ∼ N


0,




σ2
GA

σGA,B
σGA,C

σGA,B
σ2

GB
σGB,C

σGA,C
σGB,C

σ2
GC


⊗ K0




•



eA

eB

eC


 ∼ N


0,



IAσ2

EA
0

0 IBσ2
EB

0
0 0 ICσ2

EC







with σGX,Y
being the genetic covariance between groups X and Y (the letters X, Y and Z were further used

as group names when not specifically designating group A, B or C). In this model, the kinship between
individuals i and j, K0′

i,j (Eq. 1.3), was computed following Astle and Balding (2009) as recommended by
Lehermeier et al. (2015), although results were very consistent using the kinship defined by VanRaden (2008)
(Eq. 1.1).

K0′

i,j =
1

M

M∑

m=1

(Wim − fm)(Wjm − fm)
fm(1 − fm)

(1.3)

Note that the genetic covariance between groups results from the genetic covariance between allele effects
in each group as described in Karoui et al. (2012) and Lehermeier et al. (2015).

We also defined rX,Y =
σGX,Y

σGX
σGY

where rX,Y is the genetic correlation between groups X and Y.

For each model, the Genomic Estimated Breeding Values (GEBV) of the VS were computed as: ŷV S =
XV Sβ̂ + ĝV S

Model parameters were estimated using ASReml-R (Butler et al., 2009) for models M0, M1 and M2,
using restricted maximum likelihood method. For the last model M3, a Gibbs sampler implemented in R was
used to estimate the parameters 1. The choice of hyper-parameters was the same as described in Lehermeier
et al. (2015). A total of 300,000 MCMC samples were collected with 100,000 discarded as burn-in and
thinning was done by keeping one every two samples. The parameter estimates were obtained by computing
posterior means.

Evaluation of the precision of genomic predictions

The precision of the models was evaluated using four different CV procedures either neglecting genetic
structure or aiming at evaluating its impact on the precision of genomic predictions.

1available at https://github.com/QuantGen/MTM

18



Table 1.1: Scenarios evaluated with the structure-based cross-validations (SHO) where 18 individuals are
predicted by 66 other individuals (x100 samples)

Scenario TS composition VS composition

ABC_ABC 1
3 A + 1

3 B + 1
3 C 1

3 A + 1
3 B + 1

3 C

ABC_A 1
3 A + 1

3 B + 1
3 C A

A_A A A

B_A B A

C_A C A

BC_A 1
2 B + 1

2 C A

ABC_B 1
3 A + 1

3 B + 1
3 C B

B_B B B

A_B A B

C_B C B

AC_B 1
2 A + 1

2 C B

ABC_C 1
3 A + 1

3 B + 1
3 C C

C_C C C

A_C A C

B_C B C

AB_C 1
2 A + 1

2 B C

The first CV procedure was an averaged Holdout (HO) method and allowed us to study the level of
precision that can be obtained when neglecting the role of genetic structure. The initial dataset was split
with proportions 4

5 and 1
5 for the TS and the VS, respectively. The splitting was repeated 100 times and the

precision criteria were averaged over repetitions.

The second CV procedure was a Leave-One-Out method (LOO) where every individual was predicted
with a model calibrated using all the remaining individuals. It allowed a simple graphic representation of the
quality of prediction of each individual using all the other individuals from the panel, whatever their group
of origin. We also used this approach to evaluate the link between the CD (see below) and the prediction of
each individual.

The third CV procedure, named Structured Holdout (SHO), allowed us to study the impact of genetic
structure in genomic prediction accuracy using different scenarios. It considered samples of restricted sizes
where 18 individuals are predicted using the model calibrated with 66 other individuals, repeating sampling
100 times. Those numbers were chosen in order to fit with all the scenarios (Table 1.1), knowing that
group C is limited to 84 individuals. The individuals were assigned to the three groups according to their
maximal admixture coefficient. All the scenarios are designated as TS_VS, TS and VS referring to the groups
represented in the TS and VS respectively. When there were more than one group in the TS or the VS,
the composition was always perfectly balanced between groups. As an example, ABC_A referred to a TS
equally composed of individuals from the three groups and a VS composed of lines from group A only. Note
that the across-group SHO scenarios (i.e. when no individual from the group forming the VS are present in
the TS) cannot be evaluated using model M1 and M3. They require a TS where all the genetic groups are
represented in order to estimate all the group-specific intercept and variance parameters.

The fourth CV procedure, referred to as Structured Holdout + (SHO+), aimed at evaluating the benefits of
extra-group individuals (individuals from a group absent of the VS) to improve genomic prediction accuracy.
It considered the same samples as in SHO for intra group predictions (scenarios X_X) complemented with
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66 individuals of each of the two other groups, reaching a size of 198 individuals. For instance, ABC+_A
referred to the SHO+ scenario to predict group A.

Three criteria of precision were used to compare models and scenarios. The first was the predictive
ability, defined as the correlation between GEBV and the phenotypes. The second was the accuracy which
was computed by dividing the predictive ability by the square root of the heritability. Here, the heritability
was computed using the estimated variances obtained by applying M0 to the whole panel. The third criterion
was the Root Mean Square error of Prediction (RMSP), defined as the root mean square of the differences
between LS-means and the GEBV.

A priori estimation of accuracy

In mixed models, the accuracy related to the prediction of individual i can be quantified by its associated
Coefficient of Determination (CD), using the general formula:

CDi = Cor(gi, ĝi)2 =
Gi,T SΣ

−1
T S,T SGT S,i

Gi,i

(1.4)

where gi and ĝi are the breeding value of individual i and its corresponding BLUP respectively, Gi,T S is the
covariance matrix between breeding values of i and the TS, Gi,i is the genetic variance of i and ΣT S,T S is
the covariance matrix between phenotypic values within the TS.

The standard CD in a GBLUP model assumes an unstructured population, as described in model M0

and is computed using Eq. (1.4), where:

• Gi,T S = K0

i,T S σ̂2
G

• Gi,i = K0

i,iσ̂
2
G

• ΣT S,T S = K0

T S,T S σ̂2
G + Iσ̂2

E

• σ̂2
G and σ̂2

E are the genetic and residual variances respectively, estimated using M0 calibrated with all
the individuals.

We also considered the multigroup CD as proposed by Wientjes et al. (2015a) and derived from M3.
When considering scenario XY_Z, the elements of Eq. (1.4) become:

• Gi,T S =
[
KZ,X σ̂GZ,X

KZ,Y σ̂GZ,Y

]
i,T S

• Gi,i =
[
KZ,Z σ̂2

GZ

]
i,i

• ΣT S,T S =

[
KX,X σ̂2

GX
+ Iσ̂2

EX
KX,Y σ̂GX,Y

KY,X σ̂GX,Y
KY,Y σ̂2

GY
+ Iσ̂2

EY

]

T S,T S

• σ̂GZ,X
, σ̂2

GX
and σ̂2

EX
are the genetic covariance between group Z and X, the genetic variance in group

X and the residual variances in group X respectively estimated on the whole dataset.

Two versions of this multigroup CD were computed using different kinships K. The first version called
CDgp1 used K0 defined in Eq. (1.1) while the second called CDgp2 used a new estimator recommended by
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Wientjes et al. (2017):

K3
i,j =

∑M
m=1 (Wim − pim) (Wjm − pjm)√∑M

m=1 (pim(1 − pim))
√∑M

m=1 (pjm(1 − pjm))
(1.5)

with pim =
∑Q

q=1 Xiqfmq where Xiq considered categorical assignment of individuals to groups as defined in
M1.

CDgp1 is computed using variances estimated with M3 and K0
′

(computed using Eq. (1.3) as recom-
mended by Lehermeier et al. (2015)) on the whole dataset, although parameters estimates were very consistent
using K0 (Eq. 1.1). CDgp2 is computed using variances estimated with M3 and K3 on the whole dataset
as summarized in Table 1.2.

After computing the CD values of every individual of the VS, we averaged them and computed the square
root to obtain an a priori indicator of accuracy.

The a priori estimates of accuracy were compared to empirical accuracies, obtained from model M0

with the SHO method, for the different scenarios described above using two criteria of precision. The first
criterion was the correlation between the a priori estimates of accuracy and the empirical accuracies. The
second criterion was the Root Mean Square error of Estimation (RMSE) which is defined as the root mean
square of the differences between a priori and empirical accuracies.

We also computed standard CD for each predicted individual in the context of LOO CV.

Table 1.2: Summary table of empirical and a priori accuracies using different CDs, describing the statistical
model, the kinship matrix and the variance estimates used to compute them. The statistical model and the
kinship used to estimate variances are shown between braces

Accuracy Model Kinship Variancesa

Empirical M0 K0 CV est. {M0,K0}

CD M0 K0 Whole data est. {M0,K0}

CDgp1 M3 K0 Whole data est. {M3,K0
′

}

CDgp2 M3 K3 Whole data est. {M3,K3}

a Variances were estimated for each cross-validation training set (CV est.) or through a single estimation using the

whole dataset (Whole data est.).

Results

Global, within and across group precision of genomic predictions

We first estimated variances for the four traits by applying model M0. The estimated heritabilities were very
high (Table 1.3), between 0.86 and 0.95 and consistent with the high heritabilities computed in each trial
without considering kinship (Supplementary Table S1).

The estimates of accuracy obtained with the HO method and M0 model ranged from 0.77 for Yield
Index to 0.84 for Grain Yield (Table 1.4). The accuracy estimates were close to the predictive abilities as a
consequence of high heritabilities. We also studied the ability of all the lines from public origin to predict
all the private lines. The accuracies obtained were 0.64, 0.49, 0.33 and 0.76 for Grain Moisture, Grain Yield,
Yield Index and Male Flowering respectively.
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Table 1.3: Mean, genetic variance, environmental variance and heritability estimated on all the data using
M0. Standard errors for variances estimates are shown between brackets

µ σ2
G σ2

E h2

Grain Moisture 27.50 2.52 (0.26) 0.14 (0.09) 0.95

Grain Yield 84.51 50.27 (5.75) 6.87 (2.34) 0.88

Yield Index 15.80 57.77 (6.77) 9.46 (2.94) 0.86

Male Flowering 891.13 518.09 (50.11) 26.64 (15.43) 0.95

Table 1.4: Average of precision criteria evaluated with the standard cross-validations (HO) using M0.
Standard deviations are shown between brackets

Predictive ability Accuracy RMSP

Grain Moisture 0.76 (0.02) 0.78 (0.03) 1.33 (0.06)

Grain Yield 0.78 (0.02) 0.84 (0.03) 6.20 (0.38)

Yield Index 0.73 (0.03) 0.79 (0.03) 6.71 (0.43)

Male Flowering 0.75 (0.02) 0.77 (0.02) 19.45 (0.82)

In Fig. 1.2, where predictions were obtained with LOO, we observed a differentiation between groups for
the four traits. For instance, groups B and C were almost perfectly separated along the two axes for Male
Flowering. These mean differences may be partly responsible for the high level of correlation obtained in
Table 1.4.

In order to study more carefully the impact of genetic structure on genomic predictions, we performed a
third type of CV named SHO using M0 with different scenarios defined in Table 1.1. Accuracies (Table 1.5)
and predictive abilities (Supplementary Table S1.2) showed similar trends. Scenario ABC_ABC displayed
in general a higher accuracy than scenarios ABC_X but its RMSP was generally not the lowest (Table 1.6).

Considering group-specific VS, the best predictions, both in terms of accuracy and RMSP, were achieved
when predicting one group with individuals from the same group. The only exception was Grain Moisture
and Male Flowering in group C for which the lowest RMSP and the highest accuracies were obtained by
using a TS consisting of individuals from the three groups (scenario ABC_C). The worst predictions were
always achieved when trying to predict one group using only one other group (scenarios X_Y) while using
the two other groups allowed intermediate accuracies and RMSP (scenarios XY_Z). Except for Yield Index,
trying to predict group C using scenario AB_C was among the best options, conversely to what is observed
for the symmetric scenarios in the other group for which BC_A and AC_B were outperformed by A_A and
B_B respectively.

In general, group-specific accuracies tended to be higher in group A than in group B and C, regardless
of the trait considered. The opposite was generally observed when considering RMSP, for which group A
presented a higher prediction error, meaning a lower precision.

In order to study the impact of adding extra-group individuals on the accuracy of genomic predictions,
we performed SHO+ CV (Table 1.7). Adding individuals always increased accuracy and decreased RMSP
except in group C for Yield Index. Generally, the gain in precision was greater in group C than in group B,
itself greater than in group A.
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Figure 1.2: LS-means values plotted against GEBV obtained by LOO cross-validations using M0 and
coloration of individuals dots using assignment to groups for a grain Moisture, b Grain Yield, c Yield Index
and d Male Flowering

Accounting for structure in genomic prediction models

We tested three other models, taking into account genetic structure, to compare them to model M0 on
scenario ABC_ABC and on scenarios ABC_X (SHO CV). In general, the four models tended to reach
similar performances when considering accuracy as a criterion (Fig. 1.3). Model M3 reached performances
below the other models in all the scenarios for Male Flowering and for some scenarios in the other traits such
as scenario ABC_C for Grain Moisture. However it allowed better accuracies in scenario ABC_ABC and
ABC_C for Yield Index. The same conclusions could be made considering predictive ability or RMSP as
criteria (Supplementary Fig. S1.4 and S1.5). The across-group scenarios were also tested to compare M0 and
M2 (model considering quantitative assignment to groups) showing no improvement when using the latter
(Supplementary Fig. S1.6 , S1.7 and S1.8).

A priori estimation of precision

To compute the CD, variances were estimated within the whole population using M0 (Table 1.3). To compute
CDgp1 and CDgp2, variances and genetic correlations were estimated between groups using M3 with K0

(Table 1.8) and K3 respectively (Supplementary Table S1.3). For all traits, the genetic variance estimates
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Table 1.5: Average of accuracies obtained with the structure-based cross-validations (SHO) using M0.
Standard deviations are shown between brackets

Scenario Grain Moisture Grain Yield Yield Index Male Flowering

ABC_ABC 0.74 (0.13) 0.74 (0.13) 0.70 (0.16) 0.70 (0.12)

ABC_A 0.63 (0.17) 0.64 (0.18) 0.55 (0.20) 0.62 (0.15)

A_A 0.70 (0.12) 0.70 (0.14) 0.62 (0.16) 0.70 (0.12)

BC_A 0.56 (0.18) 0.50 (0.19) 0.25 (0.25) 0.55 (0.16)

B_A 0.50 (0.21) 0.54 (0.18) 0.30 (0.21) 0.54 (0.16)

C_A 0.59 (0.16) 0.48 (0.18) 0.15 (0.24) 0.52 (0.16)

ABC_B 0.68 (0.13) 0.65 (0.15) 0.45 (0.19) 0.51 (0.15)

B_B 0.71 (0.11) 0.69 (0.12) 0.51 (0.16) 0.57 (0.14)

AC_B 0.59 (0.17) 0.53 (0.19) 0.43 (0.19) 0.51 (0.15)

A_B 0.50 (0.18) 0.51 (0.18) 0.29 (0.22) 0.46 (0.18)

C_B 0.62 (0.13) 0.57 (0.16) 0.33 (0.21) 0.46 (0.16)

ABC_C 0.63 (0.14) 0.64 (0.15) 0.41 (0.20) 0.61 (0.12)

C_C 0.53 (0.13) 0.63 (0.14) 0.55 (0.14) 0.55 (0.15)

AB_C 0.63 (0.15) 0.61 (0.13) 0.24 (0.24) 0.62 (0.15)

A_C 0.57 (0.16) 0.53 (0.17) 0.06 (0.28) 0.58 (0.14)

B_C 0.57 (0.17) 0.46 (0.18) 0.23 (0.20) 0.41 (0.20)

were lower in group C than in the other groups. The genetic correlations between groups were very high,
around 0.90, except for Grain Moisture were they ranged from 0.72 to 0.76 using K0 and from 0.62 to 0.72
using K3. The group-specific heritabilities obtained from these estimates were also high (results not shown).

Before studying the ability of CD values to reflect the accuracy in the VS, we observed how CD values
were connected to the prediction of individual performances obtained with LOO CV (Fig. 1.4). For Grain
Moisture and Male Flowering (Fig. 1.4a and d), the individuals featuring low CD values were predicted close
to the mean and were more likely to have important observed errors of prediction. Conversely, individuals
featuring high CD values had a broader range of predicted values and the predictions were more accurate. A
different situation was observed for Grain Yield and Yield Index which are submitted to directional selection
(Fig. 1.4b and c). For these traits, individuals with low CD values were predicted to have low performances.
Conversely, those with high CD values were predicted to have high performances.

The a priori accuracy of the different SHO scenarios were estimated by computing the square root of the
average of the CDs over the individuals of the VS. The a priori estimates of accuracy were compared to the
empirical accuracies using the correlation between a priori estimates and empirical accuracies and the RMSE
between these two accuracies.

When first looking at the different plots between a priori and empirical accuracies (Supplementary Fig.
S1.9, S1.10, S1.11 and S1.12), one could notice that there was a high variability of the empirical accuracies
for a defined scenario (see also Table 1.5). All the indicators (CD, CDgp1 and CDgp2) led to either positive
or null values of correlation between the a priori estimates of accuracy and the empirical accuracies (Table
1.9). There were different abilities to forecast accuracy depending on the trait and the group considered. It
was harder to predict the level of accuracy in group C than in groups A and B for all the traits except Yield
Index. For instance, the correlation was almost null regardless of the indicator used for Grain Moisture in

24



Table 1.6: Average of RMSP obtained with the the structure-based cross-validations (SHO) using M0.
Standard deviations are shown between brackets

Scenario Grain Moisture Grain Yield Yield Index Male Flowering

ABC_ABC 1.41 (0.27) 6.58 (1.43) 7.06 (1.60) 20.21 (3.54)

ABC_A 1.63 (0.29) 8.70 (1.99) 8.79 (2.35) 26.00 (3.34)

A_A 1.56 (0.35) 7.58 (1.78) 7.71 (2.22) 24.58 (3.61)

BC_A 1.77 (0.30) 11.72 (2.32) 12.27 (2.44) 27.59 (3.90)

B_A 1.84 (0.27) 11.44 (2.23) 10.99 (2.27) 29.33 (4.10)

C_A 1.93 (0.34) 14.08 (2.23) 15.83 (2.21) 28.08 (4.13)

ABC_B 1.46 (0.24) 5.83 (0.91) 6.88 (1.06) 18.99 (2.69)

B_B 1.46 (0.20) 5.75 (0.92) 6.91 (1.17) 18.73 (2.46)

AC_B 2.05 (0.35) 7.50 (1.47) 7.31 (1.07) 22.61 (3.71)

A_B 2.03 (0.30) 9.79 (1.67) 9.10 (1.40) 21.16 (3.02)

C_B 2.33 (0.33) 7.42 (1.30) 9.73 (1.74) 25.04 (4.04)

ABC_C 0.95 (0.16) 4.85 (0.99) 5.16 (0.90) 15.16 (2.38)

C_C 0.97 (0.15) 4.81 (0.84) 4.63 (0.64) 15.89 (3.23)

AB_C 1.26 (0.28) 5.49 (1.13) 7.27 (1.43) 23.89 (3.99)

A_C 1.29 (0.26) 8.31 (1.74) 10.45 (1.64) 24.45 (4.27)

B_C 1.39 (0.29) 5.59 (0.85) 5.44 (0.84) 28.98 (3.55)

this group. In contrast, the ability to forecast the level of precision was up to 0.56 in group C for Yield Index.
When comparing the three indicators using the correlation between empirical and a priori accuracies, it was
difficult to assess which one performed best. The differences were very low between CD, CDgp1 and CDgp2

which might be explained by the high genetic correlation between groups (except for Grain Moisture), as
well as a limited impact of the kinship used to compute the CDs. Along with the correlation, using the
RMSE between a priori and empirical accuracies did not allow us to identify a better indicator of accuracy
(Supplementary Table S.4).

Discussion

The impact of genetic structure on genomic prediction accuracy

We investigated genomic prediction accuracy using LS-means corrected for trial effects as observed phenotypes
to minimize environmental effects. As a consequence, the estimates of heritabilities obtained when fitting
additive model M0 were very high and consistent with the high heritabilities obtained for each trial without
considering kinship. Along with the high heritabilites, the predictive abilities and the accuracies were high
when neglecting population structure, revealing both the relevance of model M0 to make predictions and the
quality of the data.

In this dataset, structure participated to genomic prediction accuracy, as the accuracy was generally
higher in scenario ABC_ABC than in scenarios ABC_X for a given TS size. The standard kinship matrix
contains information about the structure of the population in genetic groups. When there is a difference of
mean between groups and the same structure is found in the TS and the VS, this difference is well taken into
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Table 1.7: Average of accuracies and RMSP obtained with the within-group cross-validations (SHO) com-
pared to those obtained with the cross-validations adding extra-group individuals to the TS (SHO+). Stan-
dard deviations are shown between brackets

Grain Moisture Grain Yield Yield Index Male Flowering

Accuracy RMSP Accuracy RMSP Accuracy RMSP Accuracy RMSP

A_A 0.70 (0.12) 1.56 (0.35) 0.70 (0.14) 7.58 (1.78) 0.62 (0.16) 7.71 (2.22) 0.70 (0.12) 24.58 (3.61)

ABC+_A 0.72 (0.13) 1.48 (0.33) 0.72 (0.14) 7.37 (2.00) 0.64 (0.17) 7.65 (2.25) 0.73 (0.11) 23.19 (3.65)

B_B 0.71 (0.11) 1.46 (0.20) 0.69 (0.12) 5.75 (0.92) 0.51 (0.16) 6.91 (1.17) 0.57 (0.14) 18.73 (2.46)

ABC+_B 0.76 (0.10) 1.33 (0.19) 0.72 (0.11) 5.45 (0.79) 0.56 (0.15) 6.59 (0.95) 0.67 (0.11) 16.71 (2.43)

C_C 0.53 (0.13) 0.97 (0.15) 0.63 (0.14) 4.81 (0.84) 0.55 (0.14) 4.63 (0.64) 0.55 (0.15) 5.89 (3.23)

ABC+_C 0.71 (0.11) 0.83 (0.13) 0.69 (0.12) 4.66 (0.87) 0.52 (0.15) 4.82 (0.71) 0.70 (0.13) 13.49 (2.62)

Table 1.8: Posterior mean of group-specific genetic variances, genetic correlations and environmental vari-
ances estimated using M3 and K0 on all the data. Posterior standard deviations, obtained on Gibbs samples,
are shown between brackets

Grain Moisture Grain Yield Yield Index Male Flowering

σ2
GA

2.11 (0.24) 52.78 (6.03) 56.55 (6.32) 508.88 (52.79)

σ2
GB

3.02 (0.57) 44.81 (9.73) 54.44 (17.24) 490.26 (87.32)

σ2
GC

1.36 (0.28) 42.81 (9.37) 30.84 (10.25) 453.57 (69.18)

rAB 0.76 (0.10) 0.96 (0.05) 0.97 (0.05) 0.99 (0.01)

rAC 0.73 (0.10) 0.95 (0.07) 0.93 (0.09) 0.99 (0.01)

rBC 0.73 (0.11) 0.96 (0.04) 0.95 (0.08) 0.99 (0.00)

σ2
EA

0.34 (0.10) 5.02 (2.19) 4.34 (1.93) 45.42 (17.43)

σ2
EB

0.52 (0.20) 6.82 (3.49) 14.57 (7.23) 36.61 (24.52)

σ2
EC

0.31 (0.09) 3.94 (2.47) 7.91 (3.76) 9.37 (6.38)

account by the GBLUP model and participates to the accuracy (Guo et al., 2014). At the extreme, one could
imagine a trait for which there would be a global positive correlation between predicted and true breeding
values but with a null accuracy within each group composing the VS. The RMSP criterion is not impacted by
genetic structure like the accuracy, as RMSP is not lower in scenario ABC_ABC than in scenarios ABC_X.
RSMP is thus complementary to the accuracy to evaluate the precision of the predictions.

The main interest of a plant breeder is to know the level of precision that can be reached within each
genetic group, as selection will be often applied on individuals derived from crosses between related elite lines
from a same group. In this dataset, to predict a group-specific VS for a given size of TS, it was generally
better to use a TS from the same group (scenarios X_X), as previously shown in soybean (Duhnen et al.,
2017). Depending on the trait, accuracy could be severely impacted by not representing relatives of the
VS in the TS (scenarios X_Y and XY_Z). This suggests an inconsistency of allele effects between groups,
or different LD extent between SNPs and QTLs. However these hypotheses are not supported by the high
genetic correlations estimates between groups for all the traits.

Group C showed interesting results as it was best predicted with a diverse TS, except for Yield Index.
Simultaneously, the accuracy of scenario AB_C was as high or higher than the accuracy achieved in scenario
C_C. We can hypothesize that the allele effects are conserved between groups and that there are none or
few QTLs specifically polymorphic in group C for these three traits. This hypothesis is supported by SNP
data as group C features less specifically polymorphic SNP and a lower genome-wide genetic diversity than
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Figure 1.3: Box-plots of accuracies obtained with the structure-based cross-validations (SHO) for scenarios
ABC_ABC and ABC_X using different models of prediction for a. grain Moisture, b. Grain Yield, c. Yield
Index and d. Male Flowering

the other two groups (results not shown). As this group is the less diverse, with a high degree of relatedness
between individuals, it might be beneficial to calibrate a model on a diverse set of individuals. Indeed,
from a statistical point of view, the precision of the estimation of the effects of each locus or each breeding
value gets worse as the diversity decreases within the TS. The situation is different for groups A and B
which possibly presented specifically polymorphic QTLs. Thus, when trying to predict group A or B by the
two other groups (using scenarios B_A, C_A , BC_A, A_B, C_B and AC_B), the effects associated to
these group-specific polymorphisms cannot be taken into account by the model. The particular situation of
group C (Iodents) is supported by its recent history as it was initially derived from individuals from group
A for its complementarity with group B (Stiff Stalks) 50 to 70 years ago. Yield Index presented a different
behavior and possibly involves yield QTLs independent from precocity that are specifically polymorphic in
each group. We also checked that this different behavior was not due to predicting Yield Index directly rather
than computing it using the individual predictions of Grain Yield and Grain Moisture (results not shown).

Table 1.9: Correlations between a priori estimates of accuracy and empirical accuracies using M0 and
structure-based cross-validations (SHO) for group-specific VS (e.g. A includes ABC_A, A_A, BC_A, B_A
and C_A)

Grain Moisture Grain Yield Yield Index Male Flowering

VS A B C A B C A B C A B C

CD 0.47 0.46 -0.03 0.36 0.38 0.30 0.46 0.31 0.55 0.44 0.25 0.13

CDgp1 0.42 0.41 -0.05 0.37 0.38 0.30 0.52 0.31 0.55 0.43 0.25 0.13

CDgp2 0.40 0.38 -0.07 0.39 0.41 0.28 0.56 0.31 0.56 0.44 0.24 -0.07
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Figure 1.4: LS-means values plotted against GEBV obtained by LOO cross-validations using M0 and
coloration of individuals dots using standard CD values for a. grain Moisture, b. Grain Yield, c. Yield Index
and d. Male Flowering

One could notice that QTLs specifically polymorphic in one group is the extreme case of QTLs having
group-specific allele diversities.

In a configuration, where allele effects seem conserved between groups (based on genetic correlations esti-
mates in Table 1.8) which is consistent with a moderate and recent genetic structure, one should recommend
the constitution of a TS as diverse as possible where all the genetic groups are represented. This is supported
by the high level of accuracy reached for scenarios ABC_X and by the accuracy gains obtained by adding
extra-group individuals to the TS in SHO+ CV. Such diverse TS should be efficient to calibrate prediction
models for a wide range of genetic material. This underlines its value as a generic TS for expensive traits
evaluated on high-throughput phenotyping platforms or through extensive field trials (Millet et al., 2016).
We showed that the accuracies, obtained when predicting the elite private lines by lines from public origin,
were moderate or high depending on the trait. The accuracy was lower for traits submitted to directional
selection such as Grain Yield or Yield Index for which the variability is limited among the elite lines. As
elites lines were distributed in the three groups, we checked that accuracies were not entirely explained by
the genetic structure (results not shown). As more data were imputed for elite lines, we also checked the
impact of imputation by performing a subset of analyses (within-group or across-group SHO scenarios) on
50K data that were available for all the lines, and found very limited changes in terms of accuracy.
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Modeling genetic structure to improve predictions

When performing genomic predictions within a structured population, one may wish to improve accuracy by
using specific models taking into account this structure. There are different possibilities such as specifying
structure as a fixed effect considering categorical or quantitative assignments of individuals to groups. It is
also possible to model group-specific random effects, with group-specific variances and covariances between
groups.

For this dataset, applying different models did not allow to improve the accuracy on the scenarios tested
(ABC_ABC and ABC_X). For model M1 and M2, structure was removed from the kinship in Eq. (1.2)
after being included as a fixed effect thanks to a genotypic centering using group-specific allele frequencies.
One could expect that modeling groups as fixed effect would be advantageous if the differences between
groups are larger than what can be attributed to differences in allele frequencies (Plieschke et al., 2015).
Such benefits were not observed on our data. In M3 the assumption is not only that groups differ in terms of
mean but that allele effects may be potentially correlated between groups, leading to group specific genetic
variances and specific covariances between groups. This model did not improve genomic prediction accuracy
and sometimes reached substantially lower accuracies than M0. When applying M3, there was a variability
of genetic correlations estimates probably due to small TS sizes (results not shown) which might explain
its poorer performances. One should also notice that the inference procedure differed between model M3

(bayesian inference) and the three other models (REML), which could possibly explain part of the differences
in terms of performance.

It is important to note that for M1 and M3 which consider categorical assignments, all the parameters
are not estimable for across group predictions. For instance, scenario AB_C requires to estimate µC for both
models, and σ2

GC
, σGAC

and σGBC
for model M3. These quantities cannot be estimated if group C is absent

of the TS. In such a context, one should either neglect genetic structure or take advantage of the admixed
individuals to connect groups. We tested model M2 which take into account such admixture as fixed effects
showing no clear improvement in terms of accuracy compared to M0.

Is it possible to forecast accuracy using CD?

Being able to forecast the accuracy of predictions would allow many applications such as the optimization of
TS or the anticipation of genetic gain in breeding programs. Many indicators were developed in order to get
an a priori estimation of accuracy. Among them, the CD is well known (VanRaden, 2008) and can be easily
derived as the square correlation between the breeding value of an individual and its corresponding BLUP in a
standard GBLUP model. The estimate obtained is supposed to quantify the amount of information available
from the TS to correctly predict the breeding values, with a value scaled between 0 and 1. In theory, when
the CD value is low, the prediction is more likely to be inaccurate (high expected errors of prediction) and
will be strongly shrunk toward the mean and conversely for a high CD value. This situation was observed
for Grain Moisture and Male Flowering on the LOO plot. A different situation was observed for Grain Yield
and Yield Index and could be interpreted as an effect of modern breeding. In this panel, the lines featuring a
high CD were recent and related to several older ones featuring lower CDs. As those two traits are those of
major interest in breeding and this panel included lines that have been under directional selection, it yielded
this gradient of CD values along the prediction-axis. Individuals featuring high CD values were predicted to
have high performances and conversely for low CD values. Male Flowering and Grain Moisture on opposite,
were not submitted to directional selection. Thus individual CD value is an interesting criterion in breeding
but one could question whether it could be informative about the accuracy of a set of individuals.

The CD value is linked to the accuracy as it represents its square value. For a defined TS and VS, one
can easily compute each individual CD of the VS and compute the square root of the average CD to get an
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a priori estimation of accuracy. Such CD-based accuracy usually succeeded in differentiating the structure-
based scenarios in terms of accuracy. However, there were differences depending on the trait and the genetic
group considered. For instance the null correlation between empirical and a priori accuracies encountered
in group C for Grain Moisture was probably due to the overestimation of within group a priori accuracy
(Supplementary Fig. S1.9 and scenario C_C).

The use of standard CD in the presence of a genetic structure was already criticized in the literature for TS
optimization (Isidro et al., 2015) or to forecast accuracy (Hayes et al., 2009). One hypothesis to explain the
poor performance of the CD in such context is the existence of different but correlated allele effects between
groups. To tackle this problem, a new CD indicator was derived from a multigroup model (Wientjes et al.,
2015a). The authors also recommended the use of an alternative Kinship estimator, using group-specific
allele frequencies to standardize the genotypic data. In this study we tested two versions of this indicator,
one using a standard Kinship: CDgp1, and the other using the Kinship K3 in Eq. (1.5) recommended by
Wientjes et al. (2017): CDgp2.

Both indicators required estimates of genetic correlations between groups. These correlations were orig-
inally defined as resulting from the correlation between allele effects in the different groups (Karoui et al.,
2012; Lehermeier et al., 2015). Each correlation may also be considered at the level of one individual where
its breeding value in one group could be correlated to its potential breeding value in another group, assuming
that these two groups showed correlated allele effects. The estimated correlations obtained in this study
by applying M3 using K0

′

for CDgp1 or K3 for CDgp2, were very high except for Grain Moisture. One
could wonder how accurate they were as these values did not allow us to explain the differences in prediction
accuracies observed between traits. In a recent study, Wientjes et al. (2017) investigated the impact of dif-
ferent genomic relationship matrices on the estimation on genetic correlations between groups. While they
showed that using the genomic relationship matrix K0 of VanRaden (2008) or K3 of Wientjes et al. (2017)
estimated genetic correlations between groups unbiasedly, they warned about the use of K0

′

defined in Astle
and Balding (2009) that we used in M3. However, we could check that the kinship of VanRaden (2008) and
the one of Astle and Balding (2009) gave very close estimates (results not shown).

As a consequence of high genetic correlations, CD and CDgp1 gave very similar results. One could notice
that using genetic correlations of 1 and equal genetic and residual variances for each group would result in
CDgp1 and CD being perfectly equal. Using K3 and a set of parameters estimated using M3 with K3 to
compute CDgp2 also led to very similar results which indicated us that the kinship estimator did not have
much of an impact to forecast accuracy in this dataset. Grain Moisture is the only trait featuring lower
genetic correlations between groups but both multi-group CD did not outperform standard CD for this trait.

As CDgp1 and CDgp2 assume an M3 genetic model, one could wonder whether they would not be better
correlated to empirical accuracies obtained with the M3 model instead of M0. As mentioned in the previous
part of the discussion, M3 cannot be used as a predictive model for across group scenarios. However, we
predicted breeding values and computed empirical accuracies obtained with M3, using parameters estimated
on the whole dataset. Multi-group CDs did not better forecast these empirical accuracies (Supplementary
Fig. S1.13 and S1.14).

Once again, these results supported the hypothesis that the allele effects were indeed highly correlated
between groups and the impact of genetic structure would mostly be due to different group-specific allele
diversity at QTLs. The CD indicators are based on macro-parameters such as the global genetic variance,
but they do not take into account more detailed information like the number of QTLs and their localization
along the genome. Simple simulations, using real genotypic data, of traits similar in terms of genetic variance
and heritability with the ones measured in our study, showed an important variability of the impact of genetic
structure on accuracy considering SHO results (Supplementary Fig. S1.15). The differences between traits
were only due to allele effects sampling and they could not be captured by CD indicators, thus supporting this
hypothesis. The impact of QTLs specifically polymorphic in DH bi-parental families on genomic prediction
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accuracy was recently shown by Schopp et al. (2017) when performing across family predictions. The authors
also discussed the impact of such QTLs on CD-based estimations of accuracy and recommended to use K3,
the kinship estimator we used in CDgp2. However, we showed that CDgp2 did not improve estimations of
accuracy in our study. We also tested other CDs such as the CD of contrast (Rincent et al., 2012, 2017)
between breeding values and the mean breeding value of the TS, or the new proxy developed by Rabier et al.
(2016). Both approaches did not give better results than the individual CD (results not shown).

Conclusion

In conclusion, genetic structure impacted genomic prediction accuracy in this dent maize panel. For a given
size of TS, the highest accuracies were often achieved when the TS and the VS were consistent in terms of
group composition. However, a diverse TS remained efficient for every VS and adding extra-group individuals
almost always improved accuracy. These results are encouraging concerning the use of this panel as a generic
TS to be characterized on high-throughput phenotyping platforms or through extensive field trials. Using
alternative prediction models, taking genetic structure into account, did not allow any precision gain compared
to GBLUP. Finally, the use of CD, an priori indicator derived from mixed model equations, proved to be
sometimes but not always effective to forecast the level of precision in a set of predicted individuals. New
indicators taking structure into account did not achieve better performances. This study has highlighted
that, in groups that diverged recently, the impact of group structure is likely due to differences in group
specific allele diversity instead of differences in allele effects that cannot be captured by global parameters
such as genetic covariances between groups used in indicators proposed so far. As the distribution of allele
effects along the genome is probably of great importance, new a priori indicators of precision taking such
information into account need to be developed.
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Chapter 2

Disentangling group specific QTL

allele effects from genetic background

epistasis using admixed individuals in

GWAS: an application to maize

flowering

Simon Rio, Tristan Mary-Huard, Laurence Moreau, Cyril Bauland, Carinne Palaffre, Delphine Madur, Valérie
Combes, Alain Charcosset

Abstract

When handling a structured population in association mapping, group-specific allele effects may be observed
at quantitative trait loci (QTLs) for several reasons: (i) a different linkage disequilibrium (LD) between SNPs
and QTLs across groups, (ii) the apparition of group-specific genetic mutations in QTL regions, and (iii)
epistatic interactions between QTLs and other loci that have differentiated allele frequencies between groups.
In this study, we proposed to apply genome wide association studies (GWAS) jointly in different genetic groups
while taking into account and testing the heterogeneity between their marker allele effects. Including admixed
individuals in the analysis, with known genome wide ancestries (local admixtures), can help to disentangle the
factors causing the heterogeneity of allele effects across groups: local genomic differences (group differences
in LD or group specific mutations) or epistatic interactions between QTLs and the genetic background.
This methodology was applied to a "Flint-Dent" maize inbred panel including admixed individuals that was
evaluated for flowering traits. Several associations were detected revealing a wide range of configurations
of allele effects, especially at known flowering QTLs (Vgt1, Vgt2 and Vgt3 ). We found several QTLs whose
effect depended on the group ancestry of alleles while others interacted with the genetic background. The
existence of directional epistasis was highlighted using admixed individuals and was consistent with the
existence epistatic interactions at QTLs. Our GWAS approach provides useful information on the stability
of QTL effects across genetic groups and could be applied to a wide range of species.
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Introduction

Quantitative traits are genetically determined by numerous regions of the genome, also known as quantitative
trait loci (QTLs). The advent of high density genotyping of single nucleotide polymorphism (SNPs) has
opened the way to the identification of QTLs in diversity panels. These studies, referred to as genome wide
association studies (GWAS), use the linkage disequilibrium (LD) between the SNPs and the QTLs underlying
the traits of interest. The panels evaluated in GWAS often include sets of individuals with complex pedigrees
or genetic structure (Yu et al., 2006). The latter is a common feature in plant and animal species and arises
when groups of individuals cease to mate with each other and start to be subjected to different evolutionary
forces.

Applying GWAS in a diversity panel including individuals from different groups raises the issue of spurious
associations. The stratification of a population into genetic groups generates LD between loci that are
differentiated between groups but not necessarily genetically linked. When a given trait is characterized by
contrasted group-specific means, all these SNPs will correlate to it and may be detected as false positives.
An efficient control of these spurious associations can be done by taking structure and kinship into account
in the statistical model (Yu et al., 2006; Price et al., 2006). This procedure will however limit the statistical
power at differentiated SNPs, making them difficult to detect in multi-group GWAS, especially in case of
rare alleles (Rincent et al., 2014a).

In a structured population, group-specific allele effects can be observed at SNPs, and testing an overall
effect using a standard GWAS model may not be effective if the QTL effect is of opposite sign in the different
groups. Such effects can result from group differences in LD between SNPs and QTLs across genetic groups.
A different LD extent or linkage phase between linked loci can be explained by specific dynamics of population
size such as bottlenecks or expansions (Pritchard and Przeworski, 2001; Rogers, 2014). Such patterns of LD
were identified in numerous species including human (Sawyer et al., 2005; Evans and Cardon, 2005), dairy and
beef cattle (de Roos et al., 2008; Porto-Neto et al., 2014), pig (Badke et al., 2012), wheat (Hao et al., 2011)
and maize (Van Inghelandt et al., 2011; Technow et al., 2012; Bouchet et al., 2013; Rincent et al., 2014b).
A genetic mutation appearing in a QTL region may also lead to group-specific allele effects if it occurred
in a founder specific of the genetic group. Several Mendelian syndromes of obesity where shown to result
from mutation within specific ethnicities in human, as reviewed by Stryjecki et al. (2018). Studying obesity
in a multi-ethnic GWAS would probably lead to identifying QTLs with group-specific allele effects nearby
these mutations. Another possibility consists in QTLs interacting with other loci that have differentiated
allele frequencies between groups. In human, Tang (2006) discussed this possibility for a candidate gene
associated with a higher risk of myocardial infarction in African American than in European population, as
shown by Helgadottir et al. (2006). Another example is a SNP in the promoter region of HNF4A gene which
was associated with a higher risk of developing type 2 diabetes in Askenazi compared to United Kingdom
populations (Barroso et al., 2008). This locus was later proven to be interacting with another gene in the
Askenazi population (Neuman et al., 2010). In maize, evidence of QTLs with group-specific allele effects can
also be found, even though the cause of these differences remains unclear. The presence of allelic series has
been demonstrated for QTLs associated with flowering time, including Vgt1 (Buckler et al., 2009). A QTL
with group-specific allele effects was also identified in a maize diversity panel for a phenology trait (Durand
et al., 2012). More generally, studying the stability of QTL allele effects across genetic backgrounds is an
important issue. In human, it determines the ability of a genetic marker to predict the predisposition of an
individual to develop a genetic disease across ethnic groups. In plant or animal breeding, it conditions the
success of introgressing a favorable allele coming from a source of diversity into an elite genetic material.

Different GWAS strategies were adopted to address this issue depending on the species. In human,
GWAS mostly focused on a specific genetic group, and these group-specific studies were compared later
through meta-analyses (Evangelou and Ioannidis, 2013; Li and Keating, 2014). Some of these meta-analyses
revealed highly conserved effects between populations (Ioannidis et al., 2004; Marigorta and Navarro, 2013)
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while other put in evidence more differences (Ntzani et al., 2012). In dairy cattle, the first GWAS studies
focused on a specific breed (Cole et al., 2009; Hayes et al., 2010; Cole et al., 2011). More recently, multi-breed
GWAS were conducted to refine QTLs locations by taking advantage of the low LD extent observed in such
composite populations (Raven et al., 2014; van den Berg et al., 2016; Sanchez et al., 2017). In maize, the
possibility to use seeds from different origins and generations led geneticists to assemble GWAS panel with
a broad range of genetic materials (Flint-Garcia et al., 2005; Camus-Kulandaivelu et al., 2006; Romay et al.,
2013). These panels often include a limited proportion of admixed individuals that were derived from crosses
between individuals from different genetic groups. The genome of these admixed individuals consist in a
mosaic of fragments with different ancestries. Admixture events are a common feature in living species and
can contribute to the successful colonization of new environments (Rius and Darling, 2014; Brandenburg
et al., 2017). In plants, innovative admixed genetic materials were created to enable high statistical power of
QTL detection along with a wide spectrum of genetic diversity studied, such as nested association mapping
(NAM) (McMullen et al., 2009) or multi-parent advanced generation inter-cross (MAGIC) (Cavanagh et al.,
2008). Both NAM and MAGIC populations are of great interest to study the stability of QTL effects in a
wide range of genetic backgrounds. However, they generally include a limited number of founders and do not
address the stability of QTL allele effects across genetic groups.

This study aimed at evaluating the interest of producing admixed individuals, derived from a large set
of parents, in order to decipher the genetic determinism of a trait using innovative GWAS models. The
objectives were (i) to demonstrate the interest of multi-group analyses to identify new QTLs, (ii) to highlight
the interest of applying multi-group GWAS models to identify group-specific allele effects at QTLs and (iii)
to show how admixed individuals can help to disentangle the factors causing the heterogeneity of allele effects
across groups: local genomic differences or epistatic interactions between QTLs and the genetic background.
This methodology was applied to a maize inbred population evaluated for flowering traits, including dent,
flint and admixed lines. Maize flowering time is an interesting trait to analyze in quantitative genetics studies.
It is considered as a major adaptive trait by tailoring vegetative and reproductive growth phases to local
environmental conditions. Admixed individuals were also used to investigate the existence of directional
epistasis using a test based on the mean of admixed individuals relative to that of their progenitors.

Materials and methods

Genetic material and genotypic data

Genetic material consisted in a panel of 970 maize inbred lines assembled within the "Amaizing" project. It
gathered 300 dent lines, 304 flint lines and 366 admixed doubled haploid, further referred to as admixed lines.
The dent lines were those included in the "Amaizing Dent" panel (Rio et al., 2019) and the flint lines were
those included in the "CF-Flint" panel (Rincent et al., 2014b). The dent and flint lines aimed at representing
the diversity of their respective heterotic group used in European breeding and included several breeding
generations. The admixed lines were derived from 206 hybrids between flint and dent lines, mated according
to a sparse factorial design (Fig. 2.1), followed by in situ gynogenesis (Bordes et al., 1997) to produce fixed
admixed inbred lines. Each dent or flint line was involved in 0 to 11 hybrids (1.21 in average), each leading
to 1 to 4 admixed lines (1.77 in average). In total, 172 dent lines and 171 flint lines were involved as parents
of admixed lines.

All the flint and dent lines were genotyped using the 600K Affymetrix Maize Genotyping Array (Unterseer
et al., 2014). Heterozygous data were treated as missing and all missing values were imputed independently
within each group using Beagle v.3.3.2 and default parameters (Browning and Browning 2009). The admixed
lines were genotyped with a 15K chip provided by the private company Limagrain which included a reduced set
of SNPs from the 50K Illumina MaizeSNP50 BeadChip (Ganal et al., 2011). Eight check lines were included
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Figure 2.2: PCoA on genetic distances with coloration of individuals depending on their type: dent, flint
or admixed lines

computing the correlation between the r (and rK) estimated in each group using a sliding window of 1Kbp
up to 2 Mbp. We also studied the consistency of marker phases between group by computing, for each LD
estimator, the correlation between their signs in the two groups. LD phases were very consistent over short
physical distances but began to diverge dramatically when the loci were distant by more than 100-200 Kbp
(Supplementary Fig. S2.5).

Phenotypic data

All the lines were evaluated per se at Saint-Martin-de-Hinx (France) in 2015 and 2016 for male flowering
(MF) and female flowering (FF), in calendar days after sowing. Each plot consisted in a row of 25 plants.
MF and FF were measured as a median value within the whole plot. Each trial was a latinized alpha design
where every line was evaluated two times on average. Field trials were divided in blocks of 36 plots each. To
avoid competition between genetic backgrounds, dent, flint and admixed lines were sown in different blocks.
Three check individuals were repeated in all blocks (B73, F353 and UH007).

Variance components were estimated using model:

Yjklrc = µ + βj + αk + Gl(k) + (G × β)l(k)j + Xr(j) + Zc(j) + Ejklrc

Gl(k) ∼ N
(
0, σ2

Gk

)
independent

(G × β)l(k)j ∼ N
(

0, σ2
(G×β)jk

)
independent

Ejklrc ∼ N (0, σ2
Ej

) independent

Yjklrc is the phenotype, µ is the intercept, βj is the fixed effect of trial j, αk is the fixed effect of genetic
background k (dent, flint, admixed, or the different checks: B73, F353 and UH007), Gl(k) is the random
genotype effect of line l nested within the genetic background k (not for checks) with σ2

Gk
being the genotypic

variance in genetic background k, (G × β)l(k)j is the random Genotype x Environment (GxE) interaction of
line l nested within the genetic background k and the trial j, with σ2

(G×β)jk
being the GxE variance in the

genetic background k for trial j, Eijklc is the error with σ2
Ej

being the error variance for trial j, Xr(j) and
Zc(j) are the row and column random effects respectively, as defined by the field design, both nested within
the trial j. The row and column effects were modeled as independent or using an autoregressive model (AR1)
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as determined based on the AIC criterion (Supplementary Table S2.1). Least squares means, further referred
to as phenotypes, were computed over the whole design using the same model, with genotypes as fixed effects.
Models parameters were estimated using ASReml-R (Butler et al., 2009) using restricted maximum likelihood
(ReML).

Global assessment of directional epistasis

This panel allowed us to test for the existence of directional epistasis, which refers to epistatic interactions that
are biased toward high or low genetic values, as reviewed by Le Rouzic (2014). In the presence of directional
epistatic interactions and provided no selection, we can expect the genetic mean of the admixed lines to be
different from its expected value, obtained by considering only additive effects (see proof in Appendix A).
The existence of directional epistasis was investigated using a test based on the comparison between the mean
of a progeny and the means of parental populations. The following model was applied on the joint dent, flint
and admixed dataset:

Ykl = µ + αk + Gkl + Ekl (2.1)

where Ykl is the phenotype of the line among the N individuals of the sample, µ is the intercept, αk is the
genetic background effect with k ∈ {D, F, A} for dent, flint and admixed genetic background respectively.
Gkl is the random genetic value of the line where g is the vector of genetic values with g ∼ N (0,Kσ2

G), K
is the kinship matrix computed following Eq. (2.2) using allele frequencies estimated on the joint dent, flint
and admixed dataset, σ2

G is the genetic variance, Ekl is the residual error of the line where e is the vector of
residuals with e ∼ N (0, Iσ2

E), I is the identity matrix and σ2
E is the residual variance. For each trait, the

linear combination H0 : 1
2 (αD + αF ) − αA = 0 was tested to identify directional epistasis.

The kinship between individuals i and j, Kij , was computed following VanRaden (2008):

Kij =
∑M

m=1(Wim − fm)(Wjm − fm)
∑M

m=1 fm(1 − fm)
(2.2)

where Wim is the genotype of individual i at locus m coded 0/1 and fm is the frequency of allele 1 at locus
m.

GWAS models

In this study, three GWAS models were applied to every locus on different population samples (Table 2.1).
The GWAS strategies were (i) to analyze dent and flint lines separately using a standard GWAS model
M1, (ii) to analyze dent and flint lines jointly using a GWAS model M2 accounting for allele ancestry
(confounded with the genetic background) and (iii) to analyze dent, flint and admixed lines in a GWAS
model M3 accounting for both allele ancestry and the genetic background of the individuals. Models all
aimed at detecting a SNP effect, defined as a contrast effect between alleles 0 and 1 at a given SNP.

Standard GWAS model M1

The first GWAS model M1 (Yu et al., 2006) was applied separately to the dent and flint datasets. For each
SNP among the M loci, one has:

Yil = µ + βm
i + Gil + Eil

where βm
i is the effect of the SNP allele i at locus m (Table 2.2). All other terms are identical to those

described Eq. (2.1), and the kinship was computed following Eq. (2.2) using allele frequencies estimated for
each dataset. The existence of a SNP effect was tested using hypothesis H0 : ∆m = βm

1 − βm
0 = 0.
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Table 2.1: Population sample to which each model was applied with the corresponding number of SNPs
conserved for analysis shown between brackets. Note that the number of SNP in multi-group GWAS (M2,
M3) is higher than the minimum of the number of SNPs in single group GWAS (M1 (Dent)). SNPs carrying
redundant information within a single group were indeed reduced to a single SNP for M1 and may no longer
carry redundant information when datasets are pooled (M2, M3)

Dent Flint Dent + Flint Dent + Flint + Admixed

M1 ✓ (248,747) ✓ (282,951) ✗ ✗

M2 ∅ ∅ ✓ (288,101) ✗

M3 ∅ ∅ ∅ ✓(256,951)

✓ : model was applied to the sample

✗ : model was not applied to the sample but could theoretically have been, provided the addition of a genetic

background effect

∅ : model could not have been applied to the sample or would have simplified to another model

Table 2.2: Allelic states observed in each GWAS model, resulting from a combination of SNP alleles, their
ancestry and the genetic background in which they are observed

SNP Ancestry Genetic background Allelic states

M1 {0, 1} - - {0, 1}

M2 {0, 1} {D, F} - {0D, 1D, 0F, 1F}

M3 {0, 1} {D, F} {D, A, F} {0DD, 1DD, 0DA, 1DA, 0FA, 1FA, 0FF, 1FF}

0 : SNP reference allele

1 : SNP alternative allele

D : Dent ancestry or genetic background

F : Flint ancestry or genetic background

A : Admixed genetic background

Multi-group GWAS model M2

We applied a multi-group GWAS model M2 jointly to the flint and dent datasets, specifying the allele
ancestry (confounded with the genetic background). For a given SNP m, one has:

Yijl = µ + βm
ij + Gijl + Eijl

where βm
ij is the effect of the SNP allele i at locus m with ancestry j, as defined in Table 2.2. All other

terms are identical to those described Eq. (2.1), and the kinship was computed following Eq. (2.2) using
allele frequencies estimated on the joint dent and flint dataset. At a given SNP, the following hypotheses
were tested:

• H0 : ∆m
D = βm

1D − βm
0D = 0

• H0 : ∆m
F = βm

1F − βm
0F = 0

• H0 : ∆m
D+F = ∆m

D + ∆m
F = 0

• H0 : ∆m
D−F = ∆m

D − ∆m
F = 0

Hypotheses ∆m
D and ∆m

F tested the existence of a dent and a flint SNP effect respectively. Hypothesis
∆m

D+F tested for a general SNP effect while ∆m
D−F tested for a divergent SNP effect between the dent and

flint ancestries
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Multi-group GWAS model M3

We applied a multi-group GWAS model M3 jointly to the flint, dent and admixed datasets, specifying the
allele ancestry and the genetic background of the individual. For a given SNP m, one has:

Yijkl = µ + βm
ijk + Gijkl + Eijkl

where βm
ijk is the effect of the SNP allele i at locus m with ancestry j in genetic background k, as defined in

Table 2.2. All other terms are identical to those described Eq. (2.1), and the kinship was computed following
Eq. (2.2) using allele frequencies estimated on the joint dent, flint and admixed dataset. At a given SNP,
16 hypotheses were tested (Table 2.3). Hypotheses referred to as "simple" (∆m

DD, ∆m
DA, ∆m

F A and ∆m
F F )

were tested to identify QTLs with a significant SNP effect for each combination of ancestries and genetic
backgrounds. For instance, ∆m

DD tested whether a dent SNP effect (differential effect between alleles 0 and
1 of dent ancestry) existed in the dent genetic background. Hypotheses referred to as "general" (∆m

F A+F F ,
∆m

DD+DA, ∆m
DA+F A, ∆m

DD+F F and, ∆m
DD+DA+F A+F F ) were used to identify QTLs with a mean SNP effect

over ancestries and genetic backgrounds. For instance, ∆m
F A+F F tested for a general flint SNP effect between

the flint and the admixed genetic backgrounds. Hypotheses referred to as "divergent" (∆m
DA−F A, ∆m

DD−DA,
∆m

F A−F F , ∆m
DD−F F , ∆m

DA−F F , ∆m
DD−F A, ∆m

(DD+DA)−(F A+F F ), ∆m
(DD+F F )−(DA+F A), ∆m

(DD−DA)−(F F −F A))
were tested to identify QTLs with a contrasted SNP effect between ancestries and/or genetic backgrounds.
For instance, ∆m

DA−F A tested for a divergent SNP effect between the dent and the flint ancestries in the
admixed genetic background.

Table 2.3: Linear combination tested with M3 compared to hypotheses tested using other GWAS models

Type ∆m
DD

a ∆m
DA

b ∆m
F A

c ∆m
F F

d M1 M2

∆m
DD simple +1 0 0 0 ✓ ✓

∆m
DA simple 0 +1 0 0 - -

∆m
F A simple 0 0 +1 0 - -

∆m
F F simple 0 0 0 +1 ✓ ✓

∆m
F A+F F general 0 0 +1 +1 - -

∆m
DD+DA general +1 +1 0 0 - -

∆m
DA+F A general 0 +1 +1 0 - -

∆m
DD+F F general +1 0 0 +1 - ✓

∆m
DD+DA+F A+F F general +1 +1 +1 +1 - -

∆m
DA−F A divergent 0 +1 -1 0 - -

∆m
DD−DA divergent +1 -1 0 0 - -

∆m
F A−F F divergent 0 0 +1 -1 - -

∆m
DD−F F divergent +1 0 0 -1 - ✓

∆m
(DD+DA)−(F A+F F ) divergent +1 +1 -1 -1 - -

∆m
(DD+F F )−(DA+F A) divergent +1 -1 -1 +1 - -

∆m
(DD−DA)−(F F −F A) divergent +1 -1 +1 -1 - -

a ∆m
DD = βm

1DD − βm
0DD

b ∆m
DA = βm

1DA − βm
0DA

c ∆m
F A = βm

1F A − βm
0F A

d ∆m
F F = βm

1F F − βm
0F F

✓ : hypothesis also tested using the corresponding GWAS model

- : hypothesis not tested using the corresponding GWAS model

On a biological standpoint, we could expect a QTL with contrasted SNP effects between groups to be
caused by (i) a local genomic difference due to a group-specific genetic mutation or to group differences in LD
or (ii) an interaction with the genetic background. According to the first hypothesis, we expect a SNP effect,
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for a given allele ancestry, to be conserved between different genetic backgrounds. According to the second
hypothesis, we expect a SNP effect, for a given ancestry, to vary depending on the genetic background. One
example would be a QTL with a strong SNP effect in a dent genetic background, but none in the flint genetic
background, while the SNP effects would be of intermediate size for alleles of both ancestries in the admixed
genetic background. The two biological hypotheses were illustrated in Fig. 2.3. Note that other complex
configurations are possible, justifying the inclusion of all tests in the analysis.

Figure 2.3: Schematic of allele effects when divergent SNP effects are observed between groups, depending
on the biological hypothesis: a. local genomic difference between groups and b. allele effects interacting with
the genetic background. The denomination of the allelic states on the x-axis include the SNP allele (0/1),
its ancestry (D/F) and the genetic background in which it is observed (D/A/F), as presented in Table 2.2

For the three GWAS models, a SNP was discarded if its minor allelic state (Table 2.2) was carried by
less than 10 individuals, or if it carried a redundant information with another SNP. Model parameters were
estimated using ReML and the linear combinations of fixed effects were tested using Wald tests, both imple-
mented in the R-package MM4LMM (Laporte et al., 2019). The false discovery rate (FDR) was controlled
by applying the procedure of Benjamini and Hochberg (1995) jointly to the whole set of tests defined by each
GWAS strategy, and repeatedly for each trait. For a given hypothesis tested, significant SNPs were clustered
into QTLs if they were located within a physical windows of 3 Mbp, leading to a LD below 0.05 between
markers of different QTLs.

Results

Phenotypic analysis and directional epistasis

We observed a substantial phenotypic variability within the dent, flint and admixed genetic backgrounds.
The variance components and mean values estimated in the phenotypic analysis were summarized in Supple-
mentary Table S2.1. Similar trends were observed for both MF and FF. The dent phenotypic mean value was
higher than the flint mean value, while admixed lines were intermediate. The admixed genotypic variance
was lower than the dent and flint genotypic variances, which were themselves comparable. GxE were limited
and the broad sense heritabilities were high for each genetic background, ranging from 0.88 in the admixed
lines to 0.96 in the dent and flint lines for both MF and FF.

The presence of admixed lines allowed us to test the existence of directional epistasis. It was evaluated by
comparing the mean of admixed lines to their expected mean, in a model accounting for relatedness. The test
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was significant for both MF and FF (Table. 2.4), for which the mean of admixed lines differed significantly
from the one expected without directional epistatic interactions. In average, admixed lines flowered as late
as dent lines while the flint lines flowered earlier.

Table 2.4: Information regarding the directional epistatic test with group-specific means estimated by the
model (Eq.2.1) and the p-value (pval) of the directional epistatic deviation

Dent Flint Admixed pval

MF 68.26 66.26 68.44 3.14 10−10 ***
FF 69.84 67.87 70.16 1.99 10−11 ***

*** : pval < 10−3 ; ** : < 10−3 pval < 10−2 ; * : < 10−2 pval < 5 × 10−2

Associations detected and GWAS strategies

For each GWAS model a conservative FDR of 5% was applied, as well as a less conservative FDR of 20%.
The number of significant SNPs detected and the corresponding number of QTLs were summarized in Table
2.5 for both traits. The location of QTLs detected using a FDR of 20% was represented along the genome
in Fig. 2.4 for MF and in Supplementary Fig. S2.6 for FF. All associations were listed in Supplementary
Tables S2.2 and S2.3. Note that major QTLs detected by a model (e.g. M1) may be discarded with another
model (e.g. M3) because of the filtering on allele frequencies.

First, a standard GWAS model M1 was applied separately to the dent and the flint datasets. Based on
a 20% FDR, 35 SNPs were associated with MF in the dent dataset while 21 SNPs were associated in the
flint dataset. These SNPs could be clustered into 12 QTLs in the dent dataset and into 13 QTLs in the
flint dataset. Interestingly, none of these SNPs were detected in both datasets and they only pointed to one
common QTL between datasets, which was located in the vicinity of Vgt2 on chromosome 8 (Bouchet et al.,
2013).

Secondly, dent and flint datasets were analyzed jointly using model M2, which takes into account the
dent or flint ancestry of the allele. Note that the allele ancestry was confounded with the genetic background
in this model. The existence of dent (∆m

D) and flint (∆m
F ) SNP effects could be tested like with M1, and the

model allowed in addition to test a general (∆m
D+F ) and a divergent (∆m

D−F ) SNP effect between the two
ancestries. Based on a 20% FDR, 57 SNPs were associated with MF and were significant for ∆m

D (37 SNPs),
∆m

F (3 SNPs), ∆m
D+F (11 SNPs) and ∆m

D−F (18 SNPs). Note that a given SNP could display more than one
significant test, which explains why the total number of SNPs did not sum to 57 over the four tests. These
SNPs could be clustered in 22 QTLs that were significant for ∆m

D (9 QTLs), ∆m
F (2 QTLs), ∆m

D+F (7 QTLs)
∆m

D−F (9 QTLs). Note that some QTLs were already detected using M1 such as the QTL located in the
vicinity of Vgt3 on chromosome 3 Salvi et al. (2011, 2017) detected in the dent dataset. Other QTLs were
specific to M1 such as the QTL located on chromosome 2 detected in the flint dataset, or specific to M2 such
as the QTL located chromosome 5 detected using ∆m

D−F . Based on a 20% FDR, a similar number of QTLs
was detected between M1 and M2 for MF, while more QTLs was detected using M1 than M2 for FF.

Finally, the dent, flint and admixed lines were analyzed jointly using model M3 which distinguished the
allele ancestry and the genetic background. The existence of a dent SNP effect could indeed be tested in
the dent (∆m

DD) and in the admixed genetic backgrounds (∆m
DA), and similarly for the flint SNP effect (∆m

F F

and ∆m
F A). Several hypotheses on general and divergent SNP effects were also tested between ancestries

and genetic backgrounds (Table 2.3). Based on a 20% FDR, 116 SNPs were associated with MF and were
significant for ∆m

DD (32 SNPs), ∆m
DD+F F (34 SNPs), ∆m

DD−DA (4 SNPs), ∆m
(DD+DA)−(F A+F F ) (5 SNPs) and

others. These SNPs could be clustered in 41 QTLs that were significant for ∆m
DD (8 QTLs), ∆m

DD+F F (12
QTLs), ∆m

DD−DA (4 QTLs), ∆m
(DD+DA)−(F A+F F ) (3 QTLs) and others. Note that some of the QTLs were
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Table 2.5: Number of SNPs associated with each trait, depending on the GWAS strategy, using a FDR of
5% and 20%. The number of corresponding QTLs is also indicated

MF FF

5% 20% 5% 20%
SNP QTL SNP QTL SNP QTL SNP QTL

M1
a 7 2 56 24 8 3 38 14

- ∆m (Dent) 4 1 35 12 4 1 22 6
- ∆m (Flint) 3 1 21 13 4 2 16 8

M2
a 4 1 57 22 4 1 7 3

- ∆m
D 4 1 37 9 4 1 4 1

- ∆m
F - - 3 2 - - 2 1

- ∆m
D+F 1 1 11 7 2 1 2 1

- ∆m
D−F - - 18 9 - - 1 1

M3
a 7 3 116 41 6 2 11 6

- ∆m
DD 4 1 32 8 4 1 4 1

- ∆m
DA - - 1 1 - - - -

- ∆m
F A 2 1 10 2 - - 1 1

- ∆m
F F - - 1 1 - - - -

- ∆m
F A+F F - - 4 4 - - - -

- ∆m
DA+DD - - 10 4 - - - -

- ∆m
DA+F A - - 11 5 - - - -

- ∆m
DD+F F 2 2 34 12 2 2 6 2

- ∆m
DD+DA+F A+F F - - 19 6 1 1 2 1

- ∆m
DA−F A - - 2 2 - - - -

- ∆m
DD−DA

b - - 4 4 - - - -
- ∆m

F A−F F
b - - 1 1 - - - -

- ∆m
DD−F F - - 15 5 - - - -

- ∆m
(DD+DA)−(F A+F F ) - - 5 3 - - - -

- ∆m
(DD+F F )−(DA+F A)

b - - 5 4 - - 2 2

- ∆m
(DD−DA)−(F F −F A)

b - - 2 2 - - - -

a number of SNPs detected over the set of tests (a given SNP could be detected using different tests)
b hypothesis testing an interaction between the QTL and the genetic background

already detected using M1 and M2 such as the QTL located in the vicinity of Vgt3 on chromosome 3, while
several QTLs were specific to M3 such as the two QTLs detected in chromosome 2 using ∆m

F A. Several QTLs
were detected as showing a divergent SNP effect, including hypotheses testing an interaction with the genetic
background. Based on 5% and 20% FDRs, the number of QTLs detected with M3 was the highest for MF
and intermediate between M1 and M2 for FF.

Highlighted QTLs

Among the 41 QTLs detected for MF with M3, six QTLs were selected and studied in further details. The
five first QTLs had (i) at least one significant test among M3 hypotheses based on a FDR of 20%, and (ii) a
large frequency for each allele with a minimum of 30 lines carrying the minor allelic state (QTL7.2 ). Among
them, one SNP was located in the vicinity of Vgt2 (Bouchet et al., 2013) and another in the vicinity of Vgt3

(Salvi et al., 2011, 2017). In addition to these five QTLs, we also considered a MITE polymorphism known
to be associated with Vgt1, a flowering QTL detected in several studies (Salvi et al., 2007; Buckler et al.,
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Figure 2.4: Position of QTLs detected by each GWAS strategy for MF using a FDR of 20%. The size of
the grey dots is proportional to the -log10(pval) of the test at the most significant SNP of the region. Red
vertical lines and names below correspond to QTL discussed in section "Highlighted QTLs". Note that major
QTLs detected by a model may be discarded with another model because to filtering on allele frequencies

2009; Ducrocq et al., 2008). For all QTLs, information concerning their physical position along the genome,
the frequency of each allelic state and their -log10(pval) at each test was summarized in Table 2.6. The
distribution of the phenotypes was illustrated for each allele after correcting for relatedness in Fig. 2.5, and
their location along the genome was indicated by red vertical lines in Fig. 2.4. Other QTLs had interesting
profiles, showing either group-specific allele effects conserved between ancestries or interactions with the
genetic background, and were presented in Supplementary Fig. S2.8 and Table S2.3.

The SNP matching Vgt2 region on chromosome 8 was detected as associated with MF (5% FDR) using
∆m

DD+F F (M3). This QTL showed a conserved effect across ancestries and genetic backgrounds (Fig. 2.5-a).
This observation was supported by a high -log10(pval) for tests relating to a general SNP effect: ∆m

D+F (5.25),
∆m

DD+DA (5.35), ∆m
DA+F A (3.20), ∆m

DD+F F (7.15) and ∆m
DD+DA+F A+F F (6.46), and a low -log10(pval) for

tests relating to divergent SNP effects.
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Figure 2.5: Boxplots of phenotypes for the different alleles of the six highlighted QTLs: a. Vgt2, b. Vgt3,
c. QTL4.1, d. QTL2.1, e. QTL7.2, f. Vgt1, after correcting for relatedness using M3. The denomination of
the allelic states on the x-axis include the SNP allele (0/1), its ancestry (D/F) and the genetic background
in which it is observed (D/A/F), as presented in Table 2.2

The SNP matching Vgt3 region on chromosome 3 was detected as associated with MF (5% FDR) using
∆m

DD (M3). This QTL showed a large effect in the dent genetic background, a medium effect in the admixed
genetic background regardless of the allele ancestry and a small effect in the flint genetic background (Fig.
2.5-b). This observation was supported by a high -log10(pval) for the tests relating to the dent SNP effect
in the dent genetic background: ∆m (Dent, 10.99), ∆m

D (9.65) and ∆m
DD (10.53), and a low -log10(pval) for

the tests relating to the flint SNP effect in a flint genetic background. Like for Vgt2, a high -log10(pval)
was detected for tests relating to a general SNP effect: ∆m

D+F (7.47), ∆m
DD+DA (6.01), ∆m

DD+F F (7.86) and
∆m

DD+DA+F A+F F (6.59), but a high -log10(pval) was detected for the test relating to a divergent SNP effect
between the dent and the flint genetic backgrounds: ∆m

DD−F F (3.86). There was also a high -log10(pval)
for a divergent dent SNP effect between different genetic backgrounds: ∆m

DD−DA (3.03). All these results
support the existence of a QTL effect that tends to be higher when the dent genome proportion increases
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Table 2.6: Information regarding the six highlighted QTLs

Vgt2 Vgt3 QTL4.1 QTL2.1 QTL7.2 Vgt1

Trait MF MF MF MF MF MF

SNP AX-91100620 AX-91583310 AX-91218190 AX-90601996 AX-91744673 MITE

Chromosome 8 3 4 2 7 8

Position (Mbp) 123.50 158.97 31.10 7.04 173.73 131.99

Allele frequency

- 0DD 230 97 115 75 243 151

- 1DD 70 203 185 225 57 149

- 0DA 119 48 53 50 161 70

- 1DA 58 141 127 134 30 108

- 0FA 81 92 107 74 113 17

- 1FA 108 85 79 108 62 171

- 0FF 162 158 161 102 210 49

- 1FF 142 146 143 202 94 255

-log10(pval)

M1

- ∆m (Dent) 4.26 * 10.99 *** 4.96 * 0.05 1.00 3.34 *

- ∆m (Flint) 2.74 . 0.88 0.31 1.24 1.20 0.86

M2

- ∆m
D 4.16 * 9.65 *** 4.01 * 0.03 0.96 3.37 *

- ∆m
F 1.96 1.10 2.16 . 1.29 0.77 0.80

- ∆m
D+F 5.25 ** 7.47 *** 0.56 0.69 0.10 0.42

- ∆m
D−F 0.57 3.17 * 5.76 ** 0.82 1.47 3.04 *

M3

- ∆m
DD 5.21 ** 10.53 *** 4.42 * 0.00 1.79 4.62 *

- ∆m
DA 2.95 . 1.38 1.47 0.31 2.64 . 2.96 .

- ∆m
F A 1.09 2.12 . 0.97 8.24 *** 0.15 0.15

- ∆m
F F 2.85 . 0.92 2.34 . 1.23 1.51 0.41

- ∆m
F A+F F 2.38 . 2.00 . 2.00 . 5.91 ** 0.49 0.33

- ∆m
DD+DA 5.35 ** 6.01 ** 3.44 * 0.19 0.32 4.96 *

- ∆m
DA+F A 3.20 * 2.93 . 0.23 3.09 * 1.47 0.85

- ∆m
DD+F F 7.15 *** 7.86 *** 0.42 0.70 0.14 1.07

- ∆m
DD+DA+F A+F F 6.46 ** 6.59 ** 0.39 2.45 . 0.63 1.25

- ∆m
DA−F A 0.69 0.11 2.11 . 4.84 * 2.00 . 1.52

- ∆m
DD−DA

b 0.35 3.03 * 0.59 0.29 5.58 ** 0.07

- ∆m
F A−F F

b 0.60 0.69 0.48 3.70 * 1.51 0.10

- ∆m
DD−F F 0.58 3.86 * 6.93 ** 0.73 2.93 . 2.93 .

- ∆m
(DD+DA)−(F A+F F ) 0.82 1.25 5.39 ** 3.51 * 0.04 2.91 .

- ∆m
(DD+F F )−(DA+F A)

b 0.73 0.94 0.06 1.35 1.66 0.04

- ∆m
(DD−DA)−(F F −F A)

b 0.08 2.96 . 0.86 2.60 . 6.21 ** 0.13

*** : -log10(pval) > 7 ; ** : 7 > -log10(pval) > 5 ; * : 3 > -log10(pval) > 5 ; . : 2 > -log10(pval) > 3

b hypothesis testing an interaction between the QTL and the genetic background

within individuals. It suggests that Vgt3 interacts with the genetic background for MF.

The SNP matching a region further referred to as QTL4.1 on chromosome 4 was detected as associated
with MF (20% FDR) using ∆m

DD−F F (M3). This QTL showed a contrasted effect between alleles of different
ancestries with an apparent inversion of effects (Fig. 2.5-c). This observation was supported by a high -
log10(pval) for the tests relating to a divergent SNP effect between ancestries: ∆m

D−F (5.76), ∆m
DD−F F (6.93)

and ∆m
(DD+DA)−(F A+F F ) (5.39). Conversely a low -log10(pval) was detected for tests ∆m

DD−DA and ∆m
F A−F F ,

which would have otherwise suggested an interaction with the genetic background. These results support the
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existence of a local genomic difference at QTL4.1 between the dent and the flint genetic groups for MF, but
no interaction with the genetic background.

The SNP matching a region further referred to as QTL2.1 on chromosome 2 was detected as associated
with MF (5% FDR) using ∆m

F A (M3). This QTL showed a flint effect in the admixed genetic background
(Fig. 2.5-d), which was supported by a high -log10(pval) for the test ∆m

F A (8.24). Although there was a high
-log10(pval) for a general flint SNP effect across genetic backgrounds: ∆m

F A+F F (5.91), a high -log10(pval)
was observed for a divergent SNP effect between those same alleles: ∆m

F A−F F (3.70). A high -log10(pval)
was also observed for a divergent SNP effect between different ancestries in the admixed genetic background:
∆m

DA−F A (4.84). All these results support the existence of a QTL effect existing only for alleles of flint
ancestry in the admixed genetic background. It suggests that QTL2.1 interacts with the genetic background
for MF.

The SNP matching a region further referred to as QTL7.2 on chromsome 7 was detected as associated
with MF (20% FDR) using ∆m

(DD−DA)−(F F −F A) (M3). This QTL showed contrasted dent effects between
the dent and the admixed genetic background (Fig. 2.5-e). This observation was supported by a high -
log10(pval) for the test relating a divergent dent SNP effect between genetic backgrounds: ∆m

DD−DA (5.58).
A high -log10(pval) was also observed for the hypothesis testing the equality between the divergent dent SNP
effect and the divergent flint SNP effect: ∆m

(DD−DA)−(F F −F A) (6.21). All these results support the existence
of a QTL with opposite effects between the dent and the admixed genetic backgrounds. It suggests that
QTL7.2 interacts with the genetic background for MF.

The MITE known to be associated with Vgt1 was never detected for MF using a FDR of 5% or 20%.
However, it showed a dent effect that was conserved between the dent and the admixed genetic background,
and no flint effect (Fig. 2.5-f). This observation was supported by a high -log10(pval) for tests relating to the
dent SNP effect: ∆m (Dent) (3.34), ∆m

D (3.37), ∆m
DD (4.62) and ∆m

DD+DA (4.96), and a low -log10(pval)l for
tests relating to flint SNP effects. These results supported the existence of a local genomic difference at Vgt1

between flint and dent genetic groups. Apparently, this QTL did not interact with the genetic background
for MF.

Discussion

In GWAS, the stratification of the population sample into distinct genetic groups is a common feature.
Such structure challenges the methods to detect QTLs because (i) spurious associations may be detected
if the genetic structure is not accounted for by the statistical model, (ii) QTLs whose polymorphism is
correlated with the genetic structure generally have a low probability of being detected, and (iii) group-
specific allele effects can be observed due to group differences in LD, group-specific genetic mutations, or
epistatic interactions with the genetic background.

Accounting for genetic groups in GWAS

A simple way to deal with genetic groups is to analyze them separately. In our study, a standard GWAS
model M1 was applied separately within the dent and the flint datasets. These datasets included inbred
lines genotyped at high density and evaluated simultaneously for flowering traits. High heritabilities were
estimated for each genetic group in the phenotypic analysis, forming ideal datasets to detect QTLs. While
few QTLs were detected using a 5% FDR, several were detected using a 20% FDR, especially for MF.
Interestingly, only one QTL was detected in both dent and flint datasets for MF, and not at the same SNPs,
while none were detected in common for FF. One could question whether observing such differences between
datasets indicated group specific allele effects, or simply group differences in terms of statistical power. This
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question often arises when GWAS is applied separately to genetic groups, as in maize (Rincent et al., 2014b;
Revilla et al., 2016) or dairy cattle (Buitenhuis et al., 2014, 2015), and is very difficult to answer except for
obvious configurations such as associations at SNPs segregating only in one group.

Another way to handle genetic groups is to analyze them jointly. One possibility is to apply model
M1 while specifying genetic structure as a global fixed effect, in order to prevent the detection of spurious
associations. In dairy cattle, this strategy generally improved the precision concerning QTL locations by
taking advantage of the low LD extent observed in multi-group datasets. However, while Sanchez et al.
(2017) and van den Berg et al. (2016) observed a gain in statistical power due to a larger population size,
Raven et al. (2014) detected less QTLs by combining breeds compared to separate analyses. They attributed
this finding to the limited amount of QTLs segregating within both Holstein and Jersey breeds, but also
reported that QTLs detected in both breeds showed only small to medium correlations between within-breed
estimates of SNP effects (e.g. 0.082 for milk yield). Obviously, applying M1 jointly to genetic groups does
not help to answer the previous question, which is whether or not QTL effects are conserved between genetic
groups.

A model specifying group specific allele effects was referred to as M2 in this study. As with M1, the
existence of a dent (∆m

D) or a flint (∆m
F ) SNP effects can be tested, but M2 also allows us to test the

existence of a general (∆m
D+F ) and a divergent (∆m

D−F ) SNP effects between flint and dent ancestries. Note
that testing ∆m

D+F is similar, although not strictly equivalent, to testing a SNP effect by applying M1 to
a multi-group dataset. Using the hypotheses specifically tested in M2 (∆m

D+F and ∆m
D−F ), it was possible

to detect new QTLs that were not detected with M1, which indicated a gain of power for some genomic
regions. In particular, QTLs were detected as having a divergent SNP effect between the dent and flint
genetic groups, proving the existence of group-specific QTLs effects in this dataset. Several QTLs were
detected in common with M1 but each strategy allowed the detection of specific QTLs, demonstrating the
complementarity between the models. For a comparable effect in M1 and M2 (e.g. ∆m (Dent) and ∆m

D ), the
lower number of associations detected with M2 could often be attributable to a more conservative filtering on
allele frequencies. It could also be due to the use of different kinship matrices, as the allele frequencies used
for their computation were re-estimated for each dataset. In conclusion, M2 was efficient to identify QTLs
with either conserved or specific allele effects between ancestries, but observing group-specific allele effects is
not giving any insight concerning the cause of this specificity. Admixed individuals can help to tackle that
issue.

Benefits from admixed individuals

For this study, admixed individuals were generated by mating pure individuals of each group according to
a sparse factorial design. Integrating these admixed individuals in GWAS can be done by simply analyzing
the joint multi-group dataset using M1 or M2, as it would probably lead to a gain in statistical power, due
to an increase in population size. Additionally, admixed individuals can be used to disentangle the factors
causing the heterogeneity of allele effects across groups: (i) local genomic differences (e.g. group-specific LD
between SNPs and QTLs) or (ii) epistatic interactions between QTLs and the genetic background.

A model distinguishing the allele ancestry (dent/flint) and the genetic background (dent/flint/admixed)
was referred to as M3. Using this model, the existence of a SNP effect can be tested for a given ancestry
and genetic background (e.g. ∆m

DD to test the dent SNP effect in the dent genetic background). An overall
SNP effect can also be tested across ancestries or genetic backgrounds (e.g. ∆m

DD+DA for an overall dent
SNP effect), as well as many hypotheses concerning a divergent SNP effect (e.g. ∆m

DD−DA for an interaction
of the dent SNP with the genetic background). Several QTLs were detected for both traits, especially when
considering a 20% FDR for MF with a total of 41 QTLs. While many of these QTLs were previously detected
using M1 and M2, the new hypotheses tested allowed us to discover new interesting regions. These new
QTLs resulted from a gain in statistical power by (i) testing an overall SNP effect across ancestries and/or
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genetic backgrounds, for which individual effects were not large enough to be detected, or by (ii) testing
hypotheses for complex configurations between allele effects that would have prevented the detection of their
overall effect. A QTL detected using M1 and M2 but no longer with M3 may again be attributable to a
more conservative filtering on allele frequencies, which suggests a complementarity between GWAS models.

In conclusion, producing admixed individuals from a large number of parents is an innovative and useful
genetic material to analyze the genetic determinism of traits in structured populations. Using our GWAS
models, admixed individuals can give interesting insight concerning the stability of QTL allele effects across
genetic groups. The new hypotheses tested with M2 and M3 did not lead to an increase in false positive
rate, based on the observation of the QQ-plots of the test p-values (results not shown). Only homozygous
inbred lines were considered in this study, but the methodology may be easily generalized to heterozygous
individuals, in order to be applied in a wide range of species. The main drawback of this genetic material
is that it does not solve the issue of rare alleles, for which statistical power is limited, compared to other
genetic material such as NAM (McMullen et al., 2009) or MAGIC (Cavanagh et al., 2008). Increasing the
number of admixed individuals derived from each cross (below 2 on average in our study) while maintaining
a high number of founders could be a way to improve the properties of the design.

Heterogeneity of maize flowering QTL allele effects

From a global perspective, the high number of QTLs detected in our study (41 QTLs for MF) is consistent
with previous studies on maize flowering time (Chardon et al., 2004; Buckler et al., 2009; Romay et al., 2013;
Rincent et al., 2014b; Li et al., 2016b). When evaluating the American NAM, Buckler et al. (2009) suggested
that flowering time was trait controlled by a large number of QTLs with additive effects. Our results would
rather suggest a large number of QTLs with either additive or interacting profiles. This heterogeneity of
QTL allele effects may however be consistent with their observation of allelic series at several QTLs, which
might resulted from interactions with the genetic background of the NAM founders. In addition to this
genome-wide scan, it is also useful to look more closely at specific QTLs.

When doing GWAS in a multi-group population, geneticists usually prospect for QTLs featuring a con-
served effect between groups. Such QTLs were detected in our study with the example of the SNP associated
with MF in the vicinity of Vgt2 on chromosome 8, previously identified by Bouchet et al. (2013). At this
SNP, all hypotheses that tested a general SNP effect had a high -log10(pval), and conversely for hypotheses
testing a divergent SNP effect. When simultaneously interpreting all tests, Vgt2 appeared to have an effect
that is conserved between genetic groups. Such QTL should easily be detected in a multi-group population
sample using a standard GWAS model (Yu et al., 2006).

When group-specific allele effects are due to group differences in LD or group-specific mutations at the
QTL, their difference should be conserved between the pure and the admixed genetic backgrounds. A first
QTL matching this situation (QTL4.1 ) was detected by a SNP located on chromosome 4 and showed an
opposite effect between ancestries. High -log10(pval) were observed for tests relating to a divergent SNP effect
between the dent and flint genetic backgrounds (∆m

DD−F F ) or to a divergent SNP effect between ancestries
(∆m

(DD+DA)−(F A+F F )). These tests supported the existence of a contrasted QTL effect between the dent
and flint groups due to a local genomic difference. To validate this hypothesis, nearly isogenic lines could be
produced at this SNP for the two alleles and both ancestries. Individuals inheriting a dent allele in a flint
genetic background, and conversely, would give a definite proof of a local genomic difference. It also remains
complicated to disentangle the effect of LD from that of a genetic mutation without complementary analysis.
LD was shown to be different between groups, with a higher LD extent in the dent group (Supplementary
Fig. S2.4), while LD phases appeared well-conserved at short distances (Supplementary Fig. S2.5). However,
a strong overall conservation of LD phases at short distances does not exclude a specific configuration for a
given SNP-QTL pair.
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Another example is the MITE that we selected based on the a priori knowledge that it is associated with
Vgt1 (Salvi et al., 2007; Buckler et al., 2009; Ducrocq et al., 2008). A high -log10(pval) was observed for tests
relating to a dent SNP effect (∆m

DD and ∆m
DD+DA) but not for tests relating to a flint SNP effect. Note that

another SNP (AX-91103145) was detected close to the MITE (548 Kbp further), based on 20% a FDR, for
∆m

(DD+DA)−(F A+F F ) (see QTL8.4 in Supplementary Fig S2.7-a and Supplementary Table S2.4). This SNP
also showed evidence for a contrasted QTL effect between the dent and flint groups due to a local genomic
difference. However these two loci were in very low LD with each other (below 0.05). We could reasonably
suggest that the MITE and the SNP were both capturing a partial but different genetic information of the
causal genetic variant at Vgt1. Ducrocq et al. (2008) already showed the existence of other genetic variants
being more associated with maize flowering than the MITE in the vicinity of Vgt1, such as CGindel587.

Group-specific allele effect may also be due to an interaction with the genetic background. A first QTL
matching this profile was detected by a SNP in the vicinity of Vgt3 on chromosome 3 (Salvi et al., 2011,
2017). The QTL effect increased with the dent genome proportion, suggesting an interaction with the genetic
background. A high -log10(pval) was observed for tests that supported this hypothesis: a dent SNP effect in
the dent genetic background (∆m

DD), a divergent SNP effect between the dent and the flint genetic backgrounds
(∆m

DD−F F ) and a divergent dent SNP effect between genetic backgrounds (∆m
DD−DA). Provided interactions

with numerous loci, this QTL could lead to a disappointment if a breeder tried to introgress its alleles from a
dent to a flint genetic background, as its effect would probably vanish with repeated back-cross generations.
Provided interactions with a single locus, its effect would be conditioned by the allele at the other locus. Using
nearly isogenic lines that cumulated an early mutation at Vgt1 (Chardon et al., 2005) and the early allele
at Vgt3, the effect of Vgt3 was shown to vanish in presence of the early allele of Vgt1 (A. Charcosset pers.
comm.), which supported the hypothesis of Vgt3 interacting with the genetic background. The existence of
such interactions is consistent with flowering time being controlled by a network of interacting loci, as now
well established in model species arabidopis (Bouché et al., 2015). Recently, Liang et al. (2019) demonstrated
the action of ZmMADS69, located in the region of Vgt3, as being a flowering activator of ZmRap2.7-ZCN8,
a major regulator of maize flowering time located in the region of Vgt2.

Other examples of QTLs interacting with the genetic background were identified. Two of them featured
a similar profile in the sense that they mainly exhibited a QTL effect in the admixed genetic background.
One was located on chromosome 2 (QTL2.1 ) and showed a flint effect in the admixed genetic background,
while the other QTL was located on chromosome 7 (QTL7.2 ) and showed an opposite dent effect between
the dent and the admixed genetic backgrounds. Such QTLs are interesting as they are mainly revealed when
creating admixed genetic material. They are also suggesting complex epistatic interactions between QTLs
for these traits.

The existence of epistatic interactions was also evaluated globally by a test that aimed at detecting
directional epistasis (Le Rouzic, 2014). This test was specifically developed to benefit from our admixed
genetic material and revealed important directional epistasis for both flowering traits with admixed lines
flowering closer to the dent than the flint group. Such epistasis may imply that (i) the effects of early alleles
from flint origin tend to decrease in presence of common dent alleles and/or (ii) the effect of late alleles from
dent origin tends to be promoted by common flint alleles. Alternatively, this epistasis can be interpreted
as late QTL alleles (common in dent lines but rare in flint lines) interacting in a duplicate way (Mather,
1967), i.e. the presence of a late allele at one QTL is sufficient to confer a late phenotype. This hypothesis is
equivalent to early QTL alleles (common in flint lines but rare in dent lines) interacting in a complementary
way (Mather, 1967), i.e. early alleles are needed at both loci to confer an early phenotype. We also tested
global epistasis that is not directional by decomposing the genetic variance into an additive and an epistatic
component, as suggested by Vitezica et al. (2017). This confirmed the existence of epistatic interactions for
FF and MF (Supplementary Table S2.5). In conclusion, the assessment of global epistasis supported the
possibility of QTLs interacting with the genetic background, resulting from epistatic interactions with loci
that have differentiated allele frequencies between groups. It would be interesting to test the existence of
epistatic interactions between pairs of loci. However, a filtering on crossed allele frequencies between pairs
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of loci would lead to discard most SNPs from the analysis. Other possibilities would be to apply GWAS
procedures that are based on testing the epistatic variance each SNP (Jannink, 2007; Crawford et al., 2017).

Conclusion

In this study, we proposed an innovative multi-group GWAS methodology which accounts and tests for the
heterogeneity of QTL allele effects between groups. The addition of admixed individuals to the dataset
was useful to disentangle the factors causing the heterogeneity of allele effects, being either a local genomic
differences or epistatic interactions with the genetic background. Both methodology and genetic material
open new perspectives to evaluate the stability of QTL effects across genetic backgrounds in a wide range of
species.
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Appendix A

Effect of directional epistasis on the mean of a progeny

Genetic values are modeled using allele effects at bi-allelic QTLs and deviation effects for each pair of
alleles coming from different loci, leading to epistatic interactions between QTLs:

Gi =
M∑

m=1

[(1 − Wim)β0
m + Wimβ1

m] +
M∑

m=1

M∑

m′>m

[(1 − Wim)(1 − Wim′)δ00
mm′ + Wim(1 − Wim′)δ10

mm′

+ (1 − Wim)Wim′δ01
mm′ + WimWim′δ11

mm′ ]

where Gi is the genotype of individual i, M is the number of QTLs, Wim is the QTL genotypes of individual
i at locus m (coded 0/1) with Wim ∼ B(fm) independent, fm is allele frequency of allele 1, β0

m is effect of
allele 0 at locus m, β1

m is effect of allele 1 at locus m, δ00
mm′ is the deviation effect specific to the pair of alleles

0 at locus m and m′, δ10
mm′ is the deviation effect specific to the pair of allele 0 at locus m and allele 1 at

locus m′, δ01
mm′ is the deviation effect specific to the pair of allele 1 at locus m and allele 1 at locus m′ and

δ11
mm′ is the deviation effect specific to the pair of alleles 1 at locus m and m′.

We can compute µ, the expected value of Gi:

µ =
M∑

m=1

[β0
m + fm(β1

m − β0
m)] +

M∑

m=1

M∑

m′>m

[δ00
mm′ + fm(δ10

mm′ − δ00
mm′) + fm′(δ01

mm′ − δ00
mm′)

+ fmfm′(δ11
mm′ + δ00

mm′ − δ10
mm′ − δ01

mm′)]

Let us consider two genetic groups D and F of pure lines and a group of admixed lines A. Both group
D and F have specific allele frequencies fmD and fmF at each locus m. Let us suppose that admixed lines
were obtained by mating pure lines from each group randomly into across-group hybrids, before generating
one inbred admixed line from each hybrid. In absence of epistatic interactions between loci, we could expect

that µA =
µD + µF

2
. The absence of selection involves fmA =

fmD + fmF

2
at a given locus m.

In presence of epistatic interactions between loci and without selection, we expect a deviation between

the observed mean µA and the expected mean
µD + µF

2
:

µA −
µD + µF

2
= −

1
4

M∑

m=1

M∑

m′>m

(fmD − fmF ) (fm′D − fm′F )
(
δ11

mm′ + δ00
mm′ − δ10

mm′ − δ01
mm′

)

Such deviation becomes large if the allele frequencies are highly differentiated between group D and F at
both loci. It also requires that epistasis is directional, meaning that QTL deviation effects do not cancel each
other out among loci.
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Chapter 3

Accounting for group-specific allele

effects and admixture in genomic

predictions: theory and experimental

evaluation in maize

Simon Rio, Laurence Moreau, Alain Charcosset and Tristan Mary-huard

Abstract

When a population is stratified into genetic groups, a heterogeneity of single nucleotide polymorphism (SNP)
allele effects may be observed across groups. To account for this heterogeneity, we developed two genomic
prediction models: Multi-group Admixed GBLUP (MAGBLUP) 1, which was derived according to the "ani-
mal model", and MAGBLUP 2 modeling group-specific distributions of SNP allele effects. Both models are
adapted to the prediction of admixed individuals and account for local admixture through the group ances-
try of alleles. In terms of complementarity, MAGBLUP 1 can be used to identify the segregation variance
generated by admixture while MAGBLUP 2 can be used to disentangle the variance that is due to main
SNP allele effects from that due to group-specific deviations. MAGBLUP 1 and 2 were evaluated for their
precision in estimating variance components and for their genomic prediction accuracy, using a Flint-Dent
maize inbred panel including admixed individuals. Based on simulated traits, both models were accurate
to estimate their respective variance components and proved their efficiency to improve genomic prediction
accuracy compared to a standard GBLUP model. However the gain in genomic prediction accuracy was very
low for real traits, due to a limited contribution of group-specific SNP deviations effects. The benefits of using
admixed individuals in multi-group training sets (TSs) was also investigated using this panel. Their interest
was confirmed using simulated traits, but was variable using real traits. The discrepancy between the results
obtained using the simulated and the real traits may be due to the existence of epistatic interactions between
QTLs and the genetic background, as already shown using this dataset. However, both MAGBLUP models
and admixed individuals should find interesting applications, especially if the existence of group-specific SNP
allele effects is suspected for a given species.

55



Introduction

Genomic prediction was proposed by Meuwissen et al. (2001) and have since become a central tool in many
plant and animal breeding programs. In its simplest application, a set of individuals is evaluated for a
given trait and genotyped at a high density using single nucleotide polymorphisms (SNPs). A statistical
model is trained on this dataset, referred to as the training set (TS), and is used to predict the breeding
value of individuals for whom only genomic information is known, referred to as the predicted set (PS). The
breeding values of PS individuals are predicted based on their genomic resemblance with TS individuals by
taking advantage of the linkage disequilibrium (LD) between the SNPs and the quantitative trait loci (QTLs)
underlying the trait. Several models have been developed making different assumptions on the distributions
of QTL allele effects (Heslot et al., 2012), and among them, the GBLUP model is probably the simplest and
the most used by geneticists. However, most genomic prediction models, including GBLUP, do not consider
explicitly the possible existence of a genetic structure within the population.

When a population is stratified into genetic groups, genomic prediction accuracy can be impacted in
different manners. First, when the same structure is observed within the TS and the PS, the group mean
differences are implicitly taken into account by the model through the kinship and participate to the accuracy
as shown by Guo et al. (2014) and in Chapter 1 (Rio et al., 2019). Conversely, when targeting a group-
specific PS, training a model on a different group can decrease accuracy dramatically as shown in several
species including dairy and beef cattle (Olson et al., 2012; Chen et al., 2013) and maize (Technow et al.,
2013; Lehermeier et al., 2014). The ability to "borrow" genetic information across genetic groups is generally
inferior to what can be observed within a given group, but may be substantial when the genetic groups
diverged recently (Rio et al., 2019). The combination of genetic groups in a multi-group TS has been
proposed to apply predictions to a wide range of genetic diversity (de Roos et al., 2009). This solution is
particularly interesting for genetic groups with a limited population size or to optimize resources for traits
that are expensive to evaluate, so that a same TS can be used for different group-specific PSs. Such multi-
group TSs showed a good predictive ability in a wide range of species such as dairy cattle (Brøndum et al.,
2011; Pryce et al., 2011; Zhou et al., 2013), maize (Technow et al., 2013; Rio et al., 2019) or soybean (Duhnen
et al., 2017). However, the gain in precision is often limited compared to what could be obtained by applying
predictions separately within groups (Carillier et al., 2014; Hayes et al., 2018). Based on simulations, Toosi
et al. (2013) showed that including admixed individuals into multi-group TSs should be beneficial. The
genome of admixed individuals is a mosaic of chromosome fragments from different group ancestries. These
individuals create connections between genetic groups and including them in the TS should improve the
properties of multi-group TSs.

Across group prediction often leads to limited performance, which may result from differences in genetic
information captured by SNPs. An obvious configuration consists in QTLs segregating only in a given
group, which cannot be accounted for when training the model on other groups. Group differences in genetic
information captured by SNPs may also be due to group specific SNP effects. Such heterogeneity may result
from differences in LD between SNPs and QTLs, as observed in several species including dairy cattle (de Roos
et al., 2008) and maize (Technow et al., 2012). They may also be due to the apparition of group-specific
genetic mutations nearby QTLs, or to epistatic interactions between QTLs and the genetic background. Such
heterogeneity in SNP allele effects was shown in Chapter 2 by studying a "Flint-Dent" maize panel including
admixed individuals and evaluated for flowering traits. Specifying these group-specific SNP allele effects in
genomic prediction models thus appears as an appealing solution to improve genomic prediction accuracy in
admixed populations.

Modeling group specific SNP allele effects in genomic prediction models was proposed by Karoui et al.
(2012) and Lehermeier et al. (2015) by adapting multi-trait models to multi-group predictions. In such
models, the SNP allele effects are assumed to be different but correlated between groups. Another possibility
to account for the heterogeneity of allele effects is to decompose them as a sum between a main SNP effect
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and group-specific deviations, as proposed by Schulz-Streeck et al. (2012), de los Campos et al. (2015) or
Technow and Totir (2015). While proving their efficiency in structured datasets, these models have been
applied to pure individuals only. Before the advent of genomic data, the "animal model", which considers
pedigree relationships between individuals, had been adapted to multi-group populations including admixed
individuals. The aim was to account for the additional variance observed in an admixed population compared
to parental populations, by splitting the genetic variance into group-specific and segregation components using
global admixture proportions (Lo et al., 1993; García-Cortés and Toro, 2006). Such methodology was later
adapted to genomic prediction by Strandén and Mäntysaari (2013) and Makgahlela et al. (2013) by replacing
the pedigree-based kinship matrix by a kinship matrix estimated with SNPs. However, to our knowledge,
no model was proposed which accounted both for group specific allele effects and local admixture, in terms
of group ancestry of alleles. This information concerning local admixtures is relatively easy to obtain when
admixed individuals were generated from a controlled mating design, and can even be inferred in natural
admixed populations using softwares such as STRUCTURE (Pritchard et al., 2000), LAMP (Sankararaman
et al., 2008) or RFmix (Maples et al., 2013).

In this study, we present two genomic prediction models that meet these characteristics and are easy to
implement using the linear mixed model. The two models, called Multi-group Admixed GBLUP (MAGBLUP)
1 and 2, were evaluated for their precision in estimating variance components as well as for their genomic
prediction accuracy. Both models were applied to a "Flint-Dent" maize dataset including admixed individuals
using simulated traits and real traits. In this study, we also evaluated the benefits of using admixed individuals
in multi-group TSs, along with these new models. Different scenarios were investigated by leveraging the
proportion of pure and admixed individuals within the TS.

Statistical context

To develop a relevant genomic prediction model, our general strategy was to express an infinitesimal gen-
erative model for genetic values into a variance component model. Studying the expected genetic value,
the variance and the covariance between genetic values can help to identify which parameters need to be
estimated, and which incidence and covariance matrices are required for their estimation. We considered two
statistical formalisms that are classically found in the genomic prediction literature and first presented them
for GBLUP as an illustration. MAGBLUP 1 was derived according to the first formalism by modeling of the
distribution of the genotypes at QTLs, as commonly done in the "animal model" (Henderson, 1984; Kruuk,
2004). MAGBLUP 2 was derived according to the second formalism by modeling the distribution of QTL
allele effects, as proposed by (Meuwissen et al., 2001), along with a re-parametrization of QTL allele effects
into main effects and group-specific deviations.

GBLUP

Let us consider a population of homozygous inbred lines without stratification into genetic groups. If we
suppose a polygenic trait with bi-allelic QTLs and no epistatic interactions among loci, we can model the
genetic value of an individual as:

Gi =
M∑

m=1

(
β0

m + Wim

(
β1

m − β0
m

))

where Gi is the genetic value of individual i, M is the number of QTLs controlling the trait, Wim is the QTL
genotype at locus m, taking the value "1" if individual i has the allele 1 and "0" otherwise, β0

m and β1
m refer

to the effects of alleles 0 and 1 at locus m, respectively.
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First formalism

According to the first statistical formalism, QTL genotypes are modeled as being drawn in a Bernoulli
distribution: Wim ∼ B(fm) where fm is the frequency of allele 1 at locus m. An absence of LD is assumed
between QTLs, which amounts to assuming independence between QTLs.

For a given trait, let E (Gi) and cov (Gi, Gj |αij) be the expected genetic value and the genetic covariance
assuming a kinship αij (being formally defined as αij = cor(Wim, Wjm) for all m) between individual i and
j, One has (see Appendices A and B):

E (Gi) = µ

where the intercept µ =
∑M

m=1

(
β0

m + fm

(
β1

m − β0
m

))
corresponds to the sum of QTL means over all loci,

and:

cov (Gi, Gj |αij) = αijσ2
G

where σ2
G =

∑M
m=1 fm (1 − fm)

(
β1

m − β0
m

)2
is the genetic variance, corresponding to the sum of QTL vari-

ances over all loci. Note that when i = j, the genetic covariance simplifies to the genetic variance V (Gi) = σ2
G.

From this formalism, we can model the phenotypic value of a set of individuals as the sum between a fixed
intercept and two random components: a genetic component and an error component including environmental
effects as well as other genetic effects (e.g. genotype by environment interactions), the two components being
independent of each other:

y = 1µ + g + e (3.1)

where y is the vector of phenotypes, N is the number of individuals, 1 is a vector of 1, g is the vector of
genetic values and e is the vector of errors. The normality of the errors is classically assumed: e ∼ N (0, Iσ2

E)
where I is the identity matrix. Assuming an infinitesimal model, the normality of the genetic values is also
assumed: g ∼ N (0,Kσ2

G) where K is the kinship matrix with (K)ij = αij .

To apply this model, the kinship matrix can be computed following VanRaden (2008):

(K)ij =
∑M

m=1 (Wim − fm) (Wjm − fm)
∑M

m=1 fm(1 − fm)
(3.2)

Second formalism

According to the second statistical formalism, QTL allele effects are modeled as being drawn in a normal
distribution: β0

m ∼ N (0, σ2
β) independent and identically distributed (IID) and β1

m ∼ N (0, σ2
β) IID, with β0

m

and β1
m′ independent for all m and m′

Let E (Gi|wi) and cov(Gi, Gj |wi,wj) be the expected genetic value and the covariance between genetic
values of individuals i and j. Here the genotypes wi and wj are assumed to be fixed, and the expectation is
computed over an infinite sampling of allele effects. One has (see Appendices C and D):

E (Gi|wi) = 0

and:
cov(Gi, Gj |wi,wj) = φijσ2

U

where σ2
U = Mσ2

β is the variance due to QTL effects and φij is the identity by state (IBS) between i and j.
Note that when i = j, the covariance simplifies to the variance V (Gi|wi) = σ2

U .

58



The IBS expression is explicitly indicated in the expression of the covariance:

φij =
1

M

M∑

m=1

((1 − Wim) (1 − Wjm) + WimWjm) (3.3)

From this formalism, we can also model the phenotypic value of a set of individuals as being a sum
between a genetic component and an error component. While not specified by the generative model, a fixed
intercept is generally assumed:

y = 1µ + u+ e

where u is the vector of genetic values following a different modeling (see below) from that of Eq. (3.1),
while other terms remain unchanged. Here, the normality of genetic values results from that of allele effects:
u ∼ N (0,φσ2

U ), where (φ)ij = φij is the IBS matrix.

Note that the variance σ2
G is different from σ2

U . Following Gianola et al. (2009), we can show that the
expected value of σ2

G over an infinite sampling of allele effects is:

E
(
σ2

G

)
= 2

M∑

m=1

fm (1 − fm) σ2
β

=
2

M

M∑

m=1

fm (1 − fm) σ2
U

These two formalisms are tightly linked and both of them are widely used in the GBLUP literature.

MAGBLUP

Let us consider a population of homozygous inbred lines divided into two genetic groups A and B, that also
includes admixed lines. If we suppose a polygenic trait with bi-allelic QTLs, whose effects depend both on
the allele at the QTL (0/1) and its ancestry or local admixture (A/B), and no epistatic interactions among
loci, we can model the genetic value of an individual as:

Gi =
M∑

m=1

(
AimA

(
β0

mA + Wim

(
β1

mA − β0
mA

))
+ AimB

(
β0

mB + Wim

(
β1

mB − β0
mB

)))

where Gi is the genetic value of individual i, M is the number of QTLs controlling the trait, AimA is the allele
ancestry at locus m, taking the value "1" if individual i inherited its allele from group A and "0" otherwise,
AimB = 1 − AimA, Wim is the QTL genotype at locus m, taking the value "1" if individual i has the allele 1
and "0" otherwise, β0

mA, β1
mA, β0

mB and β1
mB refer to the effects of allele 0 and 1 in group A and B at locus

m respectively.

MAGBLUP 1 - First formalism

According to the first statistical formalism, local ancestries are modeled as being drawn in a Bernoulli
distribution: AimA ∼ B(πi) where πi is the genome proportion that individual i received from group A.
QTL genotypes are modeled as being drawn in a Bernoulli distribution conditionally to allele ancestry:
(Wim|AimA = 1) ∼ B(fmA) and (Wim|AimB = 1) ∼ B(fmB) where fmA and fmB are the frequencies of
allele 1 at locus m in group A and group B respectively. An absence of LD is assumed between QTLs, which
amounts to supposing independence between QTLs.

For a given trait, let E (Gi|πi) and cov(Gi, Gj |πi, πj , θA
ij , θB

ij , αA
ij , αB

ij) be the expected genetic value and
the genetic covariance, assuming a proportion πi of genome A for i and πj for j, a proportion of shared
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ancestry (or shared admixture) θA
ij (being formally defined as θA

ij = E(AimAAjmA) for all m) between i and j

for the genome originated from group A, a proportion of shared ancestry θB
ij between i and j for the genome

originated from group B, a kinship αA
ij (being formally defined as αA

ij = cor(Wim, Wjm|AimA = 1, AjmA = 1)
for all m) between i and j on their shared ancestries for the genome originated from group A and a kinship
αB

ij (being formally defined as αB
ij = cor(Wim, Wjm|AimB = 1, AjmB = 1) for all m) between i and j on their

shared ancestries for the genome originated from group B (Fig. 3.1). One has (see Appendices E and F):

E (Gi|πi) = πi

M∑

m=1

µmA + (1 − πi)
M∑

m=1

µmB

= πiµA + (1 − πi)µB

where µmA = β0
mA + fmA(β1

mA − β0
mA) and µmB = β0

mB + fmB(β1
mB − β0

mB) are the means at QTL m in
group A and B respectively, µA and µB are the global intercepts in group A and B respectively, and:

cov(Gi, Gj |πi, πj , θA
ij , θB

ij , αA
ij , αB

ij) = ∆ijσ2
S + θA

ijαA
ijσ2

GA
+ θB

ijαB
ijσ2

GB

where ∆ij = θA
ij − πiπj is the covariance between the group A allele ancestries of i and j, σ2

S =
∑M

m=1(µmA −

µmB)2 is the segregation variance caused by group-specific means at QTLs, σ2
GA

=
∑M

m=1 fmA(1−fmA)(β1
mA−

β0
mA)2 and σ2

GB
=
∑M

m=1 fmB(1−fmB)(β1
mB −β0

mB)2 are the genetic variances in groups A and B respectively.
Note that θB

ij = 1 − πi − πj + θA
ij and when i = j, the covariance simplifies to the variance V (Gi|πi) =

πi(1 − πi)σ2
S + πiσ

2
GA

+ (1 − πi)σ2
GB

Figure 3.1: Diagram illustrating the genome-wide allele ancestry of two individuals i and j, with a proportion
πi of genome A for i and πj for j, a proportion of shared ancestry θA

ij between i and j for the genome originated
from group A, a proportion of shared ancestry θB

ij = 1−πi −πj +θA
ij between i and j for the genome originated

from group B, θAB
ij = πi − θA

ij is the proportion of not shared ancestries corresponding to the genome of i

originated from group A and of j originated from group B, θBA
ij = πj − θA

ij is the proportion of not shared
ancestries corresponding to the genome of i originated from group B and of j originated from group A

From this formalism, we can model the phenotypic value of a set of individuals as the sum of fixed group
effects and four random components: an admixture component, two group-specific genetic components and
an error component, the four components being independent of each other:

y = Xβ + a + gA + gB + e (3.4)

where X = (q,1− q) is the incidence matrix for fixed effects with q being the vector of genome proportions
for the genome originated from group A, β = (µA, µB)T is the vector of group-specific intercepts, a is
the vector of the admixture component of the genetic value, gA is the vector of the group A component
of the genetic value, gB is the vector of the group B component of the genetic value. All other terms
are identical to those described in Eq. (3.1). Assuming an infinitesimal model, the normality of a, gA

and gB is assumed: a ∼ N (0,∆σ2
S) where ∆ is the covariance matrix between allele ancestries (or local

admixtures) with (∆)ij = ∆ij , gA ∼ N (0, (θA ◦KA)σ2
GA

) where θA is the matrix with proportions of shared
ancestries for the genome originated from group A with (θA)ij = θA

ij , KA is the kinship matrix on shared
ancestries for the genome originated from group A with (KA)ij = αA

ij , "◦" refer to the Hadamard product,
and gB ∼ N (0, (θB ◦KB)σ2

GB
) where θB is the matrix with proportions of shared ancestries for the genome
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originated from group B with (θB)ij = θB
ij and KB is the kinship matrix on shared ancestries for the genome

originated from group B with (KB)ij = αB
ij .

To apply this model, covariance matrices can be estimated as follows:

(θA)ij =
1

M

M∑

m=1

AimAAjmA

(θB)ij =
1

M

M∑

m=1

AimBAjmB

(∆)ij = (θA)ij − π̂iπ̂j

(KA)ij =

∑M
m=1 AimA

(
Wim − f̂mA

)
AjmA

(
Wjm − f̂mA

)

∑M
m=1 AimAAjmAf̂mA(1 − f̂mA)

(KB)ij =

∑M
m=1 AimB

(
Wim − f̂mB

)
AjmB

(
Wjm − f̂mB

)

∑M
m=1 AimBAjmB f̂mB(1 − f̂mB)

where π̂i = 1
M

∑M
m=1 AimA, f̂mA =

∑N
i=1 AimAWim∑N

i=1 AimA

and f̂mB =
∑N

i=1 AimBWim∑N
i=1 AimB

refer to the empirical

estimates of πi, fmA and fmB respectively. Note that the estimators of kinship matrices were proposed in
analogy with Eq. (3.2), although other other estimators could have been used for all covariance matrices.

MAGBLUP 2 - Re-parametrization of allele effects and second formalism

Using the second formalism, it is possible to allow for genetic covariance between individuals from different
groups by applying a re-parametrization of allele effects into a main QTL effect and group-specific deviations:

• β0
mA = γ0

m + δ0
mA

• β1
mA = γ1

m + δ1
mA

• β0
mB = γ0

m + δ0
mB

• β1
mB = γ1

m + δ1
mB

where γ0
m ∼ N (0, σ2

γ) independent and identically distributed (IID), γ1
m ∼ N (0, σ2

γ) IID, δ0
mA ∼ N (0, σ2

δA
)

IID, δ1
mA ∼ N (0, σ2

δA
) IID, δ0

mB ∼ N (0, σ2
δB

) IID and δ1
mB ∼ N (0, σ2

δB
) IID, with σ2

γ , σ2
δA

and σ2
δB

being the
QTL effect variance for the main QTL effects (γ0

m and γ1
m) and for the deviation in group A (δ0

mA and δ1
mA)

and B (δ0
mB and δ1

mB) respectively. All types of random effects are assumed to be independent from each
other.

The genetic values of an individual can then be written as:

Gi =
M∑

m=1

(
γ0

m + Wim

(
γ1

m − γ0
m

)
+ AimA

(
δ0

mA + Wim

(
δ1

mA − δ0
mA

))
+ AimB

(
δ0

mB + Wim

(
δ1

mB − δ0
mB

)))

(3.5)

Let E (Gi|ai,wi) and cov(Gi, Gj |ai,aj ,wi,wj) be the expected genetic value and the covariance between
genetic values of individuals i and j. Here the genotypes wi and wj and the allele ancestries in group A ai

and aj are assumed to be fixed, and the expectation is computed over an infinite sampling of allele effects.
One has (see Appendices G and H):

E (Gi|ai,wi) = 0
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and:
cov(Gi, Gj |ai,aj ,wi,wj) = φijσ2

U + φA
ijσ2

UA
+ φB

ijσ2
UB

where φij is the IBS between i and j (Eq. 3.3), φA
ij and φA

ij are the IBS between i and j on shared ancestries
for the genome originated from group A and B over the total number of loci respectively, σ2

U = Mσ2
γ is the

variance component due to main QTL effects, σ2
UA

= Mσ2
δA

and σ2
UB

= Mσ2
δB

are the variance component
due to QTL deviation effects in group A and B respectively. Note that when i = j, the covariance simplifies
to the variance V(Gi|ai,wi) = σ2

U + πiσ
2
UA

+ (1 − πi)σ2
UB

.

The expression of the IBS are explicitly indicated in the expression of the covariance:

φA
ij =

1
M

M∑

m=1

AimAAjmA ((1 − Wim) (1 − Wjm) + WimWjm)

φB
ij =

1
M

M∑

m=1

AimBAjmB ((1 − Wim) (1 − Wjm) + WimWjm)

From this formalism, we can model the phenotypic value of a set of individuals as the sum between four
components, one genetic component that is due to main QTL effects, two genetic components that are due to
group-specific deviation effects, and an error component. Like with GBLUP, a fixed intercept can be assumed
although not explicitly specified by the generative model:

y = 1µ + u + uA + uB + e (3.6)

u is the vector of the genetic component that is due to main QTL effects, uA is the vector of the genetic
component that is due to QTL deviation effects in group A, uB is the vector of the genetic component that
is due to QTL deviation effects in group B. All other terms are identical to those described in Eq. (3.1).
Here, the normality of the three genetic components results from those of allele effects: u ∼ N (0,φσ2

U ) where
(φ)ij = φij , uA ∼ N (0,φAσ2

UA
) where (φA)ij = φA

ij and uB ∼ N (0,φBσ2
UB

) where (φB)ij = φB
ij

Material and Methods

Flint-Dent dataset

The "Flint-dent" panel was the one already presented in Chapter 2. It consists of 970 maize inbred lines
including 300 pure dent, 304 pure flint and 366 admixed lines which were genotyped for 482,013 polymorphic
SNPs. For all individuals, SNP alleles (coded 0/1) and alleles ancestries (dent or flint) were known. The panel
was evaluated in two trials for five traits: male flowering (MF) and female flowering (FF) in calendar days
after sowing, plant height (PH) in centimeters, ear leaf number (ELN) and total number of leaves (TNL). The
phenotypic analysis for flowering traits was presented in Chapter 2. The same procedure was applied for the
three remaining traits and the results were presented for all traits in Supplementary Table S3.1. Least-square
means were computed over the whole design and were further referred to as phenotypes.

Statistical inference and genomic predictions

The genomic prediction models presented in the previous section were adapted to the Flint-Dent dataset
where group A referred to the dent group (D) and group B referred to the flint group (F). The three
models considered were: GBLUP as defined in Eq. (3.1) using a kinship matrix computed following Eq.
(3.2), MAGBLUP 1 as defined in Eq. (3.4) using the covariances matrices described with the model, and
MAGBLUP 2 as defined in Eq. (3.6) using the three IBS matrices described with the model. For all models,
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the inference of parameters was done using the R-package MM4LMM (Laporte et al., 2019). Genomic
predictions were computed as BLUPs (Searle et al., 2008) of the phenotypic values.

Simulated traits

Phenotypic traits were simulated to study the precision of MAGBLUP 1 and 2 in terms of variance estimates
and genomic predictions. Genetic values were simulated using the generative model presented in Eq. (3.5).
Three different types of genetic determinism were defined concerning QTL allele effects and were summarized
in Table 3.1. Type A referred to a trait with only group-specific QTL deviations effects, type B referred to
a trait with only main QTL allele effects, while type C included all types of effects. 1,000 loci were sampled
among all SNPs to be used as QTLs. Allele effects were sampled independently in normal distributions with
a variance defined by the type of genetic determinism. For given genotypes and allele ancestries, the genetic
value of each individual was computed as a sum of allele effects according to both the allele and its ancestry.
Residuals were sampled in a normal distribution N

(
0, σ2

E

)
, with σ2

E chosen to reach a heritability of 0.8.

Table 3.1: Variances of allele effects for the three types of genetic determinism

Genetic determinism σ2
γ σ2

δD
σ2

δF

A 0 1 3
B 2 0 0
C 2 1 3

Assessment of the precision of variances estimates

The precision of the genetic variance component estimates was evaluated for both MAGBLUP 1 and MAG-
BLUP 2. The 1,000 SNPs sampled to be used as QTLs were later considered as the only genotypic information
available to build the covariance matrices for variances estimation.

The variance components of MAGBLUP 1 were defined conditionally to allele effects. To assess the
precision of variance estimates, one sample of allele effects was simulated for each type of genetic determinism,
for a total of three simulated traits. Admixed and composite population samples were simulated based on
real genotypic data. The admixed population samples included 366 admixed lines which were simulated
by generating gametes from hybrids. The hybrids were simulated by randomly sampling real dent and
flint lines to be mated. The SNPs were located on a genetic map for which the genetic distance between
pairs of markers was calculated as being proportional to their physical distance, and the scale parameter was
determined relative to chromosome 1 (200 cM for around 300 Mbp). For each chromosome, the recombination
breakpoints were sampled in a Poisson distribution with parameter λ equal to the length of the chromosome in
Morgan. The composite population samples included 300 pure dent lines, 304 pure flint lines and 366 admixed
lines. The dent lines were simulated by randomly sampling each chromosome from all existing versions of
the given chromosome within the real dent lines. The 304 flint lines were simulated in an equivalent manner.
The 366 admixed lines were simulated as described above but using the simulated dent and flint lines as
parents. This procedure was repeated and led to 1,000 population samples of 366 admixed lines and 1,000
population samples of 970 lines including dent, flint and admixed lines. The phenotypes of the individuals were
simulated following the procedure described in the previous section. The covariance matrices were computed
using the genotypic and allele ancestry information of the simulated dataset. The variance estimates were
compared to the three reference variances: σ2

S , σ2
GD

and σ2
GF

. Each reference variance was computed using
the simulated allele effects and the reference allele frequencies that were estimated on the real dataset using
all 970 individuals.

The variance components of MAGBLUP 2 were defined conditionally to genotypes and allele ancestries.
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To assess the precision of variance estimates, 1,000 samples of alleles effects were simulated for each type of
genetic determinism, forming 3,000 simulated traits which were used as replicates. Two populations samples
were used to estimate variances: admixed including the 366 real admixed lines and composite including all
970 real lines. The estimates were compared to the three reference variances: σ2

U , σ2
UD

and σ2
UF

. Each
variance was computed using the variances of allele effects and the number of QTLs.

The variance components of GBLUP, MAGBLUP 1 and MAGBLUP 2 were estimated for the five real
traits using the whole dataset.

Assessment of the accuracy of genomic predictions

The genomic prediction accuracy of MAGBLUP 1 and 2 were compared to that of GBLUP using two different
cross-validation (CV) procedures based simulated traits and on real genotypic data.

The first CV procedure was called averaged holdout (HO) and was applied to 150 simulated traits, 50
for each type of genetic determinism (50 samples of QTL allele effects), and real traits. The dataset was
split with proportions 4

5 and 1
5 for the TS and the PS, respectively. For the simulated traits, the splitting

was done 20 times and the accuracy of genomic predictions was averaged over repetitions. The accuracy was
computed by correlating the predicted genetic values of the PS individuals to their true genetic value. For
the real traits, the splitting was done 100 times and the predictive ability was averaged over repetitions. The
predictive ability was computed by correlating the predicted genetic values of the PS individuals to their
phenotypic value.

The second CV procedure was called structured holdout (SHO). It allowed us to test the impact of the
composition of the TS in terms of group origin (and more particularly the interest of including admixed
individuals) as well as the efficiency of the different prediction models (GBLUP, MAGBLUP 1 and 2). This
procedure was applied to 50 traits simulated according to genetic determinism C (50 samples of QTL allele
effects) and real traits. It considered samples of restricted sizes where 90 individuals were predicted using
a model trained on 210 other individuals. Those numbers were chosen in order to fit with all the scenarios
described in Table 3.2. All the scenarios were designated as TS_PS, TS and PS referring to the genetic
backgrounds (dent (D), flint (F), admixed (A)) represented in the TS and the PS respectively. When there
was more than one genetic background in the TS or the PS, the composition was always perfectly balanced
between them. As an example, DFA_A referred to a TS equally composed of individuals from the three
genetic backgrounds and a PS composed of admixed lines only. In scenarios where only a dent or flint
genetic background was found in the TS (D_D, F_F, D_A and F_A), only GBLUP could be evaluated. In
configurations where admixed individuals were absent of the TS (DF_D, DF_F and DF_A), the admixture
term "a" of MAGBLUP 1 was removed as its variance component could not be estimated. For the simulated
traits, the splitting was done 20 times and the accuracy of genomic predictions was averaged over repetitions.
For the real traits, the splitting was done 100 times and the predictive ability was averaged over repetitions.

Results

Variance estimates for simulated traits

MAGBLUP 1 and 2 were both evaluated for their precision in variance component estimation using simulated
traits.

As the variance components of MAGBLUP 1 were defined conditionally to allele effects, the precision of
their estimation was evaluated by simulating a single sample of QTL allele effects for each type of genetic
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Table 3.2: Scenarios evaluated with the structure-based CV scenarios (SHO) where 90 individuals are
predicted by 210 other individuals. The TS and the PS were balanced considering their composition in
genetic backgrounds (dent (D), flint (F) and admixed(A))

Scenario TS composition PS composition

DFA_DFA 1
3 D + 1

3 F + 1
3 A 1

3 D + 1
3 F + 1

3 A

DFA_D 1
3 D + 1

3 F + 1
3 A D

D_D D D

DF_D 1
2 D + 1

2 F D

DA_D 1
2 D + 1

2 A D

FA_D 1
2 F + 1

2 A D

F_D F D

A_D A D

DFA_F 1
3 D + 1

3 F + 1
3 A F

F_F F F

DF_F 1
2 D + 1

2 F F

FA_F 1
2 F + 1

2 A F

DA_F 1
2 D + 1

2 A F

D_F D F

A_F A F

DFA_A 1
3 D + 1

3 F + 1
3 A A

A_A A A

DF_A 1
2 D + 1

2 F A

DA_A 1
2 D + 1

2 A A

FA_A 1
2 F + 1

2 A A

D_A D A

F_A F A

determinism, and 1,000 admixed or composite population samples used as replicates. The estimates are
summarized in Table 3.3. The three variance components were generally well estimated for the three types of
genetic determinism. The only exception was the segregation variance σ2

S which was overestimated for genetic
determinism A using both types of training population sample. Using a composite population sample of 970
lines generally led to more accurate estimates of variance components than using an admixed population
sample of 366 lines.

As the variance components of MAGBLUP 2 were defined conditionally to genotypes and alleles ancestries,
the precision of their estimation was evaluated by simulating 1,000 samples of QTL allele effects for each
type of genetic determinism. Variances are summarized in Table 3.4. The variance components were well-
estimated in average for the three types of genetic determinism. Here also, using all 970 lines generally led
to more accurate estimates of variance components than using the 366 admixed lines.

Genomic prediction accuracy for simulated traits

The three models were first compared for their genomic prediction by CV (HO method) applied to 150
simulated traits, 50 for each type of genetic determinism, using real genotypic data. This procedure was
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Table 3.3: Average of variances estimated by MAGBLUP 1 for a trait simulated according to each type
of genetic determinism (see Table 3.1), compared to their reference value. 1,000 admixed and composite
population samples were simulated, including 366 admixed and 970 lines respectively, and were used as
replicates

Genetic determinism Variance Reference Admixed Composite

A σ2
S 2723.6 3604.6 (557.5) 3522.9 (451.6)

A (deviations effects only) σ2
GD

300.5 326.9 (175.2) 311.3 (47.4)

A σ2
GF

1089.2 1179.2 (243.4) 1100.9 (94.7)

B σ2
S 164.3 237.0 (114.7) 213.1 (85.6)

B (main effects only) σ2
GD

627.4 631.9 (149.6) 647.9 (60.7)

B σ2
GF

676.8 712.0 (148.9) 711.1 (64.9)

C σ2
S 2954.9 2810.8 (603.8) 2843.5 (581.4)

C (all types of effects) σ2
GD

964.1 856.4.8 (321.3) 939.4 (121.4)

C σ2
GF

1553.5 1559.0 (369.0) 1518.9 (170.5)

Standard deviations computed over the 1,000 replicates are shown between brackets

Table 3.4: Average of variances estimated by MAGBLUP 2 using the real admixed and composite population
samples, including all 366 admixed and all 970 lines respectively, and compared to their reference value. 1,000
traits were simulated according to each type of genetic determinism (see Table 3.1), and were used as replicates

Genetic determinism Variance Reference Admixed Composite

A σ2
U 0 176.2 (250.7) 94.7 (132.4)

A (deviations effects only) σ2
UD

1000 889.7 (495.4) 901.1 (216.0)

A σ2
UF

3000 2894.1 (671.7) 2919.8 (340.2)

B σ2
U 2000 1946 (295.4) 1986.8 (170.2)

B (main effects only) σ2
UD

0 35.7 (75.6) 19.5 (40.2)

B σ2
UF

0 38.2 (83.0) 22.0 (43.4)

C σ2
U 2000 1985.6 (801.3) 1991.2 (439.7)

C (all types of effects) σ2
UD

1000 1102.4 (825.4) 1010.8 (459.2)

C σ2
UF

3000 2964.1 (1006.2) 3008.0 (546.6)

Standard deviations computed over the 1,000 replicates are shown between brackets

applied both to all 970 lines and to all 366 admixed lines. Boxplots of average accuracies are presented
in Fig. 3.2. The average genomic prediction accuracy was higher within the 970 individuals than within
the 366 admixed lines. MAGBLUP 1 and 2 outperformed GBLUP for the genetic determinism A and C,
for which group specific QTL deviations effects were simulated. For instance, using all 970 individuals and
considering genetic determinism A, a mean accuracy of 0.78 was obtained for MAGBLUP 1 and 2 compared to
0.68 for GBLUP. However, GBLUP and MAGBLUP 2 outperformed MAGBLUP 1 when considering genetic
determinism B, for which only main QTL allele effects were simulated. For instance, using all 970 individuals,
a mean accuracy of 0.69 was obtained for MAGBLUP 2 and GBLUP, compared to 0.67 for MAGBLUP 1.

The three models were then compared for their genomic prediction accuracy using the SHO CV scenarios
which aimed at evaluating the impact of the composition of the TS in terms of genetic backgrounds (dent
(D), flint(F) and admixed (A)) to predict a given PS. This procedure was applied to 50 simulated traits
simulated according to genetic determinism C, and accuracies are summarized in Table 3.5.

Considering GBLUP, the highest average accuracy was obtained for scenario DFA_DFA, for which the
PS and TS composition were balanced between the three genetic backgrounds. To predict a specific genetic
background, the highest accuracies were achieved when the TS was trained on individuals from the same
genetic background. On average, a higher level of accuracy was observed for predictions within the flint
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Figure 3.2: Boxplots of average accuracies over 20 CV replicates (HO method) obtained using GBLUP,
MAGBLUP 1 and MAGBLUP 2 for 50 traits simulated according to each types of genetic determinism (A,
B and C, see Table 3.1), using a. all 970 lines, or b. all 366 admixed lines

lines (0.54 for F_F), compared to predictions within the dent lines (0.49 for D_D), while admixed lines were
intermediate (0.52 for A_A). To predict a dent PS, replacing half of the dent lines of the TS by admixed lines
(DA_D) depreciated less the average accuracy (0.45) than replacing them by flint lines (0.41 for DF_D).
To predict a flint PS, the same observation could be made as replacing half of the flint lines from the TS
by admixed lines (0.51 for FA_F) depreciated less the accuracy than replacing them by dent lines (0.44 for
DF_F). When a dent PS was predicted using a TS including only flint lines (F_D), a low average accuracy
was observed (0.13) while a higher accuracy was obtained when using only admixed lines (0.41 for A_D),
or both both admixed and flint lines (0.32 for FA_D). Similarly, when a flint PS was predicted using a TS
including only dent lines (D_F), a low average accuracy was observed (0.09) while a higher accuracy was
obtained when using only admixed lines (0.48 for A_F), or both admixed and dent lines (0.39 for DA_F).
Predicting a dent PS using a TS balanced between the three genetic backgrounds (DFA_D) led to a similar
accuracy (0.40) as using a TS composed of dent and flint lines (0.41 for DF_D), or with only admixed lines
(0.41 for A_D). Note that the relative contribution of the dent and flint genetic groups to the TS was similar
for the three scenarios mentioned. Conversely, a higher average accuracy was observed when predicting a
flint PS using admixed individuals (0.48 for A_F), compared to a TS including the three genetic backgrounds
(0.46 for DFA_ F) or including only flint and dent lines (0.44 for DF_F).
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Table 3.5: Average of accuracies over 50 traits simulated according to genetic determinism C (see Table
3.1) and 20 CV replicates (SHO method), obtained using GBLUP, MAGBLUP 1 and MAGBLUP 2

GBLUP MAGBLUP 1 MAGBLUP 2

DFA_DFA 0.57 (0.11) 0.60 (0.12) 0.60 (0.12)

DFA_D 0.40 (0.08) 0.42 (0.09) 0.42 (0.09)

D_D 0.49 (0.07) - -

DF_D 0.41 (0.08) 0.42 (0.09) 0.42 (0.08)

DA_D 0.45 (0.07) 0.47 (0.08) 0.47 (0.08)

FA_D 0.32 (0.08) 0.33 (0.09) 0.34 (0.09)

F_D 0.13 (0.13) - -

A_D 0.41 (0.07) 0.41 (0.08) 0.42 (0.08)

DFA_F 0.46 (0.10) 0.48 (0.08) 0.48 (0.09)

F_F 0.54 (0.08) - -

DF_F 0.44 (0.11) 0.46 (0.09) 0.47 (0.09)

FA_F 0.51 (0.09) 0.52 (0.08) 0.53 (0.08)

DA_F 0.39 (0.11) 0.41 (0.09) 0.42 (0.09)

D_F 0.09 (0.13) - -

A_F 0.48 (0.09) 0.49 (0.08) 0.50 (0.08)

DFA_A 0.48 (0.04) 0.54 (0.06) 0.55 (0.05)

A_A 0.52 (0.06) 0.59 (0.07) 0.60 (0.06)

DF_A 0.40 (0.05) 0.41 (0.05) 0.41 (0.05)

DA_A 0.47 (0.05) 0.54 (0.06) 0.55 (0.05)

FA_A 0.49 (0.04) 0.56 (0.05) 0.57 (0.05)

D_A 0.29 (0.07) - -

F_A 0.39 (0.08) - -

Standard deviations over the 50 average accuracies (computed over 20 CV replicates) are shown between brackets

"-" indicated that a model could not be applied for the given configuration

When predicting admixed lines, using an admixed TS (A_A) led to higher accuracies (0.52) than using
all genetic background in the TS (0.48 for DFA_A), or replacing half of the admixed lines by dent (0.47 for
DA_A) or flint lines (0.49 for FA_A). When no admixed lines was present in the TS, the average accuracy
was depreciated down to 0.29 by using a dent TS (D_A). For a given size of TS, training the GBLUP model
on admixed individuals allowed high accuracies no matter the target PS, and was a better option than just
combining flint and dent lines into a multi-group TS.

MAGBLUP 1 and 2 were considered as an alternative to GBLUP with the exception of the scenarios
for which only dent or flint lines were included in the TS. Both models led to small increases in average
accuracies when predicting dent or flint lines. For instance, in scenario DFA_D, the average accuracy was
0.40 for GBLUP and 0.42 for MAGBLUP 1 and 2. As expected, the gain in accuracy was higher when
MAGBLUP 1 and 2 were used to predict admixed lines. For instance, in scenario DFA_A, the average
accuracy was 0.48 for GBLUP, 0.54 for MAGBLUP 1 and 0.55 MAGBLUP 2. The average accuracy of
MAGBLUP 2 was often slightly higher to that of MAGBLUP 1.
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Application to real traits

Variance components were estimated using the three models for five traits and are summarized in Table 3.6.
The global genetic variance σ2

G estimated using GBLUP could be compared to the group specific genetic
variances σ2

GD
and σ2

GF
estimated using MAGBLUP 1. For all traits but MF, σ2

G was larger than σ2
GD

and
σ2

GF
. For instance, σ2

G was estimated at 19.51 for FF while σ2
GD

and σ2
GF

were estimated at 17.69 and 15.99
respectively. The segregation variance estimates σ2

S were always smaller than group-specific genetic variances
for all traits, but were substantial especially for PH. Considering MAGBLUP 2, the variance component due
to main QTL effects σ2

U was always larger than the variances due to group-specific deviations effects σ2
UD

and σ2
UF

, which suggested a minor contribution of group-specific deviations effects within this dataset. For
instance, σ2

U was estimated as being equal to 37.90 for MF, while it was estimated as being equal to 2.64 and
0.00 for σ2

UD
and σ2

UF
respectively. The variance component that is due to flint deviations effects was lower

than the component due to dent deviations effects for all traits but TNL. Residual variance estimates were
comparable between models for all traits.

Table 3.6: Variance of real traits estimated by GBLUP, MAGBLUP 1 and MAGBLUP 2 using all 970 lines

Type MF FF PH ELN TNL

GBLUP σ2
G 13.95 19.51 640.35 1.22 1.74

σ2
E 3.77 2.89 114.97 0.32 0.46

MAGBLUP 1 σ2
S 3.56 4.60 312.28 0.49 0.43

σ2
GD

14.36 17.69 583.61 1.16 1.52
σ2

GF
12.10 15.99 487.25 1.11 1.71

σ2
E 3.63 3.46 131.00 0.32 0.46

MAGBLUP 2 σ2
U 37.90 48.89 1567.70 3.29 4.60

σ2
UD

2.64 2.38 246.96 0.27 0.12
σ2

UF
0.00 0.01 0.07 0.02 0.33

σ2
E 3.81 3.65 127.53 0.32 0.47

The three models were compared for their predictive ability using the HO CV scenarios applied to the
five real traits. Boxplots of predictive abilities are presented in Fig. 3.3. Consistent with simulated traits,
the average predictive ability was higher within the 970 individuals than within the 366 admixed individuals.
Lower predictive abilities were obtained for PH compared to the four other traits. The three models led
to very similar predictive abilities no matter the trait and the population evaluated. Considering the 970
individuals, MAGBLUP 2 always led to slightly higher predictive abilities compared to GBLUP, itself leading
to higher predictive abilities than MAGBLUP 1. For instance, with FF, the average predictive ability was
equal to 0.769 for MAGBLUP 2, to 0.759 for GBLUP and 0.758 for MAGBLUP 1. Considering the 366
admixed individuals, MAGBLUP 2 and GBLUP led to very similar predictive abilities while MAGBLUP
1 was always slighly lower. For instance, with FF, the average predictive ability was equal to 0.438 for
MAGBLUP 2, to 0.440 for GBLUP and 0.429 for MAGBLUP 1. In conclusion, the three prediction models
showed similar performances for these five traits.

The three models were then compared for their predictive ability using the SHO CV scenarios applied to
the five traits. The predictive abilities obtained using GBLUP are summarized in Table 3.7. The predictive
abilities obtained using MAGBLUP 1 and 2 are summarized in Supplementary Table S3.2 and S3.3 respec-
tively. For most traits and scenarios, GBLUP and MAGBLUP 2 reached very similar levels of predictive
abilities and were superior to those obtained using MAGBLUP 1.

When focusing on GBLUP, the highest predictive abilities were obtained for scenario DFA_DFA which
was consistent with the SHO results on simulated traits. For all traits but PH, higher predictive abilities
were observed when predicting within the dent (D_D) or the flint lines (F_F) than within the admixed
lines (A_A). For instance, average predictive abilities of 0.70 and 0.69 were obtained for MF using D_D
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Figure 3.3: Boxplots of predictive abilities obtained by CV (HO method) for GBLUP, MAGBLUP 1 and
MAGBLUP 2 on real traits and by considering a. all 970 lines, or b, all 366 admixed lines

and F_F respectively, compared to 0.55 using A_A. Contrary to what was observed on simulated traits,
applying genomic predictions within a given genetic background did not always lead to the highest predictive
abilities. For instance, when a flint PS was predicted using flint lines for PH (F_F), the average predictive
ability was lower (0.37) than when using both flint and admixed lines (FA_F with 0.41). Like for simulated
traits, replacing half of the dent lines of the TS by admixed lines to predict a dent PS (DA_D) generally
depreciated less the average predictive ability than replacing them by flint lines (DF_D). For instance, an
average predictive ability of 0.68 was obtained using DA_D for MF compared to 0.66 using DF_D. Similar
trends could be observed when predicting a flint PS, as replacing half of the flint lines of the TS by admixed
lines (FA_F) generally depreciated less the predictive ability compared to using dent lines (DF_F). To predict
a dent PS, the lowest predictive abilities were achieved using a flint TS (F_D), as observed for MF (0.33).
Similar trends were observed when predicting flint lines using a dent TS (D_F) but with a higher level of
predictive ability, like with MF (0.60). A strong dissymmetry is thus observed between the dent and flint
lines, as flint lines are well predicted by dent lines whereas the opposite is less true. Unlike with simulated
traits, predicting a dent PS using a TS including dent and flint lines (DF_D) led to a higher average accuracy
than using an admixed TS (A_D) or a TS including all genetic backgrounds (DFA_D). For instance, when
considering MF, an average predictive ability of 0.66 was observed using DF_D compared to 0.60 using A_D
and 0.63 using DFA_D. The same trend was not always observed when predicting a flint PS as a higher
average predictive ability was observed for PH using an admixed TS (0.41 for A_F) compared to using a TS
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Table 3.7: Average of predictive abilities over 100 CV replicates (SHO method) for the five traits using
GBLUP

MF FF PH ELN TNL

DFA_DFA 0.76 (0.04) 0.75 (0.04) 0.57 (0.06) 0.70 (0.05) 0.76 (0.04)

DFA_D 0.63 (0.06) 0.65 (0.05) 0.41 (0.08) 0.49 (0.06) 0.56 (0.06)

D_D 0.70 (0.04) 0.72 (0.04) 0.52 (0.06) 0.54 (0.05) 0.59 (0.05)

DF_D 0.66 (0.05) 0.68 (0.05) 0.44 (0.08) 0.52 (0.06) 0.57 (0.06)

DA_D 0.68 (0.05) 0.70 (0.05) 0.48 (0.06) 0.52 (0.07 0.59 (0.06)

FA_D 0.53 (0.07) 0.55 (0.07) 0.27 (0.11) 0.40 (0.09) 0.49 (0.09)

F_D 0.33 (0.11) 0.43 (0.10) 0.07 (0.10) 0.31 (0.09) 0.39 (0.08)

A_D 0.60 (0.06) 0.61 (0.05) 0.34 (0.09) 0.44 (0.07) 0.53 (0.07)

DFA_F 0.71 (0.05) 0.70 (0.05) 0.37 (0.08) 0.66 (0.05) 0.67 (0.05)

F_F 0.69 (0.05) 0.68 (0.05) 0.37 (0.07) 0.67 (0.05) 0.67 (0.05)

DF_F 0.70 (0.05) 0.69 (0.05) 0.35 (0.08) 0.67 (0.05) 0.68 (0.05)

FA_F 0.70 (0.05) 0.70 (0.05) 0.41 (0.08) 0.66 (0.05) 0.67 (0.05)

DA_F 0.66 (0.06) 0.66 (0.06) 0.37 (0.08) 0.61 (0.05) 0.65 (0.05)

D_F 0.60 (0.07) 0.58 (0.08) 0.15 (0.11) 0.58 (0.07) 0.56 (0.07)

A_F 0.67 (0.05) 0.68 (0.05) 0.41 (0.08) 0.61 (0.06) 0.64 (0.05)

DFA_A 0.56 (0.08) 0.57 (0.08) 0.37 (0.08) 0.48 (0.08) 0.52 (0.07)

A_A 0.55 (0.06) 0.56 (0.07) 0.39 (0.08) 0.48 (0.07) 0.53 (0.07)

DF_A 0.57 (0.08) 0.58 (0.07) 0.39 (0.08) 0.48 (0.07) 0.53 (0.08)

DA_A 0.56 (0.06) 0.57 (0.06) 0.36 (0.09) 0.49 (0.07) 0.55 (0.06)

FA_A 0.54 (0.08) 0.56 (0.07) 0.39 (0.10) 0.48 (0.08) 0.51 (0.07)

D_A 0.53 (0.07) 0.54 (0.07) 0.36 (0.08) 0.46 (0.07) 0.49 (0.07)

F_A 0.52 (0.08) 0.54 (0.08) 0.38 (0.06) 0.44 (0.08) 0.45 (0.08)

Standard deviations over the predictive abilities of the 100 CV replicates are shown between brackets

including both flint and dent lines (0.35 for DF_F).

When predicting an admixed PS, using admixed lines (A_A) was not necessarily the best option. For
instance a higher predictive ability was observed when using a TS including both dent and flint lines (DF_A
with 0.57) compared to using A_A (0.55). In general, the level of predictive ability was similar for all
scenarios when predicting admixed individuals.

Discussion

Modeling group-specific allele in admixed populations

When a population is stratified into genetic groups, a heterogeneity of marker allele effects may be observed
across groups. To evaluate such effects and take them into account in genomic prediction, we developed
two genomic prediction models adapted to the prediction of admixed individuals, called MAGBLUP 1 and
MAGBLUP 2, implemented using linear mixed model. Both are based on an additive genetic model with
SNP-QTL allele effects that depend on both SNP alleles and ancestries (or local admixtures).
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MAGBLUP 1 was derived using a formalism in which the genotypic information at SNPs is random, and
is thus in line with the "animal model" (Henderson, 1984) and the decomposition of variance in admixed
populations proposed by Lo et al. (1993) and García-Cortés and Toro (2006). We proposed estimators of
the covariance matrices that take advantage of both genomic data and local admixtures, unlike Strandén
and Mäntysaari (2013) and Makgahlela et al. (2013) who adapted these models using global admixture
proportions and a standard kinship matrix estimated with SNPs. For given genetic groups A and B, the
model is expressed as a variance component model including a segregation variance σ2

S and two group-specific
genetic variances σ2

GA
and σ2

GB
. The segregation variance σ2

S was presented by Lande (1981), Lo et al. (1993)
or Lynch and Walsh (1998) and corresponds to the additional variance observed in an admixed population
that is due to group specific means at SNPs. It depends on two factors: the differentiation allele frequencies
between groups and the existence of group-specific allele effects. From a breeding perspective, it highlights
the possibility to generate genetic variance from differentiated genetic groups whose genetic diversity is low.
This variance was also recently used in the metafounders theory, which is dedicated to the connection of
pedigrees with partial genomic information that are used in single-step evaluation of structured populations
(Legarra et al., 2015).

MAGBLUP 2 was derived using a formalism in which SNP allele effects are random, and is thus is line with
a bayesian conception of genomic prediction models (Meuwissen et al., 2001; Gianola et al., 2009). Using this
formalism, it is possible to allow for genetic covariances between individuals from different groups, assuming
that SNP allele effects are at least partly conserved between groups. Different genomic prediction models
were proposed which explicitly accounted for covariances between effects of different groups, as proposed by
Karoui et al. (2012) and Lehermeier et al. (2015). This same formalism was also used to derive a priori
indicators of accuracy or to find relevant estimators of relatedness in structured populations (Wientjes et al.,
2015a, 2017). Rather than modeling directly covariances between effects across groups, we re-parametrized
QTL allele effects into a main effect and group-specific deviations, as proposed by Schulz-Streeck et al. (2012),
de los Campos et al. (2015) or Technow and Totir (2015). Here also, the main innovation of our model lies in
the valorization of genomic data and local admixtures, whereas other methods based on the second formalism
did not account for admixture. MAGBLUP 2 could be expressed as a variance component model including
a component that is due to main SNP allele effects σ2

U and two components that are due to group-specific
deviations effects σ2

UA
and σ2

UB
. These components can be used to better understand the genetic determinism

of a given trait as they provide insights concerning the conservation of SNP allele effects across genetic groups.
This information is tightly linked to the concept of genetic correlation between genetic groups, which is an
important parameter to consider when applying GS in a structured population (?Wientjes et al., 2017).

Both genomic prediction models MAGBLUP 1 and 2 can theoretically be interpreted in terms of the
origin of genetic covariance between individuals. According to MAGBLUP 1, a pure individual from a given
group A can be predicted by a multi-group TS using the intercept of group A and genetic information from
both admixed and other group A individuals, through the covariance of gA. However, no information can be
borrowed from a pure individual of the alternative group B, as a null kinship is assumed between individuals
coming from different groups. Admixed individuals can be predicted using an average of group-specific
intercepts weighted by admixture proportions, and using genetic information from all types of individuals.
Interestingly, genetic information can be borrowed from another admixed individual, even though they do
not share any allele ancestry, through the segregation covariance of a. According to MAGBLUP 2, a pure
individual from a given group A can be predicted by a multi-group TS using genetic information from all
types of individuals through the covariance of u, and from both admixed and group A individuals through the
covariance of uA. Interestingly, MAGBLUP 2 allows for genetic information to be borrowed across genetic
groups if the SNP allele effects are at least partially conserved between groups (i.e. σ2

U > 0). In conclusion,
these two models underline the main sources of genetic covariance between individuals: (i) their kinship,
which tend to be null between individuals from different groups, (ii) the conservation of QTL alleles effects
between groups, and (iii) the segregation of allele ancestries within admixed individuals.
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Variance components and genomic predictions

Based on simulated traits, the models were evaluated concerning their precision in variance component
estimation and genomic prediction accuracy, using a "Flint-Dent" maize inbred panel including admixed
individuals. The precision in variance component estimation was evaluated for traits simulated using various
contributions of group-specific deviations effects at QTLs. Both models generally estimated their variance
components accurately, although a bias has been observed when estimating the segregation variance σ2

S using
MAGBLUP 1 for the genetic determinism with highly differentiated allele effects across groups. Note that
the variance components of MAGBLUP 1 and 2 are not directly comparable as the origin of the variation
either comes from the genotypes for MAGBLUP 1 or from the allele effects for MAGBLUP 2.

For genomic prediction, both models were then compared to GBLUP for the same three types of genetic
determinisms using standard CV scenarios. Both MAGBLUP 1 and 2 led to higher accuracies than GBLUP
when group-specific QTL allele effects were simulated, and the gain was the highest for the genetic deter-
minism with QTL allele effects drawn independently within each group. When evaluated for the genetic
determinism with conserved QTL allele effects between groups, MAGBLUP 2 led to accuracies similar as
GBLUP, while MAGBLUP 1 resulted in slightly lower accuracies. These results indicated that MAGBLUP 2
is more robust than MAGBLUP 1 against a wide variety of genetic determinisms. This can be explained by
the possibility for genetic information to be borrowed from one group to another, which gives a substantial
advantage when QTL allele effects are conserved between groups, as discussed by Lehermeier et al. (2015).
These simulations also show evidence of the high robustness of GBLUP with respect to the heterogeneity of
SNP allele effects across groups, as the gain in accuracy did not exceed around 0.15 in scenario A.

Using five real traits, MAGBPLUP 1 and 2 were compared to GBLUP for variance component estimates
and genomic prediction accuracy. The genetic variance σ2

G estimated with GBLUP was comparable and
generally higher than the group-specific variances σ2

GD
and σ2

GF
estimated with MAGBLUP 1. The segrega-

tion variance estimates were relatively low for flowering traits compared to group-specific genetic variances,
but was substantial for PH. These results suggest an additional variance generated by admixture for PH,
which is consistent with the higher phenotypic variance estimated in the phenotypic analyses for admixed
lines compared to pure lines (Supplementary Table S3.1). Using MAGBLUP 2, the proportion of variance
estimated to be due to main SNP allele effects was much higher than those due to group-specific deviations
effects for all traits. These results suggested that the genetic determinism of these five traits consisted of a
polygenic background whose QTL allele effects are mainly conserved between the dent and the flint groups.
As expected on the basis of this statement, the two MAGBLUP models did not lead to a substantial gain in
accuracy, even though MAGBLUP 2 allowed limited gains using all the individuals.

Based on the conclusion of Chapter 2, we could have expected that the proportion of variance due to
group-specific QTL deviations effects would be higher for MF and FF. Previous QTL mapping and GWAS
studies had also shown differences in terms of genetic determinism between dent and flint groups for flowering
traits (???). These results with the ones observed in the present study may suggest the existence of group
differences at main QTLs, while the polygenic background is mainly conserved between groups. Alternatively,
group differences in SNP allele effects may be mainly due to interactions between QTLs and the genetic
background so that the SNP allele effects would not be conserved for a given ancestry between the pure and
the admixed genetic backgrounds. In such a configuration, modeling the genetic value of an individual, as
being a sum of QTL allele effects which depend on both the allele at the QTL and its ancestry, would not
be relevant. Several results support this hypothesis concerning flowering time: (i) QTLs interacting with the
genetic background were detected in Chapter 2, (ii) directional epistasis was detected in Chapter 2, and (iii)
variance components estimated using MAGBLUP 2 while excluding admixed individuals suggested a higher
contribution of group-specific deviations effects (Supplementary Table S3.4). It such a situation, it could be
more appropriate to perform genomic predictions using models that account directly for epistatic interactions
between QTLs (Vitezica et al., 2017), or other methods accounting for various types of heterogeneity between
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genetic groups, such as computing an alternative covariance matrix based on specific kernel functions (Heslot
et al., 2015).

In conclusion, MAGBLUP 1 and 2 showed their complementarity as genomic prediction and variance
component models in the context of a structured population including admixed individuals. Even though,
we did not observe substantial gains in terms of genomic prediction accuracy when applied to a "Flint-Dent"
panel evaluated for traits, these models would find applications if the existence of group-specific SNP allele
effects were identified or highly suspected for a given species. As discussed by Ibánez-Escriche et al. (2009)
or Technow et al. (2012), the modeling of group-specific allele effects would probably be more beneficial
compared to standard GBLUP for datasets genotyped as low to medium density. This statement is based on
the hypothesis that LD between SNPs and QTLs is more likely to differ between groups at these densities.
Finally, extension to more than two groups is straightforward for MAGBLUP 2 but not for MAGBLUP 1 as
it would require to divide the segregation variance into several components, as shown by Lo et al. (1993) and
(García-Cortés and Toro, 2006).

Benefits from admixed individuals in multi-group training sets

Genetic structure may impact the accuracy of genomic predictions, particularly if a given genetic group to
be predicted is not represented in the TS, as shown by Olson et al. (2012), Chen et al. (2013), Technow et al.
(2013) or Lehermeier et al. (2014). The use of multi-group TS was proposed for several applications including
the possibility to apply predictions to a wide range of genetic diversity, the improvement of genomic selection
efficiency in genetic groups with limited size or the optimization of resources for traits that are expensive to
evaluate. One could question whether including admixed individuals, instead of assembling pure individuals,
would help to create connections between genetic groups and allow for more genetic information to be
borrowed.

The interest of admixed individuals was first evaluated using the "Flint-Dent" maize inbred panel and
simulated traits for which QTL allele effects were partially conserved between dent and flint genetic groups.
Different CV scenarios were defined, for a given size of TS and PS, by leveraging the contribution of each
genetic background (dent, flint or admixed) to the TS and the PS. As previously shown in Chapter 1 (Rio
et al., 2019), a given group-specific PS was best predicted with GBLUP using a TS including only individuals
from the same genetic group. Conversely, applying across-group predictions could highly depreciate genomic
prediction accuracy, while multi-group TSs showed a relatively high accuracy no matter the target PS. Using
MAGBLUP 1 or 2 instead of using GBLUP led to limited gains when predicting dent or flint lines but
greatly improved the accuracy when predicting admixed lines. Along with the simulations made by Toosi
et al. (2013), these results support the use of multi-group TSs with admixed individuals, particularly when
the target PS also includes admixed individuals.

When the same procedure was applied to the five real traits using GBLUP, differences could be observed
compared to the simulated traits. First the level of accuracy, obtained when applying genomic prediction
within a given genetic background was generally lower for the admixed lines while it was intermediate for
simulated traits. Flint lines were generally well predicted by dent lines while the opposite was not true.
These results may suggest more QTLs being only polymorphic in the dent group for MF, FF, ELN and TNL,
although genome wide more SNPs are only polymorphic in the flint group (results not shown). Another
hypothesis lies in the higher contribution of dent- compared to flint-specific deviations effects (see Table 3.6
and Supplementary Table S3.4), making dent lines more difficult to predict by the flint lines than the opposite.
Considering flowering traits, the level of accuracy obtained for across-group predictions is higher than those
observed by Lehermeier et al. (2014), but may be explained by the use of a diversity panel compared to the
bi-parental progenies used in their study. The consistence between the results observed on flowering traits
and the traits related to plant architecture (ELN and TNL) is probably due to the proximity of these traits
in terms of genetic determinism (Li et al., 2016a; Bouchet et al., 2016). Replacing pure lines by admixed lines
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in a multi-group TS generally depreciated the accuracy to predict pure lines, and possibly admixed lines.
A noticeable exception was PH for which FA_F lead to a better accuracy than F_F. Using MAGBLUP
1 or 2 instead of GBLUP did not improve the genomic prediction accuracy, as expected from the results
based on standard CV scenarios. Surprisingly, these results are not really supporting the idea of using a
multi-group TSs with admixed individuals rather than using pure individuals. Here also, a hypothesis to
explain these results would be the existence of multiple epistatic interactions between QTLs and the genetic
background. Such interactions would be shuffled within admixed individuals and would limit the amount
of genetic information to be borrowed. In such context, the best source of genetic information to predict a
given individual would consist in other individuals from the same genetic group.

Conclusion

In conclusion, MAGBLUP 1 and 2 showed their complementarity as genomic prediction models in the context
of a structured population with admixed individuals. While MAGBLUP 1 can be used to identify the
segregation variance generated by admixture, MAGBLUP 2 can be used to disentangle the variance that is
due to main SNP allele effects from that due to group-specific deviations. The benefits of using admixed
individuals in multi-group TSs were not systematic across traits and genetic groups for this panel but remains
to be tested for other genetic groups, hybrid performance evaluation, or other species.
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Appendix A

For a given trait, let E (Gi) be the expected genetic value:

E(Gi) = E

(
M∑

m=1

(
β0

m + Wim

(
β1

m − β0
m

))
)

E(Gi) =
M∑

m=1

E
(
β0

m + Wim

(
β1

m − β0
m

))

E(Gi) =
M∑

m=1

(
β0

m + E(Wim)(β1
m − β0

m)
)

E(Gi) =
M∑

m=1

(
β0

m + fm(β1
m − β0

m)
) def

= µ

Appendix B

For a given trait, let cov (Gi, Gj |αij), later referred to as cov (Gi, Gj), be the covariance between the genetic
values of individuals assuming a kinship αij :

cov(Gi, Gj) = cov

(
M∑

m=1

(
β0

m + Wim

(
β1

m − β0
m

))
,

M∑

m′=1

(
β0

m′ + Wjm′

(
β1

m′ − β0
m′

))
)

cov(Gi, Gj) =
M∑

m=1

cov
(
β0

m + Wim

(
β1

m − β0
m

)
, β0

m + Wjm

(
β1

m − β0
m

))

cov(Gi, Gj) =
M∑

m=1

cov (Wim, Wjm)
(
β1

m − β0
m

)2

cov(Gi, Gj) =
M∑

m=1

(E (Wim, Wjm) − E (Wim) E (Wjm))
(
β1

m − β0
m

)2

cov(Gi, Gj) =
M∑

m=1

(
αijfm + (1 − αij)f2

m − f2
m

) (
β1

m − β0
m

)2

cov(Gi, Gj) = αij

M∑

m=1

fm (1 − fm)
(
β1

m − β0
m

)2 def
= αijσ2

G

Note that an absence of LD was assumed between QTLs
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Appendix C

Let E (Gi|wi), later referred to as E (Gi), be the expected genetic value of an individual, with given alleles
at QTLs, over an infinite sampling of allele effects:

E(Gi) = E

(
M∑

m=1

(
β0

m + Wim

(
β1

m − β0
m

))
)

E(Gi) =
M∑

m=1

E
(
β0

m + Wim

(
β1

m − β0
m

))

E(Gi) =
M∑

m=1

(
E(β0

m) + E(β1
m)Wim − E(β0

m)Wim

)

E(Gi) = 0

Appendix D

Let cov(Gi, Gj |wi,wj), later referred to as cov(Gi, Gj), be the covariance between the genetic values of
individuals, with given alleles at QTLs, over an infinite sampling of allele effects:

cov(Gi, Gj) = cov

(
M∑

m=1

(
β0

m + Wim

(
β1

m − β0
m

))
,

M∑

m′=1

(
β0

m′ + Wjm′

(
β1

m′ − β0
m′

))
)

cov(Gi, Gj) =
M∑

m=1

cov
(
β0

m + Wim

(
β1

m − β0
m

)
, β0

m + Wjm

(
β1

m − β0
m

))

cov(Gi, Gj) =
M∑

m=1

(
V
(
β0

m

)
− V

(
β0

m

)
Wim + WimWjmV

(
β1

m

)
− WimV

(
β0

m

)
+ WimWjmV

(
β0

m

))

cov(Gi, Gj) =
M∑

m=1

(
σ2

β − σ2
βWim + WimWjmσ2

β − Wimσ2
β + WimWjmσ2

β

)

cov(Gi, Gj) =
M∑

m=1

((1 − Wim) (1 − Wjm) + WimWjm) σ2
β

cov(Gi, Gj) =
1

M

M∑

m=1

((1 − Wim) (1 − Wjm) + WimWjm) Mσ2
β

def
= φijσ2

U
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Appendix E

For a given trait, let E (Gi|πi), later referred to as E(Gi), be the expected genetic value of an with a proportion
of genome A πi:

E(Gi) = E

(
M∑

m=1

(
AimA

(
β0

mA + Wim(β1
mA − β0

mA)
)

+ AimB

(
β0

mB + Wim(β1
mB − β0

mB)
))
)

E(Gi) =
M∑

m=1

E
(
AimA

(
β0

mA + Wim(β1
mA − β0

mA)
)

+ AimB

(
β0

mB + Wim(β1
mB − β0

mB)
))

E(Gi) =
M∑

m=1

(
E(AimA)β0

mA + E(AimAWim)(β1
mA − β0

mA) + E(AimB)β0
mB + E(AimBWim)(β1

mB − β0
mB)

)

E(Gi) =
M∑

m=1

(
πiβ

0
mA + πifmA(β1

mA − β0
mA) + (1 − πi)β0

mB + (1 − πi)fmB(β1
mB − β0

mB)
)

E(Gi) =
M∑

m=1

(
πi

(
β0

mA + fmA(β1
mA − β0

mA)
)

+ (1 − πi)
(
β0

mB + fmB(β1
mB − β0

mB)
))

E(Gi) = πi

M∑

m=1

(
β0

mA + fmA(β1
mA − β0

mA)
)

+ (1 − πi)
M∑

m=1

(
β0

mB + fmB(β1
mB − β0

mB)
)

E(Gi) = πi

M∑

m=1

µmA + (1 − πi)
M∑

m=1

µmB
def
= πiµA + (1 − πi)µB

Appendix F

For a given trait, let cov(Gi, Gj |πi, πj , θA
ij , αA

ij , αB
ij), later referred to as cov(Gi, Gj), be the genetic covariance

between two individuals i and j, assuming a proportion πi of genome A for i and πj for j, a proportion of
shared ancestry θA

ij between i and j for the genome originated from group A, a kinship αA
ij between i and

j on their shared ancestries for the genome originated from group A and a kinship αB
ij between i and j on

their shared ancestries for the genome originated from group B. We have also θB
ij = 1 − πi − πj + θA

ij being
the proportion of shared ancestries of i and j for the genome originated from group B, θAB

ij = πi − θA
ij is

the proportion of not shared ancestries corresponding to the genome of i originated from group A and of j

originated from group B, and θBA
ij = πj − θA

ij is the proportion of not shared ancestries corresponding to the
genome of i originated from group B and of j originated from group A:

cov(Gi, Gj) = cov

(
M∑

m=1

(
γ0

m + Wim

(
γ1

m − γ0
m

)
+ AimA

(
δ0

mA + Wim

(
δ1

mA − δ0
mA

))

+AimB

(
δ0

mB + Wim

(
δ1

mB − δ0
mB

)))
,

M∑

m′=1

(
γ0

m′ + Wjm′

(
γ1

m′ − γ0
m′

)

+Ajm′A

(
δ0

m′A + Wjm′

(
δ1

m′A − δ0
m′A

))
+ Ajm′B

(
δ0
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(
δ1

m′B − δ0
m′B
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cov(Gi, Gj) =
M∑

m=1

cov
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m + Wim
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γ1

m − γ0
m

)
+ AimA
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δ0
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mB
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(
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)
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β1
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(
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(
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cov(Gi, Gj) = ∆ij
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(µmA − µmB)2 + θA
ijαA

ij

M∑
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(
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Note that an absence of LD was assumed between QTLs and:

cov (AimA, AjmA) = θA
ij − πiπj = ∆ij

cov (AimB , AjmB) = θB
ij − (1 − πi) (1 − πj) = ∆ij

cov (AimA, AjmB) = θAB
ij − πi (1 − πj) = −∆ij

cov (AimB , AjmA) = θBA
ij − (1 − πi)πj = −∆ij
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ij
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)
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Appendix G

Let E (Gi|ai,wi), later referred to as E(Gi), be the expected genetic value of an individual, with given local
admixtures and alleles at QTLs, over an infinite number of samples of allele effects:

E(Gi) = E

(
M∑
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γ0

m + Wim
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γ1
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δ0

mA + Wim

(
δ1

mA − δ0
mA

))
+ AimB

(
δ0

mB + Wim

(
δ1

mB − δ0
mB

)))
)

E(Gi) =
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E(Gi) = 0
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Appendix H

Let cov(Gi, Gj |ai,aj ,wi,wj) be the covariance between the genetic values of pairs of individuals, with given
alleles at QTLs, over an infinite number of samples of allele effects:

cov(Gi, Gj) = cov

(
M∑

m=1
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m + Wim

(
γ1
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m

)
+ AimA

(
δ0

mA + Wim
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General discussion

The advent of high density genotyping opened new perspectives in quantitative genetics studies including
the identification of QTLs in GWAS, and the prediction of breeding values in GS to improve the efficiency of
selection. The stratification of breeding populations into genetic groups challenges these methods, notably
through the existence of group-specific allele effects at SNPs. Generating admixed individuals, to be included
in GWAS and GS studies, is an appealing solution to allow for a better connection between genetic groups
and to better understand the genetic determinism of traits. This thesis had several objectives concerning the
identification and the modeling of group-specific QTL allele effects, as well as the evaluation of the interest of
admixed individuals, from both GWAS and GS perspectives. Two maize diversity panels were studied, with
different levels of genetic diversity: the "Amaizing Dent" panel which could be subdivided in three genetic
sub-groups, and the "Flint-Dent" panel including flint lines, most dent lines of the "Amaizing Dent" panel, as
well as admixed lines generated by crossing pure dent and flint lines.

The first objective of this thesis was to study the impact of genetic structure on genomic selection efficiency
within the "Amaizing-Dent" panel. Assembling genetic groups into multi-group TSs was proposed by de Roos
et al. (2009) to (i) apply genomic predictions to a broad range of genetic diversity, (ii) improve the accuracy
for genetic groups with limited size or (iii) optimize resources for traits that are expensive to evaluate. In
this panel, assembling genetic groups was an effective solution for achieving good levels of predictive abilities,
regardless of the target PS. To predict a group-specific PS, increasing the size of the TS by adding extra-
group individuals generally improved the predictive ability. The benefits were especially important when
targeting the Iodents (group C), which is consistent with their recent origin and their proximity to certain
group A individuals. It illustrated that genetic information can be borrowed from one group to another
in the "Amaizing Dent" panel, even when close relatives of the PS are already included in the TS. These
results are in favor of the development of generic TSs that could be evaluated on high-throughput genotyping
platforms, or through extensive field trials, for traits like drought tolerance in maize (Millet et al., 2016).
Using the multivariate genomic prediction models proposed by Lehermeier et al. (2015) called Multi-group
GBLUP (MGBLUP), the genetic correlations between groups can be estimated to get insights concerning the
conservation of SNP allele effects across genetic groups. The genetic correlation estimates were close to 1 for
all traits but grain moisture (around 0.7), suggesting a high conservation of SNP allele effects. Depending on
the genetic correlation, different prediction strategies strategies can be considered as discussed by Lehermeier
et al. (2015): null genetic correlations suggest to train the model separately within each group using GBLUP,
genetic correlations close to 1 suggest to train the model on a multi-group TS using GBLUP, and intermediate
correlations suggest to train the model on a multi-group TS using MGBLUP. No gain was observed in terms
of genomic prediction accuracy when comparing GBLUP to MGBLUP, even for grain moisture. These results
suggested that the impact of genetic structure on the accuracy is probably not resulting from a heterogeneity
of SNP allele effects across groups in this dataset. We also evaluated the efficiency of a priori indicators to
forecast genomic prediction accuracy in this panel. The stantard CD indicator was used to get estimates of
accuracy that were compared to those empirically obtained with the structure-based scenarios. Standard CD
was not always efficient to forecast the best scenario. We also evaluated new indicators proposed by Wientjes
et al. (2015a) which use the genetic correlations estimated using MGBLUP. These led to no improvement,
suggesting that the erratic performances of standard CD observed in this dataset were not caused by its
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underlying hypothesis, being the conservation of SNP allele effects between groups. Our hypothesis is that
the poor performances of CD is rather caused by group differences in allele frequencies at QTLs.

Another objective of this thesis was to develop a GWAS methodology to identify QTLs with group-specific
allele effects. While many genomic prediction models have been developed to account for the heterogeneity of
SNP and QTL allele effects across genetic groups (Karoui et al., 2012; Schulz-Streeck et al., 2012; Lehermeier
et al., 2015; de los Campos et al., 2015; Technow and Totir, 2015), to our knowledge no GWAS model was
proposed to identify QTLs with contrasted effects across groups. We developed a GWAS methodology to
identify such regions and showed how including admixed individuals can help to disentangle the factors causing
the heterogeneity of allele effects across groups: local genomic differences (group differences in LD or group
specific mutations) or epistatic interactions between QTLs and the genetic background. The methodology was
applied to the "Flint-Dent" panel which assembles a broader diversity than that observed in the "Amaizing-
Dent" panel. Several new flowering time QTLs were identified compared to applying the standard GWAS
model proposed by Yu et al. (2006) separately within each group. Applying different GWAS strategies was
shown as being complementary to maximize the number of QTLs detected. The high number of QTLs
detected for maize flowering in our study is in accordance with the results of Chardon et al. (2004) and
Buckler et al. (2009) concerning maize flowering as being highly polygenic, with at least several 10s of QTLs
involved. Various configurations were observed, especially at known flowering QTLs such as Vgt1 (Salvi et al.,
2007; Ducrocq et al., 2008), Vgt2 (Bouchet et al., 2013) or Vgt3 (Salvi et al., 2011, 2017). In our study, group-
specific allele effect resulted from both local genomic differences (group differences in LD or group-specific
mutations) and/or interactions with the genetic background depending on the QTL. Our results also suggest
the existence of QTLs with either additive or interacting profiles. The importance of epistatic interactions
with the genetic background on group-specific allele effects was supported by evidence of directional epistasis
revealed by admixed individuals.

Knowing the possible existence of group-specific SNP allele effects, we developed two genomic prediction
models, dedicated to admixed individuals, that would account for this heterogeneity. The first model, Multi-
Group Admixed GBLUP (MAGBLUP) 1, was derived according to the "animal model" and decomposed the
genetic variance into group-specific variance components and a segregation variance component due to ad-
mixture, as proposed by Lo et al. (1993) and García-Cortés and Toro (2006). The second model, MAGBLUP
2, was derived assuming that the SNP alleles are drown from random distributions and decomposed these
effects into a main SNP allele effect and group-specific deviations, along with Schulz-Streeck et al. (2012),
de los Campos et al. (2015) or Technow and Totir (2015). The originality of these models lies in their ability
to take advantage of genomic data, local admixtures and group specific allele effects. While MAGBLUP 1
can be used to identify the additional genetic variance generated by admixture, MAGBLUP 2 can be used
to analyze the conservation of SNP allele effects across genetic groups. Using the "Flint-Dent" panel and
simulated traits, both models were effective to estimate their respective variance components and prove their
efficiency in terms of genomic prediction accuracy compared to GBLUP. As expected , the gain was partic-
ularly important when both TS and PS included admixed individuals. However, no gain was observed for
the real traits. The estimates of variances obtained with MAGBLUP 2 suggested a very limited contribution
of group-specific deviation effects compared to main SNP effects. This could either suggest very conserved
polygenic background effects, which is apparently contradictory with the conclusions of Chapter 2, or a lack
of consistency between the SNP allele effects for a given allele ancestry. The underlying assumption of MAG-
BLUP 1 and 2 is indeed that group-specific allele effects only result from local genomic differences and not
from epistatic interactions with the genetic background. Using the same panel, we also evaluated the benefits
of including admixed individuals in multi-group TSs, in order to allow for more connection between genetic
groups. Their interest was clearly shown using simulated traits, and was consistent with the results obtained
by Toosi et al. (2013) using a simulated dataset. The simulation results were not confirmed for most of the
real traits, for which assembling pure dent and flint lines was generally the most efficient. Here also, one
hypothesis to explain the differences between simulated and real traits was the role of epistatic interactions
between QTLs and the genetic background.
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More generally, this thesis aimed at investigating the importance of the heterogeneity of SNP allele effects
in structured maize diversity panels, resulting either from group-specific QTL allele effects or from group
differences in LD between SNPs and QTLs. One the one hand, applying GWAS within the "Flint-Dent" panel
highlighted a certain heterogeneity of allele effects for the detected QTLs. But on the other hand, applying
MGBLUP in the "Amaizing-Dent" panel or MAGBLUP 1 and 2 in the "Flint-Dent" panel rather suggested a
good conservation of the polygenic background across groups. As discussed by Ibánez-Escriche et al. (2009)
and Technow et al. (2012), the divergence between the observed SNP effects across genetic groups should
be more pronounced using low and medium density genotyping. This statement is based on the hypothesis
that LD between SNPs and QTLs is more likely to differ between groups at these densities. Within the
"Flint-Dent" panel, LD extent and linkage phase appear to be highly conserved over short distances between
physically linked markers (Supplementary Fig. S2.4 and S2.5). Using high density genotyping, group-specific
SNPs allele effects are likely to result mainly from interactions between QTLs and the genetic background,
or group-specific mutations in the region of QTLs. With the advent of whole genome sequencing for all
individuals, modeling group-specific allele effects for SNPs or structural variations should not be discarded
as it should provide a good understanding of the genetic determinism of traits across genetic groups.

This thesis also aimed at studying the interest of using admixed individuals in quantitative genetics
studies. From a GWAS perspective, they allowed to observe an allele with given group ancestry in different
genetic backgrounds. Observing differences in allele effects within admixed individuals versus pure individuals
suggests the existence of QTLs interacting with the genetic background. It might be questioned whether the
detection of QTLs interacting with the genetic background would be studied more efficiently by directly
modeling the interactions between QTLs, following Jannink (2007) or Crawford et al. (2017). From a GS
perspective, admixed individuals were suggested as a solution to allow for more connections between genetic
groups in multi-group TSs. Their efficiency was proven by Toosi et al. (2013) using simulations and was
consistent with our observations on simulated traits. However, the efficiency of admixed individuals was
more variable for the real traits tested which suggested complex genetic determinisms. More research needs
to be conducted to decide on their interest in multi-group TSs. A simple question arises from this thesis
concerning admixed individuals: does the cost of their production justify generating them? For academic
purposes, the necessity to further evaluate the pioneer approach of this thesis totally justifies their production
for other maize genetic groups or other plant and animal species. For breeding purposes, it remains unclear
whether the expected results justify their cost. Beyond the specific case of the Dents and Flints in maize,
the introduction of new sources of diversity in breeding programs generate admixed individuals. When
introgressing genetic diversity, the expectation of a breeder is to generate additional genetic variance. Such
variance can be finely modeled using MAGBLUP 1, as discussed in the perspectives.
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Perspectives

The different results of this thesis confirmed a number of hypotheses related to the impact of genetic structure
on quantitative genetics studies, such as the relevance of using multi-group TSs for genomic prediction. We
found also more surprising results such as the importance of directional epistasis for maize flowering time,
or the variable efficiency of admixed individuals to improve genomic prediction accuracy in multi-group TSs.
Altogether, this thesis suggested interesting perspectives to get a further understanding of the impact of
genetic structure in quantitative genetics studies.

Regarding the a priori estimation of accuracy, a new indicator called EthAcc was proposed recently by
Mangin et al. (2019). Based on the results of Chapter 1, group differences in QTL allele frequencies are
suspected to be as the main factor affecting the efficiency of CD-based a priori estimation of accuracy. The
EthAcc indicator is based on the estimated effect of the main QTLs identified by GWAS and thus accounts
for differences in allele frequencies at these same QTLs. It would therefore be very interesting to forecast
the genomic prediction accuracy using the EhtAcc indicator in the "Amaizing-Dent" and the "Flint-Dent"
panels, and compare its estimates to those based on CD. Further improvements could be obtained by using
group-specific estimates of QTL allele effects for traits that show evidence of a heterogeneity of allele effects
across genetic groups at main QTLs, such as flowering time in maize.

According to Chapter 2, there are interactions between QTLs and the genetic background for flowering
time in maize, and these interactions helped to interpret the GS results of Chapter 3. It may be beneficial to
perform genomic predictions using models that account directly for epistatic interactions between QTLs as
proposed by Vitezica et al. (2017). However, this modeling may not be suited to the evidence of directional
epistasis for flowering time. The problem of directional epistasis could be tackled by adding a covariate
amounting the level of admixture of the individual, based on the analogy of adding a covariate to account
for inbreeding depression in presence of directional dominance (Xiang et al., 2016).

In GWAS, the genetic background is classically modeled using a random effect of the polygenic back-
ground, as suggested by Yu et al. (2006). This polygenic effect is used to control for spurious associations
due to the stratification of the population into groups of related individuals, possibly creating long-range LD
between loci. Although no excess of false positives was apparent in Chapter 2 based on QQ-plot observation,
a better modeling of the genetic background, by accounting for group-specific SNP allele effects, may reduce
the residual error and increase statistical power. This would amount to modeling the polygenic background
according to MAGBLUP 1 or 2. Very little gain is to be expected for flowering time in maize, based on the
variance component estimates of Chapter 3, but this solution could be considered for traits showing evidence
of a polygenic background with group-specific allele effects.

MAGBLUP 1 and 2 prove their complementarity when applied to admixed populations to get insights
concerning the impact of genetic structure on given traits. In the short term, it would be interesting to apply
these models to other ear-architecture traits, that were also evaluated in 2015 for the "Flint-Dent" panel.
These traits included the length of the ear, the width of the ear, the number of rows, the number or kernel
per row, the mean size of a kernel, and many others. Using these traits, we would have a new opportunity to
evaluate the benefits of applying MAGBLUP models to predict breeding values. These traits could also be

87



of interest to reveal new evidence of group-specific SNP allele effects, possibly interacting with the genetic
background, using our new GWAS methodology. In addition to studying complementary traits using the
"Flint-Dent" panel, it would be interesting to apply these methods to other maize admixed populations and
to other species. As both GWAS and GS methods were developed in the context of homozygous inbred lines,
minor adjustments should be considered to account for heterozygosity, especially to be applied to animal
species. Accounting for group-specific dominance effects could then be considered.

Using the "Flint-Dent" panel, we studied the interest of admixed individuals for traits evaluated per se.
However, inbred lines are never used directly as cultivars in maize, but are further crossed to generate across-
group hybrids. In order to study the interest of admixed individuals in a hybrid context, the 366 admixed
lines have recently been crossed according to a highly incomplete diallel design to generate hybrids. These
admixed hybrids were evaluated for both phenology and productivity traits. Using such genetic material, it
should be possible to better understand the genetic determinism of heterosis. The observation of homozygous
and heterozygous loci being locally "dent-dent", "flint-flint" or "dent-flint", should enable the identification
of regions that require (i) the complementarity between flint and dent alleles versus both alleles with the
same group ancestry, and (ii) the heterozygosity versus the homozygosity at the QTL. One could imagine a
re-definition of heterotic groups according to the results. The benefit of using these hybrids in a generic TS for
hybrid predictions could also be evaluated, possibly along with an adaptation of MAGBLUP to heterogeneous
dominance effects depending on the combination of group ancestries of the two parental lines at the locus.

Both MAGBLUP models should also find interesting applications in the context of the exploitation of
genetic resources. When crossing a diversity donor to a pool of elite genetic material, a breeder could get an
estimate of the additional genetic variance generated by the donor within the progeny using MAGBLUP 1
(with the segregation variance). This additional variance is of great interest for a breeder because the genetic
variance is involved in the calculation of the usefulness criterion which determines the interest of a cross. The
conservation of QTL allele effects between the diversity donor and the elite material could be investigated
using MAGBPLUP 2, and may lead to a gain in genomic prediction accuracy if the donor is highly distant of
the elite material. Finally, applying our GWAS methodology could give a further insight concerning the cause
of the heterogeneity of QTL allele effects, whether it comes from differences in LD or epistatic interactions
with the genetic background.
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Supplementary Fig. S1.1: Evolution of the CV error criterion while increasing the number of groups from
2 to 8 using ADMIXTURE software on SNP data
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Supplementary Fig. S1.2: Bar-plot featuring individual admixture proportion for a number of groups
ranging from 2 to 8. Individuals are ordered using their maximal admixture coefficient at Q = 8. Each step
from Q to Q + 1 groups can either be characterized by the subdivision of one group into two others (ex from
Q = 2 to Q = 3) or the union of individuals of several groups to form a new one (from Q = 3 to Q = 4)
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Supplementary Fig. S1.3: PCoA on genetic distances with coloration of individuals using their maximal
admixture coefficient for different number of groups K
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Trait Model Location Plot h2 Repetitions h2 Mean Genotypic σ2 Residual σ2

Grain Yield Block AR1 Graneros 0.59 1.91 0.74 87.44 131.1 89.9

Grain Yield Block AR1 Bernburg 0.66 1.94 0.79 87.72 101.7 52

Grain Yield Block AR1 Niederhergheim 0.68 1.86 0.79 77.89 106.1 51

Grain Yield Block AR1 Villampuy 0.62 1.93 0.76 77.1 88.1 55

Grain Yield replicate Blois 0.7 1.79 0.81 93.51 100.3 42.1

Grain Yield Rep row col Mons 0.55 1.94 0.7 81.42 118.4 98.8

Grain Yield Rep row col Souprosse 0.82 1.97 0.9 88.15 102 22.3

Grain Moisture Bloc AR1 Graneros 0.81 1.99 0.89 19.67 5.3349 1.251

Grain Moisture Block AR1 Bernburg 0.92 2 0.96 30.61 4.7025 0.3837

Grain Moisture Block AR1 Blois 0.81 1.82 0.89 30.36 3.8288 0.8748

Grain Moisture Block AR1 Niederhergheim 0.87 1.95 0.93 22.68 5.332 0.8321

Grain Moisture Block AR1 Souprosse 0.87 2 0.93 26.8 4.6982 0.6743

Grain Moisture Block AR1 Villampuy 0.67 2.01 0.81 29.87 3.5885 1.7298

Grain Moisture Rep row col Mons 0.88 2 0.94 32.38 3.2301 0.4349

Yield Index Block AR1 Graneros 0.57 1.91 0.71 38.32 118.3 90.4

Yield Index Block AR1 Niederhergheim 0.62 1.86 0.76 21.27 98 59.2

Yield Index Rep row col Bernburg 0.7 1.94 0.82 11.17 103.2 45.1

Yield Index Rep row col Blois 0.68 1.79 0.79 17.68 95.9 46

Yield Index Rep row col Mons 0.56 1.94 0.71 0.55 133.7 105

Yield Index Rep row col Souprosse 0.77 1.97 0.87 21.18 85.9 26.3

Yield Index Rep row col Villampuy 0.56 1.93 0.71 2.47 84.3 65

Male Flowering Bloc AR1 Graneros 0.28 2 0.44 914.67 340.2 859.8

Male Flowering Block sub-block Mons 0.81 2.01 0.89 931.84 1450.1 351.2

Male Flowering Block sub-block Niederhergheim 0.74 2.01 0.85 922.77 1339.4 471.9

Male Flowering Rep row col Bernburg 0.78 2.01 0.87 805.13 692.6 199.6

Male Flowering Rep row col Blois 0.86 2.01 0.93 853.37 1200.9 190.2

Male Flowering Rep row col Souprosse 0.82 2.01 0.9 887.41 1023.8 226.3

Male Flowering Rep row col Villampuy 0.77 2 0.87 927.38 1046.8 306

S
u

p
p

le
m

e
n

ta
r
y

T
a
b

le
S

1
.1:

Inform
ation

on
phenotypic

data
in

each
field

trials
w

here
P

lot
h

2
is

the
plot

heritability,
R

ep
etition

is
the

average
num

b
er

of
rep

etitions
of

each
genotyp

e,
h

2
is

the
heritability

of
the

genotypic
m

ean,
G

enotypic
and

R
esidual

σ
2

are
the

genotypic
and

residual
variances

resp
ectively.

T
he

"M
odel"

colum
n

define
the

m
odel

chose
to

correct
for

w
ithin

trials
spatial

eff
ects

using
A

IC
criterion:

R
eplicate

m
odel :

Y
ij

=
µ

+
α

i +
β

j +
E

ij
w

here
Y

ij
is

the
phenotyp

e
ofgenotyp

e
i

in
block

j,
µ

is
the

intercept,
α

i
is

the
fixed

eff
ect

of
genotyp

e
i,

β
j

is
the

fixed
eff

ect
of

block
j,

E
ij

is
the

error
w

here
E

ij
∼

N
(0

,σ
2E

)
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=
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+

X
r

+
Y

c +
E

ij
r

l
is

identical
to

R
eplicate

m
odel

but
X

r
and
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N
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2X

)
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Y

c
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N
(0

,σ
2Y

)
i.i.d.
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Scenario Grain Moisture Grain Yield Yield Index Male Flowering

ABC_ABC 0.72 (0.12) 0.70 (0.13) 0.65 (0.15) 0.68 (0.12)

ABC_A 0.61 (0.16) 0.60 (0.17) 0.51 (0.19) 0.60 (0.15)

A_A 0.68 (0.12) 0.65 (0.13) 0.57 (0.15) 0.68 (0.12)

BC_A 0.54 (0.17) 0.47 (0.17) 0.23 (0.23) 0.54 (0.16)

B_A 0.49 (0.20) 0.51 (0.17) 0.28 (0.20) 0.53 (0.16)

C_A 0.57 (0.16) 0.45 (0.17) 0.14 (0.22) 0.51 (0.16)

ABC_B 0.66 (0.13) 0.61 (0.14) 0.42 (0.17) 0.50 (0.15)

B_B 0.69 (0.10) 0.65 (0.11) 0.48 (0.15) 0.56 (0.13)

AC_B 0.58 (0.16) 0.50 (0.18) 0.40 (0.18) 0.50 (0.15)

A_B 0.49 (0.18) 0.48 (0.17) 0.27 (0.21) 0.45 (0.18)

C_B 0.60 (0.13) 0.53 (0.15) 0.31 (0.19) 0.45 (0.16)

ABC_C 0.61 (0.14) 0.60 (0.14) 0.38 (0.19) 0.59 (0.12)

C_C 0.52 (0.12) 0.59 (0.13) 0.51 (0.13) 0.53 (0.14)

AB_C 0.61 (0.15) 0.57 (0.13) 0.22 (0.23) 0.60 (0.15)

A_C 0.56 (0.15) 0.50 (0.16) 0.05 (0.26) 0.57 (0.13)

B_C 0.55 (0.17) 0.43 (0.17) 0.21 (0.19) 0.40 (0.20)

Supplementary Table S1.2: Average of predictive abilities obtained with the the structure-based cross-
validations (SHO) using M0. Standard deviations are shown between brackets
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Supplementary Fig. S1.4: Box-plots of predictive abilities obtained with the structure-based cross-
validations (SHO) for scenarios ABC_ABC and ABC_X using different models of prediction for a. grain
Moisture, b. Grain Yield, c. Yield Index and d. Male Flowering
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Supplementary Fig. S1.5: Box-plots of RMSP obtained with the structure-based cross-validations (SHO)
for scenarios ABC_ABC and ABC_X using different models of prediction for a. grain Moisture, b. Grain
Yield, c. Yield Index and d. Male Flowering
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Supplementary Fig. S1.6: Box-plots of predictive abilities obtained with the structure-based cross-
validations (SHO) for across-group scenarios using different models of prediction for a. grain Moisture, b.
Grain Yield, c. Yield Index and d. Male Flowering
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Supplementary Fig. S1.7: Box-plots of accuracies obtained with the structure-based cross-validations
(SHO) for across-group scenarios using different models of prediction for a. grain Moisture, b. Grain Yield,
c. Yield Index and d. Male Flowering
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Supplementary Fig. S1.8: Box-plots of RMSP obtained with the structure-based cross-validations (SHO)
for across-group scenarios using different models of prediction for a. grain Moisture, b. Grain Yield, c. Yield
Index and d. Male Flowering
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Grain Moisture Grain Yield Yield Index Male Flowering

σ2
GA

2.35 (0.28) 59.02 (6.89) 66.93 (7.78) 559.87 (61.62)

σ2
GB

1.94 (0.37) 28.60 (6.33) 34.43 (9.66) 335.19 (62.82)

σ2
GC

0.70 (0.14) 20.19 (4.80) 14.12 (4.88) 219.61 (34.94)

rAB 0.72 (0.12) 0.96 (0.04) 0.95 (0.04) 0.99 (0.01)

rAC 0.65 (0.11) 0.92 (0.08) 0.88 (0.14) 0.99 (0.01)

rBC 0.62 (0.12) 0.92 (0.07) 0.88 (0.14) 0.99 (0.01)

σ2
EA

0.36 (0.11) 5.31 (2.35) 4.57 (2.13) 46.85 (17.68)

σ2
EB

0.51 (0.19) 7.12 (3.46) 14.17 (6.40) 32.37 (22.89)

σ2
EC

0.29 (0.09) 4.24 (2.67) 8.15 (3.73) 9.65 (6.22)

Supplementary Table S1.3: Posterior mean of group-specific genetic variances, genetic correlations and
environmental variances estimated with M3 and K3 on all the data. Posterior standard deviations, obtained
on Gibbs samples, are shown between brackets
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Grain Moisture Grain Yield Yield Index Male Flowering

VS A B C A B C A B C A B C

CD 0.33 0.23 0.21 0.32 0.23 0.20 0.27 0.21 0.29 0.31 0.18 0.20

CDgp1 0.39 0.30 0.29 0.33 0.24 0.21 0.26 0.21 0.28 0.31 0.18 0.20

CDgp2 0.41 0.35 0.36 0.35 0.27 0.28 0.27 0.21 0.24 0.33 0.20 0.26

Supplementary Table S1.4: RMSE between a priori estimates of accuracy and empirical accuracies using
M0 and structure-based cross-validations (SHO) for group-specific VS (e.g. A includes ABC_A, A_A,
BC_A, B_A and C_A)
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Supplementary Fig. S1.9: A priori estimates of accuracy, using three different CD indicators, plotted
against empirical accuracies obtained on the SHO replicates using M0, for Grain Moisture
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Supplementary Fig. S1.10: A priori estimates of accuracy, using three different CD indicators, plotted
against empirical accuracies obtained on the SHO replicates using M0, for Grain Yield
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Supplementary Fig. S1.11: A priori estimates of accuracy, using three different CD indicators, plotted
against empirical accuracies obtained on the SHO replicates using M0, for Yield Index
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Supplementary Fig. S1.12: A priori estimates of accuracy, using three different CD indicators, plotted
against empirical accuracies obtained on the SHO replicates using M0, for Male Flowering
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Supplementary Fig. S1.13: A priori estimates of accuracy (CDgp1), plotted against empirical accuracies
obtained on the SHO replicates with predictions of breeding values computed using M3 and K0. To explore
all scenarios, including across group predictions, variances parameters were estimated on the whole dataset
(using M3, K0) presented in Table 8
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Supplementary Fig. S1.14: A priori estimates of accuracy (CDgp2), plotted against empirical accuracies
obtained on the SHO replicates with predictions of breeding values computed using M3 and K3. To explore
all scenarios, including across group predictions, variances parameters were estimated on the whole dataset
(using M3, K3) presented in Supplementary Table S4
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Supplementary Fig. S1.15: A priori estimates of accuracy, using standard CD indicator, plotted against
empirical accuracies obtained with 1,000 SHO replicates using M0, for two simulated traits. A priori accuracy
using CD is a good proxy of empirical accuracies for trait 1 but is less efficient for trait 2

Simulation Procedure:
1,000 SNPs were selected among the 986,045 SNPs to be declared as QTLs.
Two vectors of allele effects β1 and β0 were sampled in a normal distribution of variance σ2

β = 1.
Breeding values were computed as g = (J − W )β0 + Wβ1 where g is the vector of breedingvalues, J is a
matrix of 1 with N lines and 1,000 columns and W is the genotypic matrix at QTLs (coded 0, 0.5, 1).
A residual noise was sampled in a normal distribution of variance σ2

E to obtain simulated phenotypes with a
h2 = 0.9 using: y = g + e where y is the vector of phenotypes and e is the vector of residuals.
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Supplementary Figure S2.2: Distribution of dent genome proportion among the admixed lines.
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Supplementary Figure S2.3: Absolute difference between observed allele frequency of the reference allele
fo estimated on the admixed lines and their expected value fe along each chromosome. The expected allele
frequencies were computed as the mean of flint and dent allele frequencies estimated on the parental lines
by taking into account the contribution of each parent. A cubic smoothing spline was adjusted using the R
function "smooth.spline", and plotted in red
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Supplementary Figure S2.4: LD extent estimated, with a sliding window of physical distances between
pairs of loci, in dent and flint genetic group using the average of a. the standard r2 or b. the r2

K accounting
for relatedness between individuals. A cubic smooth spline was adjusted for each group, using the R function
"smooth.spline"
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Supplementary Figure S2.5: Conservation of LD phases estimated, with a sliding window of physical
distances between pairs of loci, using the correlation a. between the r of dent and flint groups (or the rK

accounting for relatedness between individuals), and b. between the signs of the r dent and flint groups (or
the signs of the rK). A cubic smooth spline was adjusted for method, using the R function "smooth.spline"
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Supplementary Table S2.1: Phenotypic analysis

MF FF

Row-Column 2015 AR1 AR1

Row-Column 2016 IID IID

µ2015 64.22 65.86

µ2016 71.20 72.40

µD 70.81 72.28

µF 64.95 66.39

µA 67.66 69.11

σ2
GD

24.15 27.65

σ2
GF

23.06 27.03

σ2
GA

16.89 20.07

σ2
(G×β)2015,D

1.31 0.00

σ2
(G×β)2015,F

1.35 1.99

σ2
(G×β)2015,A

4.64 4.84

σ2
(G×β)2016,D

1.09 2.67

σ2
(G×β)2016,F

0.00 0.00

σ2
(G×β)2016,A

2.11 3.51

σ2
E2015

2.46 2.56

σ2
E2016

1.54 1.94

h2
D 0.96 0.96

h2
F 0.96 0.96

h2
A 0.88 0.88

r̄2015 1.94 1.94

r̄2016 1.99 1.99

The lines "Row-Column" refers to the modeling of row and columns. AR1 refers to the modeling of row
and column effects, as defined by the experimental design, following an autoregressive model AR1, while IID
refers to the modeling of row and column as being independent and identically distributed among rows and
among columns for a given trial. For more information, see the ASReml-R reference manual by Butler et al.
(2009).

The mean of each trial was computed following: µj = µ+βj +
3∑

k=1

Nk

N
αk where Nk is the number of individuals

(genotypes) in genetic background k and N is the total number of individuals.

The mean of each genetic background was computed following: µk = µ + αk +
1
2

2∑

j=1

βj

The heritabilities of each genetic background k were computed as:

h2
k =

σ2
Gk

σ2
Gk

+ 1
4

∑2
j=1 σ2

(G×β)jk
+ 1

4

∑2
j=1

1
r̄j

σ2
Ej

where r̄i is the mean number of genotype replicates in trial j

131



Supplementary Figure S2.6: Position of QTLs detected for FF with a FDR of 20% using a. M1, b. M2

and c. M3. The size of the grey dots is proportional to the -log10(pval) of the test at the most significant

SNP of the region
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Trait SNP Chromosome Position 0FF 1FF 0FA 1FA 0DA 1DA 0DD 1DD Model Test -log10(pval) FDR

MF AX-91341754 3 6,649,723 - - - - - - 201 99 M1 ∆m (Dent) 5.41 20%

MF AX-90645849 3 8,265,448 - - - - - - 123 177 M1 ∆m (Dent) 4.65 20%

MF AX-90795999 3 8,266,018 - - - - - - 139 161 M1 ∆m (Dent) 5.20 20%

MF AX-91557112 3 19,841,904 - - - - - - 67 233 M1 ∆m (Dent) 4.73 20%

MF AX-90834909 3 158,880,237 - - - - - - 107 193 M1 ∆m (Dent) 4.61 20%

MF AX-90566336 3 158,889,565 - - - - - - 109 191 M1 ∆m (Dent) 5.17 20%

MF AX-91583291 3 158,891,367 - - - - - - 108 192 M1 ∆m (Dent) 4.96 20%

MF AX-90834898 3 158,896,163 - - - - - - 106 194 M1 ∆m (Dent) 5.10 20%

MF AX-91583310 3 158,974,594 - - - - - - 97 203 M1 ∆m (Dent) 10.99 5%

MF AX-90590040 3 158,974,646 - - - - - - 96 204 M1 ∆m (Dent) 9.49 5%

MF AX-90834934 3 158,974,756 - - - - - - 102 198 M1 ∆m (Dent) 9.21 5%

MF AX-91408371 3 158,975,082 - - - - - - 101 199 M1 ∆m (Dent) 8.96 5%

MF AX-91583371 3 159,390,464 - - - - - - 120 180 M1 ∆m (Dent) 5.07 20%

MF AX-91583384 3 159,391,016 - - - - - - 119 181 M1 ∆m (Dent) 5.45 20%

MF AX-91583382 3 159,392,021 - - - - - - 121 179 M1 ∆m (Dent) 5.17 20%

MF AX-91583403 3 159,405,200 - - - - - - 119 181 M1 ∆m (Dent) 5.85 20%

MF AX-90835029 3 159,413,980 - - - - - - 119 181 M1 ∆m (Dent) 5.33 20%

MF AX-90835045 3 159,415,239 - - - - - - 120 180 M1 ∆m (Dent) 5.57 20%

MF AX-91583404 3 159,487,904 - - - - - - 119 181 M1 ∆m (Dent) 4.84 20%

MF AX-90835056 3 159,506,081 - - - - - - 119 181 M1 ∆m (Dent) 4.89 20%

MF AX-90835061 3 159,514,077 - - - - - - 118 182 M1 ∆m (Dent) 5.26 20%

MF AX-90846668 3 201,723,987 - - - - - - 220 80 M1 ∆m (Dent) 4.61 20%

MF AX-90859038 4 12,912,108 - - - - - - 12 288 M1 ∆m (Dent) 4.96 20%

MF AX-90919240 4 237,451,186 - - - - - - 256 44 M1 ∆m (Dent) 4.84 20%

MF AX-90552295 7 130,495,196 - - - - - - 279 21 M1 ∆m (Dent) 4.77 20%

MF AX-91736802 7 130,499,284 - - - - - - 288 12 M1 ∆m (Dent) 4.94 20%

MF AX-91055771 7 130,500,226 - - - - - - 289 11 M1 ∆m (Dent) 5.38 20%

MF AX-91737837 7 136,148,844 - - - - - - 218 82 M1 ∆m (Dent) 4.78 20%

MF AX-91058427 7 140,576,170 - - - - - - 271 29 M1 ∆m (Dent) 4.71 20%

MF AX-90633821 7 140,674,983 - - - - - - 270 30 M1 ∆m (Dent) 4.99 20%

MF AX-91404598 7 140,675,794 - - - - - - 238 62 M1 ∆m (Dent) 4.86 20%

MF AX-91744205 7 171,556,516 - - - - - - 216 84 M1 ∆m (Dent) 5.45 20%

MF AX-91382048 7 171,572,202 - - - - - - 214 86 M1 ∆m (Dent) 4.69 20%

MF AX-91100608 8 123,504,353 - - - - - - 232 68 M1 ∆m (Dent) 4.64 20%

MF AX-91112607 8 165,932,930 - - - - - - 161 139 M1 ∆m (Dent) 4.63 20%

MF AX-91456671 1 17,179,645 277 27 - - - - - - M1 ∆m (Flint) 6.10 20%

MF AX-90588172 1 231,185,911 278 26 - - - - - - M1 ∆m (Flint) 5.41 20%

MF AX-90592743 1 278,511,074 226 78 - - - - - - M1 ∆m (Flint) 5.02 20%

MF AX-90567285 2 59,761,720 283 21 - - - - - - M1 ∆m (Flint) 4.99 20%

MF AX-90591872 4 35,758,347 293 11 - - - - - - M1 ∆m (Flint) 5.74 20%

MF AX-90544623 5 12,227,383 287 17 - - - - - - M1 ∆m (Flint) 5.55 20%

MF AX-90974105 5 203,928,025 63 241 - - - - - - M1 ∆m (Flint) 5.76 20%

MF AX-91685722 6 24,606,589 272 32 - - - - - - M1 ∆m (Flint) 5.03 20%

MF AX-91355042 6 148,530,168 43 261 - - - - - - M1 ∆m (Flint) 5.06 20%

MF AX-91717426 7 25,909,531 269 35 - - - - - - M1 ∆m (Flint) 4.89 20%
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Trait SNP Chromosome Position 0FF 1FF 0FA 1FA 0DA 1DA 0DD 1DD Model Test -log10(pval)) FDR

MF AX-91100149 8 121,884,992 282 22 - - - - - - M1 ∆m (Flint) 4.84 20%

MF AX-91100415 8 122,949,646 284 20 - - - - - - M1 ∆m (Flint) 10.19 5%

MF AX-91359941 8 122,950,264 286 18 - - - - - - M1 ∆m (Flint) 5.36 20%

MF AX-91100407 8 122,950,963 279 25 - - - - - - M1 ∆m (Flint) 7.89 5%

MF AX-91428720 8 122,952,245 291 13 - - - - - - M1 ∆m (Flint) 6.76 5%

MF AX-91768145 8 122,952,961 289 15 - - - - - - M1 ∆m (Flint) 5.32 20%

MF AX-90596641 8 122,952,991 284 20 - - - - - - M1 ∆m (Flint) 5.52 20%

MF AX-91768204 8 123,372,565 293 11 - - - - - - M1 ∆m (Flint) 5.99 20%

MF AX-91100612 8 123,509,765 23 281 - - - - - - M1 ∆m (Flint) 5.22 20%

MF AX-90557598 9 103,752,251 11 293 - - - - - - M1 ∆m (Flint) 5.95 20%

MF AX-91364734 10 85,834,561 279 25 - - - - - - M1 ∆m (Flint) 5.65 20%

MF AX-91341754 3 6,649,723 232 72 - - - - 201 99 M2 ∆m
D

5.83 20%

MF AX-90645849 3 8,265,448 164 140 - - - - 123 177 M2 ∆m
D

5.99 20%

MF AX-90795999 3 8,266,018 170 134 - - - - 139 161 M2 ∆m
D

6.53 20%

MF AX-90796019 3 8,268,719 218 86 - - - - 187 113 M2 ∆m
D

4.95 20%

MF AX-90566336 3 158,889,565 238 66 - - - - 109 191 M2 ∆m
D

5.07 20%

MF AX-91439319 3 158,898,522 234 70 - - - - 106 194 M2 ∆m
D

4.92 20%

MF AX-90834949 3 158,900,592 237 67 - - - - 106 194 M2 ∆m
D

4.93 20%

MF AX-91583310 3 158,974,594 158 146 - - - - 97 203 M2 ∆m
D

9.65 5%

MF AX-90590040 3 158,974,646 150 154 - - - - 96 204 M2 ∆m
D

8.21 5%

MF AX-90834934 3 158,974,756 246 58 - - - - 102 198 M2 ∆m
D

8.14 5%

MF AX-91408371 3 158,975,082 246 58 - - - - 101 199 M2 ∆m
D

7.97 5%

MF AX-91583371 3 159,390,464 261 43 - - - - 120 180 M2 ∆m
D

4.97 20%

MF AX-91583384 3 159,391,016 261 43 - - - - 119 181 M2 ∆m
D

5.32 20%

MF AX-91583382 3 159,392,021 261 43 - - - - 121 179 M2 ∆m
D

5.09 20%

MF AX-90835020 3 159,398,400 262 42 - - - - 119 181 M2 ∆m
D

5.26 20%

MF AX-91583403 3 159,405,200 262 42 - - - - 119 181 M2 ∆m
D

5.57 20%

MF AX-90835029 3 159,413,980 262 42 - - - - 119 181 M2 ∆m
D

5.14 20%

MF AX-90835045 3 159,415,239 262 42 - - - - 120 180 M2 ∆m
D

5.30 20%

MF AX-91583388 3 159,448,068 260 44 - - - - 119 181 M2 ∆m
D

5.37 20%

MF AX-90835061 3 159,514,077 261 43 - - - - 118 182 M2 ∆m
D

5.18 20%

MF AX-91837147 3 159,556,555 259 45 - - - - 119 181 M2 ∆m
D

5.27 20%

MF AX-90859038 4 12,912,108 73 231 - - - - 12 288 M2 ∆m
D

5.12 20%

MF AX-91641186 4 237,449,027 232 72 - - - - 258 42 M2 ∆m
D

5.66 20%

MF AX-90919240 4 237,451,186 233 71 - - - - 256 44 M2 ∆m
D

6.15 20%

MF AX-91398141 4 237,452,916 233 71 - - - - 258 42 M2 ∆m
D

5.67 20%

MF AX-90572541 4 237,453,761 232 72 - - - - 252 48 M2 ∆m
D

5.08 20%

MF AX-90919578 4 238,793,343 31 273 - - - - 46 254 M2 ∆m
D

5.28 20%

MF AX-90552295 7 130,495,196 235 69 - - - - 279 21 M2 ∆m
D

5.44 20%

MF AX-91736802 7 130,499,284 215 89 - - - - 288 12 M2 ∆m
D

5.83 20%

MF AX-91736834 7 130,500,002 216 88 - - - - 288 12 M2 ∆m
D

5.81 20%

MF AX-91055771 7 130,500,226 213 91 - - - - 289 11 M2 ∆m
D

6.39 20%

MF AX-91055769 7 130,500,394 215 89 - - - - 288 12 M2 ∆m
D

5.82 20%

MF AX-91736821 7 130,500,692 216 88 - - - - 289 11 M2 ∆m
D

5.10 20%

MF AX-91737837 7 136,148,844 222 82 - - - - 218 82 M2 ∆m
D

5.19 20%
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MF AX-90633821 7 140,674,983 273 31 - - - - 270 30 M2 ∆m
D

4.96 20%

MF AX-91404598 7 140,675,794 254 50 - - - - 238 62 M2 ∆m
D

5.71 20%

MF AX-91744205 7 171,556,516 216 84 - - - - 251 53 M2 ∆m
D

4.93 20%

MF AX-90974105 5 203,928,025 63 241 - - - - 108 192 M2 ∆m
F

5.23 20%

MF AX-91100415 8 122,949,646 284 20 - - - - 274 26 M2 ∆m
F

5.85 20%

MF AX-91100407 8 122,950,963 279 25 - - - - 266 34 M2 ∆m
F

5.75 20%

MF AX-90605790 1 278,649,743 189 115 - - - - 250 50 M2 ∆m
D+F

5.27 20%

MF AX-90633029 2 11,366,954 290 10 - - - - 239 65 M2 ∆m
D+F

5.02 20%

MF AX-91583310 3 158,974,594 158 146 - - - - 97 203 M2 ∆m
D+F

7.47 5%

MF AX-90590040 3 158,974,646 150 154 - - - - 96 204 M2 ∆m
D+F

6.10 20%

MF AX-91641186 4 237,449,027 232 72 - - - - 258 42 M2 ∆m
D+F

5.95 20%

MF AX-90919240 4 237,451,186 233 71 - - - - 256 44 M2 ∆m
D+F

6.32 20%

MF AX-91398141 4 237,452,916 233 71 - - - - 258 42 M2 ∆m
D+F

5.96 20%

MF AX-90572541 4 237,453,761 232 72 - - - - 252 48 M2 ∆m
D+F

5.47 20%

MF AX-91059083 7 142,908,218 215 89 - - - - 129 171 M2 ∆m
D+F

5.00 20%

MF AX-91100620 8 123,504,889 230 70 - - - - 162 142 M2 ∆m
D+F

5.25 20%

MF AX-90555247 8 133,562,520 180 124 - - - - 205 95 M2 ∆m
D+F

5.12 20%

MF AX-90710320 1 230,470,022 169 135 - - - - 222 78 M2 ∆m
D−F

5.30 20%

MF AX-90843571 3 191,134,946 277 27 - - - - 219 81 M2 ∆m
D−F

4.93 20%

MF AX-91345590 4 10,216,379 198 106 - - - - 174 126 M2 ∆m
D−F

4.93 20%

MF AX-90859038 4 12,912,108 73 231 - - - - 12 288 M2 ∆m
D−F

5.01 20%

MF AX-90863948 4 31,102,452 160 144 - - - - 115 185 M2 ∆m
D−F

5.47 20%

MF AX-91218190 4 31,102,486 161 143 - - - - 115 185 M2 ∆m
D−F

5.76 20%

MF AX-90863950 4 31,102,555 161 143 - - - - 115 185 M2 ∆m
D−F

5.14 20%

MF AX-91602775 4 31,102,595 161 143 - - - - 116 184 M2 ∆m
D−F

5.18 20%

MF AX-90863961 4 31,102,637 160 144 - - - - 116 184 M2 ∆m
D−F

5.51 20%

MF AX-90863956 4 31,106,881 169 135 - - - - 146 154 M2 ∆m
D−F

5.35 20%

MF AX-91624224 4 145,102,674 291 13 - - - - 247 53 M2 ∆m
D−F

4.99 20%

MF AX-90645628 4 165,993,620 166 138 - - - - 146 154 M2 ∆m
D−F

4.92 20%

MF AX-90967192 5 178,524,725 282 22 - - - - 277 23 M2 ∆m
D−F

5.11 20%

MF AX-91736802 7 130,499,284 215 89 - - - - 288 12 M2 ∆m
D−F

5.48 20%

MF AX-91736834 7 130,500,002 216 88 - - - - 288 12 M2 ∆m
D−F

5.74 20%

MF AX-91055771 7 130,500,226 213 91 - - - - 289 11 M2 ∆m
D−F

6.34 20%

MF AX-91055769 7 130,500,394 215 89 - - - - 288 12 M2 ∆m
D−F

5.57 20%

MF AX-91736821 7 130,500,692 216 88 - - - - 289 11 M2 ∆m
D−F

5.12 20%

MF AX-91454277 1 4,450,457 185 119 99 72 73 122 132 168 M3 ∆DD 5.22 20%

MF AX-91341754 3 6,649,723 232 72 129 47 139 51 201 99 M3 ∆DD 6.42 20%

MF AX-90645849 3 8,265,448 164 140 80 91 92 103 123 177 M3 ∆DD 6.05 20%

MF AX-90795999 3 8,266,018 170 134 82 89 102 93 139 161 M3 ∆DD 6.04 20%

MF AX-90566336 3 158,889,565 238 66 135 42 56 133 109 191 M3 ∆DD 5.30 20%

MF AX-91583291 3 158,891,367 232 72 131 46 56 133 108 192 M3 ∆DD 5.25 20%

MF AX-90834897 3 158,895,171 231 73 130 47 56 133 108 192 M3 ∆DD 5.24 20%

MF AX-90834898 3 158,896,163 231 73 129 48 55 134 106 194 M3 ∆DD 5.13 20%
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MF AX-91439319 3 158,898,522 234 70 133 44 54 135 106 194 M3 ∆DD 5.32 20%

MF AX-90834949 3 158,900,592 237 67 133 44 54 135 106 194 M3 ∆DD 5.33 20%

MF AX-91583310 3 158,974,594 158 146 92 85 48 141 97 203 M3 ∆DD 10.53 5%

MF AX-90590040 3 158,974,646 150 154 87 90 48 141 96 204 M3 ∆DD 8.97 5%

MF AX-90834934 3 158,974,756 246 58 139 38 50 139 102 198 M3 ∆DD 8.78 5%

MF AX-91408371 3 158,975,082 246 58 139 38 50 139 101 199 M3 ∆DD 8.69 5%

MF AX-90838756 3 173,800,721 173 131 110 74 63 119 82 218 M3 ∆DD 5.68 20%

MF AX-90887576 4 121,595,414 216 88 139 47 143 37 234 66 M3 ∆DD 5.27 20%

MF AX-91620133 4 123,620,457 153 151 91 95 85 95 141 159 M3 ∆DD 5.14 20%

MF AX-91624125 4 144,753,436 215 89 125 62 140 39 226 74 M3 ∆DD 5.87 20%

MF AX-91624156 4 144,823,042 231 73 129 58 142 37 237 63 M3 ∆DD 5.95 20%

MF AX-90893690 4 144,826,673 228 76 129 58 142 37 236 64 M3 ∆DD 6.17 20%

MF AX-91624155 4 144,833,742 231 73 129 58 142 37 236 64 M3 ∆DD 5.13 20%

MF AX-91851677 4 165,971,204 169 135 95 85 163 23 248 52 M3 ∆DD 5.71 20%

MF AX-90645628 4 165,993,620 166 138 102 78 85 101 146 154 M3 ∆DD 5.35 20%

MF AX-90904393 4 185,184,378 192 112 97 98 152 19 261 39 M3 ∆DD 5.28 20%

MF AX-90578187 8 14,591,468 249 55 165 32 127 42 226 74 M3 ∆DD 5.81 20%

MF AX-91100502 8 123,272,484 168 136 84 105 119 58 233 67 M3 ∆DD 5.21 20%

MF AX-91100608 8 123,504,353 155 149 78 111 119 58 232 68 M3 ∆DD 5.40 20%

MF AX-91100620 8 123,504,889 162 142 81 108 119 58 230 70 M3 ∆DD 5.21 20%

MF AX-90620050 8 161,789,135 66 238 28 149 45 144 93 207 M3 ∆DD 5.74 20%

MF AX-91424173 8 161,789,150 71 233 32 145 52 137 100 200 M3 ∆DD 5.86 20%

MF AX-91451275 8 162,519,150 216 88 127 49 82 108 122 178 M3 ∆DD 5.21 20%

MF AX-91112607 8 165,932,930 180 124 89 87 119 71 161 139 M3 ∆DD 5.64 20%

MF AX-91020683 6 164,143,140 190 114 103 74 176 13 280 20 M3 ∆DA 6.55 20%

MF AX-90731948 2 6,860,236 242 62 136 46 120 64 217 83 M3 ∆F A 5.64 20%

MF AX-91510472 2 6,861,005 240 64 134 48 120 64 216 84 M3 ∆F A 6.16 20%

MF AX-90731977 2 6,992,374 101 203 70 112 59 125 112 188 M3 ∆F A 5.14 20%

MF AX-90617761 2 6,993,631 161 143 104 78 94 90 175 125 M3 ∆F A 6.10 20%

MF AX-90731985 2 6,994,751 151 153 96 86 84 100 147 153 M3 ∆F A 5.49 20%

MF AX-91844146 2 6,995,423 160 144 104 78 89 95 153 147 M3 ∆F A 5.96 20%

MF AX-91449028 2 6,995,647 116 188 79 103 58 126 95 205 M3 ∆F A 5.24 20%

MF AX-90601996 2 7,041,069 102 202 74 108 50 134 75 225 M3 ∆F A 8.24 5%

MF AX-91397720 2 7,044,549 121 183 77 105 50 134 78 222 M3 ∆F A 7.38 5%

MF AX-90780177 2 188,534,511 255 49 124 44 188 10 283 17 M3 ∆F A 5.63 20%

MF AX-91456671 1 17,179,645 277 27 159 10 180 17 247 53 M3 ∆F F 6.09 20%

MF AX-90601996 2 7,041,069 102 202 74 108 50 134 75 225 M3 ∆F A+F F 5.91 20%

MF AX-90824812 3 119,685,903 71 233 37 143 106 80 159 141 M3 ∆F A+F F 5.19 20%

MF AX-90826563 3 126,522,366 218 86 141 39 135 51 185 115 M3 ∆F A+F F 5.19 20%

MF AX-91120582 9 18,615,185 34 270 23 127 156 60 182 118 M3 ∆F A+F F 5.95 20%

MF AX-91583310 3 158,974,594 158 146 92 85 48 141 97 203 M3 ∆DD+DA 6.01 20%

MF AX-91619685 4 121,506,569 170 134 110 76 139 41 215 85 M3 ∆DD+DA 5.27 20%

MF AX-91410184 6 87,412,104 83 221 31 133 61 141 114 186 M3 ∆DD+DA 5.87 20%

MF AX-91380030 6 87,416,360 84 220 31 132 61 142 114 186 M3 ∆DD+DA 6.03 20%

MF AX-90549146 6 87,416,883 89 215 33 130 61 142 114 186 M3 ∆DD+DA 5.99 20%
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MF AX-91100444 8 123,079,618 138 166 69 120 79 98 170 130 M3 ∆DD+DA 5.64 20%

MF AX-91100441 8 123,080,508 137 167 69 120 79 98 170 130 M3 ∆DD+DA 5.65 20%

MF AX-91100502 8 123,272,484 168 136 84 105 119 58 233 67 M3 ∆DD+DA 5.41 20%

MF AX-91100608 8 123,504,353 155 149 78 111 119 58 232 68 M3 ∆DD+DA 5.47 20%

MF AX-91100620 8 123,504,889 162 142 81 108 119 58 230 70 M3 ∆DD+DA 5.35 20%

MF AX-90651064 1 4,980,734 235 69 147 22 155 42 237 63 M3 ∆DA+F A 5.30 20%

MF AX-91547985 2 206,217,985 261 43 161 11 154 40 241 59 M3 ∆DA+F A 5.12 20%

MF AX-91412553 3 126,510,640 216 88 139 41 135 51 185 115 M3 ∆DA+F A 5.20 20%

MF AX-91577365 3 126,511,574 217 87 139 41 135 51 185 115 M3 ∆DA+F A 5.40 20%

MF AX-90826563 3 126,522,366 218 86 141 39 135 51 185 115 M3 ∆DA+F A 5.98 20%

MF AX-90608260 3 126,629,929 221 83 142 38 134 52 189 111 M3 ∆DA+F A 6.39 20%

MF AX-90628418 5 12,229,516 165 139 109 80 162 15 260 40 M3 ∆DA+F A 5.15 20%

MF AX-90614466 6 163,890,118 222 82 109 66 178 13 284 16 M3 ∆DA+F A 5.52 20%

MF AX-91711651 6 163,917,087 236 68 123 52 178 13 284 16 M3 ∆DA+F A 5.18 20%

MF AX-91711655 6 163,918,261 237 67 126 49 178 13 284 16 M3 ∆DA+F A 5.29 20%

MF AX-91020644 6 163,918,306 236 68 123 52 178 13 285 15 M3 ∆DA+F A 5.17 20%

MF AX-90577717 1 290,958,790 243 61 137 20 150 59 211 89 M3 ∆DD+F F 5.15 20%

MF AX-90777295 2 178,185,474 250 54 164 19 171 12 274 26 M3 ∆DD+F F 5.46 20%

MF AX-91341754 3 6,649,723 232 72 129 47 139 51 201 99 M3 ∆DD+F F 5.74 20%

MF AX-91583310 3 158,974,594 158 146 92 85 48 141 97 203 M3 ∆DD+F F 7.86 5%

MF AX-90590040 3 158,974,646 150 154 87 90 48 141 96 204 M3 ∆DD+F F 6.48 20%

MF AX-90846101 3 199,827,365 46 258 10 176 20 160 45 255 M3 ∆DD+F F 5.29 20%

MF AX-91642098 5 805,345 92 212 54 150 77 85 152 148 M3 ∆DD+F F 5.30 20%

MF AX-91221941 5 896,677 223 81 164 40 101 61 182 118 M3 ∆DD+F F 5.26 20%

MF AX-90962762 5 161,466,615 15 289 10 177 28 151 46 254 M3 ∆DD+F F 5.25 20%

MF AX-91351897 5 161,467,164 16 288 10 177 28 151 47 253 M3 ∆DD+F F 5.19 20%

MF AX-90962856 5 161,633,865 16 288 10 177 18 161 35 265 M3 ∆DD+F F 5.58 20%

MF AX-91766335 8 113,022,360 52 252 16 170 55 125 118 182 M3 ∆DD+F F 5.69 20%

MF AX-91099737 8 120,244,941 285 19 180 11 150 25 234 66 M3 ∆DD+F F 5.74 20%

MF AX-91767760 8 120,457,839 285 19 180 11 150 25 235 65 M3 ∆DD+F F 5.23 20%

MF AX-91099775 8 120,467,292 285 19 180 11 150 25 237 63 M3 ∆DD+F F 5.35 20%

MF AX-91768187 8 123,200,729 167 137 83 106 118 59 228 72 M3 ∆DD+F F 5.65 20%

MF AX-91100502 8 123,272,484 168 136 84 105 119 58 233 67 M3 ∆DD+F F 6.17 20%

MF AX-91100608 8 123,504,353 155 149 78 111 119 58 232 68 M3 ∆DD+F F 6.86 20%

MF AX-91100620 8 123,504,889 162 142 81 108 119 58 230 70 M3 ∆DD+F F 7.15 5%

MF AX-90555039 8 123,506,141 27 277 10 179 30 147 81 219 M3 ∆DD+F F 6.27 20%

MF AX-91100596 8 123,510,186 28 276 10 179 30 147 81 219 M3 ∆DD+F F 5.85 20%

MF AX-90588565 8 123,510,776 27 277 10 179 30 147 81 219 M3 ∆DD+F F 6.22 20%

MF AX-91430137 8 123,511,566 23 281 10 179 30 147 79 221 M3 ∆DD+F F 5.31 20%

MF AX-91427084 8 123,511,765 23 281 10 178 30 148 79 221 M3 ∆DD+F F 5.30 20%

MF AX-90555041 8 123,511,872 23 281 10 179 30 147 79 221 M3 ∆DD+F F 5.30 20%

MF AX-90635840 8 123,512,089 23 281 10 179 24 153 61 239 M3 ∆DD+F F 5.47 20%

MF AX-91439741 8 123,512,155 28 276 10 179 24 153 64 236 M3 ∆DD+F F 6.04 20%

MF AX-91770045 8 133,560,452 182 122 95 93 116 62 217 83 M3 ∆DD+F F 5.31 20%

MF AX-90648672 8 133,560,831 182 122 95 93 116 62 216 84 M3 ∆DD+F F 5.33 20%
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MF AX-90555247 8 133,562,520 180 124 94 93 112 67 205 95 M3 ∆DD+F F 5.42 20%

MF AX-91111564 8 162,223,261 42 262 10 166 44 146 80 220 M3 ∆DD+F F 5.49 20%

MF AX-91775479 8 162,226,185 65 239 20 156 58 132 96 204 M3 ∆DD+F F 5.18 20%

MF AX-90560230 10 109,485,617 203 101 130 52 168 16 260 40 M3 ∆DD+F F 5.70 20%

MF AX-91827513 10 109,519,556 197 107 130 52 168 16 260 40 M3 ∆DD+F F 6.19 20%

MF AX-90651064 1 4,980,734 235 69 147 22 155 42 237 63 M3 ∆DD+DA+F A+F F 5.21 20%

MF AX-91547985 2 206,217,985 261 43 161 11 154 40 241 59 M3 ∆DD+DA+F A+F F 5.46 20%

MF AX-90608260 3 126,629,929 221 83 142 38 134 52 189 111 M3 ∆DD+DA+F A+F F 5.51 20%

MF AX-91583310 3 158,974,594 158 146 92 85 48 141 97 203 M3 ∆DD+DA+F A+F F 6.59 20%

MF AX-90590040 3 158,974,646 150 154 87 90 48 141 96 204 M3 ∆DD+DA+F A+F F 5.80 20%

MF AX-91410184 6 87,412,104 83 221 31 133 61 141 114 186 M3 ∆DD+DA+F A+F F 5.96 20%

MF AX-91380030 6 87,416,360 84 220 31 132 61 142 114 186 M3 ∆DD+DA+F A+F F 6.22 20%

MF AX-91100441 8 123,080,508 137 167 69 120 79 98 170 130 M3 ∆DD+DA+F A+F F 5.27 20%

MF AX-91768187 8 123,200,729 167 137 83 106 118 59 228 72 M3 ∆DD+DA+F A+F F 5.13 20%

MF AX-91100502 8 123,272,484 168 136 84 105 119 58 233 67 M3 ∆DD+DA+F A+F F 5.69 20%

MF AX-91100608 8 123,504,353 155 149 78 111 119 58 232 68 M3 ∆DD+DA+F A+F F 6.45 20%

MF AX-91100620 8 123,504,889 162 142 81 108 119 58 230 70 M3 ∆DD+DA+F A+F F 6.46 20%

MF AX-90555039 8 123,506,141 27 277 10 179 30 147 81 219 M3 ∆DD+DA+F A+F F 5.99 20%

MF AX-91100596 8 123,510,186 28 276 10 179 30 147 81 219 M3 ∆DD+DA+F A+F F 5.69 20%

MF AX-90588565 8 123,510,776 27 277 10 179 30 147 81 219 M3 ∆DD+DA+F A+F F 5.98 20%

MF AX-91430137 8 123,511,566 23 281 10 179 30 147 79 221 M3 ∆DD+DA+F A+F F 5.23 20%

MF AX-91427084 8 123,511,765 23 281 10 178 30 148 79 221 M3 ∆DD+DA+F A+F F 5.22 20%

MF AX-90555041 8 123,511,872 23 281 10 179 30 147 79 221 M3 ∆DD+DA+F A+F F 5.23 20%

MF AX-91439741 8 123,512,155 28 276 10 179 24 153 64 236 M3 ∆DD+DA+F A+F F 5.31 20%

MF AX-90824812 3 119,685,903 71 233 37 143 106 80 159 141 M3 ∆DA−F A 5.32 20%

MF AX-91020683 6 164,143,140 190 114 103 74 176 13 280 20 M3 ∆DA−F A 6.21 20%

MF AX-90801998 3 30,698,113 33 271 17 159 41 149 64 236 M3 ∆DD−DA 5.30 20%

MF AX-91636629 4 213,775,578 95 209 53 148 38 127 87 213 M3 ∆DD−DA 5.16 20%

MF AX-90925388 5 17,633,689 260 44 167 14 113 72 187 113 M3 ∆DD−DA 5.65 20%

MF AX-91744673 7 173,737,798 210 94 113 62 161 30 243 57 M3 ∆DD−DA 5.58 20%

MF AX-90734998 2 17,677,961 263 41 154 28 125 59 203 97 M3 ∆F A−F F 5.15 20%

MF AX-90800545 3 25,561,024 137 167 73 102 160 31 272 28 M3 ∆DD−F F 5.67 20%

MF AX-90843586 3 191,173,981 283 21 188 11 121 46 232 68 M3 ∆DD−F F 5.25 20%

MF AX-90863948 4 31,102,452 160 144 107 79 53 127 115 185 M3 ∆DD−F F 6.59 20%

MF AX-91218190 4 31,102,486 161 143 107 79 53 127 115 185 M3 ∆DD−F F 6.93 20%

MF AX-90863950 4 31,102,555 161 143 107 79 53 127 115 185 M3 ∆DD−F F 6.27 20%

MF AX-91602775 4 31,102,595 161 143 107 79 53 127 116 184 M3 ∆DD−F F 6.32 20%

MF AX-90863961 4 31,102,637 160 144 107 79 53 127 116 184 M3 ∆DD−F F 6.65 20%

MF AX-90863956 4 31,106,881 169 135 108 78 75 105 146 154 M3 ∆DD−F F 6.10 20%

MF AX-91424173 8 161,789,150 71 233 32 145 52 137 100 200 M3 ∆DD−F F 5.74 20%

MF AX-91803234 9 134,451,420 200 104 112 44 133 77 180 120 M3 ∆DD−F F 5.43 20%

MF AX-91150818 9 134,451,487 199 105 112 44 133 77 179 121 M3 ∆DD−F F 5.54 20%

MF AX-91150814 9 134,461,729 200 104 112 44 133 77 182 118 M3 ∆DD−F F 5.29 20%

MF AX-91150847 9 134,501,960 199 105 112 44 133 77 180 120 M3 ∆DD−F F 5.55 20%

MF AX-91803264 9 134,503,559 199 105 112 44 133 77 178 122 M3 ∆DD−F F 5.28 20%
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MF AX-91150842 9 134,550,712 199 105 113 44 132 77 182 118 M3 ∆DD−F F 5.35 20%

MF AX-90824812 3 119,685,903 71 233 37 143 106 80 159 141 M3 ∆(DD+DA)−(F A+F F ) 5.17 20%

MF AX-90863948 4 31,102,452 160 144 107 79 53 127 115 185 M3 ∆(DD+DA)−(F A+F F ) 5.16 20%

MF AX-91218190 4 31,102,486 161 143 107 79 53 127 115 185 M3 ∆(DD+DA)−(F A+F F ) 5.39 20%

MF AX-90863961 4 31,102,637 160 144 107 79 53 127 116 184 M3 ∆(DD+DA)−(F A+F F ) 5.20 20%

MF AX-91103145 8 132,533,242 238 66 164 23 138 41 242 58 M3 ∆(DD+DA)−(F A+F F ) 5.52 20%

MF AX-90723036 1 276,990,838 236 68 135 39 176 16 271 29 M3 ∆(DD+F F )−(DA+F A) 5.45 20%

MF AX-90734998 2 17,677,961 263 41 154 28 125 59 203 97 M3 ∆(DD+F F )−(DA+F A) 5.31 20%

MF AX-91562588 3 49,073,554 102 202 59 122 47 138 75 225 M3 ∆(DD+F F )−(DA+F A) 5.53 20%

MF AX-91818269 10 60,084,694 26 278 14 167 26 159 35 265 M3 ∆(DD+F F )−(DA+F A) 5.19 20%

MF AX-91172703 10 60,153,876 34 270 20 161 25 160 37 263 M3 ∆(DD+F F )−(DA+F A) 6.11 20%

MF AX-90583023 7 142,783,061 175 129 104 79 167 16 253 47 M3 ∆(DD−DA)−(F F −F A) 5.17 20%

MF AX-91744673 7 173,737,798 210 94 113 62 161 30 243 57 M3 ∆(DD−DA)−(F F −F A) 6.21 20%
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Trait SNP Chromosome Position 0FF 1FF 0FA 1FA 0DA 1DA 0DD 1DD Model Test -log10(pval) FDR

FF AX-91447509 2 9,973,231 - - - - - - 169 131 M1 ∆m (Dent) 5.10 20%

FF AX-90732788 2 9,973,666 - - - - - - 171 129 M1 ∆m (Dent) 5.73 20%

FF AX-91511057 2 9,973,932 - - - - - - 154 146 M1 ∆m (Dent) 5.09 20%

FF AX-91338134 2 9,980,899 - - - - - - 87 213 M1 ∆m (Dent) 5.16 20%

FF AX-91581634 3 149,790,500 - - - - - - 227 73 M1 ∆m (Dent) 5.26 20%

FF AX-90832635 3 149,799,411 - - - - - - 226 74 M1 ∆m (Dent) 5.39 20%

FF AX-90834909 3 158,880,237 - - - - - - 107 193 M1 ∆m (Dent) 5.09 20%

FF AX-90566336 3 158,889,565 - - - - - - 109 191 M1 ∆m (Dent) 5.68 20%

FF AX-91583291 3 158,891,367 - - - - - - 108 192 M1 ∆m (Dent) 5.57 20%

FF AX-90566337 3 158,893,642 - - - - - - 107 193 M1 ∆m (Dent) 5.16 20%

FF AX-90834898 3 158,896,163 - - - - - - 106 194 M1 ∆m (Dent) 5.70 20%

FF AX-90638102 3 158,897,644 - - - - - - 105 195 M1 ∆m (Dent) 5.10 20%

FF AX-91583310 3 158,974,594 - - - - - - 97 203 M1 ∆m (Dent) 11.61 5%

FF AX-90590040 3 158,974,646 - - - - - - 96 204 M1 ∆m (Dent) 10.42 5%

FF AX-90834934 3 158,974,756 - - - - - - 102 198 M1 ∆m (Dent) 10.05 5%

FF AX-91408371 3 158,975,082 - - - - - - 101 199 M1 ∆m (Dent) 9.65 5%

FF AX-91583384 3 159,391,016 - - - - - - 119 181 M1 ∆m (Dent) 4.78 20%

FF AX-91583403 3 159,405,200 - - - - - - 119 181 M1 ∆m (Dent) 5.06 20%

FF AX-90835045 3 159,415,239 - - - - - - 120 180 M1 ∆m (Dent) 4.78 20%

FF AX-91744205 7 171,556,516 - - - - - - 216 84 M1 ∆m (Dent) 5.39 20%

FF AX-91451275 8 162,519,150 - - - - - - 122 178 M1 ∆m (Dent) 4.84 20%

FF AX-90563249 10 2,257,467 - - - - - - 156 144 M1 ∆m (Dent) 4.94 20%

FF AX-91456671 1 17,179,645 277 27 - - - - - - M1 ∆m (Flint) 5.45 20%

FF AX-90602128 2 45,989,148 198 106 - - - - - - M1 ∆m (Flint) 5.99 20%

FF AX-90591872 4 35,758,347 293 11 - - - - - - M1 ∆m (Flint) 5.87 20%

FF AX-90974105 5 203,928,025 63 241 - - - - - - M1 ∆m (Flint) 5.76 20%

FF AX-91100415 8 122,949,646 284 20 - - - - - - M1 ∆m (Flint) 9.35 5%

FF AX-91100407 8 122,950,963 279 25 - - - - - - M1 ∆m (Flint) 7.64 5%

FF AX-91428720 8 122,952,245 291 13 - - - - - - M1 ∆m (Flint) 5.79 20%

FF AX-90596641 8 122,952,991 284 20 - - - - - - M1 ∆m (Flint) 5.36 20%

FF AX-91100471 8 123,151,156 286 18 - - - - - - M1 ∆m (Flint) 4.98 20%

FF AX-91768204 8 123,372,565 293 11 - - - - - - M1 ∆m (Flint) 5.09 20%

FF AX-91108827 8 152,591,911 269 35 - - - - - - M1 ∆m (Flint) 5.48 20%

FF AX-91116977 9 5,415,277 200 104 - - - - - - M1 ∆m (Flint) 6.52 5%

FF AX-91116965 9 5,417,992 112 192 - - - - - - M1 ∆m (Flint) 6.15 5%

FF AX-91779203 9 5,420,956 207 97 - - - - - - M1 ∆m (Flint) 5.28 20%

FF AX-91779204 9 5,445,523 210 94 - - - - - - M1 ∆m (Flint) 5.42 20%

FF AX-91364734 10 85,834,561 279 25 - - - - - - M1 ∆m (Flint) 5.33 20%

FF AX-91583310 3 158,974,594 158 146 - - - - 97 203 M2 ∆m
D

10.05 5%

FF AX-90590040 3 158,974,646 150 154 - - - - 96 204 M2 ∆m
D

9.04 5%

FF AX-90834934 3 158,974,756 246 58 - - - - 102 198 M2 ∆m
D

8.78 5%

FF AX-91408371 3 158,975,082 246 58 - - - - 101 199 M2 ∆m
D

8.48 5%

FF AX-91100415 8 122,949,646 284 20 - - - - 274 26 M2 ∆m
F

6.02 20%

FF AX-91100407 8 122,950,963 279 25 - - - - 266 34 M2 ∆m
F

6.01 20%

FF AX-91583310 3 158,974,594 158 146 - - - - 97 203 M2 ∆m
D+F

7.88 5%
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Trait SNP Chromosome Position 0FF 1FF 0FA 1FA 0DA 1DA 0DD 1DD Model Test -log10(pval) FDR

FF AX-90590040 3 158,974,646 150 154 - - - - 96 204 M2 ∆m
D+F

7.05 5%

FF AX-90710320 1 230,470,022 169 135 - - - - 222 78 M2 ∆m
D−F

5.99 20%

FF AX-91583310 3 158,974,594 158 146 92 85 48 141 97 203 M3 ∆DD 9.74 5%

FF AX-90590040 3 158,974,646 150 154 87 90 48 141 96 204 M3 ∆DD 8.82 5%

FF AX-90834934 3 158,974,756 246 58 139 38 50 139 102 198 M3 ∆DD 8.16 5%

FF AX-91408371 3 158,975,082 246 58 139 38 50 139 101 199 M3 ∆DD 7.93 5%

FF AX-90601996 2 7,041,069 102 202 74 108 50 134 75 225 M3 ∆F A 6.28 20%

FF AX-91583310 3 158,974,594 158 146 92 85 48 141 97 203 M3 ∆DD+F F 7.49 5%

FF AX-90590040 3 158,974,646 150 154 87 90 48 141 96 204 M3 ∆DD+F F 6.86 20%

FF AX-91768187 8 123,200,729 167 137 83 106 118 59 228 72 M3 ∆DD+F F 6.18 20%

FF AX-91100502 8 123,272,484 168 136 84 105 119 58 233 67 M3 ∆DD+F F 6.33 20%

FF AX-91100608 8 123,504,353 155 149 78 111 119 58 232 68 M3 ∆DD+F F 6.76 20%

FF AX-91100620 8 123,504,889 162 142 81 108 119 58 230 70 M3 ∆DD+F F 7.52 5%

FF AX-91100608 8 123,504,353 155 149 78 111 119 58 232 68 M3 ∆DD+DA+F A+F F 6.86 20%

FF AX-91100620 8 123,504,889 162 142 81 108 119 58 230 70 M3 ∆DD+DA+F A+F F 7.22 5%

FF AX-91562588 3 49,073,554 102 202 59 122 47 138 75 225 M3 ∆(DD+F F )−(F A+F F ) 6.30 20%

FF AX-91686325 6 28,128,237 202 102 119 53 116 78 153 147 M3 ∆(DD+F F )−(F A+F F ) 6.41 20%
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Supplementary Figure S2.7: Boxplots of phenotypes for the different alleles of six other highlighted QTLs:

a. QTL8.4, b. QTL10.1, c. QTL3.5, d. QTL6.3, e. QTL8.6 and f. QTL2.2, after correcting for relatedness

using M3. The denomination of the allelic states on the x-axis include the SNP allele (0/1), its ancestry

(D/F) and the genetic background in which it is observed (D/A/F), as presented in Table 2.2
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Supplementary Table S2.4: Information regarding the six other highlighted QTLs: QTL8.4, QTL10.1,

QTL3.5, QTL6.3, QTL8.6 and QTL2.2

QTL8.4 QTL10.1 QTL3.5 QTL6.3 QTL8.6 QTL2.2

Trait MF MF MF MF MF MF

SNP AX-91103145 AX-91172703 AX-90824812 AX-91020683 AX-91424173 AX-90734998

Chromosome 8 10 3 6 8 2

Position (Mbp) 132.53 60.15 119.69 164.14 161.79 17.68

Allele frequency

- 0DD 242 37 159 280 100 203

- 1DD 58 263 141 20 200 97

- 0DA 138 25 106 176 52 125

- 1DA 41 160 80 13 137 59

- 0FA 164 20 37 103 32 154

- 1FA 23 161 143 74 145 28

- 0FF 238 34 71 190 71 263

- 1FF 66 270 233 114 233 41

-log10(pval)

M1

- ∆m (Dent) 1.85 0.49 0.43 0.32 3.51 * 0.26

- ∆m (Flint) 2.36 . 1.83 2.24 . 0.12 1.42 3.11 *

M2

- ∆m
D

2.07 . 0.57 0.49 0.61 3.56 * 0.47

- ∆m
F

1.67 1.05 2.31 . 0.21 1.46 2.54 .

- ∆m
D+F

0.02 1.27 2.16 . 0.37 0.35 2.43 .

- ∆m
D−F

3.39 * 0.20 0.90 0.69 4.32 * 1.20

M3

- ∆m
DD

2.80 . 0.40 0.16 0.82 5.86 ** 0.14

- ∆m
DA

3.47 * 1.73 1.97 6.55 ** 0.64 0.71

- ∆m
F A

1.04 1.57 3.72 * 0.29 0.71 1.80

- ∆m
F F

1.74 1.42 3.52 * 0.26 1.35 2.29 .

- ∆m
F A+F F

1.82 0.09 5.19 ** 0.36 1.33 0.01

- ∆m
DD+DA

4.33 * 0.52 0.85 4.49 * 3.25 * 0.29

- ∆m
DA+F A

0.54 2.82 . 0.62 4.52 * 0.08 2.11 .

- ∆m
DD+F F

0.19 1.38 2.46 . 0.50 0.99 1.82

- ∆m
DD+DA+F A+F F

0.46 0.41 1.76 2.99 . 0.35 0.16

- ∆m
DA−F A

3.60 * 0.00 5.32 ** 6.21 ** 1.11 0.61

- ∆m
DD−DA

0.39 2.68 . 2.22 . 3.44 * 2.21 . 0.90

- ∆m
F A−F F

0.06 4.10 * 0.34 0.05 0.12 5.15 **

- ∆m
DD−F F

4.15* 0.48 1.95 0.93 5.74 ** 1.42

- ∆m
(DD+DA)−(F A+F F )

5.52 ** 0.23 5.17 ** 4.54 * 3.84 * 0.16

- ∆m
(DD+F F )−(DA+F A)

0.30 6.11 ** 0.62 2.72 . 0.86 5.31 **

- ∆m
(DD−DA)−(F F −F A)

0.17 0.39 1.71 2.90 . 1.32 2.13 .

*** : -log10(pval) > 7 ; ** : 7 > -log10(pval) > 5 ; * : 3 > -log10(pval) > 5 ; . : 2 > -log10(pval) > 3
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Supplementary Table S2.5: Additive, epistatic and residual variance components for each trait with the

p-value (pval) of the epistatic component using a likelihood-ratio LR test

The existence of epistasis can be investigated using a test based on variance components. The epistatic

variance component between pairs of loci was estimated on the joint dent, flint and admixed dataset using

the model:

Yl = µ + Gl + (G × G)l + El

where (G × G)l is the global epistatic deviation of line l where gT
e = ((G × G)1, .., (G × G)N ) is the vector

of epistatic deviations with ge ∼ N (0,K ◦ Kσ2
(G×G)) where K ◦ K is the Hadamard product of the kinship

matrix (Eq. 2.2) with itself and σ2
(G×G) is the epistatic genetic variance between pairs of loci. Note that

other terms are identical to those described in M1 (Eq. 2.1). This model can be seen as a simplified version

of the one proposed by Vitezica et al. (2017), as purely homozygous lines were used. The epistatic variance

component was tested using a LR test between this model and the same model without the term (G × G)l.

σ2
G σ2

(G×G) σ2
E pval

MF 12.50 2.91 2.13 7.55 10−3 **

FF 15.55 5.66 0.92 6.80 10−5 ***

*** : pval < 10−3 ; ** : < 10−3 pval < 10−2 ; * : < 10−2 pval < 5 × 10−2
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Supplementary Material - Chapitre 3
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Supplementary Table S3.1: Phenotypic analysis of MF, FF, PH, ELN and TNL following following the

phenotypic analysis presented in Chapter 2 (see Material and Methods)

MF FF PH ELN TNL

Row-Column 2015 AR1 AR1 AR1 AR1 AR1

Row-Column 2016 IID IID IID IID IID

µ2015 64.22 65.86 190.72 11.23 15.95

µ2016 71.20 72.40 182.62 11.19 16.09

µD 70.81 72.28 198.77 11.96 17.29

µF 64.95 66.39 172.77 10.48 14.90

µA 67.66 69.11 183.98 11.12 15.83

σ2
GD

24.15 27.65 555.17 1.48 2.28

σ2
GF

23.06 27.03 558.80 1.98 3.05

σ2
GA

16.89 20.07 695.10 1.26 1.87

σ2
(G×β)2015,D

1.31 0.00 0.00 0.33 0.29

σ2
(G×β)2015,F

1.35 1.99 35.00 0.10 0.04

σ2
(G×β)2015,A

4.64 4.84 118.23 0.42 0.44

σ2
(G×β)2016,D

1.09 2.67 88.71 0.00 0.00

σ2
(G×β)2016,F

0.00 0.00 19.41 0.00 0.23

σ2
(G×β)2016,A

2.11 3.51 83.21 0.00 0.13

σ2
E2015

2.46 2.56 101.04 0.59 0.63

σ2
E2016

1.54 1.94 63.76 0.24 0.34

h2
D 0.96 0.96 0.93 0.89 0.92

h2
F 0.96 0.96 0.94 0.94 0.94

h2
A 0.88 0.88 0.91 0.86 0.88

r̄2015 1.94 1.94 1.99 1.95 1.95

r̄2016 1.99 1.99 2.00 2.00 2.00

The lines "Row-Column" refers to the modeling of row and columns. AR1 refers to the modeling of row

and column effects, as defined by the experimental design, following an autoregressive model AR1, while IID

refers to the modeling of row and column as being independent and identically distributed for a given trial.

For more information, see the ASReml-R reference manual by Butler et al. (2009).

The mean of each trial was computed following: µj = µ+βj +

3∑

k=1

Nk

N
αk where Nk is the number of individuals

(genotypes) in genetic background k and N is the total number of individuals.

The mean of each genetic background was computed following: µk = µ + αk +
1

2

2∑

j=1

βj

The heritabilities of each genetic background k were computed as:

h2
k =

σ2
Gk

σ2
Gk

+ 1
4

∑2
j=1 σ2

(G×β)jk
+ 1

4

∑2
j=1

1
r̄j

σ2
Ej

where r̄i is the mean number of genotype replicates in trial j
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Supplementary Table S3.2: Average of predictive abilities over 100 CV replicates (SHO method) for the

five traits using MAGBLUP 1

MF FF PH ELN TNL

DFA_DFA 0.75 (0.04) 0.73 (0.04) 0.57 (0.06) 0.69 (0.05) 0.75 (0.04)

DFA_D 0.62 (0.05) 0.64 (0.05) 0.40 (0.08) 0.45 (0.06) 0.54 (0.06)

D_D - - - - -

DF_D 0.65 (0.05) 0.67 (0.05) 0.43 (0.08) 0.48 (0.06) 0.56 (0.06)

DA_D 0.66 (0.05) 0.68 (0.05) 0.47 (0.06) 0.50 (0.07) 0.58 (0.06)

FA_D 0.52 (0.08) 0.54 (0.07) 0.24 (0.11) 0.34 (0.10) 0.46 (0.09)

D_F - - - - -

A_D 0.59 (0.06) 0.60 (0.05) 0.32 (0.09) 0.42 (0.08) 0.51 (0.07)

DFA_F 0.69 (0.05) 0.67 (0.05) 0.33 (0.09) 0.65 (0.06) 0.65 (0.05)

F_F - - - - -

DF_F 0.68 (0.05) 0.67 (0.05) 0.33 (.09) 0.65 (0.05) 0.66 (0.05)

FA_F 0.70 (0.05) 0.69 (0.05) 0.39 (0.08) 0.66 (0.05) 0.66 (0.05)

DA_F 0.58 (0.08) 0.57 (0.08) 0.32 (0.08) 0.54 (0.08) 0.58 (0.08)

D_F - - - - -

A_F 0.65 (0.05) 0.64 (0.05) 0.39 (0.09) 0.59 (0.07) 0.62 (0.05)

DFA_A 0.53 (0.09) 0.55 (0.08) 0.35 (0.08) 0.45 (0.08) 0.51 (0.07)

A_A 0.53 (0.07) 0.55 (0.07) 0.37 (0.08) 0.45 (0.08) 0.51 (0.07)

DF_A 0.55 (0.08) 0.56 (0.07) 0.38 (0.08) 0.46 (0.07) 0.51 (0.08)

DA_A 0.53 (0.07) 0.54 (0.07) 0.34 (0.10) 0.43 (0.08) 0.49 (0.07)

FA_A 0.53 (0.08) 0.55 (0.08) 0.36 (0.09) 0.46 (0.08) 0.50 (0.07)

D_A - - - - -

F_A - - - - -

Standard deviations over the predictive abilities of the 100 CV replicates are shown between brackets

"-" indicated that the model could not be applied for the given configuration
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Supplementary Table S3.3: Average of predictive abilities over 100 CV replicates (SHO method) for the

five traits using MAGBLUP 2

MF FF PH ELN TNL

DFA_DFA 0.76 (0.04) 0.75 (0.04) 0.57 (0.06) 0.70 (0.05) 0.76 (0.04)

DFA_D 0.64 (0.05) 0.65 (0.05) 0.41 (0.08) 0.49 (0.06) 0.56 (0.06)

D_D - - - - -

DF_D 0.67 (0.05) 0.68 (0.05) 0.43 (0.08) 0.52 (0.06) 0.58 (0.06)

DA_D 0.68 (0.05) 0.69 (0.05) 0.48 (0.06) 0.52 (0.07) 0.59 (0.06)

FA_D 0.56 (0.07) 0.57 (0.07) 0.27 (0.11) 0.41 (0.09) 0.51 (0.08)

D_F - - - - -

A_D 0.60 (0.06) 0.61 (0.05) 0.34 (0.09) 0.44 (0.08) 0.54 (0.07)

DFA_F 0.70 (0.05) 0.69 (0.05) 0.35 (0.09) 0.66 (0.05) 0.67 (0.05)

F_F - - - - -

DF_F 0.69 (0.05) 0.68 (0.05) 0.34 (0.09) 0.67 (0.05) 0.67 (0.05)

FA_F 0.71 (0.05) 0.70 (0.05) 0.41 (0.08) 0.66 (0.05) 0.67 (0.05)

DA_F 0.65 (0.06) 0.65 (0.06) 0.35 (0.08) 0.60 (0.06) 0.63 (0.06)

D_F - - - - -

A_F 0.67 (0.05) 0.68 (0.05) 0.41 (0.08) 0.61 (0.06) 0.64 (0.05)

DFA_A 0.55 (0.08) 0.57 (0.07) 0.36 (0.08) 0.47 (0.08) 0.52 (0.07)

A_A 0.55 (0.07) 0.56 (0.07) 0.38 (0.08) 0.47 (0.07) 0.52 (0.07)

DF_A 0.56 (0.08) 0.58 (0.07) 0.38 (0.08) 0.48 (0.07) 0.52 (0.08)

DA_A 0.55 (0.07) 0.56 (0.07) 0.35 (0.10) 0.47 (0.08) 0.52 (0.07)

FA_A 0.54 (0.08) 0.56 (0.08) 0.37 (0.09) 0.48 (0.08) 0.51 (0.07)

D_A - - - - -

F_A - - - - -

Standard deviations over the predictive abilities of the 100 CV replicates are shown between brackets

"-" indicated that the model could not be applied for the given configuration
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Supplementary Table S3.4: Variance of real traits estimated by GBLUP, MAGBLUP 1, MAGBLUP 2

using all 300 pure dent and 304 pure flint lines. Note that σ2
S could not be estimated in absence of admixed

individuals

Type MF FF PH ELN TNL

GBLUP σ2
G 20.90 21.83 641.07 1.637 2.75

σ2
E 0.35 1.12 63.52 0.09 0.02

MAGBLUP 1 σ2
GD

17.86 21.61 576.96 1.44 1.84

σ2
GF

13.81 18.10 486.98 1.36 2.02

σ2
E 2.05 1.48 94.23 0.18 0.32

MAGBLUP 2 σ2
U 40.14 53.11 1528.25 4.19 5.53

σ2
UD

13.42 12.32 311.04 0.27 0.25

σ2
UF

1.37 1.72 0.04 0.00 0.44

σ2
E 2.15 1.51 88.24 0.16 0.31
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