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Résumé : Le full-duplex (FD) est un principe selon lequel un appareil peut recevoir et émettre sur la même ressource radio temporaux-fréquentiel. Le principe a été longtemps considéré comme irréaliste en raison de la forte auto-interférence qui se produit lors de la transmission et la réception dans le même bloc de ressources. En supposant une annulation parfaite de l'auto-interférence (self-IC), il peut potentiellement doubler l'efficacité spectrale (SE) d'une communication point à point donnée. Dans la pratique, il n'est toutefois pas possible d'obtenir la caractéristique susmentionnée. En outre, dans le contexte d'un réseau cellulaire, la performance du FD n'est pas limité seulement par l'efficacité du self-IC, puisque des interférences supplémentaires sont créées par les stations de base (BS) et les équipements des utilisateurs (UEs). Toutefois, même avec des niveaux des interférences plus élevés, les liens en voiedescendantes (DLs) obtient ainsi de meilleures performances en termes de SE, tandis que les liaisons montantes (UL) sont généralement gravement dégradées par rapport au half-duplex (HD).
Nous focalisons notre travail sur l'étude d'alternatives qui peuvent aider à améliorer les UL dégradés dans les réseaux basés sur FD, tout en essayant
de profiter des gains obtenus par les DLs. À cet égard, nous utilisons la géométrie stochastique pour caractériser les indicateurs clés de performance des réseaux cellulaires, tels que : probabilité de couverture, SE moyenne et débit de données. La thèse est divisé en trois grandes études. Premièrement, nous proposons une politique qui permet aux BSs de opérer en FD ou HD en fonction des conditions UL et DL. Deuxièmement, nous étudions la performance des réseaux hybrides HD/FD dans un contexte d'ondes millimétriques. Finalement, nous proposons un algorithme basé sur l'accès multiple non orthogonal (NOMA) et l'annulation d'interférences successives (SIC), qui permet aux stations de base de coordonner leurs schémas de transmission respectifs pour réduire les interférences BS vers BS .
Nous démontrons que les modèles présentés permettent d'équilibrer les gains d'une liaison par rapport à l'autre ; réduisant la dégradation de l'UL, tout en maintenant les gains DL. En outre, nous montrons que les scénarios dans lesquels les équipement sont capables de former des faisceaux sont idéaux pour les déploiements FD, puisqu'ils réduisent directement l'intérference co-canal.
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Abstract : Full-duplex (FD) is a principle in which a transceiver can receive and transmit on the same time-frequency radio resource. The principle was long held as impractical due to the high self-interference that arises when simultaneously transmitting and receiving in the same resource block. When assuming perfect self-interference cancellation, FD can potentially double the spectral efficiency (SE) of a given point-to-point communication. In practice though, it is not possible to achieve the aforementioned characteristic. Moreover, under a cellular network context, not only the self-interference limits the performance, since additional co-channel interference is created by base stations (BSs) and users equipment (UEs). However, even with the higher interference dowlinks (DLs) still obtain higher SE performances, whereas uplinks (ULs) are generally critically degraded, when compared to half-duplex (HD).
We focus our work in the study of alternatives that can help improve the impaired ULs in FD networks, while still trying to profit from the gains experienced by DLs.

In this regard, we use stochastic geometry along the thesis as a means to characterize key performance indicators of cellular networks, such as: coverage probability, average SE and data rates. The thesis is divided into three major studies. Firstly, we propose a duplex-switching policy which enables BSs to operate in FD- or HD- depending on the UL and DL conditions. Secondly, we investigate the performance of hybrid HD/FD networks under a millimeter wave context. Finally, we propose a novel algorithm based on nonorthogonal multiple-access (NOMA) and successive interference cancellation (SIC), which allows BSs to coordinate on their respective transmission schemes to reduce the BS -to-BS interference.
We demonstrate that the models presented in the thesis allow to balance the gains of one link over the other; reducing the UL degradation, while maintaining DL gains. In addition, we show that scenarios in which equipment is able to perform beamforming are ideal for FD deployments, since they directly reduce the cochannel interference.
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## Chapter 1

## Introduction

### 1.1 Context and motivation

Designing, deploying and managing next-generation wireless networks (NGWNs) is a highly constrained problem due to the existence of a limited and scarce available frequency-domain spectrum. This is a great issue, firstly, because there is a continuously increasing number of devices entering mobile networks and, secondly, due to a growing demand for greater data rates. In this regard, we may think of three different approaches to increase the throughput and capacity of NGWNs:

1. Improve the spectral efficiency (SE),
2. Densify networks, and
3. Increase the bandwidth of systems.

Item 2 mostly depends on the deployment strategies of network operators, while item 3 on the ability of, firstly, releasing spectrum in currently used bands (a fact that depends not only on operators, but also on spectrum owners, e.g. governments and regulators) and, secondly, on the use of new frequency-domain bands, such as the millimeter wave (mmWave) spectrum. For item 1, we find different physical layer techniques that might help improve the SE, such as: massive multiple-input multiple-output (MIMO) , three-dimensional (3D) beamforming, non-orthogonal multiple access (NOMA), new channel codes, etc [1]. But, it remains to be seen if these techniques will be sufficient to address NGWNs scenarios and performance demands, e.g. as the ones expected in fifth-generation (5G) cellular networks where multiple technologies operating in nearby frequency bands are supposed to provide different services and coexist in highly dense radio environments.

In this thesis we are interested in full-duplex which is a technique based on interference cancellation. However, we will not look at the signal processing aspects, but at the impact that full-duplex implementation would have on the network performance, when focusing on the cellular context. On this matter, we will see that the gains achieved by full-duplex in point-to-point communications are not necessarily up to the theoretical expectations and, hence, new approaches to manage the interference are needed.

### 1.1.1 What is full-duplex? Definition and promises

In literature, a duplex represents a set of connected parties that can communicate between each other. In this regard, a half-duplex (HD) system commonly represents the case in which these parties cannot communicate between each other simultaneously. The "walkie-talkie" example is arguably the most used to represent this scenario. Further, full-duplex (FD) is frequently used to represent the case in which the point-to-point communication between the different parties can be achieved simultaneously in both directions by using two separate channels (or seemingly simultaneously by adjacent time slots on a single radio channel). Therefore, and according to this definition, it is not difficult to find references to telephony (fixed or mobile) as an example of a FD system, since in a telephone call the communication process between the two parties can be carried out simultaneously without needing one of them to finish communicating a message, to let the other proceed. These definitions are for example given in the rather old reference [2].

However, in this thesis we consider:

- Half-duplex, for the case in which radio channels cannot be used simultaneously for transmission and reception, and
- Full-duplex, for the case in which radio channels can be used simultaneously for transmission and reception.

With this new definitions of HD and FD, if we observe how the different equipment work at the physical and media access control (MAC) levels, we notice that neither walkie-talkies, nor mobile network equipment use the same radio channel for transmission and reception simultaneously. Hence, they all form HD-based systems. Nonetheless, if we analyze the problem from an application level point of view, the aforementioned telephone call example can eventually be interpreted as FD, in the sense that the involved parties can communicate simultaneously (or seemingly simultaneously).

On this matter, frequency division duplexing (FDD) and time division duplexing (TDD) are two techniques widely used in mobile networks to enable two-way communications. In

FDD, equipment can transmit simultaneously but on different frequency channels. Hence, in FDD, the uplink (UL) and downlink (DL) channels are separated in two frequencies. On the other hand, in TDD the mobile phone and the base station (BS) transmit alternatively on different channels. On this matter, the UL and DL channels are time-separated. FDD and TDD approaches are traditionally adopted to avoid interference between links. However, the notion of FD challenges the concepts of TDD and FDD historically present in cellular networks, as in a FD system the UL and DL channels are no longer separated in terms of time, nor frequency.

In this thesis we will study FD systems, in which equipment are capable of simultaneously receiving and transmitting data in a given frequency channel. With FD, one could potentially double the total communication throughput or use half as many resources for a given throughput compared to HD systems (depending on the desired system performance and approach used).

### 1.1.2 Main practical limitations

Even though the theoretical FD principle is promising, successfully conceiving FD-based systems is a complex subject. This explains why FD is not exploited by nowadays wireless networks. In this sense, we separate the main practical drawbacks of FD in two main categories:

- Self-interference, and
- Inter- and intra-cell interference.


## Self-interference related challenges

Full-duplex was long held as impractical, due to the high self-interference that arises from the fact of having a transceiver receiving and transmitting in the same frequency band. We can arguably say that this impairment is the most important and limiting factor of "real-life" FD transceivers. Roughly, this process is like the action of talking to someone, while this other person is simultaneously talking to you and being able to process/understand the received message, which should be almost impossible for any normal human being. To grasp the latter impairment, let us consider the following example.

Example 1.1.1. Let us take into account a single cell scenario according to typical values found in cellular networks. Hence, we consider a small-cell FD-enabled BS (located in B)


Fig. 1.1 Two user terminals served by a base station in FD.
which transmits at its maximum power capabilities, i.e., $P_{t}^{(B)}=30 \mathrm{dBm}$, with two scheduled users, one in UL (located in A) and the other in DL (located in C), as seen in Fig. 1.1. The UL user transmits at its maximum power capability, i.e., $P_{t}^{(A)}=23 \mathrm{dBm}$. According to Friss free-space transmission equation, the received power $\left(P_{r}\right)$ of a given point-to-point link is given by:

$$
\begin{equation*}
P_{r}=G_{t} G_{r}\left(\frac{w_{l}}{4 \pi d}\right)^{2} P_{t} \tag{1.1}
\end{equation*}
$$

where $G_{t}$ and $G_{r}$ are the transmitter and receiver antenna gains, respectively, $w_{l}$ is the wavelength, $d$ the distance between the transmitter and receiver and $P_{t}$ the transmit power. In this example, all elements have isotropic antennas (hence, $G_{r}=G_{t}=1$ in all cases), they operate in the 2600 MHz band and A and C are respectively at 100 m from the BS. By using (1.1), the power of the signal received in B coming from the UL user in $A$ is approximately -87 dBm . Now, let us assume that the BS in B has no particular system integrated to cancel the self-interference. Thus, the total transmitted power from $B$ towards $C$, will interfere the useful signal received from $A$, with difference of $-87 \mathrm{dBm}-30 \mathrm{dBm}=-117 \mathrm{~dB}$. This is a huge difference, if we know that receivers usually operates at signal-to-interference-plus-noise ratio (SINR) levels above -10 dB in a classical network. Thus, the useful UL signal at B is approximately $1 \times 10^{-12}$ times smaller than the self-interference power.

On this matter, we could arguably say that as a transceiver already knows its transmitted signal, cancelling it afterwards from the received (total) signal should be an "easy task". Yet as we will further see in Section 1.2, in practice, different effects heavily distort the received version of the transmitted message, which critically complexes the self-interference cancellation process.

Because there exists a trade-off between the power that should be radiated towards a receiver and the self-interference generated from this operation, power allocation and optimal transmission schemes are also more complex under the FD context. Hence, different


Fig. 1.2 Interference created in HD-based networks, where the red-dotted lines represent an interfering link. For the downlink in (a), the interference is generated by other DLs (transmitting BSs). For the uplink in (b), the interference is generated by other ULs (transmitting UEs).
approaches could be adopted depending on the quality of service requirements. In this sense, the system might aim to privilege the performance of one of the link directions (signals towards or from a given FD transceiver), or on the other hand, find an optimal solution to balance the power of the signal received by the intended user and the level of self-interference, e.g. $[3,4]$.

Moreover, the complexity and cost of a FD-capable element is considerable higher when comparing it with respect to its HD counterpart. Full-duplex is complex and costly mainly because it is necessary to cancel the self-interference. As we will further discuss in Section 1.2, this processes requires the addition of physical barriers to prevent that the transmitted signals of a FD-transceiver are received by its own receiver-end and, subsequently, extra circuits must be added to cancel all of those signals that still remain after the physical isolation. In this regard, FD considerably consumes more energy than HD [5, 6].

Some other factors that may impair the performance or increase the complexity of FDbased systems, and that remain as subjects of interest for further researches are, e.g., channel estimation [7, 8], coding (for self-interference or regular transmission scenario), MAC layer protocol design [6, 9-11], modulation techniques [12], among others.

### 1.1.3 Inter- and intra-cell interference

Implementing FD in a network context, i.e., where more than one FD-enabled transceiver is transmitting a signal, increases the co-channel interference. This is due to the simultaneous use of a given channel for UL and DL traffics. In fact, self-interference is actually a sub-case of co-channel interference, but here we refer to the interference that arises between different network equipment.

To grasp the previous idea, let us observe Fig. 1.2, which depicts the interference suffered by DLs and ULs on HD-based networks. For the DL case in Fig. 1.2 (a), we observe that a user equipment (UE) receiving information from his serving BS is only interfered by other


Fig. 1.3 Interference created in a three-node FD network, where the red-dotted lines represent an interfering link and the orange loop in (b) the self-interference. For downlinks in (a), the interference is generated by other DLs and by all ULs. For uplinks in (b), the interference is generated by other DLs and ULs, additionally, the BS suffers from self-interference.

BSs that are also transmitting (by using the same channel) towards their respective UEs. On the other hand, when focusing on the UL in Fig. 1.2 (b), we see that a BS receiving data from one of his scheduled UE, is only interfered by other UL transmissions that are using the same frequency-band. In this regard, it is important to mention that when TDD is used, networks are usually synchronised, hence in a given instant the network only has DLs or ULs, but not both. Hence, the nature of the interference for the DL case comes only from other DLs, and vice versa for the UL case.

Yet, when considering the case in which BSs are FD capable, the picture is different. Indeed, let us consider Fig. 1.3 and proceed with a similar analysis as the one previously done for a HD network. In the present case, we can firstly note that by using the same channel for UL and DL, a BS is capable of serving an UL and DL user simultaneously, which is a positive effect in terms of SE. But, if we observe more in detail the DL panorama in Fig. 1.3 (a), we see that a UE is not only interfered by other BSs, but also by users in UL. Moreover, for the UL case in Fig. 1.3 (b), a BS receiving a signal from one of its scheduled UE is interfered by other UL users, by other BSs and, also, by itself, i.e., a BS is self-interfered. This increase in co-channel interference for both DL and UL limits the SE gain of FD-capable networks.

Nevertheless, current results show that when compared to traditional HD cellular systems, FD implementation may enhance the overall per-cell SE [13-17]. The whole gain is however captured by the DL, while the UL suffers from a severe degradation [18]. On the DL, the additional interference seen by a UE is compensated by the additional radio resource that are available with FD. On the contrary, and even when considering that it is possible to perfectly cancel the self-interence, neighboring BSs which are transmitting with high power compared to UEs (in UL) create a huge interference that degrades the UL performance. As a consequence, FD is only envisioned for small-cells (SCs) because they transmit at lower power and they benefit, under rooftops, from obstructed propagation between BSs [19, 20].

In this regard, optimal power allocation or innovative transmission schemes, can serve as a means to cope with co-channel interference between equipment. Different approaches can enable FD transceivers that are susceptible to strongly interfere others, to reduce their transmitted powers or their data rates towards their intended receivers, not only for the sake of reducing the self-interference, but also to minimize the net inference floor in the network. Moreover, those elements that do not necessary impair other, can profit from this radio conditions and can operate with greater freedom. On this matter, Chapter 5 presents and analyzes a novel system in which base station coordination allows to enhance the system performance by reducing the co-channel interference between FD-enabled elements.

### 1.1.4 Thesis objectives

As we will see in the next section, recent advances in self-interference cancellation make the development of FD-transceivers more and more realistic. So arguably, the next challenges that should be addressed to eventually achieve the implementation of FD in NGWNs are to: reduce/manage the interference and reduce the network level complexity.

The objective of the thesis is to evaluate the performance of a FD cellular network and propose solutions to mitigate the co-channel interference, in particular on the UL.

### 1.2 Self-interference cancellation

In this section, we provide a short literature study on self-interference cancellation. Even though this is not the subject of the thesis, it is important to have in mind the state-of-the-art in this domain to see which performance is today achievable.

Great efforts have been made by researchers and some private institutions (notably Kumu Networks) to create self-interference cancellation (self-IC) systems which enable FD implementation and practical results already show that levels of self-IC are getting close to be sufficiently enough to enable FD communication. In this regard, and even though the focus of this thesis is not on analyzing the signal processing aspects of FD (i.e. self-IC), without self-IC, FD would remain a utopia. Hence, it seems fundamental to us to be able to understand how this process is carried out in a general way and what is the state-of-the-art on the achieved performance, which is the main goal of the current section.

As noted in [6, 9, 20-22], the three main techniques to perform self-IC are:

- Propagation domain cancellation,
- Analog cancellation, and


Fig. 1.4 Anatomy of a separate-antenna full-duplex terminal, where DAC stands for digital-to-analog converter, HPA for high power amplifier and LNA for low noise amplifier. (Figure taken from [20])

- Digital cancellation.

These can be implemented separately or simultaneously, depending on the needs and constraints of the system. The typical "anatomy" of a FD transceiver is depicted in Fig. 1.4, where, indeed, the three techniques are implemented in cascade to achieve lower residual self-interference (RSI) levels. We see on this figure that the steps that should be performed for self-IC are:

1. Sample the output of the transmitter,
2. Pass this signal through a canceller circuit which models the changes that the transmitted signal might suffer before arriving to the receiving antennas, creating a 'cancellation signal',
3. Mix the total received signal (equivalent to the desired signal and the self-interference) with the cancellation signal to ideally end up with a signal consisting only of the desired signal.

Let us notice from the figure, that the propagation domain cancellation technique is directly related with item 1 and impacts the total received signal. Moreover, the analog and digital cancellation techniques are performed in the canceller circuit described in item 2. Finally,


Fig. 1.5 Representation of the architecture of separated and shared antennas in a FD transceiver. (Figure taken from [20])
the performance of the self-IC system is represented after the process described in item 3. Each of these techniques are now described in more detail.

### 1.2.1 Propagation domain cancellation

Depending on the system characteristics and demands, the FD transceiver can be conceived by a single antenna that shares the transmission and reception chains, or by separated antennas ${ }^{1}$, as seen in Fig. 1.5. In case of separated antennas, the propagation domain cancellation can be achieved by effectively separating the antennas, through beamforming (directivity), cross polarization and/or by placing absorptive shielding between antennas [23]. In the shared antenna case, the latter can be achieved by using a circulator [6, 20, 22]. In either case, these different techniques aim at reducing as much as possible the direct path interference, which, given the small size of these systems (in relation to the separation between a transmitter and the user for which the message is intended) are usually extremely strong signals. On this matter, whatever technique is used, propagation domain cancellation can reduce the self-interference by around 15 to 30 dB [22]. Yet, as seen in Example 1.1.1 and in [20, 22], the transmitted signal cancellation should be around 100 dB to achieve a signal-to-noise-ratio (SNR) performance similar to the one of HD systems (of course, depending on the power of the transmit signal).

### 1.2.2 Analog cancellation

In an ideal scenario, where direct path signals are negligible or when the self-interference power is considerably low, one might think that, given its (arguably) simpler implementation, digital cancellation circuit might be enough to reduce the RSI. Under this consideration, instead of sampling the signal of the transmitter in its output, this could be done before,

[^0]i.e., in the digital domain (baseband). Hence, simplifying the self-interference canceller by avoiding a analog cancellation circuit. This could reduce costs, complexity and space, while obviously decreasing to some extent the effectiveness of the cancellation of non-linearity distortions created by the high power amplifiers (HPAs) or oscillators phase-noise, which in some cases can be considerable [24, 25]. But, as rightly stated in [21], digital cancellation without analog cancellation does not yield an interesting system. Otherwise, FD would not be a challenge and would be arguably mass-deployed in wireless networks.

Analog circuits are usually more expensive and space consuming when compared to their digital counterpart. But they are necessary, that is the reality. Since, as just mentioned, in practice propagation domain cancellation can generally only cancel up to 30 dB of the self-interference and analog-to-digital converters (ADCs) do not have sufficient dynamic range to achieve 100 dB (or more) of cancellation. Besides, as authors show in [21], when analog cancellation achieves large suppression, applying digital cancellation afterwards can increase the noise in the system. Moreover, it is also demonstrated here that when applying digital cancellation after the analog one, the digital canceller performance decreases as the analog canceller performance increases. But, analog-domain circuits are expected to achieve up to 60 dB of cancellation [22]. Hence, a single analog cancellation circuit is not enough to deal with cases as the one presented in Example 1.1.1. This explains why a canceller circuit is achieved by mixing a digital and analog part. Here, both consist of a number of taps composed of attenuators, phase shifters and delay elements, as seen in Fig. 1.6.

As it is not easy in practice to create delays for the taps in an analog circuit, the analog cancellation part is mostly used to cancel the interference generated by direct paths (see Figs.1.4 and 1.5), since these are received practically in an instantaneous fashion by the


Fig. 1.6 Basic architecture of the canceller circuit, in which an analog and digital circuit are mixed. In the figure, PA stands for power amplifier. (Figure taken from [22])


Fig. 1.7 A mixed solution between antenna isolation, analog and digital cancellation can achieve favourable self-IC levels. (Figure taken from [22])
receiving antennas. Moreover, modelling the parameters of direct paths is arguably easier than the ones of time-evolving multi-path environments, as they are generally constant. Hence, this simplifies the choice of parameters for the circuit taps.

The hardware design of analog self-interference canceller drastically increases when considering FD MIMO systems, preventing an accurate analog cancellation. On this matter, some alternative approaches have been proposed. For instance, in [26], a reduced number of taps and simple multiplexers are used to efficiently route the signals among the transmit and receive radio frequency chains. Contrary to other analog cancellation architectures, the values for each tap and the configuration of the multiplexers are jointly designed with the digital beamforming filters. Here, the number of taps does not increase with the number of transmit or receive antenna elements and results show the superiority of the proposed low complexity FD MIMO in terms of RSI and average rate.

### 1.2.3 Digital cancellation

The digital canceller circuits aims to suppress the distortions created by self-interference signals that travelled trough a (sometimes) complex environment and the interference remaining
after the analog cancellation ${ }^{2}$. Implementing digital signal processing is, arguably, simpler than what can be achieved in the analog domain. However, as previously stated, digital cancellation is limited by the range of ADCs. On this matter, and as noted in [22], there exists tuning algorithms that allow the digital canceller to adapt to changes in the environment at the rate of a few hundred of microseconds, that have similar processing power and code-space requirements compared to the typical algorithms used in MIMO systems. However, in this respect, different approaches regarding digital cancellation for FD-enabled transceivers have been presented by several scholars. For instance, and as example we can consider [27, 28]. In the first work, an adaptive filter with gradient descent based algorithms to estimate the filter coefficients is proposed, leading to $77 \%$ less computations. On the other hand, in [28] authors propose digital canceller that utilizes a Volterra series with sparse memory to model the RSI signal. This methods enables to reconstruct the self-interference even under a heavily nonlinear transmitter power amplifier.

Fig. 1.7 summarizes the operation of a self-IC solution by mixing antenna isolation and analog and digital cancellation. In this regard, experimental results already show that it is possible to obtain self-IC levels close to 110 dB , e.g. [28-31]. This is the order of magnitude we will consider in this thesis. We may assume even higher values while anticipating the progress of self-interference cancellation.

### 1.3 Cellular network context: full-duplex vs half-duplex

If we consider perfect self-IC in the single-cell scenario in Example 1.1.1, we observe that FD can potentially double the SE of the UL point-to-point communication. The same applies for the DL, if we assume that the UL user does not interfere the DL user. This makes FD an appealing candidate to be implemented in NGWNs. Nonetheless, it is not feasible in practical applications to achieve a perfect self-IC and some kind of scheme (or particular radio condition) has to exist to prevent the co-channel interference between the two users using the same radio resource simultaneously.

However, what interests us is the study of cellular networks. Under this context, and as seen in Fig. 1.3, the co-channel interference increases, limiting even more the performance of FD. We could think of two ways of conceiving FD-based networks: the two- and threenode models, which are shown in Fig. 1.8. In the two-node FD model, BSs and UEs are FD-capable. Hence, a given radio resource is simultaneously shared between a single user and its serving BS. For the three-node FD case, only BSs are FD capable, while users are HD-capable equipment, i.e., they can only send or receive signals. On this subject, by

[^1]

Fig. 1.8 Different FD network models.
considering Section 1.2, it is arguably easier to implement the FD capability in BSs, given the constraints imposed by a user terminal (limited battery life, reduced space to implement self-IC circuits and isolation between antennas). Hence, otherwise stated, we consider along the thesis the three-node FD model, which is arguably more realistic according to current technological advances [19, 32].

Before continuing, it is important to mention that along the thesis, we say that a UE is attached to a BS, when the user is connected to the BS under mutual accordance, and therefore, it is only with this station with which it can eventually exchange data packets (in UL or DL) while the connection is established. We refer to a UE being served or scheduled by a BS, when not only there exists an established connection with the BS, but when there is also user data being transferred by using a given radio resource. We say in this case, that the radio resource has been allocated to this specific user to satisfy its UL or DL demands. Hence, a UE might be attached to a BS, while not being served, but not vice versa. Finally, we say that a BS is active, when it is serving one of its attached UE. In this event, we say that the user being served is also an active UE. Notice, that a BS might be active, but not transmitting, if in a given instant it is only serving UL users. To resume:

- A user has to be attached to a BS to transmit or receive data,
- A user is served by its attached BS when there are data packets flowing in UL or DL directions, and
- An active equipment is the one that is sending or receiving data packets.


### 1.3.1 Spectrum utilization

Let us define the resource utilization ratio of a link $m$ as:

$$
\begin{equation*}
\alpha_{m}^{(\text {mode })}=\frac{B_{m}}{B_{T}^{(\text {mode })}}, \tag{1.2}
\end{equation*}
$$



Fig. 1.9 Use of the spectrum in HD, FD and when RBs can be used for HD or FD. Each squared box represents a RB and arrows are for the direction of the links that the RBs are serving ( $\uparrow$ is for UL and $\downarrow$ for DL).
where $m \in\{u, d\}$ represents the link direction ( $u$ for UL and $d$ for DL), 'mode' is the duplex-mode of the BS, $B_{m}$ is the bandwidth allocated for $m$ and $B_{T}^{(\text {mode })}$ is the total system bandwidth.

Generally, FDD-based cellular HD systems divide the total bandwidth, $B$, into equal parts for DL and UL. In each of these parts, the frequency-domain resource blocks (RBs) can only be used to satisfy the corresponding communication purpose (link direction demand). Hence, for this case,

$$
\begin{equation*}
B_{T}^{(\mathrm{HD})}=B_{u}+B_{d} \tag{1.3}
\end{equation*}
$$

and $\alpha_{m}^{(\mathrm{HD})}=1 / 2, \forall m$ (see 'FDD HD' in Fig. 1.9). However, if the system needs to allocate more bandwidth to a particular link, the only way of proceeding is by replacing and using RBs that were previously used for the other link. Thus, for HD systems the following holds:

$$
\begin{equation*}
\alpha_{u}^{(\mathrm{HD})}+\alpha_{d}^{(\mathrm{HD})}=1 \tag{1.4}
\end{equation*}
$$

On the contrary, in FD a RB can be used for UL and DL simultaneously. So, indeed, if each RB in $B_{T}^{(\mathrm{FD})}$ is actually used for both purposes (see ' FD (case 1)' in Fig. 1.9), then
$\alpha_{m}^{(\mathrm{FD})}=1, \forall m$. Hence, in this particular case we have that:

$$
\begin{equation*}
\alpha_{u}^{(\mathrm{FD})}+\alpha_{d}^{(\mathrm{FD})}=2 \tag{1.5}
\end{equation*}
$$

and $B_{T}^{(\mathrm{FD})}=B_{u}=B_{d}$.
However, as FD can potentially increase the SE, it is possible to think of two alternative options:

1. A fraction of the spectrum might be released, while still achieving similar throughput performances as in the HD scenario (see 'FD (case 2)' in Fig. 1.9), or
2. If individual RBs can adopt HD- or FD-mode, then if the system needs to enhance the performance of one of the links, e.g. the UL, we can increase $\alpha_{u}$, while maintaining the value of $\alpha_{d}$ constant with respect to the HD case. This is achieved by allowing RBs of the link which is not intended to be improved, to be in FD (see 'FD (case 3)' in Fig. 1.9).

Let us notice that by implementing option 1, we free spectrum bandwidth that can be used for other purposes. This is extremely useful for NGWNs due to the limited and scarce available frequency-domain spectrum. Yet, in this case, the resource utilization ratio for UL and DL, remains unchanged. Consequently, we still have that $\alpha_{m}^{(\mathrm{FD})}=1, \forall m$. Furthermore, with option 2, RBs can be used in HD- and FD-fashion, according to specific system performance requirements. Without loss of generality, we refer to option 2 as well as a FD-mode case. For instance, in the 'FD (case 3)' example presented in Fig. 1.9, the system aims to enhance the UL performance by using half of the spectrum exclusively for ULs and the rest in FD mode, which gives us: $\alpha_{m}^{(\mathrm{FD})}=1$ and $\alpha_{d}^{(\mathrm{FD})}=1 / 2$. Therefore, we see that we can define $B_{T}^{(\mathrm{mode})}$ as:

$$
\begin{equation*}
B_{T}^{(\mathrm{mode})}=B_{u}+B_{d}-\left(B_{u} \cap B_{d}\right), \tag{1.6}
\end{equation*}
$$

where ( $B_{u} \cap B_{d}$ ) represents the bandwidth overlap between UL and DL parts or, equivalently, the bandwidth of RBs operating in FD-mode. And finally, that for all cases, we have that:

$$
\begin{equation*}
1 \leq \alpha_{u}^{(\text {mode })}+\alpha_{d}^{(\text {mode })} \leq 2 \tag{1.7}
\end{equation*}
$$

### 1.3.2 Signal-to-interference-plus-noise ratio: a general overview

Let us consider a network with an available bandwidth $B_{T}^{(\text {mode })}$, where $\Omega$ is the set of all RBs. Each RB is of bandwidth $\omega$.

Locations of BSs and UEs are describe by sets $X$ and $Y$, respectively. Each BS in this model has at least two UEs to serve inside its coverage region ${ }^{3}$ and that the network is fully-loaded ${ }^{4}$. Base stations perform random scheduling ${ }^{5}$. Thus, if we observe the network in a given time $t$ and at an specific RB $\tau$, the positions of served users in UL and DL, which we respectively write as $Y_{u}(t, \tau)$ and $Y_{d}(t, \tau)$, can be seen as a subset of $Y$, which we write as $Y(t, \tau)$.

In a HD network, $B=B_{u}+B_{d}$ (as seen in Fig.1.9) and a RB is used for the transmission on a single link at a time, meaning that:

$$
Y(t, \tau)= \begin{cases}Y_{u}(t, \tau), & \text { if } \tau \in B_{u}  \tag{1.8}\\ Y_{d}(t, \tau), & \text { if } \tau \in B_{d}\end{cases}
$$

For the SINR expressions, we consider a generic time-slot, $t$. Hence, as a result, we eliminate the time dependence for simplicity.

## Half-duplex SINR expressions

The downlink SINR at a RB $\tau \in B_{d}$, between a BS located in $x$ and its served UE in $y$ is given by:

$$
\begin{equation*}
\gamma_{d}^{(\mathrm{HD})}(x, y, \tau)=\frac{P_{x, y}(\tau)}{I_{\mathrm{BS}}^{(d)}(y, \tau)+\sigma^{2}}, \tag{1.9}
\end{equation*}
$$

where $P_{x, y}(\tau)$ is the received power at x of the useful signal transmitted by y on $\mathrm{RB} \tau, \sigma^{2}$ is the noise power and

$$
\begin{equation*}
I_{\mathrm{BS}}^{(d)}(y, \tau)=\sum_{x^{\prime} \in X \backslash\{x\}} P_{x^{\prime}, y}(\tau), \tag{1.10}
\end{equation*}
$$

is the interference generated by other DLs towards location $y$. On the other hand, the UL SINR between a served UE in $y$ and its BS located in $x$ is:

$$
\begin{equation*}
\gamma_{u}^{(\mathrm{HD})}(x, y, \tau)=\frac{P_{y, x}(\tau)}{I_{\mathrm{UE}}^{(u)}(x, \tau)+\sigma^{2}}, \tag{1.11}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{\mathrm{UE}}^{(u)}(x, \tau)=\sum_{y^{\prime} \in Y_{u}(\tau) \backslash\{y\}} P_{y^{\prime}, x}(\tau), \tag{1.12}
\end{equation*}
$$

[^2]is the interference generated by other ULs towards location $x$. A graphical representation of useful and interference signals involved in an HD-based network can be found in Fig. 1.2.

## Full-duplex SINR expressions

In the three-node FD scenario, a $\mathrm{RB} \tau$ can be used for UL and DL simultaneously, hence $Y(\tau)=Y_{u}(\tau) \cup Y_{d}(\tau)$. Thus, we have that the DL SINR experienced at $\mathrm{RB} \tau$ is:

$$
\begin{equation*}
\gamma_{d}^{(\mathrm{FD})}(x, y, \tau)=\frac{P_{x, y}(\tau)}{I_{\mathrm{BS}}^{(d)}(y, \tau)+I_{\mathrm{UE}}^{(d)}(y, \tau)+\sigma^{2}}, \tag{1.13}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{\mathrm{UE}}^{(d)}(y, \tau)=\sum_{y^{\prime} \in Y_{u}(\tau) \backslash\{y\}} P_{y^{\prime}, y}(\tau) \tag{1.14}
\end{equation*}
$$

is the interference created in $y$ by all UL users sending information to their serving BSs (even the one in the same cell of $y$ ). This term represents the UE-to-UE interference that arises when implementing FD.

Furthermore, the UL the SINR is given by:

$$
\begin{equation*}
\gamma_{u}^{(\mathrm{FD})}(x, y, \tau)=\frac{P_{y, x}(\tau)}{I_{\mathrm{BS}}^{(u)}(y, \tau)+I_{\mathrm{UE}}^{(u)}(y, \tau)+I_{\mathrm{RSI}}+\sigma^{2}}, \tag{1.15}
\end{equation*}
$$

where $I_{\text {RSI }}$ is the residual self-interference after applying the different self-IC techniques in the transceiver of the BS in $x$ and

$$
\begin{equation*}
I_{\mathrm{BS}}^{(u)}(x, \tau)=\sum_{x^{\prime} \in X \backslash\{x\}} P_{x^{\prime}, x}(\tau) \tag{1.16}
\end{equation*}
$$

is the interference created by all other BSs having DL towards the BS in $x$. This last term is the BS-to-BS interference that arises when implementing FD. A diagram representing the useful and interference signals in a three-node FD network can be found in Fig. 1.3.

By analyzing the previous SINR expressions for both HD and FD cases, we can notice that the interference is greater in FD scenarios, i.e.:

$$
\begin{align*}
& \gamma_{d}^{(\mathrm{HD})}(x, y, \tau) \geq \gamma_{d}^{(\mathrm{FD})}(x, y, \tau), \\
& \gamma_{u}^{(\mathrm{HD})}(x, y, \tau) \geq \gamma_{u}^{(\mathrm{FD})}(x, y, \tau), \tag{1.17}
\end{align*}
$$

which shows that implementing FD impairs the SINR performance.

### 1.3.3 Systems having similarities with full-duplex

Co-channel interference impairments are arguably going to be more frequent in NGWNs due to the existence of a scarce electromagnetic spectrum and the expected highly dense radio environments in which different technologies and services will mutually interact. As an example, we can consider the probable interference that could arise between current 3.43.8 GHz fourth-generation (4G) bands and future 5 G networks, due to their near operating frequencies [33]. Additionally, co-channel interference also arises in other communication systems that are proposed for NGWNs, such as: dynamic TDD [34, 35] and NOMA-based systems [36-40]. Or even, in systems that suffer from channel-adjacent interference in transmitters that use the same technology. Thus, the study of solutions to address inter- and intra-cell interference in FD networks can be useful to solve similar technical impairments in other communication systems. In this regard, the solutions further presented in Chapters 3 and 5 can serve as a flexible solution to be implemented in other contexts.

### 1.4 Contributions and outline of the thesis

In order to reduce the UL performance degradation observed in FD cellular networks due to additional co-channel interference, we propose in this thesis three different approaches:

- A policy that allows BSs to switch between HD and FD,
- The use of FD BSs in conjunction with beamforming in millimeter waves bands,
- A NOMA-based FD system.


### 1.4.1 The duplex-switching policy

The first approach is based in a duplex-switching (DS) policy in which BSs can adopt FDor HD-mode according to the position of their scheduled users, when using sub-6 GHz frequencies for transmissions. This DS policy offers a flexible tool for operators to favor more or less one link (UL/DL) against the other.

The contributions regarding this part of the work are the following:

- A new DS policy for cellular networks is proposed, where BSs can adopt either FDor HD-mode. Particularly, we have that if the distance between the UL user and its serving BS is less than some threshold and the distance between the UL and the DL user is greater than some other threshold, FD is activated at the BS. Otherwise HD is
adopted. The goal is to allow FD only in good radio propagation conditions and low intra-cell interference.
- The system is modeled using the theory of stochastic geometry and analytical expressions are derived for the SINR distribution and the SE.
- The impact of the two introduced thresholds on the system performance is studied. We show that it is possible to trade-off the DL performance for an UL improvement. But also, that the parameters can be set in order to meet a maximum UL degradation constraint. In some special cases, we show that both UL and DL can be improved over a HD system. Moreover, we demonstrate that if a high UL degradation is acceptable, the DL performance can be further enhanced, with respect to the the standard FD case. Finally, we show that when the parameters are optimized, our policy even outperforms both HD and FD networks, in terms of cell performance (i.e. UL+DL).


### 1.4.2 Hybrid HD/FD in millimeter wave scenarios

In the second work, we investigate the possibility for BSs to switch between HD and FD in the mmWave spectrum to reduce interference, while users equipment and BSs employ beamforming techniques.

Our contributions in this part are the following:

- We model the mmWave hybrid-duplex cellular network using the theory of stochastic geometry, deriving analytical expressions for the coverage probability and SE.
- The RSI in FD-enabled elements is modeled by considering the geometry of the transmitted and received beams in the BSs.
- We show that contrary to sub-6 GHz, hybrid-duplex schemes are not required in mmWave cellular networks.
- We investigate the advantage of performing power control at FD BSs and show that reducing their power avoids UL degradation, while still enabling to enhance the DL performance with respect to a HD deployment.


### 1.4.3 NOMA-based FD system

In the last approach, we propose a method based on NOMA and SIC to reduce the BS-to-BS interference present in FD cellular networks. The approach consists in coordinating BSs to enable the decoding and the suppression of undesired signals that impair UL transmissions.

Our contributions in this part are the following:

- We analyze the proposed network using stochastic geometry tools and propose closedform equations for the coverage probability and mean data rates.
- We show that our approach is promising in scenarios in which FD ULs are critically degraded due to strong BS-to-BS co-channel interference. In fact, results show that for particular settings, it is even possible to outperform the performance of HD ULs. However, this arbitrarily degrades the DLs. So we propose an alternative configuration in which the UL is enhanced by a $25 \%$ (with respect to the traditional FD case) while retaining the gains in the DL due to FD implementation.
- We show that our algorithm is flexible enough to be implemented in other systems or scenarios suffering from co-channel interference.


### 1.4.4 Structure of thesis

The Thesis is organized as follows. In Chapter 2, we introduce stochastic geometry tools in order to analyze some key performance indicators of HD and FD cellular networks. Chapter 3 proposes and evaluates the DS policy. In Chapter 4 the analysis of hybrid FD/HD models in mmWave-based system is carried. Chapter 5 proposes and analyses the performance of a FD cellular network, in which NOMA is used to reduce the co-channel interference. Finally, Chapter 6 is for conclusions and future works.
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## Chapter 2

## Short introduction to stochastic geometry

We have seen how FD systems experience higher interference levels when compared to HD ones, which may prevent performance enhancements. Yet, in order to mathematically quantify the impact towards the performance of different key indicators concerning cellular networks (as the coverage probability, capacity, spectral efficiency, among other), it is necessary to introduce some tools that can help us do so.

Traditionally, cellular networks have been analyzed by using the hexagonal grid model in which the area covered by a BS is an hexagon. Yet, this model arguably does not represents the topology of real cellular networks, as in most cases it is not possible to have this kind of uniform and rigid grid. This is due to the diverse distribution of users (demand) along the network and, in addition, to the difficulties imposed by the topology of cities, in which buildings, streets or cost constraints do not allow to freely install cellular equipment. This is depicted in Fig. 2.1.

Moreover, the hexagonal grid model does not offer simple mathematical tractability to model various performance indicators of interest for operators to deploy their networks. In this regard, stochastic geometry arises as a solution to the previously mentioned issues. Firstly, because certain point processes allow to accurately model the topology of true networks and, on the other hand, because with them we can gain many engineering insights from the equations.

In this part, we introduce some of the main properties regarding point processes and give some useful results that allow us to characterize and analyze the different models presented in the following Chapters of this thesis. To do so, we mainly use as references [42-44]. We highly encourage the reader to check these references, as they further develop most of the introduced notions and hold more detailed information, that can serve as a support to


Fig. 2.1 Comparison an stochastic geometry based deployment, an hexagonal one and a real 4G network. (Figure taken from [41])
the following Sections. For a more concise introduction to stochastic geometry and point processes, we also recommend [45].

### 2.1 Basic definitions, properties and tools

The current Section presents general point processes and their mathematical characterization. Several basic definitions, propositions and theorems are here introduced. These results and their respective proofs can be found in the suggested literature.

We can think of a point process as a set of points scattered along a certain space, where each point is drawn distributed according to a certain distribution or law, which translates formally to:

Definition 2.1.1 (Point process). A point process ( $P P$ ) is a countable random collection of points that reside in some measure space, usually the Euclidean space $\mathbb{R}^{D}[42]$.

In this thesis we consider $D=2$ for simplicity, i.e., points are distributed in the twodimensional (2D) plane.

Along this work, we use $\Phi$ to represent a given PP. According to Definition 2.1.1, we can interpret a PP as a random point pattern (a collection or sequence of points $\Phi=\left\{x_{1}, x_{2}, \ldots\right\}$ ) or, also, as a random counting measure, i.e., for a Borel set $\mathbf{B}$, the symbol $\Phi(\mathbf{B})$ denotes the random number of points of $\Phi$ which lie in $\mathbf{B}$ [43]. The first description of a point process
concern the random set formalism and the other to random measure formalism. In this regard, and as introduced in [43, Section 4.1], we can mathematically define a PP on $\mathbb{R}^{D}$ as a random variable taking values in a measurable space $[\mathbb{N}, \mathscr{N}]$, where $\mathbb{N}$ is the family of all sequences $\varphi$ of points in $\mathbb{R}^{D}$ satisfying two regularity conditions:

- the sequence $\varphi$ is locally finite, i.e., each bounded subset of $\mathbb{R}^{D}$ must contain only a finite number of points of $\varphi$,
- the sequence is simple, i.e., $x_{i} \neq x_{j}$, if $i \neq j$,
and $\mathscr{N}$ is the $\sigma$-algebra, defined as the smallest $\sigma$-algebra on $\mathbb{N}$ to make all mapping $\varphi \mapsto \varphi(B)$ measurable, for $\mathbf{B}$ running through the bounded Borel sets. Here, again, $\varphi(\mathbf{B})$ represents the number of points in $\mathbf{B}$ and, in order to avoid confusions, we consider that a PP $\Phi$ is, simply, a random choice of one of the processes $\varphi \in \mathbb{N}$.

We now introduce some other useful definitions, properties and results concerning point processes:

Definition 2.1.2 (Distribution). The distribution of a point process $\Phi$, which we will represent as P , is determined by the probabilities:

$$
\begin{align*}
\mathrm{P}(Y) & =\mathbb{P}(\Phi \in Y)  \tag{2.1}\\
& =\mathbb{P}(\{w \in \Omega: \Phi(w) \in Y\}),
\end{align*}
$$

where $Y \in \mathscr{N}$. The term $\Phi \in Y$ means that $\Phi$ has some property, then, $\mathbb{P}(\Phi \in Y)$ denotes the probability that $\Phi$ has this property [43].

Definition 2.1.3 (Stationarity). A point process $\Phi=\left\{x_{n}\right\} \in \mathbb{R}^{D}$ is stationary if $\forall b \in \mathbb{R}^{D}$, $\Phi^{\prime}=\left\{x_{n}+b\right\} \in \mathbb{R}^{D}$ has the same distribution of $\Phi$.

Definition 2.1.4 (Isotropy). A point process $\Phi=\left\{x_{n}\right\} \in \mathbb{R}^{D}$ is isotropic if for all rotated processes $R(\Phi)=\left\{R\left(x_{n}\right)\right\}, R(\Phi)$ has the same distribution of $\Phi$.

Definition 2.1.5 (Motion-invariant). A point process $\Phi \in \mathbb{R}^{D}$ is motion-invariant if it is stationary and isotropic.

Definition 2.1.6 (Intensity measure). The intensity measure, $\Lambda$, of a point process $\Phi \in \mathbb{R}^{D}$ is defined as:

$$
\begin{align*}
\Lambda(B) & =\mathbb{E}[\Phi(\mathbf{B})], \\
& =\int \varphi(\mathbf{B}) \mathrm{P}(\mathrm{~d} \varphi), \tag{2.2}
\end{align*}
$$

for all Borel set $\mathbf{B} \in \mathbb{R}^{D}$. Hence, the intensity measure is the mean number of points in $B$.

Proposition 2.1.1. If a point process $\Phi \in \mathbb{R}^{D}$ is stationary, then the $\Lambda(\mathbf{B})$ is a translationinvariant measure such that:

$$
\begin{equation*}
\Lambda(\mathbf{B})=\lambda v_{D}(\mathbf{B}), \quad \forall \mathbf{B} \in \mathbb{R}^{D} \tag{2.3}
\end{equation*}
$$

where $v_{D}$ is the Lebesgue measure (volume) in $\mathbb{R}^{D}$ and $\lambda$ is called the density or intensity function of a point process [43, Section 1.9].

Remark 2.1.1. In general and based on Proposition 2.1.1, $\Lambda$ can be written as:

$$
\begin{equation*}
\Lambda(\mathbf{B})=\int_{\mathbf{B}} \lambda(x) \mathrm{d} x \tag{2.4}
\end{equation*}
$$

This is not true, for example, when the points are arranged on a lattice [43].

Definition 2.1.7 (Contact distribution function and void probability). For a convex compact $\mathbf{B} \in \mathbb{R}^{D}$, with the origin, $\mathscr{O} \in \mathbf{B}$, and $v_{D}(\mathbf{B})>0$. The contact distribution function, $H_{\mathbf{B}}(r)$, of
a stationary point process, $\Phi$, is defined as:

$$
\begin{equation*}
H_{\mathbf{B}}(r)=1-\mathbb{P}(\Phi(r \mathbf{B})=0) \tag{2.5}
\end{equation*}
$$

for $r \leq 0$. Moreover, the term $\mathbb{P}(\Phi(r \mathbf{B})=0)$ is known as the void probability.

When, $r \mathbf{B}=\mathbf{B}(\mathscr{O}, r)$, i.e., the ball centered in $\mathscr{O}$ and radius $r$, then the contact distribution function is called the first contact distribution function and it can be interpreted as the distance from the origin to the closest point in $\Phi$. In this regard, we can also define the nearest-neighbor distance for a point $x \in \Phi$ as:

$$
\begin{equation*}
\underset{x^{\prime} \in \Phi}{\arg \min }\left\|x^{\prime}-x\right\| . \tag{2.6}
\end{equation*}
$$

As we will further see, these distance will allow us to characterize the interaction between points in PPs that model cellular networks.

### 2.1.1 Sums and products over point processes

All previous definitions allow us to understand how PPs can be mathematically characterized. Yet, as previously mentioned, our goal is to be able to use this mathematical tractability, in order to analyze different performance indicators of the different systems. Firstly, we have Campbell's Theorem, which states that:

Theorem 2.1.1 (Campbell). For any non-negative measurable function $f(x)$, it holds that:

$$
\begin{align*}
\mathbb{E}\left[\sum_{x \in \Phi} f(x)\right] & =\int_{\mathbb{N}} \sum_{x \in \varphi} f(x) \mathrm{P}(\mathrm{~d} \varphi)  \tag{2.7}\\
& =\int f(x) \Lambda(\mathrm{d} x)
\end{align*}
$$

Thus, by considering (2.3) and Campbell's theorem, we can derive that for an stationary PP:

$$
\begin{equation*}
\mathbb{E}\left[\sum_{x \in \Phi} f(x)\right]=\lambda \int f(x) \mathrm{d} x \tag{2.8}
\end{equation*}
$$

Moreover, when the point process has an intensity function, then:

$$
\begin{equation*}
\mathbb{E}\left[\sum_{x \in \Phi} f(x)\right]=\int f(x) \lambda(x) \mathrm{d} x \tag{2.9}
\end{equation*}
$$

Let us notice that using the previous theorem allow us to perform sums over different points in a given PP. This is particularly useful, for example, in order to model the sum of interfering signals when transmitters are assumed to form a given PP.

Further, we have the probability generating functional (PGFL) of a PP, which is defined as:

Definition 2.1.8 (Probability generating functional of a point process). Let $V$ be the family of all measurable functions $v: \mathbb{R}^{D} \mapsto[0,1]$, such that $1-v$ has bounded support. For $v \in V$, the PGFL of a point process $\Phi$ is given by:

$$
\begin{align*}
G(v) & =\mathbb{E}\left[\prod_{x \in \Phi} v(x)\right]  \tag{2.10}\\
& =\int \prod_{x \in \varphi} v(x) \mathbb{P}(\mathrm{d} \varphi) .
\end{align*}
$$

Hence, the PGFL allow us to model the product of points in PPs. Arguably, (2.10) by itself does not allow us, at this point, to grasp the true potential and application of the PGFL towards our goal. Yet, we will see later (particularly when analyzing the Poisson point processes) how it can be directly used.

### 2.1.2 Transforming, mapping or displacing a point processes

As we will further see in Chapter 4, it is sometimes useful to transform a point process that lies in a given space, into another simpler space, e.g. transform a 2 D point process into a one-dimensional one. We, thus, define the random transformation of a point process as:

Definition 2.1.9 (Random transformation of a PP). Let us consider a $P P, \Phi \in \mathbb{R}^{D}$, and $\mathbf{B}_{p} \in \mathbb{R}^{D_{p}}$ a bounded set. Let $p\left(x, \mathbf{B}_{p}\right)$ be a probability kernel from $\mathbb{R}^{D}$ to $\mathbb{R}^{D_{p}}$ for every point $x \in \Phi$. Hence $p\left(x, B_{p}\right)$ is a probability measure on $\mathbb{R}^{D_{p}}$, i.e., a real-valued function defined
on a set of events in a probability space that satisfies measure properties. We then have that the transformed point process of $\Phi$ is the point process $\Phi_{p}$, that is defined by the probability kernell $p\left(x, \mathbf{B}_{p}\right)=\mathbb{P}\left(x_{p} \in \mathbf{B}_{p} \mid \Phi\right)$, where $x_{p} \in \mathbb{R}^{D_{p}}$ is a point of $\Phi_{p}$ [45].

Hence, we see that $\Phi_{p}$ is obtained by randomly and independently displacing each point of $\Phi \in \mathbb{R}^{D}$ to another location on $\mathbb{R}^{D_{p}}$, according to the kernel $p\left(x, \mathbf{B}_{p}\right)$, i.e., the probability that the displaced version of $x$ lies in $\mathbf{B}_{p}$.

### 2.1.3 Marking and thinning of point processes

Marking a point process refers to the fact of adding an specific characteristic, or mark, to every point in the process. In this regard, if $\Phi=\left\{x_{n}\right\}$, we can think of a marked PP as another sequence $\hat{\Phi}=\left\{x_{n}, m_{n}\right\}$, where $m_{n}$ are the marks related to the different points $x_{n}$. The nature of the marks can vary depending on the model and we say that they belong to the space $\mathbb{M}$, where the Borel $\sigma$-algebra in $\mathbb{M}$ is denoted by $\mathscr{M}$.

We refer to independent marks, when the marks form mutually independent sequences on $\mathbb{R}^{M}$, that may only depend on the position of each point. In this regard, we characterize an independently marked PP as:

Corollary 2.1.1 (Characterization of an independent marked PP). A point process $\hat{\Phi}=$ $\left\{x_{n}, m_{n}\right\}$ is said to be independently marked when a given mark $m_{i} \in\left\{m_{n}\right\}$ may only depend on its respective point $x_{i} \in\left\{x_{n}\right\}$, yet not on $x_{j}$ nor $m_{j}$, for $j \neq i$. In this case, we write the distribution of marks as $\mathrm{M}_{x}$.

Furthermore, when the marks are independent and identically distributed (i.i.d) distributed random variables (RVs), then the marks distribution is independent of the location of the original PP and we simply write M . We refer to this case as the i.i.d marked point process.

On the other hand, thinning refers to the operation in which the points of a point process are deleted according to a given rule. Thus, if $\Phi$ is the original PP, then the thinned process $\Phi_{t}$ is such that:

$$
\begin{equation*}
\Phi_{t} \subset \Phi \tag{2.11}
\end{equation*}
$$

The simplest way of thinning a PP, is by applying the $p$-thinning rule, in which each point of $\Phi$ is independently retained with probability $p$ (hence, deleted from the original PP with
probability $1-p$ ). Additionally, we could also consider the case in which the probability of retention is such that: $0 \leq p(x) \leq 1$ for a point $x \in \Phi$. Thus, a point is deleted (or not) according to its location. We denote the latter operation as $p(x)$-thinning. Once again, with this operation, the retention probability of a given point is independent of the action applied to other points.

More interestingly, is the case in which the thinning of a point depends as well on the thinning of others, we call this dependent thinning. This allows to generate repulsion of points or clusters of them and can be useful to model more precisely several scenarios. We might take as an example the actual deployment of the 4G network in Fig. 2.1 (c), where we see that unlike the random deployment shown in Fig. 2.1 (a), in reality BSs tend to be more distant from each other, since this reduces the possible co-channel interference. However, given their higher complexity, the mathematical tractability can also be reduced when applying this kind of thinning operation.

### 2.2 Palm theory

Palm theory refers to all operations in which we consider the fact that a PP has a point placed in a given location. Particularly, the Palm distribution is the conditional point process distribution given that a point exists at a specific location, note here as ${ }^{1}$ :

$$
\begin{equation*}
\mathrm{P}_{x}(Y) \triangleq \mathbb{P}(\Phi \in Y \mid x \in \Phi), \quad \forall Y \in \mathscr{N} . \tag{2.12}
\end{equation*}
$$

Palm theory formalized the notion of a typical point or typical element of a PP. In fact, this notion refers to the random selection of a point in the PP, where the choice of a given element is equiprobable for all the point in the process. Yet, in general when using Palm probabilities it is preferable not to consider the point to which the distribution is conditioned on. For example, when analyzing the signal-to-interference ratio at of a PP-based network, we consider a given point as a reference and the rest as interferers. Hence, we need to exclude this reference point from the interference sum to avoid considering a self-interference factor. This leads us to define the reduced Palm distribution, which is written as:

$$
\begin{equation*}
\mathrm{P}_{x}^{\prime}(Y) \triangleq \mathbb{P}(\Phi \backslash\{x\} \in Y \mid x \in \Phi) \tag{2.13}
\end{equation*}
$$

[^3]Notice that here, the point we condition on is not considered in the distribution. This notation is also used along this work for other mathematical operators, e.g. the expectation with respect to the Palm and reduced Palm measures are written as $\mathbb{E}_{x}[\cdot]$ and $\mathbb{E}_{x}^{!}[\cdot]$, respectively.

In order to fully exploit the potential of the reduced Palm theory, in the next section we introduce the Slivnyak-Mecke Theorem which represents a powerful result that we use along this work.

### 2.3 Poisson point process

Arguably, the most important PP for this work is the Poisson point process (PPP). A point process $\Phi$ of intensity function $\lambda(x)$ is a (inhomogeneous) PPP if:

1. The number of points in any bounded $\operatorname{set} \mathbf{B} \in \mathbb{R}^{2}$ has a Poisson distribution with mean:

$$
\begin{equation*}
\Lambda(\mathbf{B})=\int_{\mathbf{B}} \lambda(x) \mathrm{d} x, \tag{2.14}
\end{equation*}
$$

i.e. that;

$$
\begin{equation*}
\mathbb{P}(\Phi(\mathbf{B})=k)=\frac{(\Lambda(\mathbf{B}))^{k}}{k!} \exp (-\Lambda(\mathbf{B})) \tag{2.15}
\end{equation*}
$$

2. The number of points in disjoints sets are independent, i.e., $\forall\left\{\mathbf{B}_{1}, \mathbf{B}_{2}\right\} \in \mathbb{R}^{2}$ with $\mathbf{B}_{1} \cap \mathbf{B}_{2}=\emptyset$, then $\Phi\left(\mathbf{B}_{1}\right)$ and $\Phi\left(\mathbf{B}_{2}\right)$ are independent.

Moreover, we say that a PPP is homogeneous when $\lambda(x)=\lambda$ in (2.14). Hence, we have that:

$$
\begin{equation*}
\Lambda(\mathbf{B})=\lambda v_{d}(\mathbf{B}) . \tag{2.16}
\end{equation*}
$$

Implying that it is a motion-invariant point process.

Corollary 2.3.1 (Void probability, contact distribution and nearest neighbor distance in a PPP). For an homogeneous PPP, $\Phi$, with intensity function $\lambda$, the void probability reads:

$$
\begin{equation*}
\mathbb{P}(\Phi(r \mathbf{B})=0)=\exp \left(-\lambda v_{d}(r \mathbf{B})\right) \tag{2.17}
\end{equation*}
$$

Hence, when $r \mathbf{B}=\mathbf{B}(\mathscr{O}, r)$, the contact distribution function is:

$$
\begin{equation*}
H_{\mathbf{B}}(r)=1-\exp \left(-\lambda \pi r^{2}\right) . \tag{2.18}
\end{equation*}
$$

Interestingly and as noted in [42], for the PPP, the contact distribution function and nearest-neighbor distribution function are identical.

Let us now define $R$ as the RV that describes the distance between a typical point of PPP and its $n$-th neighbor. Then, for the homogeneous case and by using (2.15), we can derive that the probability density function (PDF) of $R$ is [46, Section 3.2]:

$$
\begin{equation*}
f_{R}(r, n)=\frac{2(\pi \lambda)^{n}}{(n-1)!} r^{2 n-1} \mathrm{e}^{-\lambda \pi r^{2}} \tag{2.19}
\end{equation*}
$$

Moreover, for the homogeneous PPP and as seen in [43, Section 3.1.7], the contact distribution function represents the cumulative distribution function (CDF) of the distance between the origin and the nearest neighbor. Hence, by taking the derivative of (2.18) to obtain the PDF of this distance we get:

$$
\begin{equation*}
f_{R}(r) \triangleq 2 \pi \lambda r \mathrm{e}^{\left(-\pi \lambda r^{2}\right)}=f_{R}(r, 1) \tag{2.20}
\end{equation*}
$$

which is, in fact, equivalent to setting $n=1$ in (2.19).

Corollary 2.3.2 (Probability generating functional of a PPP). If $\Phi$ is a PPP with intensity measure $\Lambda$, then its PGFL is:

$$
\begin{equation*}
G(v)=\exp \left(-\int(1-v(x)) \Lambda(\mathrm{d} x)\right) \quad \text { for } v \in V \tag{2.21}
\end{equation*}
$$

Hence, if the PPP has a intensity function $\lambda$, we also have:

$$
\begin{equation*}
G(v)=\exp \left(-\int(1-v(x)) \lambda(x) \mathrm{d} x\right) \tag{2.22}
\end{equation*}
$$

Theorem 2.3.1 (Displacement theorem). Let us consider the random transformation of a PP introduced in Definition 2.1.9, where we consider that $\Phi$ is a PPP of intensity measure $\Lambda(\mathrm{d} x)=\lambda(x) \mathrm{d} x$ and $l_{p}(\cdot): \mathbb{R}^{D} \rightarrow \mathbb{R}^{D_{p}}$ is the displacement function described by the probability kernel $p\left(x, \mathbf{B}_{p}\right)$. Then we have that the transformed $P P, \Phi_{p}$, has an intensity
measure:

$$
\begin{align*}
\Lambda_{p}\left(B_{p}\right) & =\int_{\mathbb{R}^{D}} p\left(x, \mathbf{B}_{p}\right) \Lambda(\mathrm{d} x), \\
& =\int_{\mathbb{R}^{D}} \mathbb{P}\left(x_{p} \in \mathbf{B}_{p} \mid \Phi\right) \Lambda(\mathrm{d} x),  \tag{2.23}\\
& =\int_{\mathbb{R}^{D}} \mathbb{P}\left(x_{p}=l_{p}(x) \in \mathbf{B}_{p}\right) \lambda(x) \mathrm{d} x, \\
& =\int_{\mathbb{R}^{D}} \mathbb{1}\left\{l_{p}(x) \in \mathbf{B}_{p}\right\} \lambda(x) \mathrm{d} x .
\end{align*}
$$

Thus, we observe by comparing (2.23) with (2.14), that independent displacements preserve the Poisson characteristic of the PP.

Theorem 2.3.2 (Marking of PPPs). Let $\Phi$ be a PPP with intensity measure $\Lambda(\mathrm{d} x) \in \mathbb{R}^{D}$ and marks with distribution $\mathrm{M}_{x}(\mathrm{~d} m) \in \mathbb{R}^{M}$. The independently marked PP $\hat{\Phi}$ is a PPP on $\mathbb{R}^{D} \times \mathbb{R}^{M}$, such that its intensity measure is:

$$
\begin{equation*}
\hat{\Lambda}(\mathrm{d} x, \mathrm{~d} m)=\mathrm{M}_{x}(\mathrm{~d} m) \Lambda(\mathrm{d} x) . \tag{2.24}
\end{equation*}
$$

Theorem 2.3.3 (Thinning of PPPs). When $p(x)$-thinning is applied to a PPP of intensity measure $\Lambda(\mathrm{d} x)$, we have that:

$$
\begin{equation*}
\Lambda_{t}(\mathrm{~d} x)=p(x) \Lambda(\mathrm{d} x) \tag{2.25}
\end{equation*}
$$

Hence, we see that the $p(x)$-thinning of a PPP creates another PPP and also, that it is an application of the displacement theorem.

Theorem 2.3.4 (Slivnyak-Mecke). The reduced Palm distribution of a PPP is equal to its original distribution, i.e.:

$$
\begin{equation*}
\mathrm{P}_{x}^{\prime}(Y)=\mathrm{P}(Y), \tag{2.26}
\end{equation*}
$$

where $Y \in \mathscr{N}$.

Let us notice that Slivnyak-Mecke theorem, implies that for a PPP, we can add or remove a point while still maintaining the distribution of the other points. This derives from the fact,
that the contact distribution function of a PPP is actually the distribution of the distance from an arbitrary point to its nearest neighbor. Yet, more importantly, it allows us to directly use the reduced Palm measures to analyze PPPs, which as we have previously seen, have a high mathematical tractability.

### 2.4 Moment measures

In this section we introduce different moment measures of a point process. We will use these measures to derive the main characteristics of UEs point processes in Section 2.4.1. Indeed, in general, the position of active users depend on the distribution of their serving BSs. Hence, even when considering that the position of BSs in a cellular network is a PPP, the PP describing active users is not a PPP.

Firstly, we are looking for to characterize the interaction between BSs and active users, to accurately model the interference of users in FD uplinks and the distance from a served UE to its BS. And secondly, we are interested in modeling the interaction between active users, for the UE-to-UE interference that affects FD downlinks.

The first-moment measure (or 'mean') is simply the intensity measure of a PP, i.e., $\Lambda(\mathbf{B})$, for a Borel set $\mathbf{B}$. Further, the second-order measure is defined as:

$$
\begin{align*}
\mu^{(2)}\left(\mathbf{B}_{\mathbf{1}} \times \mathbf{B}_{\mathbf{2}}\right) & \triangleq \mathbb{E}\left[\Phi\left(\mathbf{B}_{\mathbf{1}}\right) \Phi\left(\mathbf{B}_{\mathbf{2}}\right)\right] \\
& =\mathbb{E}\left[\sum_{x_{1}, x_{2} \in \Phi} \mathbb{1}\left\{x_{1} \in \mathbf{B}_{\mathbf{1}}\right\} \mathbb{1}\left\{x_{2} \in \mathbf{B}_{\mathbf{2}}\right\}\right], \tag{2.27}
\end{align*}
$$

where $\mathbb{1}\{\cdot\}$ is the indicator function and, $\mathbf{B}_{\mathbf{1}}$ and $\mathbf{B}_{\mathbf{2}}$ are two Borel sets. The second-order measure enables to calculate the variance and covariance of a PP. The previous sum can be divided into two sums. First, the one over distinct points $\left\{x_{1}, x_{2}\right\} \in \Phi$, and secondly, over equal points $x_{1}=x_{2} \in \Phi$. Hence, for a homogeneous PPP of intensity function $\lambda$, we obtain that:

$$
\begin{equation*}
\mu^{(2)}\left(\mathbf{B}_{\mathbf{1}} \times \mathbf{B}_{\mathbf{2}}\right)=\lambda^{2} v_{d}\left(\mathbf{B}_{\mathbf{1}}\right) v_{d}\left(\mathbf{B}_{\mathbf{2}}\right)+\lambda v_{d}\left(\mathbf{B}_{\mathbf{1}} \cap \mathbf{B}_{\mathbf{2}}\right) \tag{2.28}
\end{equation*}
$$

For the previous measure, we might only be interested in considering the sum over distinct points $\left\{x_{1}, x_{2}\right\} \in \Phi$, which can be written as:

$$
\begin{equation*}
\alpha^{(2)}\left(\mathbf{B}_{\mathbf{1}} \times \mathbf{B}_{\mathbf{2}}\right)=\mathbb{E}\left[\sum_{x_{1}, x_{2} \in \Phi}^{\neq} \mathbb{1}\left\{x_{1} \in \mathbf{B}_{\mathbf{1}}\right\} \mathbb{1}\left\{x_{2} \in \mathbf{B}_{\mathbf{2}}\right\}\right] . \tag{2.29}
\end{equation*}
$$

Here, $\alpha^{2}\left(\mathbf{B}_{\mathbf{1}} \times \mathbf{B}_{\mathbf{2}}\right)$ is defined as the second-order factorial moment measure of $\Phi$. For the homogeneous PPP, this derives simply in subtracting the second term of (2.28), i.e.:

$$
\begin{equation*}
\alpha^{(2)}\left(\mathbf{B}_{1} \times \mathbf{B}_{2}\right)=\lambda^{2} v_{d}\left(\mathbf{B}_{1}\right) v_{d}\left(\mathbf{B}_{2}\right)=\Lambda\left(\mathbf{B}_{1}\right) \Lambda\left(\mathbf{B}_{2}\right) . \tag{2.30}
\end{equation*}
$$

The density of $\alpha^{(2)}$ with respect to the Lebesgue measure, $\rho^{(2)}\left(x_{1}, x_{2}\right)$, is known as the second-order product density, and can be derived from:

$$
\begin{equation*}
\alpha^{(2)}\left(\mathbf{B}_{\mathbf{1}} \times \mathbf{B}_{\mathbf{2}}\right)=\int_{\mathbf{B}_{\mathbf{2}}} \int_{\mathbf{B}_{\mathbf{1}}} \rho^{(2)}\left(x_{1}, x_{2}\right) \mathrm{d} x_{1} \mathrm{~d} x_{2} . \tag{2.31}
\end{equation*}
$$

By considering (2.30) we obtain that for the homogeneous PPP we have that:

$$
\begin{equation*}
\rho^{(2)}\left(x_{1}, x_{2}\right)=\lambda^{2} \tag{2.32}
\end{equation*}
$$

Moreover, as a homogeneous PPP is a motion-invariant point process, then $\rho^{(2)}\left(x_{1}, x_{2}\right)$ only depends on the distance between $x_{1}$ and $x_{2}$, hence we write it as $\rho^{(2)}(r)=\rho^{(2)}\left(x_{1}, x_{2}\right)$, where $r=\left\|x_{1}-x_{2}\right\|$.

For the stationary case, we can use the Palm distribution to express the second-order factorial moment measure:

$$
\begin{equation*}
\alpha^{(2)}\left(\mathbf{B}_{\mathbf{1}} \times \mathbf{B}_{\mathbf{2}}\right)=\lambda^{2} \int_{\mathbf{B}_{\mathbf{1}}} \mathscr{K}\left(\mathbf{B}_{\mathbf{2}}-x\right) \mathrm{d} x, \tag{2.33}
\end{equation*}
$$

where $\mathscr{K}(\cdot)$ is known as the reduced second moment measure and is defined as:

$$
\begin{equation*}
\lambda \mathscr{K}(\mathbf{B})=\int \varphi(\mathbf{B}) \mathrm{P}_{\mathscr{O}}^{!}(\mathrm{d} \varphi) \tag{2.34}
\end{equation*}
$$

Hence, $\lambda \mathscr{K}(\mathbf{B})$ can be considered as the mean number of points in $\mathbf{B} \backslash\{\mathscr{O}\}$, conditioned on the fact that $\mathscr{O} \in \mathbf{B}$. By taking (2.31), the reduced second moment measure can be also written as:

$$
\begin{equation*}
\lambda^{2} \mathscr{K}(\mathbf{B})=\int_{\mathbf{B}} \rho^{(2)}(x) \mathrm{d} x . \tag{2.35}
\end{equation*}
$$

For a motion-invariant scenario, we can write:

$$
\begin{equation*}
\mathscr{K}(\mathbf{B}(\mathscr{O}, r))=K(r), \tag{2.36}
\end{equation*}
$$

where $K(r)$ is the reduced second moment function, also known as Ripley's $K$-function. From this, we define:

$$
\begin{equation*}
g(r) \triangleq \frac{1}{2 \pi r} \frac{\mathrm{~d} K(r)}{\mathrm{d} r} \tag{2.37}
\end{equation*}
$$

as the pair correlation function (PCF). Thus, the PCF can be interpreted as a local average density at a given distance $r$ from the origin. By taking (2.35), for the motion-invariant case we can derive the following result:

$$
\begin{equation*}
g(r)=\frac{\rho^{(2)}(r)}{\lambda^{2}} \tag{2.38}
\end{equation*}
$$

The previous measures allow us to characterize PPs but, at the same time, they enable us to approximate complex point processes with another simpler ones, as PPPs. This idea is developed in the following section and taken from [47].

### 2.4.1 Distribution of users attached to BSs

As we will further see in the following Chapters, when having a PPP, $\Phi$, it is useful to consider the case in which there is another point process, $\Phi^{\prime}$, whose nodes depend on the position of each original point in $\Phi$. This is normally the case in modeling users point processes whose location depends on their serving BS. In general, the expressions describing the latter processes have higher complexity than the ones of PPPs and, consequently, lower tractability. Hence, in this part we present a way of calculating the PCF of these processes and, further, on how to approximate them with a PPP. The results introduced here are taken from the development found in [47] and we strongly encourage the reader to come back to this reference for further details and proofs.

Let us consider that $\Phi$ is a homogeneous PPP with intensity function $\lambda$. Further, $\Phi^{\prime}$ is formed by uniformly and randomly placing a point $x^{\prime}$ inside the Voronoi cell of each original node $x \in \Phi$. The PCF of $\Phi^{\prime}$ is given by:

$$
\begin{equation*}
g^{\prime}(r)=1-\exp (-(9 / 4) \sqrt{\lambda} r)+0.5 \lambda r^{2} \exp \left(-(5 / 4) \lambda r^{2}\right) \tag{2.39}
\end{equation*}
$$

For this scenario, the distribution of the RV describing the distance between nearest points in $\Phi^{\prime}, D$, is:

$$
\begin{equation*}
f_{D}(r)=50 r^{3} \mathrm{e}^{-5 r^{2}} \tag{2.40}
\end{equation*}
$$

Furthermore, the distribution of the RV describing the distance between a point in $\Phi^{\prime}$ and its nearest neighbor in $\Phi, R_{0}$, is:

$$
\begin{equation*}
f_{R_{0}}(r)=2(1.3) \pi \lambda r \mathrm{e}^{-(1.3) \pi \lambda r^{2}} . \tag{2.41}
\end{equation*}
$$

This can be interpreted as the distribution of the random variable that describes the distance between a user and the station that serves him.

Additionally, we use Palm theory to analyze the effect of interfering points in $\Phi^{\prime}$ towards a typical point in $\Phi$. For this case we consider $\Phi_{\mathscr{O}}^{!}$instead of the original $\Phi$, i.e., we condition on the fact that the origin is a point in $\Phi$ and we do not consider it for the corresponding mathematical development. For this scenario, the pair correlation function is given by:

$$
\begin{equation*}
g^{\prime(\Phi)}(r)=1-\exp \left(-(13 / 2) \lambda r^{2}\right)+(2 / 7) \lambda r^{2} \exp \left(-(13 / 9) \lambda r^{2}\right) . \tag{2.42}
\end{equation*}
$$

For tractability reasons, the goal now is to approximate $\Phi^{\prime}$ with a PPP. To do so, we consider that $\Phi^{\prime}$ has a general intensity function $\lambda$ and we would like to find a PPP, $\Phi_{\text {PPP }}$ such that for all $f: \mathbb{R}^{2} \mapsto \mathbb{R}^{+}$:

$$
\begin{equation*}
\mathbb{E}_{\mathscr{O}}^{!}\left[\sum_{x \in \Phi^{\prime}} f(x)\right]=\mathbb{E}\left[\sum_{x \in \Phi_{\mathrm{PPP}}} f(x)\right] \tag{2.43}
\end{equation*}
$$

By using Campbell's theorem, we find that:

$$
\begin{equation*}
\lambda \int_{\mathbb{R}^{2}} f(x) g(\|x\|) \mathrm{d} x=\int_{\mathbb{R}^{2}} f(x) \lambda_{\mathrm{PPP}}(\|x\|) \mathrm{d} x \tag{2.44}
\end{equation*}
$$

Which results in the fact that:

$$
\begin{equation*}
\lambda_{\mathrm{PPP}}(r)=\lambda g(r) . \tag{2.45}
\end{equation*}
$$

Hence, we have that we can approximate $\Phi^{\prime}$ as an inhomogeneous PPP with intensity function:

$$
\begin{array}{rc}
\lambda^{\prime}(r)=\lambda g^{\prime}(r), & \text { for the } \mathrm{PP} \Phi^{\prime}, \\
\lambda^{\prime(\Phi)}(r)=\lambda g^{\prime(\Phi)}(r), & \text { how a typical point in } \Phi \text { observes interfering points in } \Phi^{\prime} .(2.47)
\end{array}
$$

Fig. 2.2 shows the previously derived intensity functions. We see here that for $r \ll 1$, $\lambda^{\prime}(r)<\lambda$ and $\lambda^{\prime \Phi}(r)<\lambda$. This result is obtained since for small distances it is less probable (when compared to an homogeneous PPP) for a typical UE to find another active user close to itself and, for a BS, to find an interfering UE close to itself. On the contrary, when the distance is big, i.e., $r \gg 1$, we have that $\lambda^{\prime}(r) \rightarrow \lambda$ and $\lambda^{\prime \Phi}(r) \rightarrow \lambda$. Showing that under this scenario, the PP of active users acts as a homogeneous PPP, and a BS sees the distribution of interfering users located far away, as well as another homogeneous PPP.

Expressions in (2.41), (2.46) and (2.47) allow us to better characterize the interaction between equipment in the network. In particular, we make extensive use of them in Chapter 4. However, it is very important to mention that for simplicity and without loss of generality, throughout most parts of this work we usually assume, on the one hand, that the distance


Fig. 2.2 Intensity functions of a homogeneous PPP, $\Phi$, with $\lambda=1$, of a PP, $\Phi^{\prime}$, formed by uniformly and randomly placing a point in each Voronoi cell of $\Phi\left(\lambda^{\prime}\right)$, and how $\Phi^{\prime}$ is seen from a typical point in $\Phi\left(\lambda^{\prime(\Phi)}\right)$, according to the development found in [47].
between a user and its serving BS distributes according to the PDF of the contact probability, i.e., $f_{R}(1, r)$ in (2.20), and on the other hand, that scheduled UEs are distributed along the network as a homogeneous PPPs. These hypothesis are validated each time they are used.

### 2.5 Cellular networks: a stochastic geometry approach

Let us now analyze the problem introduced in Section 1.3, but by considering a stochastic geometry point of view. To do so, we consider that the positions of BSs, $X$, are described by a homogeneous PPP, $\Phi$, with intensity function $\lambda$. On the other hand, the position of users, $Y$, is another PPP, $\Psi$, with intensity $\lambda^{\prime}$. Users are served by their closest BSs. In this regard, the network can be seen as a Voronoi tessellation of the network area, in which the coverage region of each BS is represented by its Voronoi cell (see Fig. 2.1 (a)). We consider that $\lambda^{\prime} \gg \lambda$, to ensure that there are at least two users per cell ${ }^{2}$. Moreover, we consider that BSs perform random scheduling and the position of scheduled UL and DL users in a RB $\tau$ is given by $\Psi_{u}^{(\tau)}$ and $\Psi_{d}^{(\tau)}$, respectively (see $Y_{u}$ and $Y_{d}$ in Section 1.3). It is highly important to notice that the PP that describes scheduled (UL or DL) users for a given RB, translates to uniformly and randomly drawing a point inside the Voronoi cell of each BS, i.e., served users

[^4]follow the same model as the one introduced in Section 2.4.1. In theory, theses processes are inter-dependent between each other, as they are both drawn from the same PPP, $\Psi$ and depend on their serving BS. However, for the following development we consider that they are independent.

Moreover, we consider that a transmitted signal is affected by path-loss and Rayleigh channel. Then, we write the power received at a location $j$ from a signal coming from $i$ as:

$$
\begin{equation*}
P_{i, j}(\tau)=G(i, j) P_{i} h(i, j) \underbrace{[\kappa(i, j) d(i, j)]^{-\eta(i, j)}}_{L(i, j)^{-1}}, \tag{2.48}
\end{equation*}
$$

where $P_{i}$ is the power of the signal transmitted by $i, G(i, j)$ is the net antenna gain of the link (i.e., the product between transmitter and receiver antenna gains), $h$ is the fading gain represented by a an exponential RV, such that, $h(i, j) \sim \exp (1), \forall(i, j)$ (given the Rayleigh channels), $\kappa(i, j)$ is the link reference path-loss at 1 meter, $\eta(i, j)$ the path-loss exponent and $d(i, j)$ the distance between the $i$ and $j$. In the previous expression, $L(i, j)$ is the deterministic distance dependent loss.

Let us notice that even when $P_{i, j}$ is written as a function of $\tau$, i.e., the location of the RB in the spectrum, there is not an explicit dependency on $\tau$ in the right-hand side of the expression. Yet, this does not mean that the propagation is independent of the transmission frequency, as this is expressed in different the values of $\kappa$ and $\eta$, according to the system operation frequency.

For this part, we consider that $P_{x}=P_{d}, \forall x \in \Phi, P_{y}=P_{u}, \forall y \in Y_{u}$. For the antenna gains we have that:

- $G(i, j)=G$, for all pair $(i, j)$ of BS and served UE,
- $G(i, j)=G^{\prime}$, for all pair $(i, j)$ of BS and non-scheduled UE,
- $G(i, j)=\breve{G}$, for all pair $(i, j)$ of BSs,
- $G(i, j)=\tilde{G}$, for all pair $(i, j)$ of UEs,
- $G(i, i)=G_{\text {RSI }}$, between the transmitter and receiver of a full-duplex BS.

We consider different gains for the different intended- or interfering-links in the network, to model the ability of equipment to perform beamforming. For instance, if BSs can steer their signal towards their served UEs, then $G>G^{\prime}$ should generally hold.

Furthermore, for the path-loss we consider that:

- $\kappa(i, j)=\kappa$ and $\eta(i, j)=\eta$, for all pair $(i, j)$ and $(j, i)$ of BS and scheduled UE,


Fig. 2.3 Antenna gains and path-loss variables for BS-BS, UE-UE and BS-UE interactions, where red-dotted lines represent interfering links and the orange loop the self-interference.

- $\kappa(i, j)=\kappa^{\prime}$ and $\eta(i, j)=\eta^{\prime}$, for all pair $(i, j)$ and $(j, i)$ of BS and not scheduled UE,
- $\kappa(i, j)=\breve{\kappa}$ and $\eta(i, j)=\breve{\eta}$, for all pair $(i, j)$ of BSs,
- $\kappa(i, j)=\tilde{\kappa}$ and $\eta(i, j)=\tilde{\eta}$, for all pair $(i, j)$ of UEs.

These parameters allow us to model small-cell networks, in which the propagation is different within a cell and across different cells. A graphical representation of the parameters in the model is shown in Fig. 2.3.

Moreover, we assume that the residual self-IC is characterized as:

$$
\begin{equation*}
I_{\mathrm{RSI}}=\beta G_{\mathrm{RSI}} P_{d}, \tag{2.49}
\end{equation*}
$$

where $\beta \in[0,1]$ is a constant related to the performance of the self-IC used at the BS receiver (see Section 1.2 for recent typical values in dB).

### 2.5.1 Coverage probability

The coverage probability of a link, is defined as the complementary CDF (CCDF) of the SINR, i.e.:

$$
\begin{equation*}
\mathbb{P}\left(\gamma_{m}^{(\mathrm{mode})}(i, j, \tau)>\Gamma\right) \tag{2.50}
\end{equation*}
$$

where $m \in\{u, d\}$, mode $\in\{\mathrm{HD}, \mathrm{FD}\}$ and $\Gamma$ is a constant. By replacing (2.48) in the previous equation we obtain:

$$
\begin{align*}
& \mathbb{P}\left(h(i, j)>\frac{\Gamma[\kappa d(i, j)]^{\eta}}{G P_{m}}\left(I_{m}^{(\text {mode })}(j, \tau)+\sigma^{2}\right)\right)  \tag{2.51a}\\
& =\mathbb{E}\left[\exp \left(-\frac{\Gamma[\kappa d(i, j)]^{\eta}}{G P_{m}}\left(I_{m}^{(\text {mode })}(j, \tau)+\sigma^{2}\right)\right)\right] \tag{2.51b}
\end{align*}
$$

where $I_{m}^{\text {(mode })}(j)$ is the total interference at $j$ and (2.51b) is due to the fact that all links are subject to a Rayleigh channel. Now, we have that $d(i, j)$ and $I_{m}^{(\text {mode })}(j, \tau)$ are also RVs. In particular $d(i, j)$, represents the distance between a BS and its scheduled user, i.e., it distributes as $R_{0}$ in (2.41). Hence, for any value of $m$ and duplex-mode in (2.50), we can replace $d(i, j)$ by $r$. Furthermore, the expression $I_{m}^{(\operatorname{mode})}(j, \tau)$ depends on the value of $m$ and duplex-mode in (2.50), i.e., mode $=\{\mathrm{HD}, \mathrm{FD}\}$, and we know analyze the behavior of each case.

## Half-duplex network

Let us take into account the SINR expressions in Section 1.3.2. For the HD downlink, if we consider a typical user, i.e., $y=\mathscr{O}$, we have that:

$$
\begin{equation*}
I_{d}^{(\mathrm{HD})}(0, \tau)=I_{\mathrm{BS}}^{(d)}(0, \tau) \triangleq I_{\mathrm{BS}}^{(d)}(\tau) \tag{2.52}
\end{equation*}
$$

hence the coverage probability results in:

$$
\begin{equation*}
\mathbb{P}\left(\gamma_{d}^{(\mathrm{HD})}(\tau)>\Gamma\right)=\int_{0}^{\infty} f_{R_{0}}(r) \underbrace{\mathbb{E}_{I_{\mathrm{BS}}^{(d)}}\left[\exp \left(-\frac{\Gamma[\kappa r]^{\eta}}{G P_{d}} I_{\mathrm{BS}}^{(d)}(\tau)\right)\right]}_{\mathscr{L}\left\{I_{\mathrm{BS}}^{(d)}(\tau)\right\}(r, \Gamma)} \underbrace{\exp \left(-\frac{\Gamma[\kappa r]^{\eta}}{G P_{d}} \sigma^{2}\right)}_{N_{d}(r, \Gamma)} \mathrm{d} r \tag{2.53}
\end{equation*}
$$

$$
\triangleq \mathscr{P}_{d}^{(\mathrm{HD})}(\tau, \Gamma)
$$

where $\mathscr{L}\left\{I_{\mathrm{BS}}^{(d)}\right\}$ is the Laplace transform of $I_{\mathrm{BS}}^{(d)}$ and comes from the definition of the Laplace transform of a RV, that states that for a general random variable $Q$, its Laplace transform can be expressed as $\mathscr{L}\{Q\}(s)=\mathbb{E}\left[\mathrm{e}^{-s Q}\right]$. We highlight the fact that the last expression refers to the DL coverage probability of a typical user, by omitting to specify the position of the transmitter and receiver (see $(i, j)$ in (2.50)) and by defining it as $\mathscr{P}_{d}^{(\mathrm{HD})}(\tau, \Gamma)$.

By considering (1.10) we have that:

$$
\begin{align*}
I_{\mathrm{BS}}^{(d)}(\tau) & =\sum_{x^{\prime} \in \Phi \backslash\{x\}} G^{\prime} P_{d} h(x, y)\left[\kappa^{\prime} d\left(x^{\prime}, y\right)\right]^{-\eta^{\prime}},  \tag{2.54a}\\
& =\sum_{x^{\prime} \in \Phi} G^{\prime} P_{d} h(x, y)\left[\kappa d\left(x^{\prime}, y\right)\right]^{-\eta^{\prime}} \mathbb{1}\left\{\left[\kappa^{\prime} d\left(x^{\prime}, y\right)\right]^{\eta}>[\kappa d(x, y)]^{\eta}\right\},  \tag{2.54b}\\
& =\sum_{x^{\prime} \in \Phi} G^{\prime} P_{d} h\left[\kappa^{\prime} r_{x^{\prime}}\right]^{-\eta^{\prime}} \mathbb{1}\left\{\left[\kappa r_{x^{\prime}}\right]^{\eta}>[\kappa r]^{\eta}\right\}, \tag{2.54c}
\end{align*}
$$

where $d\left(x^{\prime}, y\right)=d\left(x^{\prime}, 0\right)=r_{x^{\prime}}$ and $h(x, y)=h$ in (2.54c) as all links suffer from Rayleigh fading. Thus, we have that the Laplace transform can be developed as:

$$
\begin{align*}
\mathscr{L}\left\{I_{\mathrm{BS}}^{(d)}(\tau)\right\}(r, \Gamma) & =\mathbb{E}_{I_{\mathrm{BS}}^{(d)}}\left[\exp \left(-\frac{\Gamma[\kappa r]^{\eta}}{G P_{d}} I_{\mathrm{BS}}^{(d)}(\tau)\right)\right],  \tag{2.55a}\\
& =\mathbb{E}\left[\exp \left(-\frac{\Gamma[\kappa r]^{\eta}}{G P_{d}} \sum_{x^{\prime} \in \Phi} G^{\prime} P_{d} h\left[\kappa^{\prime} r_{x^{\prime}}\right]^{-\eta^{\prime}} \mathbb{1}\left\{\left[\kappa^{\prime} r_{x^{\prime}}\right]^{\eta^{\prime}}>[\kappa r]^{\eta}\right\}\right)\right], \\
& =\mathbb{E}\left[\prod_{x^{\prime} \in \Phi} \exp \left(-\Gamma[\kappa r]^{\eta} \frac{G^{\prime}}{G} h\left[\kappa^{\prime} r_{x^{\prime}}\right]^{-\eta^{\prime}} \mathbb{1}\left\{\left[\kappa^{\prime} r_{x^{\prime}}\right]^{\eta^{\prime}}>[\kappa r]^{\eta}\right\}\right)\right],  \tag{2.55b}\\
& =\mathbb{E}_{\Phi}\left[\prod_{x^{\prime} \in \Phi} \mathbb{E}_{h}\left[\exp \left(-\Gamma \frac{[\kappa \kappa]^{\eta}}{\left[\kappa^{\prime} r_{x^{\prime}}\right]^{-\eta^{\prime}}} \frac{G^{\prime}}{G} h \mathbb{1}\left\{\left[\kappa^{\prime} r_{x^{\prime}}\right]^{\eta^{\prime}}>[\kappa r]^{\eta}\right\}\right)\right]\right], \\
& =\mathbb{E}_{\Phi}\left[\prod_{x^{\prime} \in \Phi}\left(1+\Gamma[\kappa r]^{\eta}\left(G^{\prime} / G\right)\left[\kappa^{\prime} r_{x^{\prime}}\right]^{-\eta^{\prime}} \mathbb{1}\left\{\left[\kappa^{\prime} r_{x^{\prime}}\right]^{\eta^{\prime}}>[\kappa r]^{\eta}\right\}\right)^{-1}\right],  \tag{2.55d}\\
& =\exp \left(-2 \pi \lambda \Gamma \frac{G^{\prime}}{G} \frac{1}{\eta^{\prime}}[\kappa r]^{\eta} \frac{1}{\kappa^{\prime 2}} \int_{[\kappa \kappa r]^{\eta}}^{\infty} \frac{z^{2}}{z+\Gamma\left(G^{\prime} / G\right)[\kappa r]^{\eta}} \mathrm{d} z\right), \tag{2.55e}
\end{align*}
$$

where (2.55f) comes from the definition of the PGFL of a PPP (see (2.21)) and by using the change of variable $z=\left[\kappa^{\prime} r_{x^{\prime}}\right]^{\eta^{\prime}}$. Consequently, we can write the following Lemma.

Lemma 2.5.1 (Half-duplex DL coverage probability).

$$
\begin{equation*}
\mathscr{P}_{d}^{(H D)}(\tau, \Gamma)=\int_{0}^{\infty} f_{R_{0}}(r) \mathscr{L}\left\{I_{B S}^{(d)}(\tau)\right\}(r, \Gamma) N_{d}(r, \Gamma) \mathrm{d} r \tag{2.56}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{L}\left\{I_{B S}^{(d)}(\tau)\right\}(r, \Gamma)=\exp \left(-2 \pi \lambda \Gamma \frac{G^{\prime}}{G} \frac{1}{\eta^{\prime}}[\kappa r]^{\eta} \frac{1}{\kappa^{\prime 2}} \int_{[\kappa r]^{\eta}}^{\infty} \frac{z^{2 / \eta^{\prime}-1}}{z+\Gamma\left(G^{\prime} / G\right)[\kappa r]^{\eta}} \mathrm{d} z\right) \tag{2.57}
\end{equation*}
$$

This result is already found in other works, for instance in [48].

Further, for the HD uplink, if we consider a typical BS located in the origin, i.e., $x=\mathscr{O}$, we have that:

$$
\begin{equation*}
I_{u}^{(\mathrm{HD})}(0, \tau)=I_{\mathrm{UE}}^{(u)}(0, \tau) \triangleq I_{\mathrm{UE}}^{(u)}(\tau), \tag{2.58}
\end{equation*}
$$

and we can proceed similarly as for the DL case, we obtain the following Lemma.

Lemma 2.5.2 (Half-duplex UL coverage probability). The UL coverage probability is:

$$
\begin{equation*}
\mathscr{P}_{u}^{(H D)}(\tau, \Gamma)=\int_{0}^{\infty} f_{R_{0}}(r) \underbrace{\mathbb{E}_{I_{U E}^{(u)}}\left[\exp \left(-\frac{\Gamma[\kappa r]^{\eta}}{G P_{u}} I_{U E}^{(u)}(\tau)\right)\right]}_{\mathscr{L}\left\{I_{U E}^{(u)}(\tau)\right\}(r, \Gamma)} \underbrace{\exp \left(-\frac{\Gamma[\kappa r]^{\eta}}{G P_{u}} \sigma^{2}\right)}_{N_{u}(r, \Gamma)} \mathrm{d} r, \tag{2.59}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{L}\left\{I_{U E}^{(u)}(\tau)\right\}(r, \Gamma)=\exp \left(-2 \pi \Gamma \frac{G^{\prime}}{G} \frac{1}{\eta^{\prime}} \frac{[\kappa r]^{\eta}}{\kappa^{\prime 2}} \int_{[\kappa r]^{\eta}}^{\infty} \lambda_{u}^{(B S)}\left(\frac{z^{1 / \eta^{\prime}}}{\kappa^{\prime}}\right) \frac{z^{2 / \eta^{\prime}-1}}{z+\Gamma\left(G^{\prime} / G\right)[\kappa r]^{\eta}} \mathrm{d} z\right) . \tag{2.60}
\end{equation*}
$$

As it is the case for the DL, the HD uplink coverage probability expression can also be found elsewhere, e.g. [50].

However, as opposed to the DL case, for a given RB $\tau \in B_{u}$, the process $Y_{u}(\tau)$ is not actually a homogeneous PPP, as the position of the scheduled UEs depends on the position of their serving BSs, thus $\lambda_{u}^{(\mathrm{BS})}(\cdot)$ replaces $\lambda$ and represents the density of interfering UEs as seen from the typical BS. The previous intensity function can be seen as equivalent to $\lambda^{\prime(\Phi)}$ derived in Section 2.4.1.

## Full-duplex network

For the FD case, there is additional interference in DL and UL as seen in Section 1.3.2, i.e.:

$$
\begin{align*}
& I_{d}^{(\mathrm{FD})}(0, \tau)=I_{\mathrm{BS}}^{(d)}(0, \tau)+I_{\mathrm{UE}}^{(d)}(0, \tau) \triangleq I_{\mathrm{BS}}^{(d)}(\tau)+I_{\mathrm{UE}}^{(d)}(\tau),  \tag{2.61}\\
& I_{u}^{(\mathrm{FD})}(0, \tau)=I_{\mathrm{BS}}^{(u)}(0, \tau)+I_{\mathrm{UE}}^{(u)}(0, \tau)+I_{\mathrm{RSI}} \triangleq I_{\mathrm{BS}}^{(u)}(\tau)+I_{\mathrm{UE}}^{(u)}(\tau)+I_{\mathrm{RSI}} . \tag{2.62}
\end{align*}
$$

Now, by following similar steps as for the HD network, we can derive for the FD downlink the following Lemma.

Lemma 2.5.3 (Full-duplex DL coverage probability).

$$
\begin{equation*}
\mathscr{P}_{d}^{(F D)}(\tau, \Gamma)=\int_{0}^{\infty} f_{R_{0}}(r) \mathscr{L}\left\{I_{B S}^{(d)}(\tau)\right\}(r, \Gamma) \mathscr{L}\left\{I_{U E}^{(d)}(\tau)\right\}(r, \Gamma) N_{d}(r, \Gamma) \mathrm{d} r, \tag{2.63}
\end{equation*}
$$

where,

$$
\begin{equation*}
\mathscr{L}\left\{I_{U E}^{(d)}(\tau)\right\}(r, \Gamma)=\exp \left(-2 \pi \Gamma \frac{\tilde{G}}{G} \frac{\mu}{\tilde{\eta}}[\kappa r]^{\eta} \frac{1}{\tilde{\kappa}^{2}} \int_{0}^{\infty} \lambda_{u}\left(\frac{z^{1 / \tilde{\eta}}}{\tilde{\kappa}}\right) \frac{z^{2 / \tilde{\eta}-1}}{z+\Gamma(\tilde{G} / G) \mu[\kappa r]^{\eta}} \mathrm{d} z\right) \tag{2.64}
\end{equation*}
$$

is the UE-to-UE interference factor term with $\mu=P_{u} / P_{d}$ and $\lambda_{u}(\cdot)$ represents the density of active UL users as seen from the typical DL user (equivalent to $\lambda^{\prime}(r)$ in Section 2.4.1).

In (2.64), the integral is evaluated starting from 0 , as the closest interfering UL user might be in the same cell as the one in which the typical DL user lies (there is no indicator function when developing the term as we consider all UL users).

Remark 2.5.1. When $\tilde{G}=0$ or $\tilde{\eta} \rightarrow \infty$, i.e., there is a high obstruction between different UEs, we have that $\mathscr{L}\left\{I_{U E}^{(d)}(\tau)\right\}(r, \Gamma)=1$. Hence, there is no UE-to-UE interference and $\mathscr{P}_{d}^{(F D)}(\tau, \Gamma)=\mathscr{P}_{d}^{(H D)}(\tau, \Gamma)$.

Proceeding similarly as for the DL, for the FD uplink we have the following:

Lemma 2.5.4 (Full-duplex UL coverage probability).

$$
\begin{gather*}
\mathscr{P}_{u}^{(F D)}(\tau, \Gamma)=\int_{0}^{\infty} f_{R_{0}}(r) \underbrace{\mathbb{E}_{I_{U E}^{(u)}}\left[\exp \left(-\frac{\Gamma[\kappa r]^{\eta}}{G P_{u}} I_{U E}^{(u)}(\tau)\right)\right]}_{\mathscr{L}\left\{I_{U E}^{(u)}(\tau)\right\}(r, \Gamma)} \underbrace{\mathbb{E}_{I_{B S}^{(u)}}\left[\exp \left(-\frac{\Gamma[\kappa r]^{\eta}}{G P_{u}} I_{B S}^{(u)}(\tau)\right)\right]}_{\mathscr{L}\left\{I_{B S}^{(u)}(\tau)\right\}(r, \Gamma)} \\
N_{\beta}(r, \Gamma) N_{u}(r, \Gamma) \mathrm{d} r, \tag{2.65}
\end{gather*}
$$

where

$$
\begin{equation*}
N_{\beta}(r, \Gamma)=\exp \left(-\frac{\Gamma[\kappa r]^{\eta}}{G P_{u}} I_{R S I}\right) \tag{2.66}
\end{equation*}
$$

represents the RSI factor and

$$
\begin{equation*}
\mathscr{L}\left\{I_{B S}^{(u)}(\tau)\right\}(r, \Gamma)=\exp \left(-2 \pi \lambda \Gamma \frac{\breve{G}}{G} \frac{1}{\mu \breve{\eta}}[\kappa r]^{\eta} \frac{1}{\breve{\kappa}^{2}} \int_{0}^{\infty} \frac{z^{2 / \breve{\eta}-1}}{z+\Gamma(\breve{G} / G)(1 / \mu)[\kappa r]^{\eta}} \mathrm{d} z\right) \tag{2.67}
\end{equation*}
$$

is the BS-to-BS interference factor term.

Particularly, let us notice that in the BS-to-BS interference factor term, the density is just $\lambda$ as BSs positions are described by a homogeneous PPP. Thus, the integral is evaluated starting from 0 , as the closest BS might be arbitrarily close to the typical point under study.

Remark 2.5.2. When $\breve{G}=0$ or $\breve{\eta} \rightarrow \infty$, i.e., there is a high obstruction between different $B S$ s, we have that $\mathscr{L}\left\{I_{B S}^{(u)}(\tau)\right\}(r, \Gamma)=1$. Consequently, there is no BS-to-BS interference. Moreover, we observe that under this condition:

$$
\begin{align*}
\mathscr{P}_{u}^{(H D)}(\tau, \Gamma) & =\frac{\mathscr{P}_{u}^{(F D)}(\tau, \Gamma)}{N_{\beta}(r, \Gamma)},  \tag{2.68a}\\
& =\frac{\mathscr{P}_{u}^{(F D)}(\tau, \Gamma)}{\exp \left(-\frac{\Gamma[\kappa r]^{\eta}}{G P_{u}} \beta G_{R S I} P_{d}\right)} \tag{2.68b}
\end{align*}
$$

Thus, in a perfect self-IC scenario, i.e., $\beta=0$, then $\mathscr{P}_{d}^{(F D)}(\tau, \Gamma)=\mathscr{P}_{d}^{(H D)}(\tau, \Gamma)$.

## Numerical application

Let us consider a cellular network described by small-cells deployment. This kind of deployments are characterized by having lower BS transmission powers (when compared to their macro-cell counterparts), hence smaller cell ranges are observed. SCs are particularly useful when having high throughput demands in dense networks, because there a fewer users per cell, smaller distances imply higher useful signal power and the deployment below roof tops reduces the interference.

By using the parameters found in Table 2.1, we simulate a HD and three-node FD network under the framework presented in the beginning of Section 2.5. From this, we plot the DL and UL coverage probabilities in Figs. 2.4 and 2.5, respectively. In addition, we also plot the
curves obtained by using the theoretical development found above, where for simplicity we assume that:

$$
\begin{gather*}
\lambda_{u}(r)=\lambda_{u}^{(\mathrm{BS})}(r)=\lambda,  \tag{2.69}\\
f_{R_{0}}(r)=f_{R}(r)=2 \pi \lambda r \exp \left(-\pi \lambda r^{2}\right) . \tag{2.70}
\end{gather*}
$$

We can notice that with (2.69) we consider that active users distribute as an homogeneous PPP (seen from a typical UE or from a typical BS). The same applies for (2.70), in which the distance between a user and its serving BS is equivalent to the nearest neighbor distance, $f_{R}(r)$, of a homogeneous PPP of intensity $\lambda$ (see (2.20)).

For the DL case in Fig. 2.4, we remark that theoretical and simulation-based results match well, validating our analytical development and previous assumption concerning $\lambda_{u}, \lambda_{u}^{(\mathrm{BS})}$ and $f_{R_{0}}$. Further, we can notice that HD outperforms FD in terms of coverage probability, as the interference is greater in the latter. Yet the different is of only 1.4 dB between the two, which still enables the FD downlink case to rest inside acceptable SINR values.

For the UL case in Fig. 2.5, we also plot the behavior for different levels of RSI (i.e. various values of $\beta$ ). Firstly, we observe again that theory and simulation-based results match well. However, for $\beta=0$, there is a bigger gap between the curves. This is due to the fact that for $\beta=0$, only UE-to-BS and BS-to-BS interference (i.e., the network geometry) affects the FD UL performance. Hence, the difference is given by assuming (2.69). Indeed,

Table 2.1 Simulation parameters

|  | Parameter | Value | Parameter | Value |
| :---: | :---: | :---: | :---: | :---: |
|  | B | 20 MHz | $\omega$ | 180 KHz |
|  | Noise figure | 8 dB | Noise density | $-174 \mathrm{dBm} / \mathrm{Hz}$ |
|  | $P_{u}$ | 23 dBm | $G_{u}$ | 0 dBi |
|  | $\left(\kappa^{\prime}, \eta^{\prime}\right)$ | $(\kappa, \eta$ ) | $G^{\prime}$ | G |
|  | $\beta$ | various | UE height | 1.5 m |
| $\begin{aligned} & \overline{\ddot{U}} \\ & \stackrel{1}{1} \\ & \stackrel{\rightharpoonup}{\tilde{G}} \end{aligned}$ | $P_{d}$ | 30 dBm | $G_{\text {RSI }}$ | $G_{\text {max }} G_{\text {min }}$ |
|  | $G_{\text {max }}$ | 6 dBi | $G_{\text {min }}$ | $\begin{aligned} & 6 \mathrm{dBi} \\ & (3.53,7.67) \end{aligned}$ |
|  | $(\kappa, \eta)$ | (3.53, 7.67) | $(\breve{\kappa}, \breve{\eta})$ |  |
|  | $(\tilde{\kappa}, \tilde{\eta})$ | $(3.53,7.67)$ | Inter site | 200 m |
|  | BS height | 10 m | distance |  |
| $\begin{aligned} & \overline{\ddot{0}} \\ & \dot{0} \\ & \dot{0} \\ & \tilde{G} \\ & \hline \end{aligned}$ | $P_{d}$ | 46 dBm | $G_{\text {RSI }}$ | $G_{\text {min }} G_{\text {min }}$ |
|  | $G_{\text {max }}$ | 15 dBi | $G_{\text {min }}$ | $-5 \mathrm{dBi}$ |
|  | $(\kappa, \eta)$ | (3.91, 3.62) | $(\breve{\kappa}, \breve{\eta})$ | (2.20, 44.66) |
|  | $(\tilde{\kappa}, \tilde{\eta})$ | (2.20, 44.66) | Inter site | 500 m |
|  | BS height | 25 m | distance |  |



Fig. 2.4 Downlink coverage probability for HD and three-node FD small-cell networks, where "sim." stands for simulation-based results. The black dotted line is obtained by the HD theoretical result in (2.53) and the black dashed line by the FD theoretical result in (2.63).
simulation-based results show higher SINRs than the analytical ones, as $\lambda$ is mostly greater than $\lambda_{u}{ }^{(\mathrm{BS})}(r)$ (as seen in Fig. 2.2). Hence, when assuming that $\lambda_{u}{ }^{(\mathrm{BS})}(r)=\lambda$, we consider in average more interference than the actual one.

Moreover, we can remark the critical impact of the RSI towards the UL performance, as the UL coverage probability decreases with $\beta$, i.e., the greater the RSI, the lower the UL coverage probability. Yet, we see that even under a perfect self-IC scenario $(\beta=0)$, there exists a 14 dB gap between the HD and FD models, which is considerably greater than for the DL (of only 1.4 dB ), directly limiting the implementation of FD for UL purposes. Moreover, in practical applications, it is not reasonable to consider perfect self-IC, which impairs the UL performance of FD to a greater extent. This shows why FD implementation is not envisioned for high UL coverage requirements.

Let us highlight, that in this particular numerical application, we consider the same channel characteristic for all links (i.e., $\kappa=\breve{\kappa}=\tilde{\kappa}$ and $\eta=\breve{\eta}=\tilde{\eta}$ ) and omnidirectional antennas for BSs and UEs. Hence, downlinks better tolerate the increased interference due to FD, mainly due to the higher transmission power of BSs (with respect to UL powers).


Fig. 2.5 Uplink coverage probability for HD and three-node FD SC-based networks, where "sim." stands for simulation-based results. The dashed lines are obtained by implementing the respective analytical results. Hence, for the HD case we use (2.59) and for the FD cases (2.65).

### 2.5.2 Capacity and spectral efficiency

## Capacity

We define the instantaneous capacity (in bits-per-seconds) achieved by a link at a $\mathrm{RB} \tau$ as:

$$
\begin{equation*}
\mathscr{C}_{m}^{(\text {mode })}(\tau) \triangleq \omega \log _{2}\left(1+\gamma_{m}^{(\text {mode })}(\tau)\right) \tag{2.71}
\end{equation*}
$$

where $m \in\{d, u\}$, mode $\in\{\mathrm{HD}, \mathrm{FD}\}$ and $\omega$ is the RB bandwidth.
The previous equation comes from the Shannon capacity and, from it, we define the ergodic capacity of the previous link as:

$$
\begin{equation*}
\overline{\mathscr{C}}_{m}^{(\text {mode })}(\tau) \triangleq \mathbb{E}_{\gamma_{m}^{(\text {mode })}}\left[\mathscr{C}_{m}^{(\text {mode })}(\tau)\right] \tag{2.72}
\end{equation*}
$$

where the expected value is taken other the SINR distributions.

Lemma 2.5.5 (Capacity as a function of the coverage probability). As the RV describing the SINR of all different cases is always positive, i.e., $\gamma_{m}^{(\text {mode })}(\tau) \geq 0, \forall \tau \in B$. Thus, we can write
(2.72) as:

$$
\begin{align*}
\overline{\mathscr{C}}_{m}^{(\text {mode })}(\tau) & =\mathbb{E}_{\gamma_{m}^{\text {(mode })}}\left[\log _{2}\left(1+\gamma_{m}^{(\text {mode })}(\tau)\right)\right],  \tag{2.73a}\\
& =\int_{0}^{\infty} \mathbb{P}\left(\log _{2}\left(1+\gamma_{m}^{(\text {mode })}(\tau)\right)>\Gamma\right) \mathrm{d} \Gamma  \tag{2.73b}\\
& =\int_{0}^{\infty} \frac{\mathbb{P}\left(\gamma_{m}^{(\text {mode })}(\tau)>\Gamma\right)}{\ln (2)(1+\Gamma)} \mathrm{d} \Gamma,  \tag{2.73c}\\
& =\int_{0}^{\infty} \frac{\mathscr{P}_{m}^{(\text {mode })}(\tau, \Gamma)}{\ln (2)(1+\Gamma)} \mathrm{d} \Gamma . \tag{2.73d}
\end{align*}
$$

Notice that Lemma 2.5.5 allows us to express the ergodic capacity in terms of the coverage probability, which we already derive in Section 2.5.1.

From what we have already seen, the interference in FD cellular networks is higher. Thus, both instantaneous and ergodic capacities (at specific RBs) are always upper-bounded by the performance of their HD counterpart. This motivates as to introduce the throughput of the link $m$, which is given by:

$$
\begin{equation*}
\mathscr{T}_{m}^{(\text {mode })} \triangleq \sum_{\tau \in B_{m}} \overline{\mathscr{C}}_{m}^{(\text {mode })}(\tau) \tag{2.74}
\end{equation*}
$$

where we recall that $B$ is the total available bandwidth of the system (see Fig. 1.9). In this regard, we observe that, even though locally (in a RB) FD performance is surpassed by HD, what an operator is interested in is global performance, i.e., the net (or total) capacity given by the throughput. In fact, let us analyze the problem according to the spectrum utilization of the different duplex modes, introduced in Section1.3.1.

Firstly, for the case in which the FD system uses the total available bandwidth to perform DL and UL, and as seen in the numerical application of Section 2.5.1, the FD DL performance is close to its HD counterpart. Hence, even without implementing an interference reduction procedure, we have a high probability that the throughput of FD outperforms the one of HD. On the other side, for the UL, the SINR degradation is considerably greater, as $\gamma_{u}^{(\mathrm{FD})} \ll \gamma_{u}^{(\mathrm{HD})}$. Then, even when ULs have access to double the bandwidth (with respect to HD), without efficient interference management, it is highly likely that there is also going to be a critical degradation in the UL throughput.

Furthermore, for the option in which some spectrum is freed by adopting FD, the throughput performance of links strictly depends on the strategy adopted to allocate the RBs. On this subject, let us consider 'FD (case 2)' in Fig. 1.9, in which the FD system uses half of
the total available bandwidth of the HD system. In this case, the only way of achieving the same throughput as in HD, is by totally cancelling the additional interference. Hence, for the DLs, the UE-to-UE interference and, for the ULs, the BS-to-BS and RSI. But, if we consider again the fact that the SINR of FD DLs are only slightly surpassed by their HD analogue, then it is arguably simpler to maintain a reasonable close throughput performance level, even when the system bandwidth is halved. For the UL the panorama is completely different, as we have seen that the SINR is critically degraded. Hence, reducing available bandwidth for ULs is not recommended, when no interference management is introduced.

## Spectral efficiency

The average spectral efficiency (ASE), is defined as the ratio between the average capacity and bandwidth. When focusing on a given RB $\tau$, the ASE is simply a normalized version of the instantaneous capacity: $\mathbb{E}_{\gamma_{m}^{\text {(mode })}}\left[\mathscr{C}_{m}^{(\text {mode })}(\tau)\right] / \omega$. System wise though, the importance does not lies in an specific RB and we write the ASE as:

$$
\begin{equation*}
\mathscr{A}_{m}^{(\mathrm{mode})} \triangleq \frac{\mathscr{T}_{m}^{(\mathrm{mode})}}{B_{T}^{(\mathrm{mode})}}, \tag{2.75}
\end{equation*}
$$

where $B_{T}^{(\text {mode })}$ is the total system bandwidth for the corresponding mode and is found in (1.6). Moreover, we define the cell average spectral efficiency as:

$$
\begin{equation*}
\mathscr{A}_{c}^{(\mathrm{mode})} \triangleq \mathscr{A}_{u}^{(\mathrm{mode})}+\mathscr{A}_{d}^{(\mathrm{mode})} . \tag{2.76}
\end{equation*}
$$

If we assume that all the RBs are statistically equivalent, then, we have that $\overline{\mathscr{C}}_{m}^{(\text {mode })}(\tau)=$ $\overline{\mathscr{C}}_{m}^{\text {(mode })}\left(\tau^{\prime}\right)=\overline{\mathscr{C}}_{m}^{(\text {mode })}, \forall\left(\tau, \tau^{\prime}\right) \in B_{T}^{(\text {mode })}$. Hence, (2.75) reduces to:

$$
\begin{equation*}
\mathscr{A}_{m}^{(\text {mode })}=\alpha_{m}^{(\text {mode })} \overline{\mathscr{C}}_{m}^{(\text {mode })} \tag{2.77}
\end{equation*}
$$

where $\alpha_{m}^{(\text {mode })}$ is the resource utilization ratio in (1.2).
Finally, we define the FD-to-HD average spectral efficiency ratio, $\vartheta$, as:

$$
\begin{equation*}
\vartheta_{m} \triangleq \frac{\mathscr{A}_{m}^{(\text {mode })}}{\mathscr{A}_{m}^{(\mathrm{HD})}} . \tag{2.78}
\end{equation*}
$$

Table 2.2 Simulation- and analytical-based results for normalized link capacities (i.e., quantities in $\mathrm{bps} / \mathrm{Hz}$ ) and ASEs, when considering HD and three-node FD small-cell networks according to parameters in Table 2.1. The total bandwidth of FD and HD systems are equal and for the FD system, we consider that $\beta=-100 \mathrm{~dB}$. In the Table, "cell" represents the net cell performance, i.e., UL + DL, "simu." for simulation-based results and "theo." for the theoretical ones.

| Link (m) |  | Half-duplex |  | Full-duplex |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\mathscr{T}_{m}^{(\mathrm{HD})}$ | $\mathscr{A}_{m}^{(\mathrm{HD})}$ | $\mathscr{T}_{m}^{(\mathrm{FD})}$ | $\mathscr{A}_{m}{ }^{(\mathrm{FD})}$ | $\vartheta_{m}$ |
| 官 | DL | 1.65 | 0.83 | 2.88 | 1.44 | 1.73 |
|  | UL | 1.67 | 0.83 | 0.17 | 0.09 | 0.11 |
|  | cell | 3.32 | 1.66 | 3.05 | 1.53 | 0.92 |
| $\dot{\oplus}$ | DL | 1.71 | 0.85 | 2.99 | 1.49 | 1.75 |
|  | UL | 1.64 | 0.82 | 0.18 | 0.09 | 0.11 |
|  | cell | 3.35 | 1.67 | 3.17 | 1.58 | 0.95 |

## Numerical application

Let us consider the same setting as the one in the numerical application of Section 2.5.1, where the parameter values are found in Table 2.1. Nevertheless, now we are interested in analyzing the capacity and ASE performance of HD and FD small-cell deployments.

Table 2.2 shows the simulation- and theoretically-based results for both HD and FD networks, when for the latter $\beta=-100 \mathrm{~dB}$. Moreover, for both systems we consider the same total bandwidth, thus we have the scenarios 'FDD HD' and 'FD (case 1)' depicted in Fig. 1.9. Firstly, we observe that simulations and analytical equations results match well. When focusing in the DL, we see that FD achieves approximately a $75 \%$ increase with respect to HD, in terms of throughput and ASE.

Regarding the UL, we observe that FD implementation critically degrades the performance of the system. In fact, even when doubling the available bandwidth of ULs, the throughput and ASE achieved only represent a $10 \%$ of the HD performance. Hence, even though we have a high enhancement of the DLs, the FD cell performance is lower than the one of HD, given the extremely high UL degradation. However, as we will see in the following Chapter (see Section 3.4), different path-loss and antenna gain parameters might actually enable FD to outperform its HD counterpart for the cell performance as well.

Further, we plot in Fig. 2.6 the characteristics of $\vartheta_{u}$ as a function of the RSI level (i.e., $\beta$ values). We observe that the performance is degraded for higher values of $\beta$, i.e., for higher RSI levels. Interestingly, we observe that even for a $\beta=-120 \mathrm{~dB}$, the FD ASE still only represents roughly $40 \%$ of the one achieved by HD.


Fig. 2.6 Uplink FD-to-HD ASE ratio, where the continuous line is for simulation-based results and the black dotted line given by (2.78).

### 2.5.3 Transmission power and cell coverage range

Until now we have only analyzed the small-cell scenario. Yet macro-cell (MC) deployments are also fundamental for mobile network operators as they represent a cost-effective solution to cover the demand of larger areas of users by using less equipment. To do so, macro BSs transmit at a higher power. In this regard, HD networks performance should not be impaired by the previous consideration, as the higher interference power is proportional to the higher received signal for the intended links. On the other hand, for the UL case, UEs might be farther away from their serving BSs, but the interfering active UL users are as well. Hence, we should again observe a similar behavior as the one in SC deployments.

Yet, having higher DL powers is in fact a direct impairment for FD networks, as completely cancelling the RSI is unfeasible in practice and also, because higher DL powers, directly increases the interference in the network (higher BS-to-BS and BS-to-UE interference). In the next numerical application we compare the performance of SC and MC deployments when having HD and FD base stations.

## Numerical application

Let us consider the same model as the one in Section 2.5.1 and the MC parameters found in Table 2.1, where $\beta=-100 \mathrm{~dB}$ is considered for the FD cases. In contrast to the SC case, in the MC deployment we consider that BS antennas are not omnidirectional. In fact, we consider the model shown in Fig. 2.7, where each BS has a maximum and a


Fig. 2.7 Antenna gain pattern model used for MC deployments consisting of a main lobe of gain $G_{\max }$, that is considered for the intended links, and a secondary lobe of gain $G_{\min }$ that affects interfering links. The orange line represents a more realistic antenna model and the bold-black line the approximation considered.
minimum gain. The first corresponds to the gain towards intended links, i.e., between the BS and its served UE, and the latter for the interfering links, i.e., BS-to-BS and BS-to-UE interference. This model is considered, as operators usually deploy sectorized antenna models that enable to reduce the interaction between non-intended links. Moreover, we consider that for MC, the net self-interference antenna gain is given by, $G_{\mathrm{RSI}}=G_{\min } G_{\min }$, instead of the $G_{\mathrm{RSI}}=G_{\min } G_{\max }$ used in SC. This is done as it is easier to isolate the transmitter- and receiving-end of MC base stations and, also, because as there is less space, cost and energy constraints in MCs.


Fig. 2.8 Simulation-based results for the DL coverage probability in small-cells and macrocells HD and three-node FD networks.


Fig. 2.9 Simulation-based results for the UL coverage probability in small-cells and macrocells HD and three-node FD networks.

Fig. 2.8 shows the DL coverage probability for both types of deployments. As previously discussed, we see that SC and MC performances are similar for the HD case. In fact, the macro-cell deployment outperforms its SC counterpart, as the mean received power in this particular scenario is higher. The same behavior is observed for FD, yet let us notice that in MC, FD is only slightly outperformed by the HD. This demonstrates that under this regime, i.e., $P_{d} \gg P_{u}$, the order of magnitude of the interference generated by UL users is not comparable with the one of the received signal from the serving BS.

Further, Fig. 2.9 shows the UL coverage probability for both cases. Here we observe again that when considering a HD network, SC and MC perform similarly. Yet, it is possible to notice that even when considering a favourable antenna model for BSs and a more robust self-IC characterization ( $G_{\mathrm{RSI}}=G_{\min } G_{\mathrm{min}}$ ), the UL is even more degraded in FD when implementing MC base stations. This demonstrates that considering a more favourable self-IC or antenna model to reduce the BS-to-BS interference, are not enough to address the higher DL power levels experienced in MC deployments.

### 2.6 Summary and final remarks

The stochastic geometry tools introduced in this Chapter allow us, firstly, to model in a more realistic way the distribution of equipment in cellular networks. Secondly, to characterize and quantify key performance indicators to further study the impact of implementing FD.

In this regard, we see that even when FD increases the interference with respect to HD , the DL throughput performance is still enhanced, since, the lower SINR levels experienced by UEs is compensated by the additional radio resources that are available due to FD. However, the picture is completely different for ULs. In the first place, we observe how critical the effectiveness of the self-interference cancellation system is towards the UL performance. Indeed, we clearly remark that no self-IC, means that the simple idea of thinking about FD is not practical. Nevertheless, we notice that even with perfect self-IC, the UL SINR reduction due to FD is not proportional (at all) to the one experienced by DLs. In fact, this show us two main things. First, that the higher transmission power of BSs (compared to UEs) enables the DL to combat more effectively the increase in interference. And secondly, that the BS-to-BS interference is another limiting factor when it comes to thinking of equally performing DL and UL FD systems. Therefore, if we already see that with small-cells the panorama of ULs is challenging, it is hard to imagine that the implementation of FD in macro-cells can be effectively carried out. As with this last type of deployments, there is generally a more favourable propagation between BSs and, on top of that, higher levels of self-interference must be cancelled.

In the following Chapter, we present a duplex-switching policy that seeks to enhance the UL degradation by enabling BSs to chose the FD-mode only when the conditions are favourable, while still trying to profit from the beneficial performance gains of FD in the DLs.

## Chapter 3

## Full and half duplex-switching policy for cellular networks

By using the same RB for uplink and downlink, FD promises to double the spectral efficiency or throughput of NGWNs. However, as previously studied, under a cellular context, FD transmissions are degraded by co-channel interference coming from either base stations or user terminals employing the same radio resource. As a consequence, FD implementation does not allow to double the performance of networks, when compared to their traditional HD counterpart. Nevertheless, we observe that under traditional network parameters, even when not doubled, FD enhances the performance of DLs. Yet, on the other hand, ULs are critically degraded, not even allowing a slight performance enhancement with respect to HD.

In this chapter, we propose a duplex-switching policy that can be implemented by operators in their BSs, in which these latter can adopt FD- or HD-mode as a function of the position of their scheduled users. The goal is to reduce the UL degradation present in FD, while still benefiting from the DL performance improvement.

### 3.1 Related works

A set of papers in the literature try to tackle the FD uplink degradation problem by proposing solutions that combine half-duplex and full-duplex transmissions depending on radio conditions and the locations of the interferers [13, 14, 51]. In [13], users in an heterogeneous network decide the duplex-mode based on the received power from their serving BSs. The SINR and SE are analyzed for both DL and UL by using inhomogeneous PPP tools. Results show that the network sum data rate can be improved with respect to both FD- and HDsystems by adopting a scheme in which BSs can operate in any of the two duplex-modes. In
[14], authors consider a multi-tier cellular network, in which access points are either FD or HD capable. There is however no policy explaining how the duplex-mode should be chosen and only the DL performance is studied. Reference [51] proposes a joint UL and DL power control scheme and the notion of FD reuse factor to mitigate interference. However, only the UL is studied and the model neglects the interference created by users.

On the other hand, in [17, 18, 52], authors propose and study the effect of implementing an adjustable partial overlap between UL and DL channels, by using adapted pulse-shaping and matched filtering. Only a specific value of the overlap factor allows an UL improvement. However, the performance is very sensitive to this optimal value and a slight deviation leads to significant performance losses on the UL. Even if this principle is, nevertheless, different from the previously mentioned hybrid models, the results turn to be similar, as in all cases the idea is to balance the trade-off between favorable DL gains and severely degraded ULs.

### 3.2 System model

Let us take into account the model presented in Section 2.5, where the location of BSs in the cellular network is modeled by a homogeneous Poisson Point Process, $\Phi$, of spatial density $\lambda$ on $\mathbb{R}^{2}$. UEs are attached to their closest BS. Once more, the density of UEs is large with respect to $\lambda$ to ensure that there are at least two users per cell.

Further, and as also done in Section 2.5, we assume that all users and BSs transmit at their maximum power capabilities, i.e., $P_{u}$ and $P_{d}$, respectively. Small-scale Rayleigh fading with unit power between all the elements of the network is again considered. However, for the purpose of this Chapter we consider that:

- All links reference path-losses at 1 meter (i.e., $\kappa(i, j)$ in (2.48)) are fixed to 1 , and that
- Path-loss exponents are the same for all possible interactions between equipment in the network, i.e., $\eta(i, j)$ in (2.48) is such that $\eta(i, j)=\eta>2, \forall(i, j)$.

The cellular network is composed of HD users (i.e., they can only receive or send information in each RB). Nevertheless, and differently from what we presented in the previous Chapter, BSs can opt whether to work under HD- or FD-mode. Therefore, when BSs adopt FD, we have the three-node FD model previously introduced (check Section 1.3 for more details) and in each time instant it can simultaneously serve one DL and one UL transmission in the same RB. On the other hand, when a BS adopts HD, it serves users in a FDD-manner, where the DL will take place in a RB and the UL in another without interfering between each other.

For HD BSs, the set of RBs, $\Omega$, is partitioned such that the resource utilization ratio of ULs and DLs is the same, i.e., $\alpha_{u}^{(\mathrm{HD})}=\alpha_{d}^{(\mathrm{HD})}=1 / 2$, as seen in the 'FDD HD' case in Fig. 1.9. In this regard, we have an UL and DL part of the spectrum which we write as $B_{u}$ and $B_{d}$, respectively, where $\|\Omega\|=\left\|B_{u} \cup B_{d}\right\|$ and $B_{u} \cap B_{d}=\emptyset$. For the FD scenario, $\alpha_{u}^{(\mathrm{HD})}=\alpha_{d}^{(\mathrm{HD})}=1$ and the whole system bandwidth (equivalent to one used by its HD counterpart) is used for UL and DL (see 'FD (case 1)' in Fig. 1.9). So we do not particularly differentiate between any UL or DL part of the spectrum for the FD case.

Hence, the configuration of the network can be characterized by the marked PPP:

$$
\begin{equation*}
\hat{\Phi}=\left\{x, y_{d}(x), y_{u}(x), s\left(y_{d}(x), y_{u}(x)\right)\right\} \in \mathbb{R}^{2} \times \mathbb{R}^{2} \cup\{\emptyset\} \times \mathbb{R}^{2} \cup\{\emptyset\} \times\{0,1\}, \tag{3.1}
\end{equation*}
$$

where $\emptyset$ is the empty set, i.e., no user is scheduled on this link. The set $\{x\}$ represents the locations of the BSs $(\Phi)$ and, $y_{d}(x)$ and $y_{u}(x)$ are independent marks depicting the position of the scheduled DL and UL users inside the area covered by the BS $x \in \Phi$. Furthermore, $s(\cdot)$ is the duplex-switching function which is equal to 0 when BS in $x$ is operating in HD-mode and equal to 1 if it works in FD-mode.

As in Section 2.5, BSs perform random scheduling and full buffer traffic model is assumed, i.e., there is always data to be sent in all directions (UL and DL). Hence, since a BS always has at least two users attached, it randomly chooses one for UL and the other for DL purposes, on every available $\mathrm{RB} \tau \in \Omega$. We thus have that two point processes of scheduled UL and DL users, i.e., $\Psi_{u}^{(\tau)}$ and $\Psi_{d}^{(\tau)}$, respectively, are dependent on $\Phi$ and a realization can be obtained by drawing uniformly two points in every Voronoi cell of the network. Therefore, by construction, each of these processes has the same density as $\Phi$. Further, we consider that all RBs are statistically equivalent, therefore we now omit in the notation the dependence on $\tau$ and we write $\Psi_{m}^{(\tau)}$, simply as $\Psi_{m}$, for $m \in\{u, d\}$.

Finally, let us define the point processes $\Phi^{(\mathrm{FD})} \subset \Phi$ and $\Phi^{(\mathrm{HD})} \subset \Phi$ as the processes of BSs operating in FD- and HD-mode, respectively. And, $\Psi_{u}^{(\mathrm{FD})} \subset \Psi_{u}$ and $\Psi_{u}^{(\mathrm{HD})} \subset \Psi_{u}$ as the processes of UL users linked to FD- and HD-enabled BSs, correspondingly. As DL users do not interfere others, we avoid making the distinction between HD and FD processes.

### 3.2.1 Duplex-switching policy

We propose the following DS policy. Each BS $x$ has a "FD zone" $\mathscr{Z}_{x}$. For tractability reasons, we will assume in this paper that $\mathscr{Z}_{x}$ is a disk of fixed radius, $r_{x}$, centered on $x$, i.e., $r_{x}=r_{f}$,


Fig. 3.1 Representation of a cellular network based on the proposed DS policy.
$\forall x \in \Phi$. Then, $s(\cdot)$ is defined as:

$$
s\left(y_{d}(x), y_{u}(x)\right)= \begin{cases}1, & \text { if } y_{u}(x) \in \mathscr{Z}_{x} \text { and } d\left(y_{d}(x), y_{u}(x)\right)>\delta  \tag{3.2}\\ 0, & \text { otherwise }\end{cases}
$$

where $\delta$ is another network parameter. A representation of this model is depicted in Fig. 3.1.
From (3.2), we can firstly notice that with the proposed policy, a BS adopts FD only when its scheduled UL user is at most $r_{f}$ meters apart. Hence, the received signal power coming from an active user towards its linked FD BS is increased and, consequently, the UL SINR as well. Secondly, when the BS is in FD-mode, the policy restrains the UL user to be at least $\delta$ meters away from the DL user in its same cell, allowing to manage the intra-cell interference and thus, providing higher DL SINR values.

However, as we have previously studied, FD is not always convenient as having more FD-enabled BSs in the network, also increases the BS-to-BS co-channel interference. Hence, let us notice that not only the the two parameters defining the DS policy (i.e., $r_{f}$ a $\delta$ ) can control the UL and DL performances. But also, the amount of FD-enabled BSs in the network. On the one hand, for a fixed value of $\delta$, the probability of having a FD BS increases with $r_{f}$, as the area of $\mathscr{Z}_{x}$ also increases. Hence, the chances of having the scheduled UL user inside the FD zone as well. On the other hand, for a fixed value of $r_{f}$, when $\delta$ increases, the distance constraint between scheduled users in a cell is relaxed, increasing the probability for BSs to be in FD-mode.

We would, thus, like to find optimal values of $r_{f}$ and $\delta$, according to the QoS constraints imposed by the system, to achieve the best possible UL, DL or cell performances.

### 3.3 Analytical performance evaluation

### 3.3.1 Preliminaries

Given our DS policy, the probability that a BS is in FD-mode, $p$, is:

$$
\begin{equation*}
p\left(x, r_{f}, \boldsymbol{\delta}\right)=\mathbb{P}\left(d\left(x, y_{u}(x)\right) \leq r_{f} \wedge d\left(y_{d}(x), y_{u}(x)\right)>\boldsymbol{\delta}\right), \forall x \in \Phi . \tag{3.3}
\end{equation*}
$$

Hence, point processes $\Phi^{(\mathrm{FD})}$ and $\Phi^{(\mathrm{HD})}$ can be characterized by applying the $p\left(x, r_{f}, \boldsymbol{\delta}\right)$ and $\left[1-p\left(x, r_{f}, \delta\right)\right]$-thinning rule to $\Phi$, respectively.

We observe that the position of scheduled UL and DL users depend on the position of their serving BS, since it is the latter which actually decides to serve these particular users in a given set of RBs. Moreover, $\Psi_{u}$ and $\Psi_{d}$ are drawn from the same point process of users, $\Psi$. Thus, they are also inter-dependent. However, let us adopt the same approach as in the Numerical Application of Section 2.5.1 (which can also be found in [14, 17, 49, 51, 53]) and assume that the positions of scheduled UL and DL UEs are independent PPPs of intensity $\lambda$. Notice that by doing so, then:

- The distance between a typical user and its serving BS, and
- The distance between a typical DL user and its closest UL UE interferer,
are given by $f_{R}(r)$ in (2.20), i.e., the PDF of the distance from a typical point to its nearest neighbor.

Furthermore, we consider that the distance between scheduled (UL and DL) users in a given cell, is equivalent to the distance between a typical DL user and its closest UL UE interferer. The previous simplifying assumptions enable us to write $p$ as:

$$
\begin{equation*}
p\left(r_{f}, \boldsymbol{\delta}\right)=\exp \left(-\pi \lambda \delta^{2}\right)\left(1-\exp \left(-\pi \lambda r_{f}^{2}\right)\right) . \tag{3.4}
\end{equation*}
$$

Let us notice that (3.4) respects the idea behind the proposed DS policy, i.e., $p \rightarrow 1$ when $\delta \rightarrow 0$ and $r_{f} \rightarrow \infty$, whereas $p \rightarrow 0$ either when $r_{f}=0$ or when $\delta \rightarrow \infty$. Moreover, let us highlight the fact that $p\left(r_{f}, \boldsymbol{\delta}\right)$ in (3.4) acts now a $p$-thinning rule, from which we define:

$$
\begin{align*}
\lambda^{(\mathrm{FD})}\left(r_{f}, \boldsymbol{\delta}\right) & =p\left(r_{f}, \boldsymbol{\delta}\right) \lambda,  \tag{3.5}\\
\lambda^{(\mathrm{HD})}\left(r_{f}, \boldsymbol{\delta}\right) & =\left(1-p\left(r_{f}, \boldsymbol{\delta}\right)\right) \lambda \tag{3.6}
\end{align*}
$$

as the intensities of the new PPPs $\Phi^{(\mathrm{FD})}$ and $\Psi_{u}^{(\mathrm{FD})}$, and $\Phi^{(\mathrm{HD})}$ and $\Psi_{u}^{(\mathrm{HD})}$, respectively.
We insist in the fact that (3.4) is only an approximation and we validate all previous assumptions by simulations in Section 3.4.

### 3.3.2 SINR analysis

For a user located in $y$ and served by a BS in $x$, we denote $L_{0}(r)=(\kappa r)^{\eta}$ as the deterministic path-loss to its serving BS and $h(x, y)=h(r)$, where $r=\|x-y\|$. Moreover, when we refer to a typical user or a typical BS and when the context is clear, we write for simplicity $d(i)=d(0, i), h(0, i)=h(i)$ and $L(0, i)=L(i)$, where $i$ is the position of the element to from which they are receiving or transmitting.

## Downlink SINR

Under the DS policy setting, the SINR at RB $\tau \in \Omega$, of a typical DL user served by a FD BS, i.e., $x \in \Phi^{(\mathrm{FD})}$ is given by:

$$
\begin{equation*}
\gamma_{d}^{(\mathrm{FD})}(\tau)=\frac{P_{d} h(r) L_{0}^{-1}}{I_{d}^{(\mathrm{FD})}(\tau)+\sigma^{2}} \tag{3.7}
\end{equation*}
$$

where

$$
\begin{align*}
I_{d}^{(\mathrm{FD})}(\tau)= & \mathbb{1}\left[\tau \in B_{d}\right] \sum_{x^{\prime \prime} \in \Phi^{(\mathrm{HD})}} P_{d} h\left(x^{\prime \prime}\right) L\left(x^{\prime \prime}\right)^{-1}+\mathbb{1}\left[\tau \in B_{u}\right] \sum_{y^{\prime \prime} \in \Psi_{u}^{(\mathrm{HD})}} P_{u} h\left(y^{\prime \prime}\right) L\left(y^{\prime \prime}\right)^{-1} \\
& +\sum_{x^{\prime} \in \Phi^{(\mathrm{FD})} \backslash\{x\}} P_{d} h\left(x^{\prime}\right) L\left(x^{\prime}\right)^{-1}+\sum_{y^{\prime} \in \Psi_{u}^{(\mathrm{FD})}} P_{u} h\left(y^{\prime}\right) L\left(y^{\prime}\right)^{-1} \tag{3.8}
\end{align*}
$$

The terms in the first line of (3.8) represent the interference coming from HD equipment, which depends on the random position of $\tau$ along $\Omega$. Resulting, in either the interference generated by the HD BSs, or the one by their associated UL users. The terms in the second line represent the interference generated by the FD BSs and their associated UL users. These are always present as we consider the FD case in which $\alpha_{m}^{(\mathrm{FD})}=1$ and there is no system bandwidth reduction with respect to HD. With this we can proceed to establish the following Theorem.

Theorem 3.3.1 (CDF of the DL SINR for a FD-enabled BS). The probability that $\mathbb{P}\left(\gamma_{d}^{(F D)} \leq\right.$ $\Gamma)$ is given by:

$$
\begin{equation*}
\mathbb{P}\left(\gamma_{d}^{(F D)} \leq \Gamma\right)=\int_{0}^{\infty} f_{R}(r)\left[1-\mathscr{L}\left\{I_{d}^{(F D)}\right\}(r, T) N_{d}(r, \Gamma)\right] \mathrm{d} r, \tag{3.9}
\end{equation*}
$$

where $N_{d}(r, \Gamma)=\exp \left(-\Gamma L_{0}(r) \sigma^{2} / P_{d}\right)$ and

$$
\begin{align*}
\mathscr{L}\left\{I_{d}^{(F D)}\right\}(r, \Gamma)= & \exp \left(-2 \pi \lambda^{(F D)}\left(r_{f}, \delta\right)\left[\int_{r}^{\infty} \frac{\Gamma r^{\eta}}{z^{\eta}+\Gamma r^{\eta}} z \mathrm{~d} z+\int_{\delta}^{\infty} \frac{\mu \Gamma r^{\eta}}{z^{\prime \eta}+\mu \Gamma r^{\eta}} z^{\prime} \mathrm{d} z^{\prime}\right]\right) \\
& \cdot \exp \left(-\pi \lambda^{(H D)}\left(r_{f}, \boldsymbol{\delta}\right)\left[\int_{r}^{\infty} \frac{\Gamma r^{\eta}}{z^{\eta}+\Gamma r^{\eta}} z \mathrm{~d} z+\int_{0}^{\infty} \frac{\mu \Gamma r^{\eta}}{z^{\prime \eta}+\mu \Gamma r^{\eta}} z^{\prime} \mathrm{d} z^{\prime}\right]\right) . \tag{3.10}
\end{align*}
$$

Proof. Follows from the same reasoning as for the development of the coverage probability expressions for HD and FD networks in Section 2.5.1. Since, we notice that the CDF of the SINR is simply the complement of the coverage probability.

On the other hand, if the typical user is served by a HD BS, $x \in \Phi^{(H D)}$, then the DL SINR at a $\operatorname{RB} \tau \in B_{d}$ is:

$$
\begin{equation*}
\gamma_{d}^{(\mathrm{HD})}(\tau)=\frac{P_{d} h(r) L_{0}^{-1}}{I_{d}^{(\mathrm{HD})}(\tau)+\sigma^{2}}, \tag{3.11}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{d}^{(\mathrm{HD})}(\tau)=\sum_{x^{\prime \prime} \in \Phi^{(\mathrm{HD})} \backslash\{x\}} P_{d} h\left(x^{\prime \prime}\right) L\left(x^{\prime \prime}\right)^{-1}+\sum_{x^{\prime} \in \Phi^{(\mathrm{FD})}} P_{d} h\left(x^{\prime}\right) L\left(x^{\prime}\right)^{-1}+\sum_{y^{\prime} \in \Psi_{u}^{(\mathrm{FD})}} P_{u} h\left(y^{\prime}\right) L\left(y^{\prime}\right)^{-1} . \tag{3.12}
\end{equation*}
$$

The first term in (3.12) represents the interference coming from the HD BSs and the other two from the FD BSs and their scheduled UL users. We then write the following Theorem.

Theorem 3.3.2 (CDF of the DL SINR for a HD-enabled BS). The probability that $\mathbb{P}\left(\gamma_{d}^{(H D)} \leq\right.$ T) is:

$$
\begin{equation*}
\mathbb{P}\left(\gamma_{d}^{(H D)} \leq \Gamma\right)=\int_{0}^{\infty} f_{R}(r)\left[1-\mathscr{L}\left\{I_{d}^{(H D)}\right\}(r, \Gamma) N_{d}(r, \Gamma)\right] \mathrm{d} r \tag{3.13}
\end{equation*}
$$

where

$$
\begin{align*}
\mathscr{L}\left\{I_{d}^{(H D)}\right\}(r, \Gamma)= & \exp \left(-2 \pi \lambda^{(F D)}\left(r_{f}, \delta\right)\left[\int_{r}^{\infty} \frac{\Gamma r^{\eta}}{z^{\eta}+\Gamma r^{\eta}} z \mathrm{~d} z+\int_{0}^{\infty} \frac{\mu \Gamma r^{\eta}}{z^{\prime \eta}+\mu \Gamma r^{\eta}} z^{\prime} \mathrm{d} z^{\prime}\right]\right) \\
& \cdot \exp \left(-2 \pi \lambda^{(H D)}\left(r_{f}, \boldsymbol{\delta}\right) \int_{r}^{\infty} \frac{\Gamma r^{\eta}}{z^{\eta}+\Gamma r^{\eta}} z \mathrm{~d} z\right) . \tag{3.14}
\end{align*}
$$

Proof. Similar to Theorem 3.3.1.
Notice that the first line in $\mathscr{L}\left\{I_{d}^{(\mathrm{HD})}\right\}$ differs from the first line in $\mathscr{L}\left\{I_{d}^{(\mathrm{FD})}\right\}$, as in the latter the interference generated by the scheduled UL users is evaluated from $\delta$, given the DS policy constraint regarding the distance between scheduled users in a FD cell.

## Uplink SINR

When the typical BS is in FD, i.e., $x \in \Phi^{(\mathrm{FD})}$, and its scheduled UL user at a $\mathrm{RB} \tau \in \Omega$ is in $y$, we have that the UL SINR is:

$$
\begin{equation*}
\gamma_{u}^{(\mathrm{FD})}(\tau)=\frac{P_{u} h(r) L_{0}^{-1}}{I_{u}^{\mathrm{FD})}(\tau)+\sigma^{2}}, \tag{3.15}
\end{equation*}
$$

where

$$
\begin{align*}
I_{u}^{(\mathrm{FD})}(\tau)= & \mathbb{1}\left[\tau \in B_{d}\right] \sum_{x^{\prime \prime} \in \Phi^{(\mathrm{HD})}} P_{d} h\left(x^{\prime \prime}\right) L\left(x^{\prime \prime}\right)^{-1}+\mathbb{1}\left[\tau \in B_{u}\right] \sum_{y^{\prime \prime} \in \Psi_{u}^{(\mathrm{HD})}} P_{u} h\left(y^{\prime \prime}\right) L\left(y^{\prime \prime}\right)^{-1} \\
& +\sum_{x^{\prime} \in \Phi^{(\mathrm{FD})} \backslash\{x\}} P_{d} h\left(x^{\prime}\right) L\left(x^{\prime}\right)^{-1}+\sum_{y^{\prime} \in \Psi_{u}^{(\mathrm{FD})}} P_{u} h\left(y^{\prime}\right) L\left(y^{\prime}\right)^{-1}+I_{\mathrm{RSI}} \tag{3.16}
\end{align*}
$$

Notice that when comparing $I_{d}^{(\mathrm{FD})}$ with $I_{u}^{(\mathrm{FD})}$, the only difference is that in the latter the self-IC term appears ${ }^{1}$. We use the same model as the one shown in (2.49) to model the RSI, i.e., for the DS-policy model here presented $I_{R S I}=\beta P_{d}$.

Theorem 3.3.3 (CDF of the UL SINR for a FD-enabled BS). The probability that $\mathbb{P}\left(\gamma_{u}^{(F D)} \leq\right.$ Г) is:

$$
\begin{equation*}
\mathbb{P}\left(\gamma_{u}^{(F D)} \leq \Gamma\right)=\int_{0}^{r_{f}} \tilde{f}_{R}(r)\left[1-\mathscr{L}\left\{I_{u}^{(F D)}\right\}(r, \Gamma) N_{u}(r, \Gamma) N_{\beta}(r, \Gamma)\right] \mathrm{d} r, \tag{3.17}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{f}_{R}(r)=\frac{2 \pi \lambda r \mathrm{e}^{-\pi \lambda r^{2}}}{1-\mathrm{e}^{-\pi \lambda r_{f}^{2}}} \tag{3.18}
\end{equation*}
$$

[^5]\[

$$
\begin{align*}
& N_{u}(r, T)=\exp \left(-T L_{0}(r) \sigma^{2} / P_{u}\right), N_{\beta}(r, T)=\exp \left(-T L_{0}(r) \beta / \mu\right) \text { and } \\
& \mathscr{L}\left\{I_{u}^{(F D)}\right\}(r, \Gamma)= \exp \left(-2 \pi \lambda^{(F D)}\left(r_{f}, \delta\right)\left[\int_{0}^{\infty} \frac{\Gamma r^{\eta}}{\mu y^{\eta}+\Gamma r^{\eta}} y \mathrm{~d} y+\int_{r}^{\infty} \frac{\Gamma r^{\eta}}{x^{\eta}+\Gamma r^{\eta}} x \mathrm{~d} x\right]\right) \\
& \exp \left(-2 \pi \lambda^{(H D)}\left(r_{f}, \delta\right)\left[\int_{0}^{\infty} \frac{\Gamma r^{\eta}}{\mu y^{\eta}+\Gamma r^{\eta}} y \mathrm{~d} y+\int_{r}^{\infty} \frac{\Gamma r^{\eta}}{x^{\eta}+\Gamma r^{\eta}} x \mathrm{~d} x\right]\right) . \tag{3.19}
\end{align*}
$$
\]

Proof. Let us consider an UL user $y \in \Psi_{u}^{(\mathrm{FD})}$ linked to a BS in $x$, i.e., we have $y=y_{u}(x)$. Given the DS policy in (3.2), $d\left(y_{u}(x), x\right) \leq r_{f}$. Hence, we can write the CDF of the RV $d\left(y_{u}(x), x\right)$, such that the latter condition holds as:

$$
\begin{equation*}
\mathbb{P}\left(d\left(y_{u}(x), x\right) \leq r \mid d\left(y_{u}(x), x\right) \leq r_{f}\right)=\phi(r)=\frac{1-\mathrm{e}^{-\pi \lambda r^{2}}}{1-\mathrm{e}^{-\pi \lambda r_{f}^{2}}} \tag{3.20}
\end{equation*}
$$

Now, by taking the derivative of (3.20), we obtain the PDF, $\tilde{f}_{R}(r)$ :

$$
\begin{equation*}
\frac{\mathrm{d} \phi(r)}{\mathrm{d} r}=\tilde{f}_{R}(r)=\frac{2 \pi \lambda r \mathrm{e}^{-\pi \lambda r^{2}}}{1-\mathrm{e}^{-\pi \lambda r_{f}^{2}}} \tag{3.21}
\end{equation*}
$$

The rest of the proof is similar to Theorem 3.3.1.
Furthermore, when the typical BS is in HD, i.e., $x \in \Phi^{(H D)}$, the UL SINR at a RB $\tau \in \Omega$ when its serving UL user is in $y$ is:

$$
\begin{equation*}
\gamma_{u}^{(\mathrm{HD})}(\tau)=\frac{P_{u} h(r) L_{0}^{-1}}{I_{u}^{(\mathrm{HD})}(\tau)+\sigma^{2}}, \tag{3.22}
\end{equation*}
$$

where

$$
\begin{align*}
I_{u}^{(\mathrm{HD})}(\tau)= & \sum_{x^{\prime} \in \Phi^{(\mathrm{FD})}} P_{d} h\left(x^{\prime}\right) L\left(x^{\prime}\right)^{-1}+\sum_{y^{\prime} \in \Psi_{u}^{(\mathrm{FD})}} P_{u} h\left(y^{\prime}\right) L\left(y^{\prime}\right)^{-1} \\
& +\sum_{y^{\prime \prime} \in \Psi_{u}^{(\mathrm{HD})} \backslash\{y\}} P_{u} h\left(y^{\prime \prime}\right) L\left(y^{\prime \prime}\right)^{-1} . \tag{3.23}
\end{align*}
$$

Theorem 3.3.4 (CDF of the UL SINR for a HD-enabled BS). The probability that $\mathbb{P}\left(\gamma_{u}^{(H D)} \leq\right.$ $\Gamma)$ is given by:

$$
\begin{equation*}
\mathbb{P}\left(\gamma_{u}^{(H D)} \leq \Gamma\right)=\int_{0}^{\infty} f_{R}(r)\left[1-\mathscr{L}\left\{I_{u}^{(H D)}\right\}(r, \Gamma) N_{u}(r, \Gamma)\right] \mathrm{d} r, \tag{3.24}
\end{equation*}
$$

where

$$
\begin{align*}
\mathscr{L}\left\{I_{u}^{(H D)}\right\}(r, \Gamma)= & \exp \left(-2 \pi \lambda^{(F D)}\left(r_{f}, \delta\right)\left[\int_{0}^{\infty} \frac{\Gamma r^{\eta}}{\mu z^{\eta}+\Gamma r^{\eta}} z \mathrm{~d} z+\int_{r}^{\infty} \frac{\Gamma r^{\eta}}{z^{\prime \eta}+\Gamma r^{\eta}} z^{\prime} \mathrm{d} z^{\prime}\right]\right) \\
& \cdot \exp \left(-\pi \lambda^{(H D)}\left(r_{f}, \delta\right) \int_{r}^{\infty} \frac{\Gamma r^{\eta}}{z^{\prime \eta}+\Gamma r^{\eta}} z^{\prime} \mathrm{d} z^{\prime}\right) . \tag{3.25}
\end{align*}
$$

Proof. Similar to Theorem 3.3.1.

### 3.3.3 Reference models

From the previous expressions, we can directly derive the SINR CDF expressions for reference schemes in which all BSs work under FD (or HD), while users use the HD-mode (analog to the ones shown in Section 2.5). We call these the "reference FD" and "reference HD" systems.

Corollary 3.3.1 (Reference FD network). Let us consider the case in which $r_{f} \rightarrow \infty$ and $\delta=0$. This implies that $p\left(r_{f}, \boldsymbol{\delta}\right) \rightarrow 1$. Consequently, by (3.5) and (3.6), $\lambda^{(H D)}=0$ and $\lambda^{(F D)}=\lambda$. Therefore, the network is only characterized by FD-enabled BSs, since $\Phi=\Phi^{(F D)}$. Thus, under this scenario we have a general expression for the CDF of the DL SINR, $\mathbb{P}\left(\gamma_{d} \leq \Gamma\right)$, given by:

$$
\begin{equation*}
\int_{0}^{\infty} f_{R}(r)\left[1-\exp \left(-2 \pi \lambda\left[\int_{r}^{\infty} \frac{\Gamma r^{\eta}}{z^{\eta}+\Gamma r^{\eta}} z \mathrm{~d} z+\int_{0}^{\infty} \frac{\mu \Gamma r^{\eta}}{z^{\prime \eta}+\mu \Gamma r^{\eta}} z^{\prime} \mathrm{d} z^{\prime}\right]\right) N_{d}(r, \Gamma)\right] \mathrm{d} r, \tag{3.26}
\end{equation*}
$$

which is equivalent to the complement of the DL coverage probability in (2.63), i.e., (1$\left.\mathscr{P}_{d}^{(F D)}(\tau, \Gamma)\right)$.

Furthermore, for the UL we observe that as $r_{f} \rightarrow \infty \tilde{f}_{R}(r) \rightarrow f_{R}(r)$. Hence, again we have a general expression for the CDF of the $\operatorname{SINR}, \mathbb{P}\left(\gamma_{u} \leq \Gamma\right)$, given by:

$$
\int_{0}^{\infty} f_{R}(r)\left[1-\exp \left(-2 \pi \lambda\left[\int_{0}^{\infty} \frac{\Gamma r^{\eta}}{\mu z^{\eta}+\Gamma r^{\eta}} z \mathrm{~d} z+\int_{r}^{\infty} \frac{\Gamma r^{\eta}}{z^{\prime \eta}+\Gamma r^{\eta}} z^{\prime} \mathrm{d} z^{\prime}\right]\right) N_{u}(r, \Gamma) N_{\beta}(r, \Gamma)\right]_{(3.27)} \mathrm{d} r
$$

which, as well, is equivalent to the complement of the UL coverage probability in (2.65), i.e., $\left(1-\mathscr{P}_{u}^{(F D)}(\tau, \Gamma)\right)$.

Corollary 3.3.2 (Reference HD network). Let us consider the scenario in which, $r_{f} \rightarrow 0$ and $\delta \rightarrow \infty$. Then, $p\left(r_{f}, \delta\right)=0$ and as a consequence, $\lambda^{(H D)}=\lambda$ and $\lambda^{(F D)}=0$. Therefore, the cellular network is only characterized by HD-enabled BSs, since $\Phi=\Phi^{(H D)}$. Thus, under this scenario we have a general expression for the CDF of the DL SINR, $\mathbb{P}\left(\gamma_{d} \leq \Gamma\right)$, given by:

$$
\begin{equation*}
\int_{0}^{\infty} f_{R}(r)\left[1-\exp \left(-2 \pi \lambda \int_{r}^{\infty} \frac{\Gamma r^{\eta}}{z^{\eta}+\Gamma r^{\eta}} z \mathrm{~d} z\right) N_{d}(r, \Gamma)\right] \mathrm{d} r \tag{3.28}
\end{equation*}
$$

which is equivalent to the complement of the DL coverage probability in (2.53), i.e., (1$\left.\mathscr{P}_{d}^{(H D)}(\tau, \Gamma)\right)$.

For the UL, we have again a general expression for the CDF of the UL SINR, $\mathbb{P}\left(\gamma_{u} \leq \Gamma\right)$, given by:

$$
\begin{equation*}
\int_{0}^{\infty} f_{R}(r)\left[1-\exp \left(-2 \pi \lambda \int_{r}^{\infty} \frac{\Gamma r^{\eta}}{z^{\prime \eta}+\Gamma r^{\eta}} z^{\prime} \mathrm{d} z^{\prime}\right) N_{u}(r, \Gamma)\right] \mathrm{d} r, \tag{3.29}
\end{equation*}
$$

which, as well, is equivalent to the complement of the UL coverage probability in (2.59), i.e., $\left(1-\mathscr{P}_{u}^{(H D)}(\tau, \Gamma)\right)$.

### 3.3.4 Spectral efficiency

Let us take into account the definition of the average spectral efficiency introduced in Section 2.5.2.

For our model, we assume that all RBs are statistically equivalent. Hence, we can write the ASE of each link $m \in\{u, d\}$ as:

$$
\begin{equation*}
\mathscr{A}_{m}^{(\text {mode })}=\alpha_{m}^{(\text {mode })} \overline{\mathscr{C}}_{m}^{(\text {mode })} \tag{3.30}
\end{equation*}
$$



Fig. 3.2 CDF of SINRs for reference HD and FD networks with $\beta=0$.
where $\overline{\mathscr{C}}_{m}^{\text {(mode) }}$ is the ergodic capacity in (2.72). Therefore, by considering that $\alpha_{u}^{(\mathrm{HD})}=$ $\alpha_{d}^{(\mathrm{HD})}=1 / 2$ and $\alpha_{u}^{(\mathrm{FD})}=\alpha_{d}^{(\mathrm{FD})}=1$, we have that the ASE for FD- and HD-enabled BSs can be written as:

$$
\begin{align*}
\mathscr{A}_{m}^{(\mathrm{FD})} & =\int_{0}^{\infty} \frac{1-\mathbb{P}\left(\gamma_{m}^{(\mathrm{FD})} \leq \Gamma\right)}{\ln (2)(1+\Gamma)} \mathrm{d} \Gamma  \tag{3.31}\\
\mathscr{A}_{m}^{(\mathrm{HD})} & =\frac{1}{2} \int_{0}^{\infty} \frac{1-\mathbb{P}\left(\gamma_{m}^{(\mathrm{HD})} \leq \Gamma\right)}{\ln (2)(1+\Gamma)} \mathrm{d} \Gamma . \tag{3.32}
\end{align*}
$$

However, as the network is hybrid (in the sense that BSs can be operating in FD or HD depending on the position of their scheduled users), it holds that the ASE of ULs and DLs is given by the following equation:

$$
\begin{equation*}
\mathscr{A}_{m}=p\left(r_{f}, \boldsymbol{\delta}\right) \mathscr{A}_{m}^{(\mathrm{FD})}+\left(1-p\left(r_{f}, \boldsymbol{\delta}\right)\right) \mathscr{A}_{m}^{(\mathrm{HD})} \tag{3.33}
\end{equation*}
$$

Moreover, as the cell performance is defined as the sum between the UL and DL parts, we have that the cell ASE achieved by a random cell in the proposed DS environment is:

$$
\begin{equation*}
\mathscr{A}_{c}=p\left(r_{f}, \boldsymbol{\delta}\right)\left(\mathscr{A}_{u}^{(\mathrm{FD})}+\mathscr{A}_{d}^{(\mathrm{FD})}\right)+\left(1-p\left(r_{f}, \boldsymbol{\delta}\right)\right)\left(\mathscr{A}_{u}^{(\mathrm{HD})}+\mathscr{A}_{d}^{(\mathrm{HD})}\right) . \tag{3.34}
\end{equation*}
$$

Table 3.1 Simulated (Sim.) and analytical (An.) ASE performances in bps/Hz.

| Network | DL |  | UL |  | cell |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Configuration | Sim. | An. | Sim. | An. | Sim. | An. |
| Reference HD | 0.87 | 0.86 | 0.93 | 0.86 | 1.80 | 1.72 |
| Reference FD | 1.28 | 1.29 | 0.66 | 0.58 | 1.94 | 1.87 |
| DS $\left(r_{f}, \boldsymbol{\delta}\right)=(500,100) \mathrm{m}$ | 1.35 | 1.36 | 0.68 | 0.57 | 2.03 | 1.93 |
| DS $\left(r_{f}, \boldsymbol{\delta}\right)=(85,0) \mathrm{m}$ | 0.95 | 0.96 | 0.97 | 1.07 | 1.92 | 2.03 |
| DS $\left(r_{f}, \boldsymbol{\delta}\right)=(125,0) \mathrm{m}$ | 1.03 | 1.04 | 0.91 | 1.03 | 1.94 | 2.07 |
| DS $\left(r_{f}, \boldsymbol{\delta}\right)=(182,100) \mathrm{m}$ | 1.13 | 1.15 | 0.81 | 0.86 | 1.94 | 2.01 |

### 3.4 Simulation and performance evaluation

The system is simulated according to the small-cell parameters in Table 2.1, which were chosen to be consistent with related works (e.g. [13, 14, 16]) and 3GPP parameters [54]. Particularly, we set $\eta=3.5$ and omnidirectional antennas with gain 1 for BSs and UEs. Moreover, let us recall that in a PPP-based network, the average inter-site distance (ISD), can be calculated by computing $\mathbb{E}_{R}[r]=1 /(2 \sqrt{\lambda})$. We fix the ISD to 200 m .

Fig. 3.2 shows the simulated and analytical CDFs of the SINR for the reference HD and FD systems (in the ideal case of $\beta=0$ ) for UL and DL. Results match well, hence we validate the assumption regarding the fact that the position of scheduled UL users is described by a homogeneous PPP. Further, we observe that even when some of the network parameters are different (particularly the antenna gains and parameters that describe the path-loss), the Numerical Application in Section 2.5.1 can be considered as equivalent to the curves plotted in Fig. 3.2. Indeed, we see a slight shift in the curves with respect to the ones shown in the Numerical Application in Section 2.5.1, but the results and conclusions for the previous figure are equivalent to the ones shown Figs. 2.4 and 2.5. In other words, we firstly observe that in spite of the perfect self-IC, FD UL is highly surpassed by HD. And secondly, that the CDF curve for the DL in FD is, arguably, not that far from the one of HD, as DLs can cope better the increase of interference due to higher transmission powers of BSs. We will further notice though, that the small difference between the simulated and analytical CDF results may result in a slight difference in the ASE performance. However, this does not alter the conclusions of the proposed DS policy.

Table 3.1 shows the DL, UL and cell ASE performances, with imperfect self-IC ( $\beta=$ -100 dB ), for the different network configurations, i.e., values of $r_{f}$ and $\delta$. We can firstly note that analytical and simulated results match well. Nevertheless, there is slightly higher difference for the ULs, as the gap between SINR curves in Fig. 3.2 is to some degree bigger. In addition, we have again, that although FD outperforms HD in terms of DL ASE


Fig. 3.3 Probability of having HD and FD BSs for different values of $r_{f}$ and $\delta$, i.e., characteristic of $p\left(r_{f}, \delta\right)$, where bold lines are for simulations and dotted ones for the analytical expression in (3.4)
performance, the UL is critically degraded. However, with this new network parameters (for path-losses and antenna gains), the FD cell performance is higher than the one of HD, differently to what is obtained in the results of the Numerical Application of Section 2.5.2 (see Table 2.2). This is mostly due to the fact that with lower net antenna gains between BSs (see $\breve{G}$ in Fig. 2.3), the BS-to-BS interference is reduced, allowing the UL performance to be less impacted. Hence, obtaining a higher cell performance. We thus see that the relative performance of FD with respect to HD is extremely sensitive to network conditions.

We plot in Fig. 3.3 the probability that a BS in the network is in FD-mode for diverse values of $r_{f}$ and $\delta$. The simulation-based results do not consider the approximation made in (3.4). However, we notice that results match well, even when in our analytical expression for $p$ we assume that the distance between scheduled users in a same cell is equivalent to the distance between a typical DL user and its closest UL users (which is not always the case in reality). This validates our simplification assumption for $p\left(r_{f}, \boldsymbol{\delta}\right)$.


Fig. 3.4 Analytical ASE performance with $\beta=-100 \mathrm{~dB}$.

The analytical ASE performance of the DS system for $\beta=-100 \mathrm{~dB}$ and different values of $\left\{r_{f}, \delta\right\}$ is depicted in Fig. 3.4. Regarding the DL performance, we can observe that the ASE level achieved by a reference HD network acts as a lower bound, reassuring the fact that FD increases the DL performance. For all $\left(r_{f}, \boldsymbol{\delta}\right)$ values, the DS policy outperforms the HD lower bound. Additionally, for a given $\delta$, the DL performance increases with $r_{f}$, yet the maximum ASE level is reached when the percentage of FD BSs can not be further increased. If $\delta$ decreases, the number of FD BSs grows; however the intra-cell interference gets larger as well. There is thus an optimal value for $\delta$, which is approximately $\delta=100 \mathrm{~m}$ in our setting.

In contrast, when analyzing the UL ASE, the results show that the DS policy outperforms the reference FD model for almost all $\left(r_{f}, \boldsymbol{\delta}\right)$ values, except for a nearly negligible loss seen for $\delta=100 \mathrm{~m}$ and $r_{f}>440 \mathrm{~m}$. Moreover, for $r_{f}<200 \mathrm{~m}$ and $\delta=\{0,100,200,300\} \mathrm{m}$, the DS system can even outperform the reference HD performance, with maximum value at $\left\{r_{f}, \boldsymbol{\delta}\right\}=\{85,0\} \mathrm{m}$. This is due to the fact that there are few FD BSs and in every FD cell the UL distance is small.

While considering both UL and DL, the cell performance is maximized for $\left\{r_{f}, \delta\right\}=$ $\{125,0\} \mathrm{m}$, where DS outperforms both FD $(+11 \%)$ and HD $(+20 \%)$ reference systems. In this case, UL and DL surpass the reference HD ASE, while the DL performance is $19 \%$ lower than the ASE achieved by the reference FD system, as seen in Table 3.1.

As a conclusion, the operator can tune the parameters ( $r_{f}$ and $\delta$ ) to favor more or less the DL vs. UL. In Table 3.1, the values $\left\{r_{f}, \boldsymbol{\delta}\right\}=\{182,100\} \mathrm{m}$ provide a good trade-off between DL and UL: DS exhibits a gain of $48 \%$ compared to FD and no loss compared to HD on the UL. The loss is $11 \%$ compared to FD and the gain is $34 \%$ compared to HD on the DL. This demonstrates the interest of the proposed scheme.

### 3.5 Summary and final remarks

In this Chapter we propose a duplex-switching policy for cellular networks, where BSs are FD- and HD- capable. The objective is to solve the problem of UL performance degradation observed in FD systems where all BSs adopt FD. In the proposed policy, a BS adopts FD only if its UL scheduled user is close, and the scheduled DL user is far from the UL user. These distances are controlled by two parameters $r_{f}$ and $\delta$. An analytical study using tools from stochastic geometry shows that our scheme is able to improve the UL performance at the cost of slightly reducing the performance gains obtained by FD in the DLs. The DS policy offers thus a flexible tool for the operator to favor more or less one link against the other. Though, when $\delta$ and $r_{f}$ are optimized, our DS policy outperforms both HD and FD in terms of cell average spectral efficiency.

In this sense, the hybrid HD/FD network model that is generated by implementing our DS policy, seeks (as the other related works) to limit the number of FD-enabled BSs for those cases in which good conditions are met, e.g. favorable UL radio propagation or reduced co-channel interference scenarios. Hence, that is why we observe a reduction in the global interference level and, thus, an enhancement in the sum data rate. In all these works though, FD technique is restrained with the goal of reducing interference, so that its potential is not fully exploited.

Moreover, the implementation of the proposed DS policy in practice remains as a big question mark, since even though a BS may eventually measure the distance that separates itself from one of its scheduled users ( $r_{f}$ ), e.g. by knowing the channel characteristics and measuring the SINR from a pilot tone received from the latter, it is not a direct operation to accurately measure the distance between scheduled user in a same cell. In this regard, we can think of solutions concerning Global Positioning System (GPS), in which UEs can communicate their locations to their serving BSs. However, in any case, additional capabilities must be implemented in the BSs and delays might be expected due to further signalization or data processing, in order to deploy the proposed DS policy.

## Chapter 4

## Millimeter wave full-duplex cellular networks

5G will exploit mmWave bands due to the larger bandwidths that they offer, which allows at the same time to increase data rates and many of the expected use cases for 5G. In this sense, mmWaves enable to perform beamforming, since given the smaller wavelengths, a higher number of antennas can be introduced in transceivers. Hence, using mmWave bands may, on the one hand, helps to offload the currently saturated spectrum and on the other hand, to increase systems bandwidths. In this regard, MIMO and 3D beamforming technologies can directly cope the degradation experienced in mmWaves propagation by steering the signals towards the intended receiver. Simultaneously, mmWave adoption can improve the feasibility of massive MIMO systems, as smaller wavelengths enable the utilization of smaller antennas, allowing to place bigger antenna arrays in smaller surfaces. Thus, the idea of implementing FD under a mmWave context can be jointly beneficial, as FD may enhance the spectral efficiency of mmWave systems, and on the other hand, a beamforming-based mmWave model can help to reduce the interference of FD in sub- 6 GHz networks, which can be directly advantageous for the improvement of the FD UL performance.

In this Chapter, we are interested in studying whether hybrid FD/HD networks in which BSs can opt to operate rather in HD or FD (as the one presented in the previous Chapter) are necessary in the mmWave context. Additionally, a novel way of modeling the residual self-interference of FD-enabled BSs in this new beamforming-based scenario is proposed. In this regard, we study the optimal proportion of FD and HD BSs in the network and, finally, we investigate a power control scheme for FD BSs which enables to further improve the UL performance of the system.

### 4.1 Related works

Several publications have studied the performance of mmWave cellular networks using stochastic geometry. In all these papers, channel modeling plays an important role. Regarding the use of stochastic geometry to analyze HD-based mmWave cellular systems, authors in [55] use a distance-dependent line-of-sight (LOS) probability function and propose to model the locations of the LOS and non-LOS (NLOS) BSs as PPPs. Similarly, in [56] a LOS ball approximation is used, yet larger transmission bandwidths and Log-Normal shadowing are considered. Actual building locations are used to validate the results. In [57], a blockage model is also considered. Closed-form expressions are obtained thanks to a two ball approximation. Further, in [58] an overview of mathematical models is provided. Results show that mmWave systems are in general significantly more noise-limited than sub-6 GHz ones, that self-backhauling is more viable and that operators can benefit from sharing their spectrum.

The potential and applicability of FD mmWave-based cellular networks has been addressed in recent works [59-63]. Particularly, in [59], results show that an antenna with separate arrays for transmission and reception favors the self-interference cancellation, when compared to a single array model. In [63], several sub-optimal solutions are proposed for the joint transmission and reception beamforming problem, to maximize the achievable rate. Results show the feasibility of FD mmWave communications, since the geometry of antenna arrays are robust against channel estimation errors. As just mentioned, these works mostly analyze the feasibility of FD in mmWave scenarios, however none analyzes mmWave-FD by using stochastic geometry. By drawing inspiration from the mathematical development carried out by the author in [57], in this chapter we adapt the HD-based mmWave cellular model presented here, to meet with hybrid FD/HD capabilities. In this sense, we firstly seek to study the need of having, in mmWave scenarios, BSs that can switch between FD and HD (as done in the previous chapter). For this, we propose a novel way of modeling the residual self-interference in FD-enabled BSs, by considering the geometry of the transmitted and received beams and, additionally, we investigate the advantage of performing power control at FD BSs, which is not currently done by 4G networks.

### 4.2 System model

Let us consider the same stochastic geometry-based model as in Chapter 3, where BS locations are modeled as a homogeneous PPP, $\Phi$, on $\mathbb{R}^{2}$, with spatial density $\lambda$. The average cell radius is $R_{c}=1 / \sqrt{\pi \lambda}$. The location of all users in the network is modeled by another

PPP, $\Psi$, with density large, when compared to $\lambda$. But, as opposed to what we have previously considered, users are connected to base stations with the minimum path-loss. This choice will be discussed later.

We stick to the fact that UEs are strictly HD elements. For the mmWave context, this idea is again supported by the findings in [59], where results show that a network can still benefit from FD gains even without FD users. Base stations are once again capable of operating both in HD- and FD-mode, with $p$ being the probability that a BS adopts FD-mode. In this Chapter though, we do not focus in any specify duplex-switching policy and we directly assume that $p$ is independent of the position of the BS. Consequently, the point processes of HD- and FD- BSs can be directly characterized by the $(1-p)$-thinning and $p$-thinning of $\Phi$, respectively. In this regard, $\Phi^{(\mathrm{HD})}$ is the homogeneous PPP of density $(1-p) \lambda$ which describes the position of HD BSs and $\Phi^{(\mathrm{FD})}$ the homogeneous PPP of density $p \lambda$ for FD BSs.

As in Chapter 3, on the one hand we have that for HD BSs the set of RBs, $\Omega$, is partitioned such that $\alpha_{u}^{(\mathrm{HD})}=\alpha_{d}^{(\mathrm{HD})}=1 / 2$. In this regard for HD, we have an UL and DL part of the spectrum which we write as $B_{u}$ and $B_{d}$, respectively, where $\Omega=B_{u} \cup B_{d}$ and $B_{u} \cap B_{d}=\emptyset$. On the other hand, for FD BSs, $\alpha_{u}^{(\mathrm{HD})}=\alpha_{d}^{(\mathrm{HD})}=1$ and the FD system bandwidth is equivalent to the one used by its HD counterpart. Since there is no UL or DL parts for FD, when referring to $B_{u}$ or $B_{d}$, we strictly refer to the DL and UL parts described by the partition of the HD-based spectrum (see the 'FDD HD' and 'FD (case 1)' examples in Fig. 1.9).

As opposed to Chapter 3, in this chapter we are particularly interested in analyzing the performance of generic RBs located in each part of the spectrum, i.e., RBs located in $B_{u}$ and $B_{d}$. We hence describe the scheduling process as follows. BSs perform random scheduling and full buffer traffic model is assumed. Hence, since a BS always has at least two users attached, it randomly chooses one on the UL and one on the DL, on every available RB in $\Omega$. Particularly, when a BS adopts the HD-mode, in every instant it serves two of its users in an orthogonal manner, where the UL takes place in $\tau_{u} \in B_{u}$ and the DL in $\tau_{d} \in B_{d}$, without interfering between each other. On the other hand, when FD is adopted, the same RBs as before, i.e., $\tau_{u}$ and $\tau_{d}$, can be used simultaneously for UL and DL. Thus, the BS informs its users that they can operate in both RBs, immediately doubling the available transmission bandwidth if compared to the HD-mode.

As opposed to what we have seen in the previous chapters, given the fact that UEs are not necessarily attached to their closest BS, now the two point processes of scheduled UL and DL users, i.e., $\Psi_{u}^{(\tau)}$ and $\Psi_{d}^{(\tau)}$, respectively, are not only dependent on $\Phi$, but also on the
propagation conditions. However, as we still have one UL and one DL user per RB ${ }^{1}$, we can, nevertheless, consider by construction that each of these processes has the same density as $\Phi$.

Further, we consider that all RBs are statistically equivalent, therefore we now omit in the notation the dependence on $\tau$ and we write $\Psi_{m}^{(\tau)}$, simply as $\Psi_{m}$, for $m \in\{u, d\}$. Then, as done as well for base stations, let us define point processes $\Psi_{u}^{(\mathrm{FD})} \subset \Psi_{u}$ and $\Psi_{u}^{(\mathrm{HD})} \subset \Psi_{u}$ as the processes of UL users linked to FD- and HD-enabled BSs, correspondingly. As DL users do not interfere others, we avoid making the distinction between HD and FD processes for them.

### 4.2.1 Transmission model

We assume that all users transmit at their maximum power capabilities, $P_{u}$, while, a BS transmission power is given by:

$$
P^{(\mathrm{mode})}= \begin{cases}\rho P_{d}, & \forall x \in \Phi^{(\mathrm{FD})}  \tag{4.1}\\ P_{d}, & \text { otherwise }\end{cases}
$$

where $P_{d}$ is the maximum transmission power and $\rho \in(0,1]$ serves as power control parameter to FD-enabled BSs.

Given the nature of mmWave transmissions we use directional beamforming to cope with the larger path-loss degradation dependency. In this case, beamforming aims as well to reduce the intra- and inter-cell interference observed in FD-based networks. We implement directional antennas both in BSs and UEs and the antenna gain is given by [55-58]:

$$
G_{m}(\theta)= \begin{cases}G_{m}^{(\max )}, & \text { if }|\theta| \leq \Theta_{m},  \tag{4.2}\\ G_{m}^{(\min )}, & \text { otherwise }\end{cases}
$$

where $m \in\{d, u\}^{2}, \theta \in[-\pi, \pi)$ is the angle of the boresight direction, $\Theta_{m}$ is the beamwidth of the main lobe, $G_{m}^{(\max )}$ and $G_{m}^{(\min )}$ are the array gains of the main and side lobes, respectively. Notice that in this case, $d$ and $u$ also refer to the transmission characteristic of BSs and UEs, respectively. Moreover, we assume that every equipment (BS or UE) is able to perfectly estimate its steering angles. Hence, for an intended link, i.e., between BS and scheduled UE, the antenna gain is $G^{(\max )}=G_{d}^{(\max )} G_{u}^{(\max )}$. Furthermore, let $G(i, j)$ be the antenna gain product between a network equipment (BS or UE) in $i$ and any interferer in $j$. We assume

[^6]that the beams of interfering links are uniformly distributed with respect to each other in [ $-\pi, \pi$ ). Hence, the gain $G(i, j)$ is randomly distributed [57].

Given the fact that BSs operating in FD simultaneously receive and transmit signals, their antenna patterns can be described by two lobes; one pointing towards the DL user and the other in the direction of the UL as seen in Fig. 4.1. This can be achieved by implementing separated antennas in the BS FD transceiver (check Fig. 1.5). Thus, from (4.2) we can measure the angle between these two lobes for any BS $x \in \Phi^{(\mathrm{FD})}$ as:

$$
\begin{equation*}
\Delta \theta(x)=\left|\theta_{u}(x)-\theta_{d}(x)\right|, \tag{4.3}
\end{equation*}
$$

where $\theta_{u}$ and $\theta_{d}$ are the UL and DL angles of the boresight directions, respectively. By considering (4.2) and (4.3), we are able to write the RSI of a FD-enabled BS as:

$$
I_{\mathrm{RSI}}= \begin{cases}\underbrace{\beta G_{d}^{(\min )} G_{d}^{(\max )}}_{\alpha} \rho P_{d}, & \text { if } \Delta \theta(x)>\Theta_{d}  \tag{4.4}\\ \underbrace{\beta\left(G_{d}^{\max )}\right)^{2}}_{\tilde{\beta}} \rho P_{d}, & \text { otherwise }\end{cases}
$$

where $\beta \geq 0$ is the same constant used in (2.49) to model the residual serf-interference after the self-IC technique. From (4.4), we can firstly notice that the term $\beta \rho P_{d}$ corresponds to the same RSI model used in the previous Chapters ${ }^{3}$. Secondly, that $\tilde{\beta} \geq \alpha \geq 0$, thus the RSI is further reduced at those BSs that have non-interfering beams. And, lastly, that $\tilde{\beta} \geq \alpha \geq \beta$. Hence, due to the antenna gains, mmWave FD-enabled BSs may experience higher RSI values when compared to a sub- 6 GHz case, this is the reason why we introduce the power control factor, $\rho$, for FD BSs.

### 4.2.2 Channel model

Given the nature of mmWaves propagation, we consider that links can be in LOS, NLOS or outage (OUT) state. LOS happens when there is a direct and unobstructed path between transmitter and receiver. NLOS occurs when the direct path is obstructed, and finally, an outage state refers to the case in which the link can not actually be set. It is due to these three possible link states that we consider that users are attached to the BSs that provide the smallest path-loss.

Let us take into account once again the deterministic distance dependent loss expression, $L(\cdot)$, in (2.48). For this Chapter though, instead of considering values of $\kappa$ and $\eta$ according to
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Fig. 4.1 Representation of the receiving and transmitting lobes of a beamforming-enabled FD BS.
the type of links that they describe (see Fig. 2.3), i.e., whether if it is a link between a BS and a user, between UEs or between BSs, here we write them according to their states [57, 64]:

$$
\begin{equation*}
L_{s}(r)=\left(\kappa_{s} r\right)^{\eta_{s}}, \tag{4.5}
\end{equation*}
$$

where ' $s$ ' is the link state, i.e., $s \in\{\operatorname{LOS}, \operatorname{NLOS}\}$ and $r$ is the link distance. Moreover, $\kappa_{s}$ and $\eta_{s}$ are still the links reference path-loss at 1 meter and the path-loss exponent, respectively. Particularly, for an OUT link state, the path-loss is equal to $+\infty$. In the sequel, we use a plain ' $L(\cdot)$ ' without referring to a particular link state, i.e., LOS, NLOS or OUT, to refer to any possible link state and $L(i, j)$ to define the path-loss between locations $i$ and $j$.

The probability of occurrence of each link state is given by [57, 65]:

$$
\begin{align*}
p_{\text {OUT }}(r) & =\max \left\{0,1-\mathfrak{a}_{\text {OUT }} \exp \left(-\mathfrak{b}_{\text {OUT }} r\right)\right\} \\
p_{\text {LOS }}(r) & =\left(1-p_{\text {OUT }}(r)\right) \mathfrak{a}_{\text {LOS }} \exp \left(-\mathfrak{b}_{\text {LOS }} r\right),  \tag{4.6}\\
p_{\text {NLOS }}(r) & =\left(1-p_{\text {OUT }}(r)\right)\left(1-\mathfrak{a}_{\text {LOS }} \exp \left(-\mathfrak{b}_{\mathrm{LOS}} r\right)\right),
\end{align*}
$$

where $\left(\mathfrak{a}_{\text {OUT }}, \mathfrak{b}_{\text {OUT }}\right)$ and $\left(\mathfrak{a}_{\text {LOS }}, \mathfrak{b}_{\text {LOS }}\right)$ are variables that depend on the environment and on the system operation frequency.

Additionally, shadowing is considered and the channel power variations follow a LogNormal distribution with means $\mu_{s}$ and standard deviations $\sigma_{s}$, where $s \in\{$ LOS, NLOS $\}$.

We refer to $h_{s}$ as the channel gain of an intended link and, as previously, we use $h(i, j)$ to define the channel gain between $i$ and $j$.

### 4.2.3 Cell attachment

From the perspective of a typical UE, at the moment of deciding to which particular BS it has to attach and given the three possible link states, the process of BSs is seen as if three different thinning rules were applied to the original PPP, $\Phi$. The three processes for the LOS, NLOS and OUT BSs are defined as $\Phi_{\text {LOS }}, \Phi_{\text {NLOS }}$ and $\Phi_{\text {OUT }}$, where their intensities are $\lambda_{\mathrm{LOS}}(r)=p_{\mathrm{LOS}}(r) \lambda, \lambda_{\mathrm{NLOS}}(r)=p_{\mathrm{NLOS}}(r) \lambda$ and $\lambda_{\mathrm{OUT}}(r)=p_{\text {OUT }}(r) \lambda$, respectively. In this regard, the process of path-losses experienced by the typical user with respect to the BSs in $\Phi$ is given by:

$$
\begin{equation*}
L=\left\{\left\{L_{\mathrm{LOS}}(x, 0), x \in \Phi_{\mathrm{LOS}}\right\},\left\{L_{\mathrm{NLOS}}(x, 0), x \in \Phi_{\mathrm{NLOS}}\right\},\left\{L_{\mathrm{OUT}}(x, 0), x \in \Phi_{\mathrm{OUT}}\right\}\right\} \tag{4.7}
\end{equation*}
$$

The previous process can be seen indeed as a random transformation of $\Phi$ and from Definition 2.1.9 we observe that it represents a mapping of the propagation losses of the typical user in $\mathbb{R}^{2}$, into another point process in $\mathbb{R}^{+}$. Particularly, we have that $\Phi=\Phi_{\text {LOS }} \cup \Phi_{\text {NLOS }} \cup \Phi_{\text {OUT }}$ and the point process $\Phi$ is Poisson. Thus, by using Theorem 2.3.1 we know that the displaced point process, $L$, is in fact another PPP on $\mathbb{R}^{+}$.

By adapting the the result found in [64, Section II A] for the current model we can write the following Lemma.

Lemma 4.2.1. The intensity measure of $L, \Lambda_{L}([0, x))$, is $\Lambda_{L}([0, t))=\Lambda_{\operatorname{LOS}}([0, t))+$ $\Lambda_{\mathrm{NLOS}}([0, t))$ where $\Lambda_{\mathrm{LOS}}([0, t))=\Upsilon_{0}(t ; \mathrm{LOS})$ and $\Lambda_{\mathrm{NLOS}}([0, t))=\Upsilon_{1}(t ; \mathrm{NLOS})-$ $\Upsilon_{0}(t ;$ NLOS $)$, with

$$
\begin{align*}
& \Upsilon_{0}(t ; s)= \mathscr{K}_{2}\left(\mathrm{e}^{-W}+W \mathrm{e}^{-W}-\mathrm{e}^{-V_{s} t^{1 / \eta_{s}}}-V_{s} t^{1 / \eta_{s}} \mathrm{e}^{-V_{s} t^{1 / \eta_{s}}}\right) \mathscr{H}\left(t-Z_{s}\right) \\
&+\mathscr{K}_{1}\left(1-\mathrm{e}^{-Q_{s} t^{1 / \eta_{s}}}-Q_{s} t^{1 / \eta_{s}} \mathrm{e}^{-Q_{s} t^{1 / \eta_{s}}}\right) \tilde{\mathscr{H}}\left(t-Z_{s}\right)  \tag{4.8}\\
&+\mathscr{K}_{1}\left(1-\mathrm{e}^{-U}-U \mathrm{e}^{-U}\right) \mathscr{H}\left(t-Z_{s}\right), \\
& \Upsilon_{1}(t ; s)= 2 \pi \lambda \mathfrak{b}_{\text {OUT }}^{-2} \mathfrak{a}_{\text {OUT }}\left(\mathfrak{a}_{\text {OUT }}^{-1}+\mathfrak{a}_{\text {OUT }}^{-1} \ln \left(\mathfrak{a}_{\text {OUT }}\right)-\mathrm{e}^{-T_{s} t^{1 / \eta_{s}}}-T_{s} t^{1 / \eta_{s}} \mathrm{e}^{-T_{s} t^{1 / \eta_{s}}}\right) \mathscr{H}\left(t-Z_{s}\right) \\
&+\pi \lambda \kappa_{s}^{-2} t^{2 / \eta_{s}} \mathscr{\mathscr { H }}\left(t-Z_{s}\right)+\pi \lambda\left(\mathfrak{b}_{\text {OUT }}^{-1} \ln \left(\mathfrak{a}_{\mathrm{OUT}}\right)\right)^{2} \mathscr{H}\left(t-Z_{s}\right), \tag{4.9}
\end{align*}
$$

$\mathscr{H}(\cdot)$ is the Heaviside function, $\overline{\mathscr{H}}(t)=1-\mathscr{H}(t)$ and

$$
\begin{aligned}
\mathscr{K}_{1}=2 \pi \lambda \mathfrak{a}_{\text {LOS }} \mathfrak{b}_{\text {LOS }}^{-2}, & \mathscr{K}_{2}=2 \pi \lambda \mathfrak{a}_{\text {LOS }} \mathfrak{a}_{\text {OUT }}\left(\mathfrak{b}_{\text {LOS }}+\mathfrak{b}_{\text {OUT }}\right)^{-2}, \\
U=\mathfrak{b}_{\text {LOS }} \mathfrak{b}_{\text {OUT }}^{-1} \ln \left(\mathfrak{a}_{\text {OUT }}\right), & W=\left(\mathfrak{b}_{\text {LOS }}+\mathfrak{b}_{\text {OUT }}\right) \mathfrak{b}_{\text {OUT }}^{-1} \ln \left(\mathfrak{a}_{\text {OUT }}\right), \\
Q_{s}=\mathfrak{b}_{\text {LOS }} \kappa_{s}^{-1}, & T_{s}=\mathfrak{b}_{\text {OUT }} \kappa_{s}^{-1}, \\
V_{s}=\left(\mathfrak{b}_{\text {LOS }}+\mathfrak{b}_{\text {OUT }}\right) \kappa_{s}^{-1}, & Z_{s}=\left(\kappa_{s} \mathfrak{b}_{\text {OUT }}^{-1} \ln \left(\mathfrak{a}_{\text {OUT }}\right)\right)^{\eta_{s}} .
\end{aligned}
$$

Proof. A detailed development follows from the proof of [57, Lemma 1] (which also uses [64, Section II A]). In summary the proof states that as $\Phi_{\text {LOS }}, \Phi_{\text {NLOS }}$ and $\Phi_{\text {OUT }}$ are independent, then: $\Lambda_{L}([0, t))=\Lambda_{L_{\text {LOS }}}([0, t))+\Lambda_{L_{\text {NLOS }}}([0, t))+\Lambda_{L_{\mathrm{OUT}}}([0, t))$. However, since the path-loss of the links in OUT is $+\infty$, then $\Lambda_{L_{\text {OUT }}}([0, t))=0$. To derive the intensity measures for $s=\{$ LOS, NLOS $\}$, by following similar steps as in [64, Lemma 1] we can finally write:

$$
\begin{equation*}
\Lambda_{s}([0, t))=2 \pi \lambda \int_{0}^{\infty} \mathscr{H}\left(t-\left(\kappa_{s} r\right)^{\eta_{s}}\right) p_{s}(r) \mathrm{d} r . \tag{4.10}
\end{equation*}
$$

Finally, we have that users are attached to the BS providing the smallest-path loss. Thus, for the typical UE located in $\mathscr{O}$, we have that:

$$
\begin{equation*}
L_{0}=\min \{\min _{x \in \Phi_{\mathrm{LOS}}}\left\{L_{\mathrm{LOS}}(x, 0)\right\}, \min _{x \in \Phi_{\mathrm{NLOS}}}\left\{L_{\mathrm{NLOS}}(x, 0)\right\} \underbrace{\min _{x \in \Phi_{\mathrm{OUT}}}\left\{L_{\mathrm{OUT}}(x, 0)\right\}}_{+\infty}\} . \tag{4.11}
\end{equation*}
$$

Hence, by using the definition of the contact distribution function of a PPP in (2.18), which represents the CDF of the distance to the nearest neighbor, we have that:

$$
\begin{equation*}
\mathbb{P}\left(L_{0} \leq t\right)=1-\exp (-\Lambda([0, t))) \tag{4.12}
\end{equation*}
$$

### 4.3 Performance indicators formulation

### 4.3.1 SINR analysis

As done in Chapter 3, when we refer to a typical user or a typical BS and when the context is clear, we write for simplicity $d(i)=d(0, i), h(0, i)=h(i)$ and $L(0, i)=L(i)$.

Moreover, as stated in the previous section we would like to analyze the performance of generic RBs located in each part of the spectrum, i.e., RBs located in $B_{u}$ and $B_{d}$.

## Downlink SINR

The DL SINR at a RB $\tau_{d} \in B_{d}$, of a typical user linked to a BS $x \in \Phi^{\text {(mode) }}$ can be written as:

$$
\begin{equation*}
\gamma_{d}^{(\mathrm{mode})}\left(\tau_{d}, s\right)=\frac{G^{(\mathrm{max})} P^{(\mathrm{mode})} h_{s} L_{0}^{-1}}{I_{d}^{(\mathrm{mode})}\left(\tau_{d}\right)+\sigma^{2}} \tag{4.13}
\end{equation*}
$$

where mode $\in\{\mathrm{FD}, \mathrm{HD}\}, s \in\{\operatorname{LOS}, \mathrm{NLOS}\}, \sigma^{2}$ is the noise power and

$$
\begin{align*}
I_{d}^{(\mathrm{mode})}\left(\tau_{d}\right)= & \sum_{x^{\prime} \in \Phi^{(\mathrm{FD})}} G\left(x^{\prime}\right) \rho P_{d} h\left(x^{\prime}\right) L\left(x^{\prime}\right)^{-1}-\mathbb{1}\left[x \in \Phi^{(\mathrm{FD})}\right] G^{(\max )} \rho P_{d} h_{s} L_{0}^{-1} \\
& +\sum_{x^{\prime \prime} \in \Phi^{(\mathrm{HD})}} G\left(x^{\prime \prime}\right) P_{d} h\left(x^{\prime \prime}\right) L\left(x^{\prime \prime}\right)^{-1}-\mathbb{1}\left[x \in \Phi^{(\mathrm{HD})}\right] G^{(\mathrm{max})} P_{d} h_{s} L_{0}^{-1} \\
& +\sum_{y^{\prime} \in \Psi_{u}^{(\mathrm{FD})}} G\left(y^{\prime}\right) P_{u} h\left(y^{\prime}\right) L\left(y^{\prime}\right)^{-1} . \tag{4.14}
\end{align*}
$$

The first line of (4.14) represents the interference coming from FD BSs. The indicator function subtracts the intended received power (numerator of (4.13)) in case $x$ is a FDenabled BS. The second line is for the interference caused by the HD BSs, where the indicator function, once again, prevents to count the intended received power twice. The third line is for the interference generated by UL users scheduled by FD BSs.

Furthermore, the DL SINR at a RB $\tau_{u} \in B_{u}$, for a UE strictly scheduled by a FD-enabled $\mathrm{BS} x \in \Phi^{(\mathrm{FD})}$ is:

$$
\begin{equation*}
\gamma_{d}^{(\mathrm{FD})}\left(\tau_{u}, s\right)=\frac{G^{(\max )} \rho P_{d} h_{s} L_{0}^{-1}}{I_{d}^{(\mathrm{FD})}\left(\tau_{u}\right)+\sigma^{2}} \tag{4.15}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{d}^{(\mathrm{FD})}\left(\tau_{d}\right)=\sum_{x^{\prime} \in \Phi^{(\mathrm{FD})} \backslash\{x\}} G\left(x^{\prime}\right) \rho P_{d} h\left(x^{\prime}\right) L\left(x^{\prime}\right)^{-1}+\sum_{y^{\prime} \in \Psi_{u}} G\left(y^{\prime}\right) P_{u} h\left(y^{\prime}\right) L\left(y^{\prime}\right)^{-1} \tag{4.16}
\end{equation*}
$$

We insist on the fact that a DL transmission occurs at a RB $\tau_{u} \in B_{u}$, if and only if the BS is in FD-mode. Let us notice that when comparing (4.14) to (4.16), we have that the latter expression only suffers from the interference coming from other FD-enabled BSs, as HD BSs only transmit in $B_{d}$. Moreover, in $I_{d}^{(\mathrm{mode})}\left(\tau_{d}\right)$ we take into account the interference from all UL users, and not only by the UEs scheduled by FD BSs, since every scheduled user transmits in $B_{u}$.

## Uplink SINR

We can write the UL SINR at RB $\tau_{u} \in B_{u}$, when the typical BS $x$ is connected to a UE $y$ as:

$$
\begin{equation*}
\gamma_{u}^{(\mathrm{mode})}\left(\tau_{u}, s\right)=\frac{G^{(\max )} P_{u} h_{s} L_{0}^{-1}}{I_{u}^{(\operatorname{mode})}\left(\tau_{u}\right)+\sigma^{2}} \tag{4.17}
\end{equation*}
$$

where mode $\in\{\mathrm{FD}, \mathrm{HD}\}, s \in\{\mathrm{LOS}, \mathrm{NLOS}\}$ and

$$
\begin{align*}
I_{u}^{(\mathrm{mode})}\left(\tau_{u}\right)= & \sum_{x^{\prime} \in \Phi^{(\mathrm{FD})}} G\left(x^{\prime}\right) \rho P_{d} h\left(x^{\prime}\right) L\left(x^{\prime}\right)^{-1}+\mathbb{1}\left[x \in \Phi^{(\mathrm{FD})}\right]\left(I_{\mathrm{RSI}}-G(0) \rho P_{d} h_{s} L_{0}^{-1}\right) \\
& +\sum_{y^{\prime} \in \Psi_{u} \backslash\{y\}} G\left(y^{\prime}\right) P_{u} h\left(y^{\prime}\right) L\left(y^{\prime}\right)^{-1} . \tag{4.18}
\end{align*}
$$

In (4.18), $I_{\text {RSI }}$ is the RSI and $G(0)$ is the net self-interference gain, i.e., $G_{\mathrm{d}}^{(\min )} \cdot G_{\mathrm{d}}^{(\max )}$ or $\left(G_{\mathrm{d}}^{(\max )}\right)^{2}$ (see (4.4)). Regarding the first line of $I_{u}^{(\text {mode })}\left(\tau_{u}\right)$, the first term represents the interference generated by all BSs operating in FD and the second term represents the self-interference when the typical BS is as well in FD-mode. The second line is for the interference generated by all UL users.

Furthermore, the UL SINR at a RB $\tau_{d} \in B_{d}$ when the user is strictly scheduled by a BS $x \in \Phi^{(\mathrm{FD})}$, is given by:

$$
\begin{equation*}
\gamma_{u}^{(\mathrm{FD})}\left(\tau_{d}, s\right)=\frac{G^{(\max )} P_{u} h_{s} L_{0}^{-1}}{I_{u}^{(\mathrm{FD})}\left(\tau_{d}\right)+\sigma^{2}}, \tag{4.19}
\end{equation*}
$$

where

$$
\begin{align*}
I_{u}^{(\mathrm{FD})}\left(\tau_{d}\right)= & \sum_{x^{\prime} \in \Phi^{(\mathrm{FD})} \backslash\{x\}} G\left(x^{\prime}\right) \rho P_{d} h\left(x^{\prime}\right) L\left(x^{\prime}\right)^{-1}+I_{\mathrm{RSI}} \\
& +\sum_{x^{\prime \prime} \in \Phi^{(\mathrm{HD})}} G\left(x^{\prime \prime}\right) P_{d} h\left(x^{\prime \prime}\right) L\left(x^{\prime \prime}\right)^{-1}+\sum_{y^{\prime} \in \Psi_{u}^{(\mathrm{FD})} \backslash\{y\}} G\left(y^{\prime}\right) P_{u} h\left(y^{\prime}\right) L\left(y^{\prime}\right)^{-1} . \tag{4.20}
\end{align*}
$$

Let us recall that we only have UL transmissions at a $\mathrm{RB} \tau_{d} \in B_{d}$ when the BS is operating in FD-mode. Moreover, we can observe that when comparing (4.18) to (4.20), we have that the latter expression suffers additionally from the interference coming from other HD-enabled BSs transmitting in this part of the spectrum. However, in $I_{u}^{(\mathrm{FD})}\left(\tau_{d}\right)$ the interference from UEs is only generated by the ones scheduled by FD BSs and not all of them as in (4.18).

### 4.3.2 Coverage probability analysis

For each duplex-mode we have that the coverage probability can be expressed as:

$$
\begin{equation*}
\mathscr{P}_{m}^{(\text {mode })}(\tau, \Gamma)=\mathscr{P}_{m}^{(\text {mode })}(\tau, \Gamma, \text { LOS })+\mathscr{P}_{m}^{(\text {mode })}(\tau, \Gamma, \text { NLOS }), \tag{4.21}
\end{equation*}
$$

where $m \in\{d, u\}$, mode $\in\{\mathrm{FD}, \mathrm{HD}\}$. The terms $\mathscr{P}_{m}^{(\mathrm{mode})}(\tau, \Gamma, s)$ for $s \in\{\mathrm{LOS}, \mathrm{NLOS}\}$ depend on the probability of occurrence of each link state and are further defined below in Proposition 4.4.1, Proposition 4.4.2 and Theorem 4.4.1.

Moreover, we can as well define a general expression for the DL and UL coverage probability. In this regard, we know that a BS operates in FD with probability $p$. Then it holds that:

$$
\mathscr{P}_{m}(\tau, \Gamma)= \begin{cases}p \mathscr{P}_{m}^{(\mathrm{FD})}(\tau, \Gamma)+(1-p) \mathscr{P}_{m}^{(\mathrm{HD})}(\tau, \Gamma), & \text { if } \tau \in B_{m}  \tag{4.22}\\ \mathscr{P}_{m}^{(\mathrm{FD})}(\tau, \Gamma), & \text { otherwise } .\end{cases}
$$

### 4.3.3 Spectral efficiency analysis

We carried out the SINR analysis be differentiating both parts of the frequency-domain spectrum, i.e., $B_{u}$ from $B_{d}$. Hence, by using Lemma 2.5.5, (2.74) and (2.75), we can write the average spectral efficiency for each duplex-mode as:

$$
\begin{equation*}
\mathscr{A}_{m}^{(\text {mode })}=\frac{1}{B_{u}+B_{d}} \sum_{\tau \in \Omega} \int_{0}^{\infty} \frac{\mathscr{P}_{m}^{(\text {mode })}(\tau, \Gamma)}{\ln (2)(1+\Gamma)} \mathrm{d} \Gamma, \tag{4.23}
\end{equation*}
$$

where $m \in\{u, d\}$ and mode $\in\{\mathrm{FD}, \mathrm{HD}\}$. However, as we have that BSs are FD with probability $p$, we can proceed as in (3.33) and write the general expression for the ASE of ULs and DLs as:

$$
\begin{equation*}
\mathscr{A}_{m}=p \mathscr{A}_{m}^{(\mathrm{FD})}+(1-p) \mathscr{A}_{m}^{(\mathrm{HD})} . \tag{4.24}
\end{equation*}
$$

The same holds for the cell ASE which is equivalent to (3.34):

$$
\begin{equation*}
\mathscr{A}_{c}=p\left(\mathscr{A}_{u}^{(\mathrm{FD})}+\mathscr{A}_{d}^{(\mathrm{FD})}\right)+(1-p)\left(\mathscr{A}_{u}^{(\mathrm{HD})}+\mathscr{A}_{d}^{(\mathrm{HD})}\right) . \tag{4.25}
\end{equation*}
$$

Finally, we can write the FD-to-HD ASE ratio in (2.78), as a function of $(p, \rho)$, i.e.:

$$
\begin{equation*}
\vartheta_{m}(p, \rho)=\frac{\mathscr{A}_{m}(p, \rho)}{\mathscr{A}_{m}^{(\mathrm{HD})}} . \tag{4.26}
\end{equation*}
$$

### 4.4 Analytical performance evaluation

### 4.4.1 Preliminaries

In order to derive closed-form expressions for the coverage probability and spectral efficiency, we consider the following assumption.

Assumption 4.4.1. The interference from an equipment (BS or UE) to another is negligible.

It is important to highlight that this assumption does not suppress the RSI in FD uplinks, nor the presence of noise in the network and can also be found in other works, e.g. [56, 57, 65]. Its accuracy is validated in Section 4.5.

With Assumption 4.4.1, the DL SINRs in (4.13) and (4.15) become:

$$
\begin{equation*}
\gamma_{d}^{(\mathrm{mode})}(\tau, s)=\frac{G^{(\mathrm{max})} P^{(\mathrm{mode})} h_{s}}{\sigma^{2} L_{0}}, \forall \tau \in \Omega, \tag{4.27}
\end{equation*}
$$

where $s \in\{\operatorname{LOS}, \operatorname{NLOS}\}$. On the other hand, for the UL the SINRs for a BS $x \in \Phi$ in (4.17) and (4.19) become:

$$
\begin{equation*}
\gamma_{u}^{(\mathrm{mode})}(\tau, s)=\frac{G^{(\max )} P_{u} h_{s}}{\left(I_{\mathrm{RSI}} \mathbb{1}\left[x \in \Phi^{(\mathrm{FD})}\right]+\sigma^{2}\right) L_{0}}, \forall \tau \in \Omega . \tag{4.28}
\end{equation*}
$$

Hence, we observe that for these two new expressions, the SINRs are independent of the location of the RB in the frequency-domain spectrum (bandwidth).

### 4.4.2 Coverage probability

Proposition 4.4.1 (Downlink coverage probability). By taking into account (4.12) we can write the DL coverage probability as:

$$
\begin{equation*}
\mathscr{P}_{d}^{(\text {mode })}(\tau, \Gamma, s)=\int_{0}^{\infty} Q\left(\ln \left(\Gamma t \frac{\sigma^{2}}{G^{(\max )} P^{(\text {mode })}}\right)-\mu_{s}\right) \dot{\Lambda}_{L_{s}}([0, t)) \exp \left(-\Lambda_{L}([0, t))\right) \mathrm{d} t \tag{4.29}
\end{equation*}
$$

where mode $\in\{\mathrm{FD}, \mathrm{HD}\}, s \in\{\mathrm{LOS}, \mathrm{NLOS}\}, Q(\cdot)$ is the $Q$-function and $\dot{\Lambda}_{L_{s}}(\cdot)$ is the derivative of $\Lambda_{L_{s}}$ with respect to $t$, i.e.:

$$
\begin{equation*}
\dot{\Lambda}_{L_{\mathrm{LOS}}}([0, t))=\dot{\Upsilon}_{0}(t ; \mathrm{LOS}), \tag{4.30}
\end{equation*}
$$

$$
\begin{equation*}
\dot{\Lambda}_{L_{\mathrm{NLOS}}}([0, t))=\dot{\Upsilon}_{1}(t ; \mathrm{NLOS})-\dot{\Upsilon}_{0}(t ; \mathrm{NLOS}) \tag{4.31}
\end{equation*}
$$

with

$$
\begin{align*}
& \dot{\mathrm{Y}}_{0}(t ; s)=\mathscr{K}_{2}\left(V_{s}^{2} / \eta_{s}\right) t^{2 / \eta_{s}-1} \mathrm{e}^{-V_{s} t^{1 / \eta_{s}}} \mathscr{H}\left(t-Z_{s}\right)+\mathscr{K}_{1}\left(Q_{s}^{2} / \eta_{s}\right) t^{2 / \eta_{s}-1} \mathrm{e}^{-Q_{s} t^{1 / \eta_{s}}} \overline{\mathscr{H}}\left(t-Z_{s}\right), \\
& \dot{\Upsilon}_{1}(t ; s)=2 \pi \lambda \kappa_{s}^{-2} \eta_{s}^{-1} t^{2 / \eta_{s}-1} \overline{\mathscr{H}}\left(t-Z_{s}\right)+2 \pi \lambda \mathfrak{b}_{O U T}^{-2} \mathfrak{a}_{O U T} T_{s}^{2} \eta_{s}^{-1} t^{2 / \eta_{s}-1} \mathrm{e}^{-T_{s} t^{1 / \eta_{s}}} \mathscr{H}\left(t-Z_{s}\right) . \tag{4.32}
\end{align*}
$$

Proof. Straightforward application of [57, Proposition 1] to our model.

Remark 4.4.1. Since the $Q$ function is a monotonically non-increasing function, if $P^{(\text {mode })}$ or $G^{(\max )}$ increase then the DL coverage probability increases as well.

Proposition 4.4.2 (Uplink coverage probability for HD).

$$
\begin{equation*}
\mathscr{P}_{u}^{(\mathrm{HD})}(\tau, \Gamma, s)=\int_{0}^{\infty} Q\left(\ln \left(\Gamma t \frac{\sigma^{2}}{G^{(\max )} P_{u}}\right)-\mu_{s}\right) \dot{\Lambda}_{L_{s}}([0, t)) \exp \left(-\Lambda_{L}([0, t))\right) \mathrm{d} t \tag{4.34}
\end{equation*}
$$

where mode $\in\{\mathrm{HD}\}$ and $s \in\{\mathrm{LOS}, \mathrm{NLOS}\}$.

Proof. Similar to Proposition 4.4.1.

Theorem 4.4.1 (Uplink coverage probability for FD).

$$
\begin{align*}
\mathscr{P}_{u}^{(\mathrm{FD})}(\tau, \Gamma, s)= & \int_{0}^{\infty} \dot{\Lambda}_{L_{s}}([0, t))\left[Q\left(\ln \left(\Gamma t \frac{\tilde{\beta} \rho P_{d}+\sigma^{2}}{G^{(\max )} P_{u}}\right)-\mu_{s}\right)\left(1-\frac{\left(2 \pi-\Theta_{d}\right)^{2}}{(2 \pi)^{2}}\right)\right. \\
& \left.+Q\left(\ln \left(\Gamma t \frac{\alpha \rho P_{d}+\sigma^{2}}{G^{(\max )} P_{u}}\right)-\mu_{s}\right) \frac{\left(2 \pi-\Theta_{d}\right)^{2}}{(2 \pi)^{2}}\right] \exp \left(-\Lambda_{L}([0, t))\right) \mathrm{d} t \tag{4.35}
\end{align*}
$$

where $s \in\{$ LOS,NLOS $\}$.

Proof. By using Proposition 4.4.2 and noticing that $I_{\text {RSI }}$ is a random variable, we can derive $\mathscr{P}_{u}^{(\mathrm{FD})}(\Gamma, \tau, s)$ by computing:

$$
\begin{align*}
& \mathbb{E}_{I_{\mathrm{RSI}}}\left[\int_{0}^{\infty} Q\left(\ln \left(\Gamma t \frac{\left(I_{\mathrm{RSI}}+\sigma^{2}\right)}{G^{(\max )} P_{u}}\right)-\mu_{s}\right) \dot{\Lambda}_{L_{s}}([0, t)) \exp \left(-\Lambda_{L}([0, t))\right) \mathrm{d} t\right] \\
& =\int_{0}^{\infty} \dot{\Lambda}_{L_{s}}([0, t)) \exp \left(-\Lambda_{L}([0, t))\right) Q\left(\ln \left(\Gamma t \frac{\left(\alpha \rho P_{d}+\sigma^{2}\right)}{G^{(\max )} P_{u}}\right)-\mu_{s}\right) \mathbb{P}\left(\Delta \theta>\Theta_{d}\right) \mathrm{d} t \\
& +\int_{0}^{\infty} \dot{\Lambda}_{L_{s}}([0, t)) \exp \left(-\Lambda_{L}([0, t))\right) Q\left(\ln \left(\Gamma t \frac{\left(\tilde{\beta} \rho P_{d}+\sigma^{2}\right)}{G^{(\max )} P_{u}}\right)-\mu_{s}\right) \mathbb{P}\left(\Delta \theta \leq \Theta_{d}\right) \mathrm{d} t \tag{4.36}
\end{align*}
$$

where $s \in\{$ LOS,NLOS $\}$. Further, we compute $\mathbb{P}\left(\Delta \theta>\Theta_{d}\right)$ by assuming uniform angles of UL and DL users. Further, we proceed by considering a plane described by a square of side $2 \pi$ and then calculating the surface in which the difference between two points is greater than $\Theta_{d}$, resulting in $\mathbb{P}\left(\Delta \theta>\Theta_{d}\right)=\left(2 \pi-\Theta_{d}\right)^{2} /(2 \pi)^{2}$.

Remark 4.4.2. Notice that when the BS beamwidth, $\Theta_{d} \rightarrow 0$, i.e., when we have a very thin beam steered towards the users, then $\mathbb{P}\left(\Delta \theta>\Theta_{d}\right) \rightarrow 1$. Hence, the UL coverage probability is maximized since the RSI is only characterized by $\alpha \rho P_{d}$. However, $\alpha=\beta G_{d}^{(\min )} G_{d}^{(\max )} \neq 0$, then since the $Q$ function is a monotonically non-increasing function, if $P_{d}$ increases then the UL coverage probability decreases. The previous case is indeed the classical problem studied along this thesis, i.e., for imperfect self-IC, the greater the transmission power, the greater the UL degradation.

### 4.4.3 Spectral efficiency

Theorem 4.4.2 (Average spectral efficiency). As we now have that the DL and UL SINRs are given respectively by (4.27) and (4.28). We can write the ASE as done in (2.77), i.e.:

$$
\begin{equation*}
\mathscr{A}_{m}^{(\text {mode })}=\alpha_{m}^{(\text {mode })} \int_{0}^{\infty} \frac{\mathscr{P}_{m}^{(\text {mode })}(\tau, \Gamma)}{\ln (2)(1+\Gamma)} \mathrm{d} \Gamma . \tag{4.37}
\end{equation*}
$$

for mode $\in\{\mathrm{FD}, \mathrm{HD}\}$ and $m \in\{u, d\}$. Therefore, (4.24) results is:

$$
\begin{equation*}
\mathscr{A}_{m}=p \int_{0}^{\infty} \frac{\mathscr{P}_{m}^{(\mathrm{FD})}(\tau, \Gamma)}{\ln (2)(1+\Gamma)} \mathrm{d} \Gamma+\frac{(1-p)}{2} \int_{0}^{\infty} \frac{\mathscr{P}_{m}^{(\mathrm{HD})}(\tau, \Gamma)}{\ln (2)(1+\Gamma)} \mathrm{d} \Gamma . \tag{4.38}
\end{equation*}
$$

### 4.5 Simulation and performance evaluation

We focus our analysis in the 28 GHz band, given the interest of commercial deployments for 5G in this part of the spectrum. We simulate the network according to Table 4.1 which is based on [65, 66]. Contrary to the analytical framework, simulations take into account the whole interference. As in Chapter 3, the value of $\lambda$ is derived from the ISD. For comparison, we simulate a sub- 6 GHz network according to the urban micro-cell model in [54], with central carrier frequency of 2.6 GHz , path-loss functions $28+22 \log _{10}(r)+20 \log _{10}(2.6)$ for LOS and $22.7+36.7 \log _{10}(r)+26 \log _{10}(2.6)$ for NLOS, shadowing standard deviations $\sigma_{\mathrm{LOS}}=3 \mathrm{~dB}$ and $\sigma_{\mathrm{NLOS}}=4 \mathrm{~dB}, p_{\mathrm{LOS}}(r)=\min (18 / r, 1)(1-\exp (-r / 36))+\exp (-r / 36)$, $p_{\text {OUT }}=0, B=20 \mathrm{MHz}$ and omnidirectional antennas.

Fig. 4.2 shows the coverage probability, as a function of $\Gamma$ for different values of $p$. First of all, it is possible to notice that the curves saturate at a probability considerably less than one. This is due to the fact that a high average cell radius was considered (this behaviour is in line with the results found in [57]). But the conclusions regarding the behaviour of the curves should not vary for other smaller radius (apart from the higher saturation levels). This value of $R_{c}$ was chosen, given the interest of analyzing the performance of a mmWave-based networks not over-densified, since this reduces deployment costs and radiation levels. In this regard, we want to show that even under this condition, it is still possible to increase the

Table 4.1 Simulation parameters

| Parameter | Value | Parameter | Value |
| :--- | :--- | :--- | :--- |
| $B$ | 400 MHz | RB bandwidth | 720 KHz |
| $P_{d}$ | 30 dBm | $P_{u}$ | 23 dBm |
| $\beta$ | -100 dB | $\Theta_{d}=\Theta_{u}$ | $30^{\circ}$ |
| $G_{d}^{(\max )}=G_{u}^{(\max )}$ | 20 dB | $G_{d}^{(\min )}=G_{u}^{(\min )}$ | -10 dB |
| $\left(\kappa_{\mathrm{LOS}}, \eta_{\mathrm{LOS}}\right)$ | $(30.7 \mathrm{~dB}, 2)$ | $\left(\kappa_{\mathrm{NLOS}}, \eta_{\mathrm{NLOS}}\right)$ | $(24.66 \mathrm{~dB}, 2.92)$ |
| $\left(\mathfrak{a}_{\mathrm{LOS}}, \mathfrak{b}_{\mathrm{LOS}}\right)$ | $(1,1 / 67.1)$ | $\left(\mathfrak{a}_{\mathrm{OUT}}, \mathfrak{b}_{\mathrm{OUT}}\right)$ | $(\exp (5.2), 1 / 30)$ |
| $\left(\mu_{\mathrm{LOS}}, \sigma_{\mathrm{LOS}}\right)$ | $(0,5.8 \mathrm{~dB})$ | $\left(\mu_{\mathrm{NLOS}}, \sigma_{\mathrm{NLSS}}\right)$ | $(0,8.7 \mathrm{~dB})$ |
| Noise figure | 10 dB | Noise density | $-174 \mathrm{dBm} / \mathrm{Hz}$ |
| $\left(\sigma_{\mathrm{LOS}}, \sigma_{\mathrm{NLOS}}\right)$ | $(5.8,8.7) \mathrm{dB}$ | $R_{c}$ | 225 m |



Fig. 4.2 Coverage probability, $\mathscr{P}_{m}^{(\text {mode })}(\tau, \Gamma)$. Markers are for analytical results.

ASE performance of the system. Further, we observe that simulated and analytical results match well, supporting Assumption 4.4.1. Results also show that DL outperforms UL, which under the validation of the previous assumption (that states that the interference between different equipment is negligible), is explained by the fact that $P_{d}>P_{u}$. Further, by focusing in the UL (Fig. 4.2 (a)), we see that $\tau_{u}$ outperforms $\tau_{d}$ when $p \neq\{0,1\}$. This was expected as $\tau_{d}$ is only used by BSs in FD-mode, hence the RSI is always considered, whereas $\tau_{u}$ is also used by HD BSs (with no RSI), consequently enhancing the performance. Regarding the DL in Fig. 4.2 (b), we see that the all-HD and FD (with $\rho=1$ ) curves, almost match. Validating again Assumption 4.4.1 and more particularly equation (4.27), which shows that for $\rho=1$ the HD and FD curves should be equivalent. Yet the curves do not match exactly, as in practice (simulation) there is a remaining interference. This interference is created since we have that: $\Theta_{m} \neq 0$, creating in fact some interference between equipment.

Fig. 4.3 shows the coverage probability as a function of $\rho$, for different values of $p$. For the UL in Fig. 4.3 (a), we see that for a fixed $\rho$ and $\Gamma=-10 \mathrm{~dB}$, the performance of $\tau_{u}$ decreases with $p$, yet not due to interference coming from other links (as Assumption 4.4.1 is validated), but to the adoption of FD which generates RSI. This is clearly proven by the perfect self-IC case ( $\beta=0$ ), where the UL coverage probability is constant for all $p$ 's. The previous argument is further supported by the behavior of $\tau_{d}$ (only used by FD BSs) which does not vary with $p$. Concerning the impact of $\rho$, a similar conclusion is derived, as greater $\rho$ 's generate a higher RSI, degrading the UL performance. Thus, in terms of UL coverage probability, smaller values of $p$ and $\rho$ are preferable.

For the DL in Fig. 4.3 (b), the performance of both $\tau_{u}$ and $\tau_{d}$ is practically independent of $p$, since the inter-cell interference is negligible compared to a sub- 6 GHz case (see the


Fig. 4.3 Coverage probability for $\Gamma=-10 \mathrm{~dB}$. Markers are for $\beta=0$.
previous Chapter). The slight dependence on $p$ for $\tau_{d}$ happens at extremely small values of $\rho$, where the transmission power of FD DLs is heavily reduced. Further, the performance is enhanced with $\rho$, as transmit and receive power increase with $\rho$ on the DL without adding interference, as in sub-6 GHz. Thus, for the DL coverage probability higher values of $p$ and $\rho$ are preferable.

The ASE performance of the system for different ( $p, \rho, \beta$ ) configurations is depicted in Fig. 4.4. As it is for the coverage probability, Fig. 4.4 (a) shows that for the UL small values of $\rho$ and $p$ are preferable, whereas for the DL and cell, in Fig. 4.4 (c) and (d), it is the opposite. For $\beta=0$ in Fig. 4.4 (b), the UL performance is independent of $\rho$ (also seen in Fig. 4.3 (a)), since there is no RSI, but it grows with $p$, as FD always outperforms HD in terms of ASE if the noise-plus-interference is the same for both cases. Additionally, results confirm that an hybrid FD/HD deployment is not required in mmWave, since the links are maximized for $p=1$ or $p=0$. Yet it demonstrates the interest of performing power control at FD BSs with imperfect self-IC $(\beta \neq 0)$. We can indeed observe that for $\rho=0.1$, the UL ASE remains almost unchanged, while still enabling an enhancement of the DL performance.

Furthermore, Table 4.2 (a) shows the ASE performance of HD networks in sub-6 GHz and 28 GHz , noticing a superiority of mmWaves. Table 4.2 (b) presents the links ASEs for a sub- 6 GHz network where all BSs are in FD-mode, for different $\beta$ 's and no power control. Results show once again that if the self-IC is not perfect, i.e., $\beta \neq 0$, the UL is heavily degraded ( $\vartheta_{u}=0.67$ ). Table 4.2 (c) also displays the links ASEs for an FD network, for different $\rho$ 's and $\beta$ 's. As with HD, mmWave also increases the ASE of FD networks. In fact, for $\beta=-100 \mathrm{~dB}$, if $\rho=0.13$, there is an enhancement of $133 \%$ in the UL, $85 \%$ in the DL and $100 \%$ in the cell (when compared to its sub- 6 GHz counterpart). Moreover, UL degradation


Fig. 4.4 ASE performances. Markers are for analytical results.
is avoided $\left(\vartheta_{u}=1\right)$, while still enhancing the DL and cell performances $\left(\vartheta_{d}=1.36\right.$ and $\vartheta_{c}=1.21$ ). Additionally, for $\beta=0$, each link almost doubles the performance of the HD system, closely approaching the ASE of an ideal FD system $\left(\vartheta_{m}=2\right)$.

As FD enhances the system ASE, an operator may be interested in relaxing its coverage probability floor level. In this regard, it is possible to find a $\rho=\rho^{*}$, such that $\rho_{\mathrm{DL}}^{(\min )} \leq$ $\rho^{*} \leq \rho_{\mathrm{UL}}^{(\max )}$, where $\rho_{\mathrm{DL}}^{(\min )}$ is the minimum acceptable $\rho$ to achieve the expected DL coverage probability and $\rho_{\mathrm{UL}}^{(\max )}$ is the highest value of $\rho$ to obtain a given UL coverage probability threshold. As an example, let us suppose that an operator tolerates a coverage probability loss at $\Gamma=-10 \mathrm{~dB}$ of $20 \%$ and $10 \%$ in the UL and DL, respectively, when compared to a HD network. By analyzing Fig. 4.3, $\rho_{\mathrm{UL}}^{(\max )}=0.15$ and $\rho_{\mathrm{DL}}^{(\min )}=0.025$. If the operator interest is to favor the UL performance, $\rho^{*}=\rho_{\mathrm{DL}}^{(\min )}$, while for a DL maximization $\rho^{*}=\rho_{\mathrm{UL}}^{(\max )}$. Table 4.2 (d), shows the ASEs for these cases, observing that in each configuration it is

Table 4.2 Simulated ASEs $(\mathrm{bps} / \mathrm{Hz})$ and ASE gains with respect to $\operatorname{HD}\left(\vartheta_{m}(p, \rho)\right)$.

| HD ASE: 2.6 GHz |  |  |
| :---: | :---: | :---: |
| $\mathscr{A}_{u}$ | $\mathscr{A}_{d}$ | $\mathscr{A}_{c}$ |
| 1.03 | 1.10 | 2.13 |


| HD ASE: 28 GHz |  |  |
| :---: | :---: | :---: |
| $\mathscr{A}_{u}$ | $\mathscr{A}_{d}$ | $\mathscr{A}_{c}$ |
| 1.61 | 2.20 | 3.81 |

(a) HD performance under a sub- 6 GHz and 28 GHz environment.

| FD ASE: <br> 2.6 GHz | $\beta=-100 \mathrm{~dB}$ |  |  | $\beta=0$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathscr{A}_{u}$ | $\mathscr{A}_{d}$ | $\mathscr{A}_{c}$ | $\mathscr{A}_{u}$ | $\mathscr{A}_{d}$ | $\mathscr{A}_{c}$ |
|  | 0.69 | 1.62 | 2.30 | 1.21 | 1.62 | 2.83 |
| $\vartheta_{m}(1,1)$ | 0.67 | 1.47 | 1.08 | 1.17 | 1.47 | 1.33 |

(b) Sub-6 GHz FD network ( $p=1$ ) for different $\beta$ values.

| FD ASE: <br> 28 <br> GHz | $\beta=-100 \mathrm{~dB}, \rho=0.13$ |  |  | $\beta=0, \rho=1$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathscr{A}_{u}$ | $\mathscr{A}_{d}$ | $\mathscr{A}_{c}$ | $\mathscr{A}_{u}$ | $\mathscr{A}_{d}$ | $\mathscr{A}_{c}$ |
|  | 1.61 | 3.00 | 4.61 | 3.17 | 4.21 | 7.38 |
| $\vartheta_{m}(1, \rho)$ | 1.00 | 1.36 | 1.21 | 1.97 | 1.91 | 1.93 |

(c) mmWave FD network ( $p=1$ ) for different $\rho$ and $\beta$ values.

| $\begin{gathered} \text { FD ASE: } \\ 28 \mathrm{GHz} \\ \beta=-100 \mathrm{~dB} \end{gathered}$ | $\rho^{*}=\rho_{\mathrm{DL}}^{(\mathrm{min})}=0.025$ |  |  | $\rho^{*}=\rho_{\mathrm{UL}}^{(\max )}=0.15$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathscr{A}_{u}$ | $\mathscr{A}_{d}$ | $\mathscr{A}_{c}$ | $\mathscr{A}_{u}$ | $\mathscr{A}_{d}$ | $\mathscr{A}_{c}$ |
|  | 2.22 | 2.11 | 4.33 | 1.55 | 3.06 | 4.61 |
| $\vartheta_{m}(1, \rho)$ | 1.38 | 0.96 | 1.14 | 0.96 | 1.39 | 1.21 |

(d) mmWave FD network $(p=1)$ for $\rho_{\mathrm{DL}}^{(\min )}$ and $\rho_{\mathrm{UL}}^{(\max )}$.

| FD ASE: <br> 28 GHz <br> $\beta=-100 \mathrm{~dB}$ | $\rho^{*}=\operatorname{mean}\left(\rho_{\mathrm{DL}}^{(\min )}, \rho_{\mathrm{UL}}^{(\max )}\right)=0.0875$ |  |  |
| :---: | :---: | :---: | :---: |
|  | 1.73 | $\mathscr{A}_{u} .71$ | $\mathscr{A}_{c}$ |
|  | 1.73 |  |  |
| $\vartheta_{m}(1, \rho)$ | 1.07 | 1.23 | 1.17 |

(e) mmWave network for $\rho=\operatorname{mean}\left(\rho_{\mathrm{DL}}^{(\min )}, \rho_{\mathrm{UL}}^{(\max )}\right)$.
not possible to improve the performance of all links simultaneously. In this regard for a $\rho^{*}=\left(\rho_{\mathrm{DL}}^{(\min )}+\rho_{\mathrm{UL}}^{(\max )}\right) / 2$, we see in Table 4.2 (e) that all links outperform their HD counterpart.

### 4.6 Summary and final remarks

In this chapter we analyze if implementing hybrid FD/HD capabilities in base stations (as the model presented in Chapter 3) is needed when considering mmWaves and beamforming. First, we observe that mmWave-based networks outperform sub- 6 GHz ones in terms of spectral efficiency. This results from increased beamforming capabilities at the BS in this
band. On this matter, and as we observe from the results, transmissions in the mmWave part of the spectrum suffer from a greater attenuation. This suggests that it is preferable to consider smaller cell radius to obtain greater coverage probabilities. However, we show that if we consider radii of the same order of magnitude as the ones in sub- 6 GHz cases (to avoid an over-densification of the network), we can still considerably gain in spectral efficiency due to the steering of signals.

Second, we also show that hybrid FD/HD deployments are not required in mmWave-plus-beamforming scenarios. In fact, the limiting factor is related to the self-interference cancellation capabilities of FD-enabled base stations, rather than to the co-channel interference between different equipment. The reason is that the network is indeed close to being noise-limited. Hence, we could arguably say that systems in which effective beamforming capabilities are possible, are the most favourable ones towards FD deployments. As, not only ULs are not degraded, but also DL gains can be even higher. In this regard, we see that if FD BSs are not capable of perfectly canceling their self-interference, reducing their transmission power avoids UL degradation, while still enabling a DL spectral efficiency improvement with respect to a mmWave HD system. This is not only positive in terms of UL degradation, but also regarding the energy consumption of the network which is going to be a key issue in next generation wireless systems.

## Chapter 5

## A cellular full-duplex non-orthogonal multiple access rate adaptation algorithm

From the previous results, we know that hybrid FD/HD networks are a good solution for reducing the UL degradation caused by BS-to-BS co-channel interference that arises when using the same resources for UL and DL in FD. However, with this type of solution the global interference level is reduced at the expense of restraining or simply not allowing BSs to adopt the FD-mode and favour HD when the radio conditions are not ideal.

A promising approach to cope with uplink interference is non-orthogonal multiple access. NOMA is a method that allows a transceiver, e.g. a BS, to serve multiple users in the same radio resource. This is achieved by multiplexing the different messages in a different domain at the transmitter side, e.g. performing power-domain multiplexing or superposition coding. Then, successive interference cancellation (SIC) is applied at the receiver side, to decode and mitigate the interference among the superposed signals [67].

In this chapter, we propose an alternative approach which adds NOMA- and SICcapabilities to FD BSs. The idea here is to still be able to solve the UL degradation issue, however by keeping BSs in a fixed FD-mode. This since constantly switching back and forth between HD/FD to reduce the BS-to-BS co-channel interference, may incur additional complexities in terms of data signalization, resource management, allocation of users and scheduling

### 5.1 Background

SIC has been studied for several years in the literature of cellular networks in order to allow multi-user transmissions on the same radio resource, see e.g. [36-40]. Only recently, this technique has been proposed in conjunction with FD. In particular, the implementation of NOMA in FD-based networks shows to be a good prospect to manage the additional interference experienced in these systems [68-74]. In [68], authors show the superiority of FD-NOMA over HD-NOMA but insist on the necessity to reduce co-channel interference. In [69, 71], authors focus on a single cell and try to reduce interference at the downlink user. Reference [70] tackle the problem of cross-tier interference, again on the downlink. In several studies, FD-NOMA is envisioned at relays or for device-to-device communications [72-74].

To the best of our knowledge, there is no solution available to directly mitigate the BS-to-BS interference and, thus, directly attack the UL degradation experienced in traditional FD-based networks. In the literature, SIC is preferably used at the UE, while BS capabilities are higher and BS-to-BS communication is arguably easier to achieve.

### 5.2 System model

As in the previous chapters, we consider a cellular network in which BSs locations are modeled by a homogeneous PPP, $\Phi$, of spatial density $\lambda$ on $\mathbb{R}^{2}$. The average cell radius is $R_{c}=1 / \sqrt{\pi \lambda}$. UEs are attached to their closest BS. In this regard, the network can be seen as a Voronoi tessellation of the network area, in which the coverage region of each BS is represented by its Voronoi cell. We assume that the density of UEs is large with respect to $\lambda$, to ensure that there are at least two users per cell.

BSs operate in FD-mode, while UEs are in HD-mode. Hence, only the three-node FD model is taken into account in this chapter. $\Omega$ is the set of RBs over the system bandwidth $B_{T}$, where every RB has a bandwidth of $\omega$. The resource utilization ratio of ULs and DLs is $\alpha_{u}^{(\mathrm{FD})}=\alpha_{d}^{(\mathrm{FD})}=1$. We consider a full buffer traffic model. Among the UL and DL users attached to a BS, one is randomly scheduled on every $\mathrm{RB} \tau \in \Omega$. We then have the two point processes $\Psi_{u}^{(\tau)}$ and $\Psi_{d}^{(\tau)}$ of scheduled UL and DL users, respectively. By construction, $\Psi_{u}^{(\tau)}$ and $\Psi_{d}^{(\tau)}$ have the same density as $\Phi$, as a realization can be obtained by drawing uniformly two points in every Voronoi cell of $\Phi$. Moreover, as they are drawn from the same point process of active users, there are also inter-dependent. We make however the simplifying assumption that they are independent, as done in Chapter 3.

As all RBs are statistically equivalent, we now omit in the notation the dependence on $\tau$, and without loss of generality we simply write $\Psi_{m}^{(\tau)}$ as $\Psi_{m}, m \in\{u, d\}$.

### 5.2.1 Transmission and propagation model

UEs and BSs transmit powers are denoted $P_{u}$ and $P_{d}$, respectively. We assume that users have omnidirectional antennas, with an antenna gain of $G_{u}=1$. As shown in Chapter 4, this is a worst case scenario from the perspective of users, as beamforming at UE side greatly improves FD performance. Further, we adopt the same model as the one in Chapter 4 for BSs, where the FD transceiver is conceived by using separated antennas for DL and UL as shown in Section 1.2 (see Fig. 1.5). Thus, we adopt a side- and main-lobe model for BS antennas with gains $G_{d}^{(\min )}$ and $G_{d}^{(\operatorname{max)}}$, respectively. The beamwidth of the main-lobe is described by the angle $\Theta_{d}$. Hence, the side-lobe of gain $G_{d}^{(\min )}$ covers the angle $2 \pi-\Theta_{d}$. Every BS steers two main lobes, in the direction of the scheduled UL UE and the scheduled DL UE, respectively (as depicted in Fig. 4.1).

Accordingly, we can relate to Fig. 2.3 and assume the following net average gains between elements in the network:

- $G \triangleq G_{d}^{(\max )} G_{u}$, between a BS and a scheduled UE,
- $G^{\prime} \triangleq\left(1-\Theta_{d} /(2 \pi)\right) G_{d}^{(\max )} G_{u}+\left(\Theta_{d} / 2 \pi\right) G_{d}^{(\min )} G_{u}$, between a BS and a UE scheduled by another cell,
- $\breve{G} \triangleq G_{d}^{(\min )} G_{d}^{(\min )}$, between two BSs,
- $\tilde{G} \triangleq G_{u}^{2}$, between two UEs,
- $G_{\text {RSI }}$, for the self-interference between the transmitter of a FD BS and its own receiver.

By focusing in the FD BS transceiver, we notice that as it simultaneously receives and transmits signals, the RSI in (4.4) is the result from the interference between the lobes pointing towards the DL user and the other in the direction of the UL user. Hence, we have that in average:

$$
\begin{equation*}
G_{\mathrm{RSI}}=\left(\frac{2 \pi-\Theta_{d}}{2 \pi}\right)^{2} G_{d}^{(\max )} G_{d}^{(\min )}+\left(1-\left(\frac{2 \pi-\Theta_{d}}{2 \pi}\right)^{2}\right) G_{d}^{(\max )^{2}} \tag{5.1}
\end{equation*}
$$

For the signal propagation model, let us reconsider the model presented in (2.48) and Fig. 2.3. However, in this chapter we assume that $\kappa=\kappa^{\prime}$ and $\eta=\eta^{\prime}$. Further, Rayleigh fading channels are considered, hence once again the channel gain $h(i, j)$ (see (2.48)) is an exponential RV with mean 1.

For a typical user located in 0 , we denote $L_{0}=\left(\kappa R_{0}\right)^{\eta}$ the deterministic path-loss to its serving BS in $x$, where $R_{0}=\min _{x^{\prime} \in \Phi} d\left(0, x^{\prime}\right)$. When we refer to a typical user or a typical

BS and when the context is clear, we write $d(i)=d(0, i), h(0, i)=h(i)$ and $L(0, i)=L(i)$ for simplicity.

### 5.2.2 NOMA model

In a power domain NOMA transmission [75, Chapter 6], a set $\tilde{\mathscr{U}}$ of transmitters transmit signals to a common receiver on the same radio resource. At the receiver, Successive Interference Cancellation (SIC) is performed to retrieve each transmitted information. The SIC decoder is characterized by a decoding order, i.e., a permutation function $\pi: \tilde{\mathscr{U}} \rightarrow \tilde{\mathscr{U}}$. For $i \in \tilde{\mathscr{U}}, \pi(i)$ represents the $i$-th decoded transmitter, and conversely the order at which transmitter $q$ is decoded is given by $\pi^{-1}(q)$. Consequently, the $i$-th decoded signal is only subject to interference coming from transmitters $\pi(j)$, such that $j>i$.

### 5.2.3 SINR formulations

## Downlink SINR

For this chapter, we define the DL SINR of a user located in $y$ and served by a BS in $x$ as, $\gamma_{d}(x, y)$, which can be written as:

$$
\begin{equation*}
\gamma_{d}(x, y)=\frac{G P_{d} h L(x, y)^{-1}}{I_{\mathrm{BS}}^{(d)}(x, y)+I_{\mathrm{UE}}^{(d)}(y)+\sigma^{2}}, \tag{5.2}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{\mathrm{BS}}^{(d)}(x, y)=\sum_{x^{\prime} \in \Phi \backslash\{x\}} G^{\prime} P_{d} h\left(x^{\prime}, y\right) L\left(x^{\prime}, y\right)^{-1}, \tag{5.3}
\end{equation*}
$$

is the interference coming from other BSs,

$$
\begin{equation*}
I_{\mathrm{UE}}^{(d)}(y)=\sum_{y^{\prime} \in \Psi_{u} \backslash\{y\}} \tilde{G} P_{u} h\left(y, y^{\prime}\right) L\left(y, y^{\prime}\right)^{-1} \tag{5.4}
\end{equation*}
$$

is the interference from UL users, and $\sigma^{2}$ is the thermal noise power. When $y$ is the typical DL user, we write $\gamma_{d}^{(0)} \triangleq \gamma_{d}(x, 0), I_{\mathrm{BS}}^{(d)} \triangleq I_{\mathrm{BS}}^{(d)}(x, 0), I_{\mathrm{UE}}^{(d)} \triangleq I_{\mathrm{UE}}^{(d)}(0)$, where $x$ is the closest BS to $y$.

## Uplink SINR

Let us consider a BS in $x$ serving in UL a user in $y$ and assume that the BS is able to successively suppress the interference from a set $\mathscr{U}$ of neighboring BSs. The set $\tilde{\mathscr{U}}=$
$\mathscr{U} \cup\{y\}$ defined in Section 5.2.2 is now formed by the UL user and the neighboring BSs. In this setting, the UL user is the last one to be decoded, i.e., $\pi(y)>\pi(i)$ for all $i \in \mathscr{U}$. This choice does not necessarily achieves the capacity region border; it is however the optimal choice for the UL user. For this user, we define the UL SINR at the BS, $\gamma_{u}(y, x)$, as:

$$
\begin{equation*}
\gamma_{u}(y, x)=\frac{G P_{u} h(y, x) L(y, x)^{-1}}{I_{\mathrm{BS}}^{(u)}(y, x ; \mathscr{U})+I_{\mathrm{UE}}^{(u)}(y, x)+I_{\mathrm{RSI}}+\sigma^{2}}, \tag{5.5}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{\mathrm{BS}}^{(u)}(y, x ; \mathscr{U})=\sum_{x^{\prime} \in \Phi \backslash\{\{x\} \cup \mathscr{U}\}} \breve{G} P_{d} h\left(x^{\prime}, x\right) L\left(x^{\prime}, x\right)^{-1} \tag{5.6}
\end{equation*}
$$

is the interference coming from other BSs at $\mathrm{BS} y$,

$$
\begin{equation*}
I_{\mathrm{UE}}^{(u)}(y, x)=\sum_{y^{\prime} \in \Psi_{u} \backslash\{y\}} G^{\prime} P_{u} h\left(y^{\prime}, x\right) L\left(y^{\prime}, x\right)^{-1} \tag{5.7}
\end{equation*}
$$

is the interference from all other scheduled UL users and $I_{\text {RSI }}$ is the RSI power of a BS given by:

$$
\begin{equation*}
I_{\mathrm{RSI}}=\beta G_{\mathrm{RSI}} P_{d} \tag{5.8}
\end{equation*}
$$

where $\beta \in[0,1]$ is the same constant we have used in the previous chapters and that is related to the performance of the self-IC used at the BS receiver, i.e., $\beta$ characterizes the effective remaining RSI with respect to the transmitted power. When $x$ is the typical BS, we write $\gamma_{u}^{(0)} \triangleq \gamma_{u}(y, 0), I_{\mathrm{BS}}^{(u)}(\mathscr{U}) \triangleq I_{\mathrm{BS}}^{(u)}(y, 0 ; \mathscr{U}), I_{\mathrm{UE}}^{(u)} \triangleq I_{\mathrm{UE}}^{(u)}(y, 0)$, where $y$ is the scheduled UE.

## BS-to-BS SINR

For our proposed scheme, we need to define the BS-to-BS SINR for a transmission occurring from a BS $x^{\prime}$ to a BS $x$. The BS-to-BS SINR is given by:

$$
\begin{equation*}
\gamma_{b}\left(x^{\prime}, x\right)=\frac{\breve{G} P_{d} h\left(x^{\prime}, x\right) L\left(x^{\prime}, x\right)^{-1}}{I_{\mathrm{BS}}\left(x^{\prime}, x\right)+I_{\mathrm{UE}}(x)+I_{\mathrm{RSI}}+\sigma^{2}} \tag{5.9}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{\mathrm{BS}}\left(x^{\prime}, x\right)=\sum_{x^{\prime \prime} \in \Phi \backslash\left\{x, x^{\prime}\right\}} \breve{G} P_{d} h\left(x^{\prime \prime}, x\right) L\left(x^{\prime \prime}, x\right)^{-1} \tag{5.10}
\end{equation*}
$$

is the interference from all other BSs,

$$
\begin{equation*}
I_{\mathrm{UE}}(x)=\sum_{y \in \Psi_{u}} G^{\prime} P_{u} h(y, x) L(y, x)^{-1} \tag{5.11}
\end{equation*}
$$

is the interference coming from all UL users. When $x$ is the typical BS, we write $\gamma_{b}^{(0)}\left(x^{\prime}\right) \triangleq$ $\gamma_{b}\left(x^{\prime}, 0\right)$. When $x$ is the typical BS and $x^{\prime}$ is its $n$-th closest BS, $n \in \mathbb{N}$, we write $\gamma_{b}^{(n)} \triangleq \gamma\left(x^{\prime}, 0\right)$, $I_{\mathrm{BS}}^{(n)} \triangleq I_{\mathrm{BS}}\left(x^{\prime}, 0\right)$, and $I_{\mathrm{UE}}^{(b)} \triangleq I_{\mathrm{UE}}(0)$.

Remark 5.2.1. From (5.6), we know that a BS in $x$ is able to decode the interference from a set of BSs, $\mathscr{U}(x)$. Hence, to calculate $I_{B S}$ in (5.10), we could eventually decode some of the interfering BSs. However, for the following development, we do not analyze a particular decoding order for the interfering BSs. Therefore, (5.10) represents a worst case scenario for the later computation of capacities between BSs.

### 5.2.4 Coverage probability, capacity and rate

Let us recall Section 2.5 .2 where we defined the instantaneous capacity and coverage probability for ULs and DLs ${ }^{1}$. In this chapter though, we are also interested in the links between BSs. Hence, we consider the coverage probability, $\mathbb{P}\left(\gamma_{m}>\Gamma\right)$, and capacity, $\mathscr{C}_{m}=\omega \log _{2}\left(1+\gamma_{m}\right)$, for all links $m \in\{u, d, b\}$. In particular, on the UL, the capacity depends on the set $\mathscr{U}$ of BSs whose interference can be suppressed and we explicitly write $\mathscr{C}_{u}(\mathscr{U})$. Moreover, the ergodic capacity shown in (2.72), i.e., the Shannon capacity averaged over the distribution of $\gamma_{m}$, provides upper bounds for the achievable data rates on a given link. We denote $\mathscr{R}_{m}$ the actual data rate chosen on link $m$ and we have ${ }^{2}$ that $\mathscr{R}_{m} \leq \mathscr{C}_{m}$. Notice that in this sense, the rate may be considered as equal or a fraction of the throughput in (2.74). In the following, we may omit the location of the scheduled user and write $\mathscr{R}_{m}(x)=\mathscr{R}_{m}(x, y), m \in\{u, d\}$, when it is clear from the context.

### 5.3 Rate adaptation approach

### 5.3.1 Algorithm

Our goal is to minimize as much as possible the impact of $I_{\mathrm{BS}}^{(u)}$ on the UL performance. Algorithm 1 shows the proposed approach. A BS $x \in \Phi$ proceeds as follows:

[^8]```
Algorithm 1 FD-NOMA Rate Adaptation (run at BS \(x\) )
    Input: \(\Phi, M, v^{\star}\)
    Output: \(\mathscr{R}_{d}(x), \mathscr{R}_{u}(x)\)
    Init: \(J(x ; M) \leftarrow \emptyset\)
    \(I_{M}(x) \leftarrow\) BSs with the \(M\) smallest path-losses \(L\left(x, x^{\prime}\right), x^{\prime} \in \Phi\)
    \(I_{M}(x) \leftarrow \operatorname{SORT}\left(I_{M}(x)\right)\)
    Send message to \(I_{M}(x)\)
    for Every message received from \(x^{\prime \prime}\) do
        \(J(x ; M) \leftarrow J(x ; M) \cup\left\{x^{\prime \prime}\right\}\)
        Estimate \(h\left(x, x^{\prime \prime}\right)\)
        Compute \(\mathscr{C}_{b}\left(x, x^{\prime \prime}\right) \quad \triangleright\) using the estimation of \(h\left(x, x^{\prime \prime}\right)\) and (5.9)
    end for
    \(\mathscr{C}_{\text {min }}(x ; M) \leftarrow \min \left\{C_{b}\left(x, x^{\prime \prime}\right), x^{\prime \prime} \in J(x ; M)\right\}\)
    Compute \(\mathscr{C}_{d}(x) \quad \triangleright\) using DL SINR expression (5.2)
    \(v(x) \leftarrow(5.14)\)
    \(\mathscr{R}_{d} \leftarrow(5.13)\)
    \(\mathscr{U}(x) \leftarrow(5.15) \quad \triangleright \operatorname{using} \mathscr{R}_{d}\left(x^{\prime}\right), x^{\prime} \in I_{M}(x)\)
    \(\mathscr{R}_{u}(x) \leftarrow(5.16)\)
    return \(\mathscr{R}_{d}, \mathscr{R}_{u}\)
```

1. Let $I_{M}(x)$ be the set of the $M$ strongest interfering BSs averaging out fast fading (step 4). With our channel model, $I_{M}(x)$ is also the set of $M$ closest BSs. Let $J(x ; M)$ be the set of BSs for which $x$ is a strong interferer, i.e., $J(x ; M)=\left\{x^{\prime \prime} \in \Phi \mid x \in I_{M}\left(x^{\prime \prime}\right)\right\}$ (step 8). We estimate for every $x^{\prime \prime}$ the Shannon capacity between $x$ and $x^{\prime \prime}$ (step 10). We define (step 12):

$$
\begin{equation*}
\mathscr{C}_{\min }(x ; M) \triangleq \min _{x^{\prime \prime} \in J(x ; M)} \mathscr{C}_{b}\left(x, x^{\prime \prime}\right) \tag{5.12}
\end{equation*}
$$

2. BS $x$ chooses a DL rate as follows (step 15):

$$
\begin{equation*}
\mathscr{R}_{d}(x)=v(x) \mathscr{C}_{d}(x), \tag{5.13}
\end{equation*}
$$

where (step 14)

$$
\begin{equation*}
v(x) \triangleq \max \left(\min \left(\frac{\mathscr{C}_{\min }(x ; M)}{\mathscr{C}_{d}(x)}, 1\right), v^{\star}\right) \tag{5.14}
\end{equation*}
$$

and $v^{\star} \in[0,1]$ is a system parameter that characterizes the maximum DL rate and $1-v^{\star}$ is the maximum loss factor tolerated by BS $x$ on the DL. Let $\mathscr{U}$ be the set of BSs that can be decoded, i.e. (step 16),

$$
\begin{equation*}
\mathscr{U}(x)=\left\{x^{\prime} \in I_{M}(x) \mid \mathscr{R}_{d}\left(x^{\prime}\right) \leq \mathscr{C}_{b}\left(x^{\prime}, x\right)\right\} . \tag{5.15}
\end{equation*}
$$



Fig. 5.1 Representation of the interference sets $I_{M}(x)$ and $J(x)$ for $M=2$.
3. BS $x$ chooses an UL rate as follows (step 17):

$$
\begin{equation*}
\mathscr{R}_{u}(x)=\mathscr{C}_{u}(x ; \mathscr{U}(x)) . \tag{5.16}
\end{equation*}
$$

Before continuing, it is important to mention that in sequel when the context is clear we write $J(x)=J(x ; M)$. Further, when $x$ is the typical BS we write $\mathscr{R}_{d}^{(0)} \triangleq \mathscr{R}_{d}(0), \mathscr{C}_{d}^{(0)} \triangleq \mathscr{C}_{d}(0)$ and $\mathscr{C}_{\min }^{(0)}(M) \triangleq \mathscr{C}_{\text {min }}(0 ; M)$. Moreover, when the $n$-th neighbor of the typical BS located in $x^{\prime}$ is at a distance $r$, i.e., $d\left(0, x^{\prime}\right)=r$, then we write $\mathscr{C}_{b}^{(n)}(r) \triangleq \mathscr{C}_{b}^{(n)}\left(0, x^{\prime}\right), \mathscr{C}_{d}(r) \triangleq \mathscr{C}_{d}\left(x^{\prime}\right)$ and $\mathscr{R}_{d}(r) \triangleq \mathscr{R}_{d}\left(x^{\prime}\right)$.

A graphical representation of the interference sets $I_{M}(x)$ and $J(x)$ for a BS $x \in \Phi$ is depicted in Fig. 5.1. In the figure, BSs that fall inside the region covered by the gray-bold line are the two closest and stronger interferers of the BS in $x$, i.e., they represent $I_{2}(x)$. The gray-dashed arrows represent their signals towards $x$ and are the ones that might actually be cancelled due to our solution. In this regard, these signals can in fact be cancelled if their respective DL rates are lower than the capacity between them and the BS in $x$. Further, the BSs that fall inside the region covered by the orange surface are the BSs that are strongly interfered by the BS in $x$ for the given value of $M$, i.e., $J(x)$. The orange-dotted arrows are the signals used for BSs in $J(x)$ to decide that $x$ is a strong interferer.

Remark 5.3.1. If $\mathscr{C}_{\min }(x) \geq \mathscr{C}_{d}(x)$, then BS $x$ can be decoded by all BSs in $J(x)$, i.e., for which it is a strong interferer. In this case, there is no need to degrade the DL rate of BS $x$ to allow SIC at the BSs it interferes, so that $v(x)=1$ and $\mathscr{R}_{d}(x)=\mathscr{C}_{d}(x)$ in (5.13) and (5.14).

Remark 5.3.2. If $\mathscr{C}_{\min }(x)<\mathscr{C}_{d}(x), B S x$ can choose to degrade its $D L$ rate in order to be decoded by the BSs it interferes. The higher the degradation, the higher the number of BSs that will be able to suppress its interference. In this regard, $1-v^{\star}$ sets a maximum tolerable $D L$ rate degradation. If additionally $\mathscr{C}_{\min }(x) / \mathscr{C}_{d}(x) \geq v^{\star}$, the $B S$ can set its $D L$ rate to $\mathscr{C}_{\text {min }}(x)$ and still be decoded by all BSs in $J(x)$.

Remark 5.3.3. On the UL, the capacity depends on the ability of BS $x$ to suppress the interference from BSs in $I_{M}(x)$ and, thus, depends in (5.16) on the set $\mathscr{U}(x)$.

Remark 5.3.4. When $v^{\star}=0$, BSs accept any degradation on the DL and we have thus always $\mathscr{R}_{d}\left(x^{\prime}\right) \leq \mathscr{C}_{b}\left(x^{\prime}, x\right)$. As a consequence, $|\mathscr{U}(x)|=M$ and the $M$ strongest interferers can be suppressed.

### 5.3.2 Network topology

There are two possible architectures for the implementation of the proposed approach: a distributed architecture or a centralized radio access network (CRAN). In both cases, the estimation of channels $h\left(x, x^{\prime}\right)$ between two BSs (step 9) is based on pilot signals broadcast by every BS for its normal operation.

## Distributed Architecture

In a distributed architecture, BSs are directly connected between them through a reliable and low latency transport network. In this scenario, the algorithm and the data processing are run at every BS, as suggested by Algorithm 1. The distributed approach allows a simplified
architecture because it does not involve any new equipment. It is scalable in the sense that the amount of calculations and message exchanges depends locally only on $M$. NOMA-SIC decoding is performed locally and so with no additional delay. However, it requires additional computation capability at every BS and computation power cannot be mutualized. At last, when new BSs are added or existing BSs are suppressed, this should be discovered by every neighboring BS. This process may take more time than in a centralized approach.

## CRAN

Under a CRAN topology, a central entity manages the different BSs in a given area and run the proposed algorithm on behalf of them. This architecture reduces the amount of signalling as BSs communicate only with the CRAN. Processing powers can be mutualized. Any update in the number of BSs is easily taken into account by the algorithm. Among the drawbacks, an additional equipment is required and the communication between two neighboring CRANs should be managed. At last, the processing at the CRAN implies a delay that could be incompatible with low latency services.

### 5.4 Analytical performance analysis

### 5.4.1 Preliminary results

As $\Phi$ is a homogeneous PPP, we have that $f_{R}(r, n)$ in (2.19) represents the PDF of the distance between a typical BS and its $n$-th nearest neighbor. Moreover, since we consider that UL and DL users are independent PPs drawn inside the Voronoi cell of each BS, then we have that the distance distribution between a scheduled UE and its serving BS is given by $f_{R_{0}}(r)$ in (2.41) (following the result proposed in [47, Section II-G]).

### 5.4.2 Coverage probability

In this subsection, we derive the coverage probabilities for DL, BS-BS link and UL.

## Dowlink coverage probability

Theorem 5.4.1 (Downlink coverage probability). The DL coverage probability of a typical user, $\mathscr{P}_{d}(\Gamma) \triangleq \mathbb{P}\left(\gamma_{d}^{(0)}>\Gamma\right)$, is given by:

$$
\begin{equation*}
\mathscr{P}_{d}(\Gamma)=\int_{0}^{\infty} f_{R_{0}}(r) \mathscr{L}\left\{I_{\mathrm{BS}}^{(d)}\right\}(r, \Gamma) \mathscr{L}\left\{I_{\mathrm{UE}}^{(d)}\right\}(r, \Gamma) N_{d}(r, \Gamma) \mathrm{d} r, \tag{5.17}
\end{equation*}
$$

where $N_{d}(r, \Gamma)=\exp \left(-\Gamma(\kappa r)^{\eta} \sigma^{2}\left(G P_{d}\right)^{-1}\right), f_{R_{0}}$ is given by (2.41), $\mu=P_{u} / P_{d}$ and

$$
\begin{gather*}
\mathscr{L}\left\{I_{B S}^{(d)}\right\}(r, \Gamma)=\exp \left(-2 \pi \lambda \int_{r}^{\infty}\left(1-\exp \left(-\Gamma \frac{G^{\prime}}{G}(r / z)^{\eta}\right)\right) z \mathrm{~d} z\right),  \tag{5.18}\\
\mathscr{L}\left\{I_{U E}^{(d)}\right\}(r, \Gamma)=\exp \left(-2 \pi \int_{0}^{\infty} \lambda_{u}(z)\left(1-\exp \left(-\Gamma \mu \frac{\tilde{G}}{G} \frac{(\kappa r)^{\eta}}{(\tilde{\kappa} z)^{\tilde{\eta}}}\right)\right) z \mathrm{~d} z\right),  \tag{5.19}\\
\lambda_{u}(z)=\lambda\left(1-\exp (-(9 / 4) \sqrt{\lambda} z)+0.5 \lambda z^{2} \exp \left(-(5 / 4) \lambda z^{2}\right)\right),  \tag{5.20}\\
\mathscr{F}_{d}(r, \Gamma) \triangleq \mathscr{L}\left\{I_{\mathrm{BS}}^{(d)}\right\}(r, \Gamma) \mathscr{L}\left\{I_{\mathrm{UE}}^{(d)}\right\}(r, \Gamma) N_{d}(r, \Gamma) . \tag{5.21}
\end{gather*}
$$

Proof. The proof follows from Lemma 2.5.3. However, as done in [76, Section 2] and [77], in this chapter we neglect the effect of fast fading on the interference and replace it by its mean value. Thus, when computing $\mathscr{L}\left\{I_{\mathrm{BS}}^{(d)}\right\}(r, \Gamma)$ and $\mathscr{L}\left\{I_{\mathrm{UE}}^{(d)}\right\}(r, \Gamma)$ we do not take the expectation with respect to $h$. So, for instance, we skip (2.55d) in order to obtain (5.18) and, correspondingly, we do the same for (5.19).

Remark 5.4.1. In (5.20) we consider (2.46) to model the density of interfering UL users towards a typical UE.

Remark 5.4.2. Note that the DL coverage probability under our model is the same as the one achieved in a traditional FD network, where all BSs work under FD. In contrast, and as we will see further in Theorem 5.4.4, the DL rate does depend on $M$ and $v^{\star}$.

Remark 5.4.3. Note that if $I_{\mathrm{UE}}^{(d)}=0$ and $\mathscr{L}\left\{I_{\mathrm{UE}}^{(d)}\right\}=1$, then (5.17) is exactly the DL coverage probability of a HD network, see e.g. results in Section 2.5.1 and Section 3.3.3. If UEs are able to beamform their signal with a very thin beam towards their serving $B S, \tilde{G} \rightarrow 0$ with a high probability and, according to (5.19), $\mathscr{L}\left\{I_{\mathrm{UE}}^{(d)}\right\} \rightarrow 1$, this shows that omnidirectional UE antennas represent a worst case for FD. In the same way, when $\tilde{\eta} \rightarrow+\infty$, i.e., when the environment between UEs in different cells is highly obstructed, $\mathscr{L}\left\{I_{\mathrm{UE}}^{(d)}\right\} \rightarrow 1$.

Corollary 5.4.1. The probability density function $(P D F)$ of $\gamma_{d}^{(0)}$ is given by $f_{\gamma_{d}^{(0)}}(\Gamma) \triangleq$ $(\partial / \partial \Gamma) \mathbb{P}\left(\gamma_{d}^{(0)} \leq \Gamma\right)=(\partial / \partial \Gamma) 1-\mathscr{P}_{d}(\Gamma)$, i.e.:

$$
\begin{align*}
f_{\gamma_{d}(0)}(\Gamma)= & \int_{0}^{\infty} f_{R_{0}}(r) \mathscr{F}_{d}(r, \Gamma)(\kappa r)^{\eta} \cdot\left[\frac{\sigma^{2}}{G P_{d}}+2 \pi \lambda \frac{G^{\prime}}{G} \int_{r}^{\infty} \exp \left(-\Gamma \frac{G^{\prime}}{G}(r / z)^{\eta}\right) \frac{z}{(\kappa z)^{\eta}} \mathrm{d} z\right. \\
& \left.+2 \pi \lambda \mu \frac{\tilde{G}}{G} \int_{0}^{\infty} \exp \left(-\Gamma \mu \frac{\tilde{G}}{G} \frac{(\kappa r)^{\eta}}{(\tilde{\kappa} z)^{\tilde{\eta}}}\right) \frac{z}{(\tilde{\kappa} z)^{\tilde{\eta}}} \mathrm{d} z\right] \mathrm{d} r, \tag{5.22}
\end{align*}
$$

where $\mathscr{F}_{d}(r, \Gamma)$ is found in (5.21).

## BS-to-BS coverage probability

Theorem 5.4.2 (BS-to-BS CCDF). The complementary CDF (CCDF) of the SINR between a typical BS and its $n$-th closest interfering BS, i.e., $\mathscr{P}_{b}^{(n)}(\Gamma) \triangleq \mathbb{P}\left(\gamma_{b}^{(n)}>\Gamma\right)$, can be approximated by:

$$
\begin{equation*}
\mathscr{P}_{b}^{(n)}(\Gamma)=\int_{0}^{\infty} f_{R}(r, n) \mathscr{F}_{b}^{(n)}(r, \Gamma) \mathrm{d} r, \tag{5.23}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{F}_{b}^{(n)}(r, \Gamma)=\underbrace{\mathscr{L}\left\{I_{\mathrm{BS}}^{(n, 1)}\right\}(r, \Gamma) \mathscr{L}\left\{I_{\mathrm{BS}}^{(n, 2)}\right\}(r, \Gamma)}_{\mathscr{L}\left\{I_{\mathrm{BS}}^{(n)}\right\}(r, \Gamma)} \mathscr{L}\left\{I_{\mathrm{UE}}^{(b)}\right\}(r, \Gamma) N_{b}(r, \Gamma), \tag{5.24}
\end{equation*}
$$

$N_{b}(r, \Gamma) \triangleq \exp \left(-\Gamma(\breve{\kappa} r)^{\breve{\eta}}\left(\breve{G} P_{d}\right)^{-1}\left(I_{\text {RSI }}+\sigma^{2}\right)\right), f_{R}$ is given by (2.19) and

$$
\begin{gather*}
\mathscr{L}\left\{I_{\mathrm{BS}}^{(n, 1)}\right\}(r, \Gamma)=\left[\int_{0}^{r} \exp \left(-\Gamma(r / z)^{\check{\eta}}\right) \frac{2 z}{r^{2}} \mathrm{~d} z\right]^{(n-1)},  \tag{5.25}\\
\mathscr{L}\left\{I_{\mathrm{BS}}^{(n, 2)}\right\}(r, \Gamma)=\exp \left(-2 \pi \lambda \int_{r}^{\infty}\left(1-\exp \left(-\Gamma(r / z)^{\check{\eta}}\right)\right) z \mathrm{~d} z\right),  \tag{5.26}\\
\mathscr{L}\left\{I_{\mathrm{UE}}^{(b)}\right\}(r, \Gamma)=\mathbb{E}_{f_{R_{0}}}\left[\exp \left(-2 \pi \lambda \int_{0}^{R_{0}}\left(1-\exp \left(-\Gamma \mu \frac{G}{\breve{G}} \frac{(\breve{\kappa} r)^{\check{\eta}}}{(\kappa z)^{\eta}}\right)\right) z \mathrm{~d} z\right)\right.  \tag{5.27}\\
\left.\exp \left(-2 \pi \lambda \int_{R_{0}}^{\infty}\left(1-\exp \left(-\Gamma \mu \frac{G^{\prime}}{\breve{G}} \frac{(\breve{\kappa} r)^{\check{\eta}}}{(\kappa z)^{\eta}}\right)\right) z \mathrm{~d} z\right)\right] .
\end{gather*}
$$

Proof. See Appendix A.1.

Remark 5.4.4. Note that when $G=G^{\prime}$, then there is no need to compute two separate integrals in (5.27). Hence, it is not necessary to calculate the expected value and it holds that:

$$
\begin{equation*}
\mathscr{L}\left\{I_{\mathrm{UE}}^{(b)}\right\}(r, \Gamma)=\exp \left(-2 \pi \lambda \int_{0}^{\infty}\left(1-\exp \left(-\Gamma \mu \frac{G^{\prime}}{\breve{G}} \frac{(\breve{\kappa} r)^{\check{\eta}}}{(\kappa z)^{\eta}}\right)\right) z \mathrm{~d} z\right) . \tag{5.28}
\end{equation*}
$$

Corollary 5.4.2. The probability density function (PDF) of $\gamma_{b}^{(n)}$ is given by $f_{\gamma_{b}^{(n)}}(\Gamma) \triangleq$ $(\partial / \partial \Gamma) \mathbb{P}\left(\gamma_{b}^{(n)} \leq \Gamma\right)=(\partial / \partial \Gamma) 1-\mathscr{P}_{b}^{(n)}(\Gamma)$, which results in:

$$
\begin{array}{r}
f_{\gamma_{b}^{(n)}}(\Gamma)=\int_{0}^{\infty} f_{R}(r, n)\left[\left(-\frac{\partial}{\partial \Gamma} \mathscr{L}\left\{I_{\mathrm{BS}}^{(n, 1)}\right\}(r, \Gamma)\right) \mathscr{L}\left\{I_{\mathrm{BS}}^{(n, 2)}\right\}(r, \Gamma) \mathscr{L}\left\{I_{\mathrm{UE}}^{(b)}\right\}(r, \Gamma) N_{b}(r, \Gamma)\right. \\
\mathscr{F}_{b}^{(n)}(r, \Gamma)\left(2 \pi \lambda \int_{r}^{\infty} \exp \left(-\Gamma \frac{r^{\check{\eta}}}{z^{\check{\eta}}}\right) \frac{r^{\check{\eta}}}{z^{\check{\eta}-1}} \mathrm{~d} z+\frac{(\kappa r)^{\eta}}{\breve{G} P_{d}}\left(I_{\mathrm{RSI}}+\sigma^{2}\right)\right) \\
\left.\left(-\frac{\partial}{\partial \Gamma} \mathscr{L}\left\{I_{\mathrm{UE}}^{(b)}\right\}(r, \Gamma)\right) \mathscr{L}\left\{I_{\mathrm{BS}}^{(n, 1)}\right\}(r, \Gamma) \mathscr{L}\left\{I_{\mathrm{BS}}^{(n, 2)}\right\}(r, \Gamma) N_{b}(r, \Gamma)\right] \mathrm{d} r \tag{5.29}
\end{array}
$$

where

$$
\begin{gather*}
\frac{\partial}{\partial \Gamma} \mathscr{L}\left\{I_{\mathrm{BS}}^{(n, 1)}\right\}(r, \Gamma)=-\frac{(n-1)}{\mathscr{L}\left\{I_{\mathrm{BS}}^{(n, 1)}\right\}(r, \Gamma)} \int_{0}^{r} \exp \left(-\Gamma \frac{r^{\check{\eta}}}{z^{\check{\eta}}}\right) \frac{2 r^{\check{\eta}-2}}{z^{\check{\eta}-1}} \mathrm{~d} z  \tag{5.30}\\
\frac{\partial}{\partial \Gamma} \mathscr{L}\left\{I_{\mathrm{UE}}^{(b)}\right\}(r, \Gamma)=-\mathbb{E}_{f_{R_{0}}}\left[\mathscr{E}_{1}\left(R_{0}, \Gamma\right) \mathscr{E}_{2}\left(R_{0}, \Gamma\right) 2 \pi \lambda \int_{0}^{R_{0}} \exp \left(-\Gamma \mu \frac{G}{\breve{G}} \frac{(\breve{\kappa} r)^{\check{\eta}}}{(\kappa z)^{\eta}}\right) z \mu \frac{G}{\breve{G}} \frac{(\breve{\kappa} r)^{\check{\eta}}}{(\kappa z)^{\eta}} \mathrm{d} z\right] \\
-\mathbb{E}_{f_{R_{0}}}\left[\mathscr{E}_{1}\left(R_{0}, \Gamma\right) \mathscr{E}_{2}\left(R_{0}, \Gamma\right) 2 \pi \lambda \int_{R_{0}}^{\infty} \exp \left(-\Gamma \mu \frac{G^{\prime}}{\breve{G}} \frac{(\breve{\kappa} r)^{\eta}}{(\kappa z)^{\eta}}\right) z \mu \frac{G^{\prime}}{\breve{G}} \frac{(\breve{\kappa} r)^{\check{\eta}}}{(\kappa z)^{\eta}} \mathrm{d} z\right] \\
\mathscr{E}_{1}\left(R_{0}, \Gamma\right) \triangleq \exp \left(-2 \pi \lambda \int_{0}^{R_{0}}\left(1-\exp \left(-\Gamma \mu \frac{G}{\breve{G}} \frac{(\breve{\kappa} r)^{\check{\eta}}}{(\kappa z)^{\eta}}\right)\right) z \mathrm{~d} z\right)  \tag{5.31}\\
\mathscr{E}_{2}\left(R_{0}, \Gamma\right) \triangleq \exp \left(-2 \pi \lambda \int_{R_{0}}^{\infty}\left(1-\exp \left(-\Gamma \mu \frac{G^{\prime}}{\breve{G}} \frac{(\breve{\kappa} r)^{\breve{\eta}}}{(\kappa z)^{\eta}}\right)\right) z \mathrm{~d} z\right) \tag{5.33}
\end{gather*}
$$

## Uplink coverage probability

We could proceed and try to compute the UL coverage probability from the SINR expression in (5.5) by following similar steps as for the other cases, i.e., calculate the expected values and perform the PGFL of the PPPs. However, when doing so, we observe that $\mathscr{L}\left\{I_{\mathrm{BS}}^{(u)}(\mathscr{U})\right\}$ in (5.6) is equivalent to:

$$
\begin{equation*}
I_{\mathrm{BS}}^{(u)}=\sum_{x^{\prime} \in \Phi} \breve{G} P_{d} L\left(x^{\prime}\right)^{-1} \mathbb{1}\left\{x^{\prime} \neq \mathscr{U}(x)\right\} . \tag{5.34}
\end{equation*}
$$

Hence, when developing the Laplace transform (expected value) we come across with the following expression:

$$
\begin{align*}
\mathbb{E}_{I_{\mathrm{BS}}^{(u)}}\left[\exp \left(-\frac{\Gamma L(r)}{G P_{u}} I_{\mathrm{BS}}^{(u)}\right)\right] & =\mathbb{E}\left[\exp \left(-\Gamma \frac{L(r) \breve{G}}{G \mu} \sum_{x^{\prime} \in \Phi} L\left(x^{\prime}\right)^{-1} \mathbb{1}\left\{x^{\prime} \neq \mathscr{U}(x)\right\}\right)\right] \\
& =\mathbb{E}\left[\prod_{x^{\prime} \in \Phi} \exp \left(-\Gamma \frac{L(r) \breve{G}}{G \mu} L\left(x^{\prime}\right)^{-1} \mathbb{1}\left\{x^{\prime} \neq \mathscr{U}(x)\right\}\right)\right] \tag{5.35}
\end{align*}
$$

Given the difficulties to introduce the indicator function in (5.35) into the PGFL expression ${ }^{3}$, we proceed by assuming that the process of interfering BSs is a thinned PPP with intensity $\lambda p(r)$, where $p(r)$ is the probability that a typical BS is not able to decode and suppress the interference coming from another BS located at a distance $r$. We further validate this assumption by simulations in Section 5.5.

In order to characterize $p(r)$, we observe that a BS at distance $r$ from the typical BS, is not decoded either if it is farther than the $M$-th closest BS (as a BS can only decode BSs in its set $\left.I_{M}\right)$ or if its DL rate $\left(\mathscr{R}_{d}(r)\right)$ is greater than the capacity between this BS and the typical BS. This translates as:

$$
\begin{equation*}
p(r)=\mathbb{P}\left(r>R_{M}\right)+\mathbb{P}\left(r \leq R_{M} \wedge \mathscr{R}_{d}(r)>\mathscr{C}_{b}(r)\right), \tag{5.36}
\end{equation*}
$$

where $R_{M}$ is the RV representing the distance from a typical BS to its $M$-th neighboring BS , which follows the distribution $f_{R}(r, M)$ in (2.19).

Remark 5.4.5. By considering Remark 5.3.4, we know that when $v^{\star}=0$, it holds that $\mathscr{R}_{d}(r) \leq \mathscr{C}_{b}(r)$ and the typical BS can cancel the interference from all BSs in its set $I_{M}(\cdot)$.

[^9]Then, we have in (5.36) that: $\mathbb{P}\left(r \leq R_{M} \wedge \mathscr{R}_{d}(r)>\mathscr{C}_{b}(r)\right)=0$. Hence we can directly write $p(r) a s$ :

$$
\begin{equation*}
p(r)=\mathbb{P}\left(r>R_{M}\right)=1-\mathbb{P}\left(r \leq R_{M}\right)=1-\int_{r}^{\infty} f_{R}(z, M) \mathrm{d} z=1-\frac{\Gamma\left(M, \lambda \pi r^{2}\right)}{(M-1)!} \tag{5.37}
\end{equation*}
$$

where $f_{R}(z, M)$ is known from (2.19).

When considering any value of $v^{\star}, p(r)$ can be further developed as:

$$
\begin{align*}
p(r) & =\mathbb{P}\left(r>R_{M}\right)+\mathbb{P}\left(r \leq R_{M} \wedge \mathscr{R}_{d}(r)>\mathscr{C}_{b}(r)\right),  \tag{5.38a}\\
& =\mathbb{P}\left(r>R_{M}\right)+\mathbb{P}\left(r \leq R_{M}\right) \mathbb{P}\left(\mathscr{R}_{d}(r)>\mathscr{C}_{b}(r)\right),  \tag{5.38b}\\
& =\mathbb{P}\left(r>R_{M}\right)+\mathbb{P}\left(r \leq R_{M}\right) \sum_{n=1}^{\infty} \mathbb{P}\left(\mathscr{R}_{d}(r)>\mathscr{C}_{b}^{(n)}(r) \mid n\right) \mathbb{P}(n-1)  \tag{5.38c}\\
& =\mathbb{P}\left(r>R_{M}\right)+\mathbb{P}\left(r \leq R_{M}\right) \sum_{n=1}^{M} \mathbb{P}\left(\mathscr{R}_{d}(r)>\mathscr{C}_{b}^{(n)}(r) \mid n \leq M\right) \mathbb{P}(n-1), \tag{5.38d}
\end{align*}
$$

where (5.38b) is given by assuming that $r$ and the DL rate at the BS in $r$, i.e., $\mathscr{R}_{d}(r)$, are independent, $(5.38 \mathrm{c})$ is by using the total probability Theorem, where $\mathbb{P}(n-1)$ is the probability of having exactly $(n-1)$ BSs in the disk of radius $r$ (which is a Poisson RV, see (2.15)). Moreover, (5.38d) is due to the fact that by construction, there is only $M$ BSs in the disk described by $R_{M}$.

Now, we know that for a BSs $x \in \Phi, v(x)$ in (5.14) can take three different values, which are described by the three following events:

$$
\begin{align*}
& E_{1}: v(x)=v^{\star}, \text { occurs when } \mathscr{C}_{\min }(x ; M)<\mathscr{C}_{d}(x) \text { and } \frac{\mathscr{C}_{\min }(x ; M)}{\mathscr{C}_{d}(x)} \leq v^{\star} \\
& E_{2}: v(x)=\frac{\mathscr{C}_{\min }(x ; M)}{\mathscr{C}_{d}(x)}, \text { occurs when } \mathscr{C}_{\min }(x ; M)<\mathscr{C}_{d}(x) \text { and } \frac{\mathscr{C}_{\min }(x ; M)}{\mathscr{C}_{d}(x)}>v^{\star},  \tag{5.39}\\
& E_{3}: v(x)=1, \text { occurs when } \mathscr{C}_{\min }(x ; M) \geq \mathscr{C}_{d}(x)
\end{align*}
$$

By analyzing a typical BS, we find general expressions for the probability of occurrence of each of these events, i.e.:

$$
\begin{align*}
& \mathbb{P}\left(E_{1}\right) \triangleq P_{1}(M)=\mathbb{P}\left(\mathscr{C}_{\min }^{(0)}(M) \leq v^{\star} \mathscr{C}_{d}^{(0)}\right)  \tag{5.40}\\
& \mathbb{P}\left(E_{2}\right) \triangleq P_{2}(M)=\mathbb{P}\left(v^{\star} \mathscr{C}_{d}^{(0)}<\mathscr{C}_{\min }^{(0)}(M)<\mathscr{C}_{d}^{(0)}\right) \tag{5.41}
\end{align*}
$$

$$
\begin{equation*}
\mathbb{P}\left(E_{3}\right) \triangleq P_{3}(M)=\mathbb{P}\left(\mathscr{C}_{\min }^{(0)}(M) \geq \mathscr{C}_{d}^{(0)}\right) \tag{5.42}
\end{equation*}
$$

Hence, if we use the law of total probabilities, we can expand $p(r)$ in (5.38d) as:

$$
\begin{array}{r}
p(r)=\mathbb{P}\left(r \leq R_{M}\right) \sum_{n=1}^{M}[\underbrace{\mathbb{P}\left(v^{\star} \mathscr{C}_{d}(r)>\mathscr{C}_{b}^{(n)}(r) \mid n \leq M, \mathscr{C}_{\text {min }}^{(0)}(M) \leq v^{\star} \mathscr{C}_{d}(r)\right)}_{\text {Term } E_{1}} P_{1}(M) \\
+\underbrace{\mathbb{P}\left(\mathscr{C}_{\min }^{(0)}(M)>\mathscr{C}_{b}^{(n)}(r) \mid n \leq M, v^{\star} \mathscr{C}_{d}(r) \leq \mathscr{C}_{\min }^{(0)}(M) \leq \mathscr{C}_{d}(r)\right)}_{\operatorname{Term} E_{3}} P_{2}(M) \\
+\underbrace{\mathbb{P}\left(\mathscr{C}_{d}(r)>\mathscr{C}_{b}^{(n)}(r) \mid n \leq M, \mathscr{C}_{\min }^{(0)}(M) \geq \mathscr{C}_{d}(r)\right)} P_{3}(M)] \frac{\left(\lambda \pi r^{2}\right)^{(n-1)}}{(n-1)!} \mathrm{e}^{-\lambda \pi r^{2}}+\mathbb{P}\left(r>R_{M}\right) . \tag{5.43}
\end{array}
$$

However, we observe that there are possible simplifications in 'Term $E_{2}$ ' and 'Term $E_{3}$ '. In the first place, for 'Term $E_{2}$ ', by knowing that $n \leq M$, then $\mathscr{C}_{\min }^{(0)}(M) \leq \mathscr{C}_{b}^{(n)}$, $\forall n$. Hence, the probability that $\mathscr{C}_{\text {min }}^{(0)}(M)>\mathscr{C}_{b}^{(n)}(r)$ is zero. On the other hand, for 'Term $E_{3}$ ', we have that the second condition states that $\mathscr{C}_{\text {min }}^{(0)}(M) \geq \mathscr{C}_{d}(r)$. Thus, $\mathbb{P}\left(\mathscr{C}_{d}(r)>\mathscr{C}_{b}^{(n)}\right)=0$. Therefore, $p(r)$ results in:

$$
\begin{equation*}
p(r)=\mathbb{P}\left(r>R_{M}\right)+\mathbb{P}\left(r \leq R_{M}\right) \sum_{n=1}^{M} \mathbb{P}\left(v^{\star} \mathscr{C}_{d}(r)>\mathscr{C}_{b}^{(n)}(r)\right) P_{1}(M) \frac{\left(\lambda \pi r^{2}\right)^{(n-1)}}{(n-1)!} \mathrm{e}^{-\lambda \pi r^{2}} \tag{5.44}
\end{equation*}
$$

Remark 5.4.6. Notice that by setting $\nu^{\star}=0$ in (5.44), we also obtain (5.37).

Remark 5.4.7. For a fixed value of $M, P_{1}(M)$ and $\mathbb{P}\left(v^{\star} \mathscr{C}_{d}(r)>\mathscr{C}_{b}^{(n)}(r)\right)$ increase with $v^{\star}$. Hence, $p(r)$ increases as well, i.e., it is less probable that a BS can decode its interferers when $v^{\star}$ is high. Therefore, low values of $v^{\star}$ are preferable to enhance the UL performance.

Remark 5.4.8. Let us notice that $p(r) \geq 1-\mathbb{P}\left(r \leq R_{M}\right)$. This is obvious since we cannot decode more than $M$ BSs. Moreover, since $\mathbb{P}\left(r \leq R_{M}\right)$ is a monotonically increasing function of $r$, then for $v^{\star}=0, p(r)$ is monotonically decreasing.

Finally, since we assume that PPPs of scheduled users and BSs are independent, we can consider that the DL capacity of the BS in $r$, i.e., $\mathscr{C}_{d}(r)$, distributes as $\mathscr{C}_{d}^{(0)}$. Therefore, we write:

$$
\begin{align*}
\mathbb{P}\left(v^{\star} \mathscr{C}_{d}(r)>\mathscr{C}_{b}^{(n)}(r)\right) & =\mathbb{P}\left(v^{\star} \mathscr{C}_{d}^{(0)}>\mathscr{C}_{b}^{(n)}(r)\right)  \tag{5.45a}\\
& =\mathbb{P}\left(v^{\star} \log _{2}\left(1+\gamma_{d}^{(0)}\right)>\log _{2}\left(1+\gamma_{b}^{(n)}(r)\right)\right),  \tag{5.45b}\\
& =1-\mathbb{P}\left(\gamma_{b}^{(n)}(r)>\left(1+\gamma_{d}^{(0)}\right)^{v^{\star}}-1\right),  \tag{5.45c}\\
& =1-\mathbb{E}_{\gamma_{d}^{(0)}}\left[\mathscr{F}_{b}^{(n)}\left(r,\left(1+\gamma_{d}^{(0)}\right)^{v^{\star}}-1\right)\right], \tag{5.45d}
\end{align*}
$$

where $\mathscr{F}_{b}^{(n)}(\cdot, \cdot)$ is defined in (5.24) and we can substitute (5.45d) in (5.44). With this, we can proceed with the following theorem.

Theorem 5.4.3 (UL Coverage Probability). The UL coverage probability of a typical BS, $\mathscr{P}_{u}(\Gamma) \triangleq \mathbb{P}\left(\gamma_{u}^{(0)}>\Gamma\right)$, can be approximated by:

$$
\begin{equation*}
\mathscr{P}_{u}(\Gamma)=\int_{0}^{\infty} f_{R_{0}}(r) \mathscr{L}\left\{I_{B S}^{(u)}(\mathscr{U})\right\}(r, \Gamma) \mathscr{L}\left\{I_{U E}^{(u)}\right\}(r, \Gamma) N_{u}(r, \Gamma) \mathrm{d} r, \tag{5.46}
\end{equation*}
$$

where $N_{u}(r, \Gamma)=\exp \left(-\Gamma(\kappa r)^{\eta}\left(G P_{u}\right)^{-1}\left(I_{R S I}+\sigma^{2}\right)\right), f_{R_{0}}$ is given by (2.41) and

$$
\begin{gather*}
\mathscr{L}\left\{I_{U E}^{(u)}\right\}(r, \Gamma)=\exp \left(-2 \pi \int_{0}^{\infty} \lambda_{u}^{(B S)}(z)\left(1-\exp \left(-\Gamma \frac{G^{\prime}}{G}(r / z)^{\eta}\right)\right) z \mathrm{~d} z\right),  \tag{5.47}\\
\mathscr{L}\left\{I_{B S}^{(u)}(\mathscr{U})\right\}(r, \Gamma)=\exp \left(-2 \pi \lambda \int_{0}^{\infty} p(z)\left(1-\exp \left(-\Gamma \frac{\breve{G}}{G \mu} \frac{(\kappa r)^{\eta}}{(\breve{\kappa} z)^{\check{\eta}}}\right)\right) z \mathrm{~d} z\right),  \tag{5.48}\\
\lambda_{u}^{(\mathrm{BS})}(z)=\lambda\left(1-\exp \left(-(13 / 2) \lambda z^{2}\right)+(2 / 7) \lambda z^{2} \exp \left(-(13 / 9) \lambda z^{2}\right)\right) . \tag{5.49}
\end{gather*}
$$

Proof. See Appendix A.2.

Remark 5.4.9. In (5.49) we consider (2.47) to model the density of interfering UL users towards a typical BS.

Remark 5.4.10. For $v^{\star}=0$, when $M \rightarrow \infty$, then $\mathbb{P}\left(r \leq R_{M}\right) \rightarrow 1$. Hence, $p(r) \rightarrow 0$, i.e., there is no BS-to-BS co-channel interference since for this scenario $\mathscr{L}\left\{I_{B S}^{(u)}(\mathscr{U})\right\}(r, \Gamma)=1$ and we obtain the maximum performance for ULs.

The UL coverage probability of Theorem 5.4.3 can be computed as soon as the distribution of $\mathscr{C}_{\text {min }}(M)$ in $P_{1}(M)$ is available (see (5.40)). Given the technical difficulties to derive this distribution, we rely in the next section on an approximation.

### 5.4.3 Approximation of the distribution of $\mathscr{C}_{\text {min }}$

For our approximation, we assume that for a given value of $M$, the following holds:

$$
\begin{equation*}
\mathscr{C}_{\min }^{(0)}(M) \approx \mathscr{C}_{b}^{\left(M^{\prime}\right)} \tag{5.50}
\end{equation*}
$$

where $M^{\prime}$ is an integer. This approximation is sustained by numerical observations and we will provide the mapping between $M$ and $M^{\prime}$ in Section 5.5 for our simulation parameters.

Under the previous assumption, we have that $P_{1}(M), P_{2}(M)$ and $P_{3}(M)$ in (5.40), (5.41) and (5.42), respectively, result in:

$$
\begin{align*}
P_{1}(M) & \approx 1-\mathbb{E}_{\gamma_{d}^{(0)}}\left[\mathscr{P}_{b}^{\left(M^{\prime}\right)}\left(\left(1+\gamma_{d}^{(0)}\right)^{v^{\star}}-1\right)\right]  \tag{5.51}\\
P_{2}(M) & \approx \mathbb{E}_{\gamma_{d}^{(0)}}\left[\mathscr{P}_{b}^{\left(M^{\prime}\right)}\left(\left(1+\gamma_{d}^{(0)}\right)^{v^{\star}}-1\right)\right]-\mathbb{E}_{\gamma_{d}^{(0)}}\left[\mathscr{P}_{b}^{\left(M^{\prime}\right)}\left(\gamma_{d}^{(0)}\right)\right],  \tag{5.52}\\
P_{3}(M) & \approx \mathbb{E}_{\gamma_{d}^{(0)}}\left[\mathscr{P}_{b}^{\left(M^{\prime}\right)}\left(\gamma_{d}^{(0)}\right)\right] . \tag{5.53}
\end{align*}
$$

### 5.4.4 Average data rates

Theorem 5.4.4 (Average DL rate). The average DL data rate is given by:

$$
\begin{equation*}
\mathbb{E}\left[\mathscr{R}_{d}\right]=\overline{\mathscr{C}}_{\min }^{(0)}(M) P_{2}(M)+\overline{\mathscr{C}}_{d}^{(0)}\left(v^{\star} P_{1}(M)+P_{3}(M)\right) \tag{5.54}
\end{equation*}
$$

where

$$
\begin{gather*}
\overline{\mathscr{C}}_{d}^{(0)}=\omega \mathbb{E}\left[\log _{2}\left(1+\gamma_{d}^{(0)}\right)\right]=\omega \int_{0}^{\infty} \frac{\mathscr{P}_{d}(\Gamma)}{\log (2)(1+\Gamma)} \mathrm{d} \Gamma  \tag{5.55}\\
\overline{\mathscr{C}}_{\min }^{(0)}(M)=\mathbb{E}\left[\mathscr{C}_{\min }^{(0)}(M)\right] \approx \omega \mathbb{E}\left[\log _{2}\left(1+\gamma_{b}^{\left(M^{\prime}\right)}\right)\right]=\omega \int_{0}^{\infty} \frac{\mathscr{P}_{b}^{\left(M^{\prime}\right)}(\Gamma)}{\log (2)(1+\Gamma)} \mathrm{d} \Gamma \tag{5.56}
\end{gather*}
$$

Proof. See Appendix A.3.

Remark 5.4.11. For $M \rightarrow \infty$, we have that $\overline{\mathscr{C}}_{\text {min }} \rightarrow 0$. Thus, $P_{3}(M) \rightarrow 0, P_{1}(M) \rightarrow 1$, and (5.54) results in:

$$
\begin{equation*}
\mathbb{E}\left[\mathscr{R}_{d}\right]=\overline{\mathscr{C}}_{d}^{(0)} v^{\star} . \tag{5.57}
\end{equation*}
$$

Hence, we obtain that the mean DL rate is directly proportional to $v^{\star}$. In the general case, for a fixed $M$, the mean $D L$ rate is an increasing function of $v^{\star}$ since $P_{1}$ is non-decreasing and $P_{2}$ is non-increasing with $v^{\star}$.

Remark 5.4.12. For $v^{\star}=1, P_{2}(M)=0$ and $P_{3}(M)=1-P_{1}(M)$. Thus, (5.54) becomes:

$$
\begin{equation*}
\mathbb{E}\left[\mathscr{R}_{d}\right]=\overline{\mathscr{C}}_{d}^{(0)} \tag{5.58}
\end{equation*}
$$

which is independent of $M$ and equivalent to the mean channel capacity of a FD network (i.e. maximum achievable DL rate under our setting). This reaffirms the zero degradation loss tolerance imposed by a value of $v^{\star}=1$.

Theorem 5.4.5 (Average UL rate). Since for all BS $x \in \Phi, \mathscr{R}_{u}(x)=\mathscr{C}_{u}(x ; \mathscr{U}(x))$, the average $U L$ rate and capacity are the same. In this regard, we have that:

$$
\begin{equation*}
\mathbb{E}\left[\mathscr{R}_{u}\right]=\overline{\mathscr{C}}_{u}^{(0)}=\omega \int_{0}^{\infty} \frac{\mathscr{P}_{u}(\Gamma)}{\ln (2)(1+\Gamma)} d \Gamma . \tag{5.59}
\end{equation*}
$$

Proof. Similar to (5.55). See Appendix A. 3 for further details.

### 5.5 Simulation and performance evaluation

In this Section we study the performance of the proposed model under realistic network parameters and we validate the assumptions made to derive the mathematical model, i.e.:

- The scheduled UL and DL UEs locations are modeled by homogeneous PPPs of intensity $\lambda$. In simulations, DL and UL UEs are drawn uniformly in the Voronoi cell of every BS.
- The point process of interfering BSs of a typical BS is given by thinning $\Phi$ according to the probability $p(r)$ of retaining a point at a distance $r$. In the simulations, the sets $I_{M}$ and $J$ are built according to Algorithm 1.
- $\mathscr{C}_{\text {min }}(M)$ is approximated by $\mathscr{C}_{b}^{\left(M^{\prime}\right)}$ for some mapping between $M$ and $M^{\prime}$. In the simulation, we compute exactly $\mathscr{C}_{\text {min }}(M)$.
- Antenna gains between equipment are calculated by computing average gains.


### 5.5.1 Simulation settings

As we have seen in Chapters 2, 3 and 4, cases in which BSs are not capable of steering their beams towards their intended users (omnidirectional antennas), represent a 'worst case scenario' for FD deployments, since the co-channel interference is high in this type of networks. This is specially harmful, as the BS-to-BS interference critically impacts the UL performance and even when the DL performance is enhanced with respect to HD , the gains could still be higher and profit from lower interference and/or higher received signal powers. We take as a base the latter case to validate our mathematical development and analyze the effectiveness of our algorithm. In this sense, we study the impact of the two parameters that characterize our solution, i.e., $v^{\star}$ and $M$, on the performance of ULs and DLs.

We later examine the effectiveness of our algorithm for different RSI levels. Finally, we continue with analyzing the performance of our model under the scenario in which BSs are able to perform beamforming towards their scheduled users. For this case, we use as benchmark the antenna parameters of BSs in Chapter 4 (see Table 4.1), i.e., $G^{(\max )}=20 \mathrm{dBi}$, $G^{(\min )}=-10 \mathrm{dBi}$ and $\Theta_{d}=30^{\circ}$.

We simulate a network according to the values found in Table 5.1, which are based on [78, 79]. According to these references, we consider the urban micro (UMi) case model with NLOS channels. These types of channels are considered due to the low probability of being in LOS in UMi (since it is given by $p_{\text {LOS }}(r)=\min (18 / r, 1)(1-\exp (-r / 36))+$ $\exp (-r / 36)$, as in Section 4.5). Moreover, the values of $(\kappa, \tilde{\kappa}, \breve{\kappa})$ and $(\eta, \tilde{\eta}, \breve{\eta})$ are calculated

Table 5.1 General simulation parameters

| Parameter | Value | Parameter | Value |
| :--- | :--- | :--- | :--- |
| $f_{c}$ | 3.5 GHz | $W$ | 100 MHz |
| $\omega$ | 360 kHz | $R_{c}$ | 100 m |
| Noise density | $-174 \mathrm{dBm} / \mathrm{Hz}$ | Noise figure | 8 dB |
| UE height | 1.5 m | BS height | 10 m |
| $P_{u}$ | 23 dBm | $G_{u}$ | 0 dBi |
| $P_{d}$ | 30 dBm | $\beta$ | -110 dB |
| $G_{d}^{(\max )}$ | 20 dBi | $G_{d}^{(\min )}$ | -10 dBi |
| $\Theta_{d}$ | $30^{\circ}$ | $(\kappa, \eta)$ | $(9.18,3.53)$ |
| $(\breve{\kappa}, \breve{\eta})$ | $(7.77,3.53)$ | $(\tilde{\kappa}, \tilde{\eta})$ | $(\kappa, \eta)$ |

by using the UMi-NLOS path-loss expression in [79, Section 7.4], i.e., $35.3 \log _{10}(r)+22.4+$ $21.3 \log _{10}\left(f_{c}\right)-0.3\left(h_{R x}-1.5\right)$, where $h_{R x}$ is the receiver height. It is important to highlight that the UMi-NLOS path-loss model is also considered for BS-to-BS links. This sis due to the fact that SC BSs are usually deployed below roof tops, which also decreases the likelihood of having LOS links.

### 5.5.2 Model validation

The performance of the BS-to-BS CCDF introduced in (5.23) is shown Fig. 5.2. We can firstly notice that there is a gap between theory and simulation for $n=1$. Let us recall that when analyzing the BS-to-BS CCDF, the interference is computed by considering all UL users and by dividing the interference of BSs in two subsets: one for the BSs in between the typical BS and its $n$-th neighbor ${ }^{4}$, and other for the rest of the interfering BSs. Hence, we can observe that with our mathematical approach, when $n=1$, it holds for set of interfering BSs inside the disk of radius $R_{M}$ that $\mathscr{L}\left\{I_{\mathrm{BS}}^{(n, 1)}\right\}=1$ (see (5.25)). This means that the previous term does not impacts the BS-to-BS performance. However, to compute the interference component regarding the all other BSs, i.e., $\mathscr{L}\left\{I_{\mathrm{BS}}^{(n, 2)}\right\}$, we have an integral evaluated from $r$ to $+\infty$. Thus, the $n$-th closest neighboring BS, which is in fact at a distance $r$ from the typical BS ends up interfering as well. Consequently, we consider for this case significantly more interference than the one that is actually received by the typical BS, reason why we obtain a lower performance through the theoretical curve. For values of $n>1$, results match well, validating the assumptions regarding the position of active UEs and the independence between the interference generated by UL users and BSs. Moreover, we observe that the
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Fig. 5.2 BS-to-BS coverage probability for different values of $n$, where the bold lines are for simulations and dashed lines for analytical results.
performance decreases with $n$. This is evident since both base stations are farther apart between each other.

Fig. 5.3 shows the distribution of $\mathscr{C}_{\min }(M)$, obtained by simulations and the theoretical value of $\mathscr{C}_{b}^{\left(M^{\prime}\right)}$, which is obtained by computing $\mathbb{P}\left(\log \left(1+\gamma_{b}^{\left(M^{\prime}\right)}\right)\right)$ (see (5.23)). Firstly, we observe that theory and simulations match well for each pair $M$ and $M^{\prime}$. Particularly, we notice that when $M \leq 3$, it holds that $M^{\prime}=M$. However, for greater values of $M$, e.g. for $M=\{4,5\}$, we have that $M^{\prime}>M$, implying that as $M$ increases, $\mathscr{C}_{\min }(M)$ decreases with a higher rate than $\mathscr{C}_{b}^{(M)}$. This is due to the fact that for each BS in $x, \mathscr{C}_{\min }(x ; M)$ depends on the size of the set $J(x ; M)$ as seen in (5.12), i.e., the set of BSs for which the BS in $x$ is a strong interferer. Indeed, the size of this set is not necessarily equal to $M$, as it is in fact the case for the set $I_{M}(\cdot)$. For instance, we know that when we compute $\mathscr{C}_{b}^{(M)}$, the capacity corresponds to the one between a BS and its $M$-th closest neighbor. But, on the other hand, for the same value of $M$, when we calculate $\mathscr{C}_{\text {min }}(M)$, we do not necessarily compute the capacity to $M$-th closest neighbor. In fact, it can correspond to a BS placed at a greater distance than $R_{M}$. Unfortunately, even when we can find a good mapping for the values of $M$ and their corresponding $M^{\prime}$, we cannot assure that the relationship observed in Fig. 5.3 will be the same for another set of network parameters. Hence, for a different configuration we would have to proceed to map the values of $M$ and $M^{\prime}$ again.


Fig. 5.3 Mapping between $\mathscr{C}_{\text {min }}(M)$ and $\mathscr{C}_{b}^{\left(M^{\prime}\right)}$, where the bold lines are for simulations of $\mathscr{C}_{\text {min }}$ and the marked-dashed lines for analytical results.

We plot in Fig. $5.4 p(r)$ as a function of $r$ for $v^{\star}=0$ and $v^{\star}=0.1$. Simulated-based results are obtained by actually computing the probability that a typical BS is not able to decode another BS located at a distance $\|r+\Delta r\|$, where $\Delta r>0$. For the analytical results we use (5.44) and the mapping between $M$ and $M^{\prime}$ in Fig. 5.3 to approximate $P_{1}(M)$ in (5.51). For both values of $v^{\star}, v^{\star}=0$ in Fig. 5.4 (a) and $v^{\star}=0.1$ in Fig. 5.4 (b), we can see that the probability of not being decodable increases with $r$. This is logical, given that the probability of being outside the disk described by the radius $R_{M}$ is high when the value of $r$ is high. Particularly, for the behavior of $p(r)$ when $v^{\star}=0$, we see that the probability of being able to decode a BS increases with $M$. This, since for $v^{\star}=0$, the only condition needed for an interfering BS to be decoded is to be inside the disk described by $R_{M}$. Hence, the greater the value of $M$, the greater the probability to be inside the disk, i.e., the lower the value of $p(r)$.

On the other hand, for $v^{\star}=0.1$ in Fig. 5.4 (b), we observe that results have the same behavior for $M=\{1,2,3,4\}$, even when the gap between curves slightly increases for the last value. For $M=5$ the analytical curve behaves differently between $150 \leq r \leq 200 \mathrm{~m}$. However, the overall behavior is similar, which validates our approach (i.e., thinning of the process of interfering BSs according to $p(r)$ ). Further, we can see that by omitting the setting in which $M=1$ and by particularly focusing in small distances, e.g. $0 \leq r \leq 100$, the probability of being able to decode a BS does not increase with $M$. This is different to


(c) Sigmoid function fitting for $v^{\star}=0.1$.

Fig. 5.4 Behavior of $p(r)$, i.e., probability of not being able to decode a BS at a distance $r$. (a) is for $v^{\star}=0,(b)$ is for $v^{\star}=0.1$ and (c) is the result after fitting the theoretical result for $v^{\star}=0.1$ with a simple sigmoid function.
what it is observed for $v^{\star}=0$. This can be explained since for this regime a BS is with high probability inside the disk of radius $R_{M}$, thus the value of $p(r)$ in (5.44) is mostly dictated by $\mathbb{P}\left(v^{\star} \mathscr{C}_{d}(r)>\mathscr{C}_{b}^{(n)}(r)\right)$, which decreases with $M$. However, when $r$ is large, e.g. $r \geq 200$, $p(r)$ mostly depends on the probability of being inside the disk of radius $R_{M}$. Then, the probability of decoding a BS increases with $M$, since for a fixed value of $r, p(r)$ decreases with $M$.

When $v^{\star}=0, p(r)$ does not have a complex expression (see Remark 5.4.5). Thus, we can directly proceed to evaluate the UL coverage probability. However, for all values of $v^{\star} \neq 0$, the analytical expression of $p(r)$ is complex. Therefore, obtaining its numerical value is a time consuming task, which makes it difficult for us to study the UL coverage probability in (5.46). By analyzing Fig. 5.4 (b) however, we can note that the behavior of $p(r)$ can eventually be approximated by a simpler function. In this regard, we fit $p(r)$ with a sigmoid


Fig. 5.5 UL coverage probability for $v^{\star}=0$ and $v^{\star}=0.1$, and different values of $M$.


Fig. 5.6 DL coverage probability for BSs with omnidirectional and beamforming-capable antennas.
function $1 /(1+\exp (-a(r-c)))$, where $a$ and $c$ are constants. We plot in Fig. 5.4 (c) the resulting curves for the different values $M$. We will now validate this simplification by studying the UL coverage probability.

The UL coverage probability for $v^{\star}=0$ and $v^{\star}=0.1$ are shown in Fig. 5.5. For $v^{\star}=0$ in Fig. 5.5 (a) we compute $p(r)$ by using (5.37). For $v^{\star}=0.1$ in Fig. 5.5 (b), we proceed by using the simplified version of $p(r)$ obtained by fitting it with the sigmoid function (see Fig. 5.4 (c)). Firstly, we observe that for both cases, results match well. For $v^{\star}=0.1$, analytical curves experience a slightly lower coverage probability than simulations for low SINR values, e.g. $-30 \mathrm{~dB} \leq \Gamma \leq-10 \mathrm{~dB}$. This can be explained since the fitted functions for $M=1$ and $M=5$ are moderately higher than $p(r)$ for small values of $r$, to some degree increasing the interfering of BSs. Moreover, we can appreciate from both figures that the coverage probability is improved as $M$ increases. However, when analyzing Fig. 5.5 (b), we notice that when $v^{\star}=0.1$, even though we obtain performance gains when varying the value of $M$ from $M=1$ to $M=5$, there is actually not a significant difference between the two scenarios. This shows that since BS antennas are omnidirectional, in order to further improve the UL coverage probability by using our algorithm, it is necessary to consider very high values of $M$. Yet, as we will discuss below, reasonable and realistic values of $M$ actually
allow to considerably enhance the average UL data rate with respect to the traditional FD case.

Interestingly though, we note that even with a value of $M=1$, a gain of 3 dB is already obtained with respect to the traditional FD network (for both cases). In fact, $v^{\star}=0$ and $v^{\star}=0.1$ have close UL coverage probability performances for $M=1$. Yet, we see that if we set $v^{\star}=0$ and $M=3$, the UL coverage probability is slightly higher than the one achieved when fixing $v^{\star}=0.1$ and $M=5$. This effect will be later discussed when analyzing the mean UL rate.

Finally, we plot in Fig. 5.6 the DL coverage probability, where we notice that analytical and simulation results match well for both omnidirectional and beamforming cases. This is not actually a new result for us (with respect to the previous chapters), since we can recall that the DL coverage is independent of $M$ and $v^{\star}$.

### 5.5.3 Impact of $v^{\star}$ and $M$

The mean UL rate as a function of $M$, for different values of $v^{\star}$, is depicted in Fig. 5.7 (a). Firstly, we see that FD (i.e., $M=0$ ) has a performance $38 \%$ lower than that of HD. Moreover, and as expected from the previous analysis (see for example Remark 5.4.7) we notice that the UL data rate is enhanced as $v^{\star}$ decreases, since this reduces the DL rate, allowing to decode more BS-to-BS unwanted signals. In fact, we observe that for very low values of $v^{\star}$, e.g. $v^{\star} \leq 0.06$ it is even possible to outperform the HD performance. Hence, the HD data rate does not acts as an upper bound when implementing our solution. In this regard, we see that the mean UL rate is extremely sensible to the value of $v^{\star}$ under this regime, e.g. notice how much the performance varies in the interval $v^{\star} \in[0,0.1]$. However, as we will further see, low values of $v^{\star}$ are detrimental to the DL rate. Furthermore, we can notice that even for a $v^{\star}=1$, which is the value that obtains the lower gains, the FD UL rate is also outperformed. In this regard, if we set $M=4$ and $v^{\star}=1$ we achieve a $25 \%$ gain with respect to FD and reduce the loss to a $23 \%$ when compared to HD, which shows the potential of our solution under these scenarios. The UL performance though, is less sensible as $v^{\star}$ increase. Indeed, the gains are arguably marginals when $v^{\star}$ goes from 1 to 0.7 (this explains why we do not show the curves in-between).

On the other hand, from the figure we observe that the UL performance improves when $M$ increases. It could be said that this is intuitive, since $I_{M}(\cdot)$ gets larger with $M$, thus we can eventually cancel more BSs. Yet, we could not derive this directly from the expression of $p(r)$ in (5.44). We can notice though that even for $M=1$, our solution outperforms the traditional FD case. Indeed, if we consider $M=1$ and $v^{\star}=0.6$ we obtain a $24 \%$ gain with respect to FD and the loss compared to HD is reduced to $23 \%$. Moreover, we notice that for a


Fig. 5.7 Mean UL and DL rates as a function of $M$, for different values of $v^{\star}$, when considering omnidirectional antennas.
fixed value of $v^{\star}$, the UL gains become marginal as $M$ increases. This, allows us to pick low values of $M$ without considerably achieving lower performance gains. Indeed, due to SIC error propagation constraints, $M$ cannot be chosen arbitrarily large [80]. As a consequence, we could in fact operate with values of $M=2$ and $v^{\star}=0.6$, with which we increase the FD performance by approximately $30 \%$.

Further, the mean DL rate is seen in Fig. 5.7 (b). We clearly see that the DL behavior is totally opposite to the one of the UL. In the first place, we see that FD achieves a performance that is $49 \%$ higher than the one of HD. Regarding the impact of $v^{\star}$, we notice that low values of this parameter critically impair the DL rate. In fact, $v^{\star}=0$ represents the worst possible value for DLs, which is in contrast the best one for ULs. For the DL, the value of $v^{\star}$ can arbitrarily degrade the rate and set it to be equal to $\mathscr{C}_{\text {min }}$. However, it is possible surpass the HD performance for some values of $v^{\star}$, e.g. all $v^{\star} \geq 0.7$ independently of $M$. Moreover, and differently from what is seen with ULs, the FD DL rate (i.e., when $M=0$ ) acts as an upper bound, so independently of the value of $v^{\star}$ we can not surpass the FD performance. Only with $\nu^{\star}=1$ we can achieve the FD data rate.

Regarding $M$, we observe (as well) an opposite behavior when compared to the UL. For the DLs, the rate decreases with $M$. However, we observe that our solution can outperform the HD case even for $M=1$. As a matter of fact, when $M=1$ and $v^{\star}=0.6$, our solution obtains a $18 \%$ gain with respect to HD.

At this point, since the UL and DL performances behave in the opposite way according to variation of $v^{\star}$ and $M$, we could arguably say that our solution also enables to trade-off UL for DL gain, as it is the case with the solution presented in Chapter 3. However, fixing $v^{\star}=1$ and $M=4$ allows us to maintain the performance of FD DL (i.e., $49 \%$ gain with respect to HD ), while enhancing the FD UL in a $25 \%$ and satisfying the constraints of SIC.

### 5.5.4 Impact of residual self-interference

From the numerical application results of Section 2.5.1, we know that the value of $\beta$ plays a critical role for ULs. Hence, in this part, we are interested in studying how our solution performs when considering different $\beta$ values. Since we know that the DL performance is independent of the RSI, in this section we only analyze the effect on ULs.

Firstly, the UL coverage probability for different values of $\beta$ is depicted in Fig. 5.8. We plot two cases, one in which the self-IC is perfect, i.e., $\beta=0$, and other in which $\beta=-100 \mathrm{~dB}$ (hence, a greater value if compared to the one previously used in Sections 5.5.2 and 5.5.3). For both scenarios we analyze the behavior when setting $M=1$ and $M=10$, and we also show the FD performance (i.e., $M=0$ ). From the figure, we observe that not only the UL coverage probability of FD is improved when the RSI is lower (i.e., when $\beta$ is smaller), but also that the performance of our solution is enhanced. This is due to the fact that when the RSI is low compared to noise and co-channel interference, then by implementing our algorithm we can more effectively increase the SINR value, since the RSI component might become negligible. In this regard, we notice that when $\beta=-100 \mathrm{~dB}$, by setting $M=1$ we improve the UL coverage probability by 2 dB , and when $M=10$ by 4.1 dB . However, when


Fig. 5.8 UL coverage probability for different values of $\beta$.
$\beta=0$, a value of $M=1$ increases the coverage probability by 4.1 dB and for $M=10$ by 8.2 dB . In fact, this last setting is considerably close to the UL coverage probability of a HD-based system.

The mean UL rate for $\beta=0$ and $\beta=-100 \mathrm{~dB}$ are shown in Fig. 5.9. We can firstly notice from the case in which $\beta=0$ in Fig. 5.9 (a), that the rate of FD now is indeed only slightly higher than the one achieved for $\beta=-110 \mathrm{~dB}$ in Fig. 5.7 (a). This indicates that the realistic value of $\beta$ chosen to model our system (i.e., $\beta=-110 \mathrm{~dB}$ ) is favourable and that the interference mostly comes from other equipment (specially from BSs). However, this small performance enhancement for FD when we consider perfect self-IC, translates into higher rates when implementing our solution. In fact, and as opposed to the case in which $\beta=-110 \mathrm{~dB}$ in Fig. 5.7 (a), now we can outperform HD with values of $v^{\star}=0$ and $v^{\star}=0.1$. Moreover, if we set $v^{\star}=1$ (in order not to degrade the DL performance of FD) and $M=4$, we outperform FD by a $31 \%$ (instead of $25 \%$ as before with $\beta=-110 \mathrm{~dB}$ ).

On the other hand, as we just saw with the UL coverage probability, when the value of $\beta$ increases, the mean data rate performance is also worsen. Indeed, from Fig. 5.9 (b), we observe that when $\beta=-100 \mathrm{~dB}$, the gap between HD and FD is considerably increased (see the double-arrow indicating the difference between curves). The FD now has a $56 \%$ loss with respect to HD. In this regard, since now the RSI component is higher, suppressing the interference from other BSs is not as effective as before, since the UL SINR is still impaired


Fig. 5.9 Mean UL rates for different RSI values (i.e., $\beta$ ), when considering omnidirectional antennas.
by the self-interference. So, even when our solution enables to enhance the performance of FD, the gains are considerably lower. Actually, by setting $v^{\star}=1$ and $M=4$, we improve the FD performance by a $18 \%$, but we are still far from HD.

We summarize in Table 5.2 the recommended configurations of our solution under different values of $\beta$. Let us recall that $\vartheta_{m}$ represents the ratio between FD and HD ASEs,

Table 5.2 Recommended settings of our solution for different values of $\beta$.

for links $m \in\{u, d\}$. However, since we here study normalized mean rates, the expression $\vartheta_{m}-1$ in the table depicts the rate gains (losses) with respect to HD. Furthermore, we define $\digamma_{m}$, for $m \in\{u, d\}$, as the rate gains with respect to a FD network. Particularly, case (a) in the table (i.e., when $\left.\left(v^{\star}, M\right)=(1,0)\right)$ represents a FD network. Case (b) represents the scenario in which the FD DL gain is maintained, while enhancing the FD UL and satisfying practical constraints of SIC. This could in fact be seen as the best configuration. Case (c) is an intermediate setting that has a similar behavior to (b). Nevertheless, SIC is only performed along one interfering BS. Thus, the previous case is especially useful when high SIC computing capabilities are not available.

### 5.5.5 Impact of antenna directivity

The mean UL and DL rates when using the antenna model of Chapter 4 can be found in Fig. 5.10. For the UL, in Fig. 5.10 (a) we observe that our system performs similarly as for the omnidirectional case, i.e., the UL rate is enhanced when $v^{\star}$ decreases and $M$ decreases. However, and as before, the gains become marginal for greater values of $M$. Moreover, we notice that now the performance of FD is only $4 \%$ lower than the one of HD. Hence, with beamforming, FD does not experiences a critical UL degradation. On this matter, our solution enables to improve the performance of $\mathrm{FD}^{5}$, yet the gains are not substantial. So our solution is arguably not useful in scenarios where the interference between BSs is not high, since the complexity of the system increases when considering our model, while obtaining marginal gains.

For the DL, we notice again in Fig. 5.10 (b) that the mean rate follows a similar behavior as in the omnidirectional antenna scenario, i.e., the higher $v^{\star}$ or the lower $M$, the better the DL performance. Yet, we see now that the mean DL rate of FD outperforms the one of HD by a $78 \%$. Hence, the enhancement of FD with respect to HD is higher when considering beamforming-capable BSs, rather than when these use omnidirectional antennas (as already
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Fig. 5.10 Mean UL and DL rates as a function of $M$, for different values of $v^{\star}$, when considering directional antennas in the BSs.
seen in Chapter 4). Now, since the performance of FD is higher, then lower values of $v^{\star}$ enable to equal the mean DL rate achieved by a HD system. In this context, we can set for example $M=1$ and $v^{\star}=0.3$. But, given that FD does not experiences a high UL degradation
and the DL performance almost doubles the one of HD, once again we can argue that our solution is not needed for these scenarios.

The DL coverage probability for both omnidirectional and beamforming-capable antennas in BSs can be seen in Fig. 5.6. For the latter case, we observe that analytical and simulation results also match well. Particularly, the curves for the beamforming case have a slightly different behavior, because we consider the average antenna gains ${ }^{6}$. This is not entirely accurate in reality, but still we show that our approach is a good approximation. We further notice that the performance is considerably improved when having higher directivity of antennas. In this sense, although the FD coverage probability in the omnidirectional case is not heavily degraded, the gap between HD and FD is even smaller for the beamforming case. This is due to the fact that not only the BS-to-BS interference is reduced, but also the DL SINR increased.

### 5.6 Summary and final remarks

In this chapter we study an algorithm that, by using NOMA and successive interference cancellation, enables FD BSs to cancel the BS-to-BS interference that impair their UL performance. The solution depends on the coordination between interfering stations and the correct exchange of this information relies on the DL data rate management of each cell. In this regard, the solution is characterized by two parameters, $M$ and $v^{\star}$. The first represents the maximum number of BSs that each cell can eventually cancel and the second, the tolerated DL rate reduction in each cell.

The model shows to be promising in scenarios in which FD ULs are critically degraded. This is particularly the case when equipment in the network have omnidirectional antennas. For this case, by setting $v^{\star}=1$, our solution enables to maintain the favourable DL rate gains obtained by FD (when compared to a HD network), while considerably reducing the UL degradation experienced by FD ULs. In this regard, higher UL gains are obtained when decreasing the value of $v^{\star}$. However, this impairs the DL performance, which is an advantage presented by FD. On this matter, extremely low values of the latter parameter (e.g. $v^{\star}=0$ ) arbitrarily degrades the DL, turning the problem around, i.e., we gain in ULs, but lose in the DL. On this matter though, there is no need to alternated between duplex-modes, as done in Chapter 3. When using the algorithm presented in this chapter, BSs can always operate in a FD-fashion, which not only simplifies the management of resources, but as well, the complexity of transceivers.

[^12]On the other hand, we observe that when BSs are capable of steering their signals towards their scheduled users, BS-to-BS and BS-to-UE interference are significantly reduced. Hence, FD by itself performs well since ULs do not experience a critical degradation and DL gains can be further improved. This suggests that no additional solution is actually needed and the feasibility of FD rests in the capability of transceivers to effectively cancel the selfinterference, the management of signalization, user plane data and the communications protocols, among others.

Finally, as seen in Section 1.3.3, there are other systems or situations that can relate with the BS-to-BS interference present in full-duplex. In this regard, we clearly see that the algorithm proposed in this chapter can be adapted and implemented in some of these previous scenarios. In fact, since the algorithm was initially thought to be used by BSs, it could be (arguably) simple to directly adapt it to be used by generic HD-enabled BSs. Indeed, our solution could be installed in 4G and 5G BSs that operate in near frequency bands and that interfere between each other.

## Chapter 6

## Conclusions and future works

Full-duplex is a principle that was long held as impractical due to the high self-interference that arises when transmitting and receiving in the same frequency channel. Indeed, without self-IC, FD is not possible in practice. Yet, advances in hardware and signal processing allow to obtain levels of residual self-interference that could make us consider FD as a feasible/practical technique. This technique seems very promising because next generation mobile networks will offer not only higher data rates but also more efficient ways of using resources, especially energy and spectrum resources. In this regard and under ideal conditions, FD promises to double the spectral efficiency and/or the throughput of wireless communication systems. However, due to imperfect self-IC none of these upper bounds is reached. Moreover, under a cellular context, the simultaneous use of resources by multiple cells generates additional co-channel interference, which takes FD systems even farther away from the expected performance levels.

In this thesis we analyze networks in which FD-capabilities are only achievable by base stations, while users equipment continue to operate in half-duplex. Having a BS in FD, while it serves simultaneously one uplink and downlink user is known as the three-node FD architecture. This relies on the fact that complex and costly self-interference cancellation systems are more easily implemented in BSs, which do not count with the same space, energy and cost constraints as UEs. Interestingly, we observe that even when the interference floor is higher in FD, DLs in three-node FD cellular networks improve their performance with respect to HD. This can be explained by the fact that BSs have higher transmission powers for the useful signal while new interferers have low power. This is also due to the absence of self-interference at the UEs. On the contrary, ULs are heavily degraded. The latter issue is not only due to the residual self-interference component, yet also to the strong BS-to-BS interference which is generated when propagation characteristics allow signals to travel in the direction of other BSs. In this sense, UEs transmission powers are not comparable with the
ones of BSs, thus the received UL signals are generally not high enough to achieve acceptable signal-to-interference-plus-noise ratio levels. This effect is observable even when self-IC is perfect.

We focus our work in the study of alternatives that can help reduce the impaired ULs in FD-based networks, while still profiting of the gains achieved in DLs. As previously mentioned, omnidirectional antennas at the BSs represent a worst case scenario for FD. In this case indeed, BS-to-BS and BS-to-UE interference is increased compared to a beamforming scenario. As a consequence, ULs are strongly impaired and, on the other hand, DLs cannot fully exploit the additional resources provided by FD. We start by proposing a duplexswitching policy in which BSs can choose whether to operate in HD- or FD-mode depending on the position of their scheduled users. The criterion of FD adoption in each cell depends, in this sense, on two parameters. One, which goes hand in hand with the position of the UL user. Another, which focuses on the position of the DL user. The first parameter forces BSs to adopt FD only when the propagation conditions are adequate towards the scheduled UL user. This mechanism reduces the UL degradation. On the other hand, the second parameter restricts FD adoption to when a minimum distance is met between the scheduled DL and UL users in the same cell. The previous mechanism allows to further improve the FD DL performance, as the UL user in the same cell is usually the strongest interfering UE. Since FD adoption in BSs depends simultaneously on both parameters, we observe that the DS policy offers a way of favouring the gains of one link against the other. However, by optimizing the parameters, the mean cell performance of the network can be maximized, outperforming both HD and FD cellular networks. Nevertheless, as it is the case with related works, our DS policy remains as a means to cope with the UL degradation by limiting the amount of FD BSs in the network, which could be considered counterproductive or disappointing.

Furthermore, and intrigued by whether a similar policy might be useful when systems are as close to being only noise-limited, we analyze hybrid FD/HD small-cell deployments while exploiting the mmWave spectrum. We see in fact that this is a favorable scenario for FD, as smaller wavelengths that allow equipment to beamform their signals towards the intended receivers, significantly reduce the co-channel interference. There is no need of having then an hybrid FD/HD deployment if the RSI values are considerably low. In this regard, we propose a novel way of modeling the self-interference according to the antenna gains and (receiving/transmitting) patterns. The model shows that as there exists a probability of having the receiver and transmitter main-lobes directly pointing in the same direction, the self-interference can be considerably increased in average. By taking into account this consideration, we propose to perform power control in the DL. Even though this may result in lower DL gains, since signals are effectively steered, we can still benefit from enhanced DLs
(with respect to HD). However, and more importantly, we have another way of minimizing the UL degradation. In fact, for a specific value of reduction of the power of BSs, we obtain zero degradation for the ULs and a $36 \%$ gain for the DLs (if compared to HD). In addition, performing power control reduces the net energy consumption of the network, which might be interesting for next generation mobile systems.

In the last part of the thesis, we propose a new solution to the UL degradation that does not limit the number of FD BSs in the network. Hence, we consider a network where all BSs simply operate in FD. For this case, we propose an algorithm to coordinate BSs, in order to allow them to cancel the BS-to-BS interference that impairs the ULs. The coordination is based on NOMA and the possibility to limit the DL rate when required, in order to allow stations to decode the signals received from a bounded set of interfering BSs. The intended UL data is recovered after performing successive interference cancellation. This operation considerably increases the UL SINR. The algorithm shows to be useful in deployments in which the BS-to-BS interference is high, e.g. when BSs have omnidirectional antennas. For this case, we can keep FD gains in the DLs while considerably reducing the UL degradation. In this particular setting, it is not necessary to balance the gains of the DLs in order to increase the one of the ULs (as it is indeed the case of our DS-policy). However, its usefulness is unclear when the system is only noise-limited, e.g. when BSs are capable of beam-steering their signals towards UEs. In fact, for this scenarios FD already achieves high SE and throughput. Hence, the solution is arguably not necessary and the limiting factor of the FD deployment is related to the self-IC capabilities and the additional complexity related to this new principle. Interestingly though, we note that the proposed algorithm can be adapted to other ecosystems that suffer from co-channel or channel-adjacent interference. This could be the case of 5G networks coexisting with current 4G networks, or in deployments based on dynamic TDD where we can have the same type of interference between BSs. So we do not limit its applicability only to FD.

### 6.1 Future perspectives

Along this thesis we have examined the three-node FD architecture. But eventually we could also implement FD-capabilities in UEs (this is known as the two-node FD architecture). In this regard, we might think that because users transmission powers are lower, then the residual self-interference will also be lower. Hence, the impact towards the DL performance would not be that critical. But, on the other hand, given the constraints of space, battery and costs, it is not possible to ensure that the effectiveness of the self-IC systems will be comparable to that of base stations. Therefore, it is necessary to analyze the DL performance
for different $\beta$ values, to observe the actual effect of incorporating FD in users. On this matter, since the interference in DLs is higher in a two-node FD case, it may be necessary to consider other alternatives to reduce the BS-to-UE or UE-to-UE. We could take into account indeed coordinated multi-point (CoMP) systems as solutions. CoMP considers transmission and/or reception at multiple separated sites with a dynamic coordination among them to pro-actively manage the interference for the users [81, Chapter 6]. In fact, CoMP could also be useful in a three-node FD architecture to help reduce the interference and further improve the FD DL gains. Its implementation then remains attractive and could be combined, for instance, with our DS policy to simultaneously improve the DL performance and minimize the UL degradation in FD. In particular, we could arguably say that the algorithm presented in Chapter 5 is a CoMP-based solution.

Moreover and as mentioned above, next-generation networks will be heavily regulated around their power consumption. So it would be interesting as well to analyze the energy efficiency of FD and of the different models presented in this thesis. On this matter, from Chapter 1 we know that self-IC systems are conceived by implementing additional hardware and signals processing techniques. So, FD can consume a considerably higher amount of energy compared to current HD transceivers. We could in fact think on the results presented in Chapter 4, where we demonstrate that even when reducing the DL transmission power control, we can still obtain high gains if beam steering is possible. Accordingly, promising results are shown in [82]. Authors here find an optimal power control strategy, by using game theory tools that can be adopted by FD BSs in an ultra-dense network setting. Results reveal that it is not only possible to improve the energy efficiency but also ensure suitable coverage probability levels. Some other works also address this problem, yet most of them are focused in FD relaying, e.g. [83, 84].

To study the feasibility of FD in macro-cellular deployments, we have performed additional analyzes not shown in the thesis. We have observed that the algorithm proposed in Chapter 5 works well, yet only when self-IC is perfect. However, since it is not realistic to assume perfect self-IC, for current achievable values of $\beta$, the largest interference component lies in the RSI. Hence, future efforts could therefore be directed towards alternative models of self-IC to allow FD implementation macro-cell deployments, e.g. new antennas specially designed for this purpose or exploit massive MIMO capabilities. Particularly, and as far as the algorithm presented in Chapter 5 is concerned, we do not take full advantage of the qualities of NOMA. Indeed, capacity values between BSs are computed in advance and the algorithm later allows (sometimes) the cancellation of a given number of interfering BSs. Therefore, these capacities represent a worst case scenario. In this regard, we can only ensure that the system operates within the capacity region boundaries (see for instance [75,

Chapter 6]). Greater gains could though be achieved by analyzing the decoding order of the interfering BSs. Thus, additional studies can be done in this direction.

In terms of methodology analysis, we only examine in this thesis the full-buffer traffic model. However, in reality the dynamism of traffic can particularly vary between different cellular network services. In this regard, some notable efforts have been recently done to characterize the entanglement between queuing theory and stochastic geometry, see for instance [85, 86]. It would therefore be attractive to study more in depth the performance of FD-based cellular networks by considering dynamical systems on point processes. Moreover, in Chapter 5 we were not able to analytically characterize $\mathscr{C}_{\text {min }}$ in closed-form. In this regard, we approximated its behavior by numerical observations. However, works such as [87-89] suggest some notions that could be useful to achieve this goal. Moreover, we could extend the study of Chapter 5 to general cases where the strongest interferers are not necessarily the closest ones. This would allow the implementation of our solution in scenarios where the propagation of the signals are strongly related to the environment, such as indoor deployments or mmWave transmissions.
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## Appendix A

## Proofs Chapter 5

## A. 1 Proof of Theorem 5.4.2

We have that the SINR between a typical BS and its $n$-th closest BS is given by:

$$
\begin{equation*}
\gamma_{b}^{(n)}(r)=\frac{\breve{G} P_{d} h(r) L(r)^{-1}}{\underbrace{I_{\mathrm{BS}}^{(n, 1)}+I_{\mathrm{BS}}^{(n, 2)}}_{I_{\mathrm{BS}}^{(n)}}+I_{\mathrm{UE}}^{(b)}+I_{\mathrm{RSI}}+\sigma^{2}}, \tag{A.1}
\end{equation*}
$$

where $r$ is the distance between these two elements, $L(r)=(\breve{\kappa} r)^{\check{\eta}}, I_{\mathrm{BS}}^{(n, 1)}$ represent the interference from the exact $(n-1) \mathrm{BSs}$ inside the disk of radius $r$ between the typical BS and its $n$-th closest BS, $I_{\mathrm{BS}}^{(n, 2)}$ is the interference from all BSs outside the latter disk and $I_{\mathrm{UE}}^{(b)}$ is the interference generated by all scheduled UL users.

Similarly to the development shown in Section 2.5 . 1 we obtain that:

$$
\mathbb{P}\left(\gamma_{b}^{(n)}(r)>\Gamma \mid R=r\right)=\underbrace{\mathbb{E}_{I_{\mathrm{BS}}^{(n)}}\left[\exp \left(-\frac{\Gamma L(r)}{\breve{G} P_{d}} I_{\mathrm{BS}}^{(n)}\right)\right]}_{(*)} \mathbb{E}_{I_{\mathrm{UE}}^{(b)}}\left[\exp \left(-\frac{\Gamma L(r)}{\breve{G} P_{d}} I_{\mathrm{UE}}^{(b)}\right)\right] N_{b}(r, \Gamma),
$$

$$
\begin{equation*}
\triangleq \mathscr{F}_{b}^{(n)}(r, \Gamma) \tag{A.2}
\end{equation*}
$$

Recalling that $I_{\mathrm{BS}}^{(n)}=I_{\mathrm{BS}}^{(n, 1)}+I_{\mathrm{BS}}^{(n, 2)}$, then $(*)$ in (A.2) results in:

$$
\begin{equation*}
\mathbb{E}_{I_{\mathrm{BS}}^{(n, 1)}}\left[\exp \left(-\frac{\Gamma L(r)}{\breve{G} P_{d}} I_{\mathrm{BS}}^{(n, 1)}\right)\right] \mathbb{E}_{I_{\mathrm{BS}}^{(n, 2)}}\left[\exp \left(-\frac{\Gamma L(r)}{\breve{G} P_{d}} I_{\mathrm{BS}}^{(n, 2)}\right)\right] . \tag{A.3}
\end{equation*}
$$

Further, we have that $I_{\mathrm{BS}}^{(n, 1)}$ can be written as:

$$
\begin{equation*}
I_{\mathrm{BS}}^{(n, 1)}=\sum_{x \in \Phi} \breve{G} P_{d} L(x)^{-1} \mathbb{1}\{\|x\|<r\} \tag{A.4}
\end{equation*}
$$

where $\|x\|$ is the distance between an interfering BS and the typical BS under study. As mentioned before, only $(n-1)$ BSs respect $\mathbb{1}\{\|x\|<L(r)\}$ in the previous equation, i.e., the $(n-1)$ BSs inside the disk of radius $r$ whose distances to the typical BS are $\left\{z_{1}, \ldots, z_{n-1}\right\}$. Thus, we have that the left-hand side term of (A.3) results in:

$$
\begin{align*}
\mathbb{E}_{Z_{1}, \ldots, Z_{n-1}}\left[\operatorname { e x p } \left(-\Gamma \frac{L(r)}{\breve{G} P_{d}}\right.\right. & \left.\left.\left(\frac{\breve{G} P_{d}}{L\left(z_{1}\right)}+\ldots+\frac{\breve{G} P_{d}}{L\left(z_{n-1}\right)}\right)\right)\right]=\mathbb{E}_{Z}\left[\prod_{i=1}^{n-1} \exp \left(-\Gamma \frac{L(r)}{L\left(z_{i}\right)}\right)\right]  \tag{A.5a}\\
& =\prod_{i=1}^{n-1} \mathbb{E}_{Z_{i}}\left[\exp \left(-\Gamma \frac{L(r)}{L\left(z_{i}\right)}\right)\right]  \tag{A.5b}\\
& =\left[\int_{0}^{r} \exp \left(-\Gamma \frac{(\breve{\kappa} r)^{\check{\eta}}}{(\breve{\kappa} d)^{\check{\eta}}}\right) \frac{2 d}{r^{2}} \mathrm{~d} d\right]^{n-1}  \tag{A.5c}\\
& =\left[\frac{2}{\breve{\eta}} \Gamma^{2 / \check{\eta}} \Gamma\left(-\frac{2}{\breve{\eta}}, \Gamma\right)\right]^{n-1} \tag{A.5d}
\end{align*}
$$

where (A.5c) is derived as all distances $\left\{z_{1}, \ldots z_{n-1}\right\}$ are i.i.d and distribute with PDF $P_{Z}(z)=2 z / r^{2}$ (uniform distribution of points inside a disk of radius $r$ ), from which we obtain (5.25). Furthermore, we have that $I_{\mathrm{BS}}^{(n, 2)}$ can be written as:

$$
\begin{equation*}
I_{\mathrm{BS}}^{(n, 2)}=\sum_{x \in \Phi} \breve{G} P_{d} L(x)^{-1} \mathbb{1}\{\|x\|>r\} . \tag{A.6}
\end{equation*}
$$

Hence, the right-hand side term of (A.3) can be expanded similar to (2.55) and by performing the PGFL we obtain (5.26).

Regarding the interference created by ULs, we can proceed similar to Lemma 2.5.2 and get:

$$
\begin{equation*}
\mathscr{L}\left\{I_{\mathrm{UE}}^{(b)}\right\}(r, \Gamma)=\mathbb{E}_{\Phi}\left[\prod_{y \in \Psi_{u}} \exp \left(-\Gamma \mu \frac{G(y)}{\breve{G}} \frac{(\breve{\kappa} r)^{\check{\eta}}}{(\kappa z)^{\eta}}\right)\right], \tag{A.7}
\end{equation*}
$$

where $G(y)$ represents the net antenna gain between the UL user in $y$ and the typical BS. Then, we can apply the PGFL of the PPP of scheduled UL users. However, the closest UE which is at distance $R_{0}$ is the one served by the typical BS , thus the net antenna gain between both elements is the maximum possible, i.e., $G$. For the rest, they are all farther than $R_{0}$ and their gains are $G^{\prime}$. Consequently, by dividing the integral inside in the expression resulting
from the PGFL and taking the expected value with respect to $R_{0}$, we obtain (5.27). Finally, by integrating (A.2) over the distribution of $f_{R}(r, n)$, we obtain (5.23).

## A. 2 Proof of Theorem 5.4.3

We approximate the process of interfering BSs by applying a $p(r)$-thinning rule to the original process of BSs $\Phi$, where $p(r)$ is the probability that a typical BS is not able to suppress the interference coming from another BS located at a distance $r$. From this, we obtain (5.46) by following similar steps to the ones of Theorem 5.4.1 and Theorem 5.4.2.

## A. 3 Proof of Theorem 5.4.4

By using the total expectation theorem we have that:

$$
\begin{align*}
\mathbb{E}\left[\mathscr{R}_{d}\right] & =\sum_{i}^{3} \mathbb{E}\left[\mathscr{R}_{d} \mid E_{i}\right] \mathbb{P}\left[E_{i}\right],  \tag{A.8a}\\
& =v^{\star} \omega \mathbb{E}\left[\log _{2}\left(1+\gamma_{d}^{(0)}\right)\right] P_{1}(M)+\mathbb{E}\left[\mathscr{C}_{\min }^{(0)}\right] P_{2}(M)+\omega \mathbb{E}\left[\log _{2}\left(1+\gamma_{d}^{(0)}\right)\right] P_{3}(M), \tag{A.8b}
\end{align*}
$$

where this last results is obtained by using the three possible values that $v$ can take and the respective probability of each of these events.

When assuming that $\mathscr{C}_{\min }^{(0)}(M) \sim \log _{2}\left(1+\gamma_{b}^{\left(M^{\prime}\right)}\right)$, for a given $M^{\prime} \geq M$, we have that (A.8b) results in:

$$
\begin{equation*}
\omega \mathbb{E}\left[\log _{2}\left(1+\gamma_{d}^{(0)}\right)\right]\left(v^{\star} P_{1}(M)+P_{3}(M)\right)+\omega \mathbb{E}\left[\log _{2}\left(1+\gamma_{b}^{\left(M^{\prime}\right)}\right)\right] P_{2}(M) \tag{A.9}
\end{equation*}
$$

Hence, from positivity of the SINRs in (5.2) and (5.9), $\mathbb{E}_{\gamma_{m}}\left[\log _{2}\left(1+\gamma_{m}\right)\right]$, for $m \in\{d, b\}$, we can write:

$$
\begin{equation*}
\mathbb{E}\left[\log _{2}\left(1+\gamma_{m}\right)\right]=\int_{0}^{\infty} \mathbb{P}\left(\log _{2}\left(1+\gamma_{m}\right)>\Gamma\right) \mathrm{d} \Gamma=\int_{0}^{\infty} \frac{\mathbb{P}\left(\gamma_{m}>\Gamma\right)}{\ln (2)(1+\Gamma)} \mathrm{d} \Gamma \tag{A.10}
\end{equation*}
$$

which concludes the proof.


[^0]:    ${ }^{1}$ In this context, we could think of having separated antennas as: one transmitter and receiver antenna, or multiple ones (in case of MIMO) for each chain.

[^1]:    ${ }^{2}$ We could also imagine that the analog canceller circuit can, as well, distort the signal travelling through it.

[^2]:    ${ }^{3}$ By saying this, we assume that in each cell there is always UL and DL traffic.
    ${ }^{4}$ There is 'infinite' data to be sent in all directions and the system always uses all of the available RBs.
    ${ }^{5}$ Each BS randomly chooses a pair of its attached UEs to perform UL and DL.

[^3]:    ${ }^{1}$ Given the randomness of the point processes, the above definition and its respective probability should not exist, since the conditional event has zero probability. For this reason, we encourage the reader to use the recommended references for a further and deeper discussion.

[^4]:    ${ }^{2}$ This assumption is made in a different context in [48] and [49].

[^5]:    ${ }^{1}$ Obviously the first is the interference at a typical user and the other at a typical BS.

[^6]:    ${ }^{1}$ In the FD case we simultaneously serve one UL and one DL user with the same RB, but never two UL or two DL users in the same RB.
    ${ }^{2}$ This notation must be taken without loss of generality, since DL, $d$, represents the gain of the BSs that is transmitting and the ULs, $u$, for the users equipment that is transmitting towards its BS.

[^7]:    ${ }^{3}$ The term, $\rho P_{d}$, simply represents the total transmitted power for the current model.

[^8]:    ${ }^{1}$ In this chapter though, we do not refer to any duplex 'mode' as all BSs are in FD.
    ${ }^{2}$ In theory, any arbitrary data rate can be chosen strictly less than the capacity. In practice, a finite set of data rates are achievable. For simplicity, we assume a continuous set of available data rates less or equal to the link capacity.

[^9]:    ${ }^{3}$ In the other cases the indicator function argument only depends on the distance, yet here it depends as well on $\mathscr{U}$. See for instance the proof of Theorem 5.4.1.

[^10]:    ${ }^{4} \mathrm{BSs}$ inside the disk of radius $R_{M}$.

[^11]:    ${ }^{5}$ It can even outperform the one of HD, yet for values of $v^{\star}$ that completely impair the DL (as for the omnidirectional case).

[^12]:    ${ }^{6}$ Gains are computed by using the probabilities of being in the direction of a side-lobe or a main lobe assuming random uniform directions.

