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Abstract

This thesis presents a study of high frequency instabilities in rocket engines.
This issue, which has plagued many engine development programs, is ap-
proached by three complementary viewpoints: experimental, theoretical, and
numerical. First, experiments are carried out to identify the main processes
involved and bring forth mechanisms taking place when an engine becomes
unstable. To achieve this stage, a new modulator (the VHAM), capable of
creating acoustic waves representative of what occurs in an actual engine, is
designed. It is demonstrated that it generates very strong acoustic fields at the
1T, 1T1L and 1T2L modes of the chamber.

This device is then used to study the impact of acoustics on cryogenic jets. High
speed diagnostics show that primary and secondary atomizations are dramati-
cally modified by the velocity field. The liquid core length is strongly reduced
and an alternate pattern of liquid oxygen appears in the chamber. An oscil-
lation of the oxygen distribution in the transverse direction of the chamber is
observed.

These characteristics have an important effect on the flame pattern, as it is
shown in the next step of the study. The modification of atomization induces
different flames’ shapes, which are strongly dependent of the acoustic wave
spatial distribution. When the acoustic wave amplitude is important near the
injection plane - particularly when the 1T2L mode is excited - primary atomiza-
tion is enhanced and the combustion area becomes compact, near the injector
plane. In this case, the acoustic response reaches nearly 30% of the chamber
mean pressure. In parallel, asymmetry is observed on the flame pattern. This
phenomenon is attributed notably to non-linear acoustics and is thought to
have an additional impact on the acoustic response.

The second part of this thesis concern theoretical analysis. Two models are de-
veloped following the main conclusions of the experimental campaign: heat re-
lease oscillations are due to the transverse flames’ motion, and the phenomenon
is triggered when droplets become small enough to be convected by the acoustic
field.

Using these models as a baseline, a numerical code (STAHF) is presented. Its
purpose is to account for mechanisms identified previously for little computa-
tional cost. It is based on the standard decomposition of Lores and Zinn (1973)
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and Culick (1976). This code is validated on particularly responding situations
observed during experiments. It is then shown that it can be used to study real
scale rocket engines.

The third point of view adopted to address the problem is numerical simulation.
Full compressible LES is chosen to study the interaction between acoustics and
combustion. A new combustion model for non-premixed flames with infinitely
fast chemistry is presented and validated on a well documented flame (H3). It is
then used to study the interaction between a transverse acoustic wave and the
H3 flame. A comparison between the Rayleigh source term computed from the
simulation and the one predicted by the theoretical model FAME is conducted
eventually.



Résumé

Cette thése présente une étude des instabilités haute fréquence dans les mo-
teurs de fusée. Ce phénoméne, qui a posé de nombreux problémes dans les
programmes de développement de moteur, est abordé par trois points de vue
complémentaires : expérimental, théorique et numérique. Premiérement, des
expériences sont menées afin d’identifier les principaux processus et d’apporter
les mécanismes ayant lieu lorsque le moteur devient instable. Pour parvenir &
ce stade, un nouveau modulateur (VHAM), capable de créer des ondes acous-
tiques représentatives de ce qui se produit dans un moteur réel, est congu. Il
est démontré qu’il géneére de trés forts champs acoustiques aux modes 1T, 1T1L
et 1T2L de la chambre.

Cet appareil est alors utilisé pour étudier 'impact de I'acoustique sur les jets
cryogéniques. Des diagnostiques haute vitesse montrent que les atomisations
primaire et secondaire sont considérablement modifiées par le champ de vitesse.
La longueur du cceur liquide est fortement réduite et un motif d’oxygéne liquide
apparait dans la chambre. Une oscillation de la distribution d’oxygéne dans la
direction transverse de la chambre est observée.

Ces caractéristiques ont un effet important sur la structure de lamme, comme
c’est montré dans I'étape suivante de ’étude. La modification de I’atomisation
induit des formes de flamme différentes, qui sont fortement tributaires de la
répartition spatiale de I’onde acoustique. Lorsque I’amplitude de ’onde est im-
portante & proximité du plan d’injection - en particulier lorsque le mode 1T2L
est excité - I'atomisation primaire est augmentée et la zone de combustion
devient plus compacte, prés du plan d’injection. Dans ce cas, la réponse acous-
tique atteint prés de 30% de la chambre de pression moyenne. En paralléle, on
observe sur les flammes une dissymétrie. Ce phénoméne est attribuable notam-
ment a ['acoustique non-linéaire et est supposé avoir un impact supplémentaire
sur la réponse acoustique.

La deuxiéme partie de cette thése concerne ’analyse théorique. Deux modéles
(FAME, SDM) sont développés en suivant les principales conclusions de la
campagne expérimentale : les oscillations de dégagement de chaleur sont dues
au mouvement transverse des flammes, et le phénoméne est déclenché lorsque
des gouttelettes deviennent suffisamment petites pour étre convectées par le
champ acoustique.
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En utilisant ces modéles comme base de référence, un code numeérique (STAHF)
est présenté. Son but est de rendre compte des mécanismes déja identifiés pour
un cott de calcul faible. Il est basé sur la décomposition introduite notamment
pas Lores and Zinn (1973) et Culick (1976). Ce code est validé sur les cas
pour lesquels la réponse était particuliérement forte lors des expériences. Il est
ensuite montré qu’il peut étre utilisé pour étudier des moteurs-fusées grandeur
nature.

Le troisiéme point de vue adopté pour résoudre le probléme est la simula-
tion numérique. La LES compressible est choisi pour étudier 'interaction en-
tre l'acoustique et la combustion. Un nouveau modéle de combustion pour
flammes non-prémélangées basé sur une hypothése de chimie infiniment rapide
est présenté et validé sur une flamme bien documentée (H3). Il est ensuite util-
isé pour étudier l'interaction entre une onde acoustique transverse et la flamme
H3. Une comparaison entre le terme source de Rayleigh calculé a partir de la
simulation et celui prédit par le modéle théorique FAME est finalement menée.
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Introduction

The early development of liquid rocket engines (LRE) during the twentieth
century was plagued by combustion instabilities. This was experienced, for ex-
ample, in the Ariane developement program in which the second launcher was
destroyed after a few seconds of flight because of high frequency instabilities
in the propulsion system of the first stage. Oscillations associated to unsteady
heat release led in many cases to a rapid intensification of heat fluxes to the
thrust chamber walls, causing fatal damage and a spectacular destruction of
the propulsion system. A typical consequence of this process is shown in Fig. 1
where the chamber and nozzle have exploded during such a high frequency in-
stability.

Figure 1: Damaged combustion chamber after a high frequency combustion instability.

The powerful instabilities appearing in these high performance engines are usu-
ally identified in terms of their characteristic frequencies (see (Barrére and
Williams 1969) and (Harrje and Reardon 1972)). One generally distinguishes
intrinsic instabilities linked to the combustion process itself, low (LF) insta-
bilities involving a coupling of the full system including the feed manifold and
thrust chamber and high frequency (HF') instabilities which are mainly coupled
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by the chamber acoustic eigenmodes.

There is in fact no clear division between the low and high frequency ranges
because the resonant frequency depends on the system geometry and scale. It
might then be useful to improve the classification by indicating the physical
cause of the process. But again, this is not easy. For example, low-frequency
instability, also designated as chugging, can result from several mechanisms.
The range of frequency is below a few hundred Hz, and the common feature
of chugging is that the wavelength is much larger than the characteristic di-
mensions of the thrust chamber and of the feed system. The coupling is often
independent from acoustics but the chamber length may be important, and
longitudinal acoustic modes may intervene.

The driving mechanism of low-frequency instabilities is essentially related to
the time lag between injection of propellants and their chemical conversion in
the thrust chamber. The existence of such a time lag and its importance for
combustion instability analysis is well underlined in early studies of this pro-
cess. This has led to the sensitive time lag model explored in great detail in
Crocco and Cheng (1956). Chugging instabilities can be handled analytically
with this type of modeling, though it remains important to include dynamical
descriptions of the feeding manifold. In practice, chugging can be removed by
augmenting the pressure drop in the injection units. This decouples the feed
lines from the chamber and, in most cases, eliminates the low frequency oscil-
lations. While this is effective during steady state operation, some chugging is
observed during transients because the injector head loss is reduced when the
flow is not fully established in the system giving rise to a transient coupling.
Low-frequency instabilities are also caused by other types of coupling. One very
low frequency oscillation (around a few Hz) is due to a combination between
the elastic response of the feed lines and propellant tanks with thrust oscilla-
tions. In this so called pogo instability, the propellant flow rate is modulated
by the structural elasticity generating thrust oscillations, which in turn act on
the launcher structure. This feedback process may lead to a rapid destruction
of the launcher system.

High frequency instabilities, also designated as screaming, mainly observed in
liquid rocket engines, correspond to shorter wavelengths. As the wavelength is
reduced the coupling may involve a higher order mode of the thrust chamber.
Both longitudinal and transverse (radial, azimuthal and rotating ) modes are
concerned by this process. The oscillation frequency is generally close to the
modal eigenfrequencies. Rocket engine hot fire tests indicate that transverse
modes are the most destructive because they are less susceptible to damping
by the nozzle and their amplitude may reach very high levels. The acoustic
mode enhances the combustion process, shortening the flame, augmenting the
heat flux to the chamber walls and injection plane. This can lead to a rapid
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melting of injectors, as shown in Fig. 2.

Rocket Engine Test Facility (NASA, 1957)

Figure 2: Typical consequence of a high frequency instability in a liquid rocket engine.

The coupling between combustion, the resonant modes of the chamber and fluid
dynamics is illustrated in Fig. 3 which provides another piece of information.
There is a wide variety of processes involved in the high frequency combustion
instabilities mechanism. Some of these processes are (atomization, spray dy-
namics, turbulent combustion, flame/acoustic interactions, nonlinear acoustics)
are the subject of active research.

Fluid dynamics Combustion

Injection High power density

Atomization L .

- [—] Flame/acoustic interactions
Vaporization
Turbulence Flame/flame interactions
Two-phase flow Flame/wall interactions
1 i

Acoustics

Transverse eigenmodes
Complex boundary conditions
Cavity coupling
Non-linearities

Figure 3: Schematic diagram of the high frequency combustion mechanism. Some of
the processes involved are included in this diagram.

The present investigation is focused on high-frequency instabilities coupled by
transverse modes. One central objective of this research is to observe and
understand the physical processes involved in transverse high-frequency com-
bustion/acoustic coupling. This is used to identify the fundamental processes
and derive a realistic mechanism explaining the coupling between acoustic and
combustion, providing elements on the growth rate of such instabilities.

While low frequency instabilities coupled by longitudinal modes are well docu-
mented, this is not the case for instabilities in the high frequency range. These
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tests mainly provide pressure records obtained from a limited number of sen-
sors. Most of the HF instability tests were carried out during the development
of new engines. An experimental test program was needed for each new devel-
opment. Large scale efforts were necessary in each case to deal with instabilities
and modify the initial design by adding baffles, resonators or cavities to reduce
the level of oscillation and check that the system could operate in a stable
manner. The story of the costly trial and error process followed to suppress
instabilities in the F1 engine is synthesized in a comprehensive article by Oe-
felein and Yang (1993). The combustion process was not visualized in the full
scale tests for practical reasons, and because the objective was to find solutions
to the problem and not to advance the scientific knwoledge. This did not allow
detailed analysis of the driving mechanisms.

A limited number of experiments were carried out on smaller scale engines to
understand the driving processes and serve to guide modeling effort. However
much of this work was developed in blind systems providing no optical access to
the combustion chamber with the consequence that little could be learned about
the driving mechanisms and the associated flame dynamics. Some experiments
were, however, developed in transparent systems or in systems comprising of a
thin slit, which provided limited access to the combustion process. High speed
films were used to obtain streak images of the light emitted by the flame. These
films indicated that the combustion process is fundamentally modified when the
chamber becomes unstable. This is exemplified in the experiments of Tischler
and Male (1956), Lawhead (1961) and Barrére and Corbeau (1963). The streak
film method provided interesting but limited information on the space time dis-
tribution of heat release in unstable rocket engines. All the available material
obtained during the 1960s and early 1970s, an intense period of research on
the subject, is gathered in a classical report SP-194 due to Harrje and Reardon
(1972).

Correlatively there has been less work on high frequency instabilities in lig-
uid rocket engines (LRE) but problems have continued to occur causing some
failures. High frequency instabilities constitute a major obstacle in the de-
velopment of new systems but the level of research in this area had generally
diminished. The state of the art in the early 1990’s is summarized in an edited
book by Yang and Anderson (1995).

During the 1990s, much progress was accomplished in the understanding of
the fundamental mechanisms controlling cryogenic propellant combustion used
in high performance LREs, intoducing a new perspective on the problem of
combustion instabilities. A recent article (Candel et al. 2006) contains a review
of innovative advances in this domain.

A new program aiming at the understanding of high frequency combustion
instabilities was initiated in 2001 by a consortium industrial partners, agencies
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and research laboratories. The second phase of this program designated as
REST (“Rocket Engine Stability") is currently underway. It was apparent at
the beginning of this project that advances could be made by a combination
of new knowledge, advanced optical diagnostics, combustion experiments on
transparent test chambers and modern computational methods. It was also
considered that laboratory experiments could provide the missing elements on
the mechanisms driving instabilities. The Common Research Chamber (CRC)
was developed on this basis and implemented at IRPHE (Cheuret 2005) and at
DLR while the Multiple Injector Combustor (MIC), featuring three injectors
representative of a LRE, was conceived at EM2C (Rey 2004), designed by
ONERA and operated on the Mascotte facility of ONERA. Work at EM2C
was reported in various conference papers and articles (Rey et al. 2002), (Rey
et al. 2002), (Rey et al. 2004) and (Rey et al. 2005). A program on LRE
combustion instabilities was also initiated in the United-States, during the same
period involving universities and governmental laboratories in a collaborative
experimental and numerical effort.

Studies were pursued by Richecoeur (Richecoeur et al. 2006; Richecoeur et al.
2008) on the multiple injector configuration used by Rey (2004). A new experi-
mental geometry was designed as a logical development of the multiple injector
system, including a new backplane featuring five injectors and an improved
modulator. The system was operated with liquid and transcritical oxygen but
methane replaced hydrogen injection used in the initial experiments carried out
by Rey.

The present investigation exploits the MIC system and pursues experimental
and theoretical work initiated by Rey and Richecoeur. To obtain higher levels
of modulation and come closer to amplitudes existing in unstable real scale
rocket engines during sustained oscillations, a new system designated as Very
High Amplitude Modulator (VHAM, see Fig. 4), was imagined at EM2C and
adapted to the MIC. Various studies have been carried out to specify the ge-
ometry that would provide the highest possible response. Some aspects of this
research effort are reported in chapter 1. High speed PIV and pressure mea-
surements, compared to acoustic numerical calculations, provide elements to
understand the behavior of the system, validate the use of a low order model
in such conditions, and give insight in the key parameters in order to optimize
the chamber response.

Combustion instability investigations are complicated by the number of physi-
cal processes involved. The approach followed in the present research consists
of decoupling the different processes to understand the respective roles of each
in the full mechanism. In this framework, results reported in chapter 2 intend
to give insight to the process of coupling between subcritical or transcritical
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Injection lines

Toothed Wheel

Quartz Window

Burnt Gases

Exhaust nozzles Combustion chamber

Figure 4: Scheme of the Very High Amplitude Modulator (VHAM).

cryogenic jets and high amplitude acoustic fields. Combustion is eliminated
from the study to only focus on the effect on the liquid and transcritical jets.
It is thought that the processes linked to the liquid or transcritical phase may
have an important impact on the instability mechanism. Jet break-up, atom-
ization, mixing, and motion of the dense phase are investigated using the MIC
equipped with the VHAM. It is shown that a powerful acoustic field changes
the oxygen distribution in the chamber and enhances sensibly atomization and
mixing (Fig. 5). This provides useful information to tackle the combustion cou-
pling problem, the focus of the next chapter.

Figure 5: Acoustically modulated cryogenic jets.

Hot fire experiments, reported in chapter 3, describe most of the processes
present in a real unstable rocket engines. Subcritical and transcritical cryo-
genic jets are injected in the multiple injector combustion chamber (MIC). Five
powerful methane/LOx flames are established in this system. These flames are
modulated by an acoustic wave with an amplitude of several bars (Fig. 6). The
frequency range (1000 Hz - 3500 Hz) and the strength of the acoustic field are
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consistent with rocket instability observations. One - albeit essential - differ-
ence with a real rocket combustion chamber is the power density. The MIC
features five flames to represent the several hundred flames of typical engines.
Conditions where a feedback of the flame on the acoustic field are obtained.
In these conditions, the flame motion is investigated in detail using high speed
imaging. From this material, compiled with the conclusions of chapter 2, a
scenario is derived to explain the coupling between the acoustic field and the
flames.

Figure 6: Acoustically modulated flames.

The next chapter (chapter 4) is concerned with the low order modeling of
combustion instabilities. This chapter focuses on a quantitative estimation of
mechanisms involved in the process. Two models are developed using conclu-
sions obtained from experimental observations. The objective is to account for
the combustion feedback on the acoustic energy balance equation. It is shown
that flame motion observed in the experiment is responsible for the growth of
modal amplitudes.

Other models are required to complete the description of a rocket thrust cham-
ber. An accurate model for the chamber acoustics, injector and feed line re-
sponse is needed. Several complementary methods are presented. The study is
based on the normal mode expansion introduced by Lores and Zinn (1973) and
extensively used by Culick (1976), in the nonlinear analysis of acoustic modes
in combustor cavities. It is here used to predict the evolution of pressure for
each mode. To compare the numerical results with experimental data, it is nec-
essary to represent the acoustic source term imposed by the VHAM. One also
has to estimate the damping in the cavity. This important parameter defines
the amplitude of the limit cycles in the system. A method is proposed to eval-
uate this quantity under the complex conditions prevailing in the MIC. These
elements are reported in chapter 5. The various models are implemented in a
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code, designated as STAHF (STAbility HF) and comparisons with experimen-
tal data are carried out. It is shown that the model derived for the combustion
response accounts for the increase of the acoustic amplitude in the chamber,
and that this corresponds to the order of magnitude observed experimentally.
A rocket thrust chamber geometry combined with a LOx dome is also con-
sidered to get an estimate of the possible impact of the modeled source term
proposed under conditions of a realistic configuration (Fig. 7).

Figure 7: Screenshot of a real scale rocket engine simulation using STAHF.

The last chapter (6) focuses on multidimensional numerical simulation of in-
terest in combustion dynamics. The purpose of this section is to improve the
current techniques which can be used to simulate non-premixed flames in a
large eddy simulation framework. A model, based on the infinitely fast chem-
istry limit, is presented, embedded in the AVBP code and validated on a well
documented experiment (H3). The “H3" flame is then used to demonstrate the
possibility of calculating the interaction between an acoustic wave and a non-
premixed flame. This is obtained by imposing oscillations at the boundaries
of the domain. This generates an acoustic wave which modifies the dynamics
of the flame. These calculations show that the flame, as also observed in the
experiments, oscillates following the acoustic field. It is possible to numerically
integrate the Rayleigh source term over a couple of cycles and it is shown that
this source term is close to that predicted by theory in chapter 4.
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Chapter 1

Very High Amplitude
Modulator

In this chapter a new actuator, designed to create powerful transverse
acoustic waves, is presented. The principle of the Very High Amplitude
Modulator (VHAM) is to modulate the total mass flow rate injected in
the chamber using two exit nozzles, one located on the top of the cham-
ber, another on the bottom. These nozzles are alternatively closed by
a toothed wheel which creates an intense transverse excitation in the
chamber. The VHAM is tested on the Transparent Pressurized Cavity
(TPC), into which cold compressed air is injected. This simple exper-
imental set up, combined with high frequency diagnostics (high speed
PIV, pressure transducers), allows for comprehension of the structure
of the acoustic field created by the VHAM, in particular the link between
the pressure and velocity fields. The response of the jet to acoustic per-
turbations is also investigated. FEventually the ability of the acoustic
code AVSP to predict the spatial distribution of acoustic pressure in
a chamber equipped with a VHAM is validated. Agreement is reached
between the experimental and numerical fields obtained, even mear the
nozzles where flow conditions are harsh.

1.1 Introduction

Combustion dynamics affecting many practical systems often involve very high
acoustic levels. To understand, predict, and control such phenomena, one
wishes to reproduce these high amplitudes with an external modulator. This
raises difficult issues because the system has to operate under extreme condi-
tions prevailing in combustors. In most cases, the use of loudspeakers is not
possible because the driver unit is in contact with high temperature gaseous
streams at a very high mean pressure. These harsh conditions are typical of the
model scale experiments carried out to study acoustic coupling with cryogenic
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jet flames (Richecoeur 2006). One possible solution which is commonly adopted
in propulsion applications consists in using fluidic actuator systems relying on
rotating toothed wheels.

The present study concerns one such device which is specifically designed to ex-
amine interactions between transverse acoustic oscillations and cryogenic com-
bustion. The modulator comprises a rotating toothed wheel periodically block-
ing the flow through a couple of nozzles. This device was initially installed
on the lateral side of the Multiple Injector Combustor (MIC) and the wheel
was used to block the flow through an auxiliary nozzle. Fig. 1.1 (a) shows
the principle of this initial set up. Propellants were injected through three or
five coaxial injectors (liquid oxygen - gaseous/transcritical methane), and are
ejected by the main exhaust nozzle. A secondary nozzle, located at the top of
the chamber, is periodically blocked or set open by the toothed wheel inducing
pressure oscillations in the chamber. This device was used to establish interac-
tions between the flames and the transverse motion as described for example
in (Richecoeur 2006). Unfortunately, the level of oscillation of a few percent
of the chamber pressure was too weak to trigger self-sustained instabilities. It
also did not quite reproduce conditions which typically prevail in rocket engines
when a transverse acoustic instability occurs.

Pressure Toothed Wheel ~ Modulation Nozzle

Injection lines
Transducer

Toothed Wheel

Injection lines

Photo
Multiplier

Quartz Window Quartz Window

Burnt gases Burnt Gases

Combustion chamber .
Exhaust nozzles Combustion chamber

(a) (b)

Figure 1.1: (a) MIC equipped with a lateral toothed wheel modulator and diagnostics
- (b) VHAM geometry.

It was assumed that higher levels of modulation could be obtained by modu-
lating the total mass flow rate. The Very High Amplitude Modulator (VHAM)
exploits this idea by making use of an arrangement in which the total mass flow
rate injected in the chamber escapes through two nozzles blocked alternately
by a toothed wheel (Fig. 1.1 (b)). Propellants are still introduced in the cham-
ber through five coaxial injectors. The wheel is designed so that one nozzle
is shut when the other nozzle is open. Gases are exhausted from the chamber
through one nozzle at a time. Since the wheel is turning, the gas stream is
ejected successively from the top and from the bottom of the chamber. This
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induces a pressure drop at the operating nozzle and an acoustic wave is cre-
ated by this process. The excitation of upper and lower regions of the chamber
will favor transverse modes, providing strong resonances at the 1T and 1T1L
eigenfrequencies which are typical of the transverse motion under combustion
instability. Because the system operates on the total flow rate, it may be pos-
sible to generate much higher levels of modulation eventually reaching 20% of
the mean pressure, levels which are typically observed in self-sustained liquid
rocket instabilities.

The detailed design and manufacturing of the VHAM has been carried out at
ONERA and the system has become operational in the fall of 2008. To assist
this process, it was decided to develop experiments on a cold flow chamber
pressurized with air at a moderate value of 2.5 - 3 bar, and equipped with a
VHAM. The objective was to examine the effect of operating parameters and to
optimize their value in order to maximize the acoustic response in the chamber.
Some geometrical parameters defining the VHAM (wheel diameter, thickness,
materials, etc.) were selected on the basis of theoretical and numerical studies
(Méry et al. 2007). Other parameters have been defined experimentally with
another laboratory system which focused on the understanding of the influence
of nozzle length and exit diameter as well as on the influence of mean pressure.
This provided useful indications that helped define the full scale VHAM. Some
comparisons between experiments and numerical simulation were also carried
out previously (Richecoeur 2006).

The objective of the present cold flow system designated as the Transparent
Pressurized Cavity (TPC) is to allow an experimental analysis of the unsteady
velocity and pressure fields induced by the VHAM. The chamber is transparent
with Plexiglas lateral walls providing complete optical access (see Fig. 1.2).
This configuration can be used to perform time resolved PIV! measurements
inside the cavity, using a procedure described by Barbosa et al. (2009).

The TPC can be used to examine various questions. One first wishes to get a
better understanding of the transfer of convective energy into acoustic energy
and to examine effects of some geometrical parameters (such as nozzle exit
diameters). Second, it is interesting to confirm that the velocity field is that
corresponding to acoustic eigenmodes identified by the wall mounted pressure
sensors. Third, it is instructive to see if the flow field compares well with
numerical simulations, especially when some characteristics are neglected (mean
velocity, central jet, open/closed nozzles). Experiments on the TPC constitute
an excellent test bench for validation of numerical acoustic codes.

Another aspect which can be investigated is the sensitivity of confined jets to
external modulations. It is known that free jets are quite susceptible to external
acoustic perturbations (Birbaud et al. 2007) but much less is known about

IParticle Image Velocimetry
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confined jets submitted to transverse excitation. The jet Strouhal number
corresponding to the most amplified perturbations is typically controlled by a
Strouhal number scaling rule: St ~ 0.3. It is then interesting to examine the
coupling between the jet and the transverse motion when the most amplified
frequency coincides with that of the acoustic motion.

Pressure
sensor C2

High speed

\ / camera
I
|

Laser
beam

Pressure
sensor C2

v
Exit nozzles Pressure
sensor C1

(a)

Figure 1.2: General view of the experimental test bench - (a) Details of the trans-
parent pressurized cavity - (b) View of the TPC equipped with the VHAM modulator -
(¢) Optical arrangement for PIV measurements.

1.2 Experimental methods

Experiments are carried out in the setup shown in Fig. 1.2. The chamber is
equipped with a single air injector and operates at a nominal pressure p, =
2.5 bar. The unsteady pressure is recorded by pressure sensors Cl and C2
located on the two sides of the TPC. The unsteady flowfield is deduced from
high speed PIV measurements described in the next subsection. The modal
identification method is examined subsequently.

1.2.1 Particle Image Velocimetry

Particle Image Velocimetry (PIV) is used in the present investigation to deter-
mine the acoustic velocity field induced by the VHAM (Adrian 1991; Adrian
2004). The PIV arrangement is shown in Fig. 1.2 (c¢). A horizontal laser sheet
is transmitted into the TPC from the side. The flow is seeded with small oil
droplets and illuminated by this light sheet. A CCD camera collects light scat-
tered by the droplets. Two images of the flow are recorded at two instants in
time separated by a short delay At. The droplet velocity can then be deter-
mined by measuring its displacement vector, Ax, between the two instants ¢
and t + At. The local droplet velocity will coincide with the local flow veloc-
ity if the droplet size is sufficiently small and the droplets follow the flow and
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its fluctuations with a negligible time lag. The local velocity of a droplet and
consequently the local velocity of the flow is then given by v(x,t) = Ax/At.
In processing the successive droplet images by cross correlation it is assumed
that the statistical droplet displacement is proportional to the average local
flow velocity.

The chamber lateral walls are transparent so that the laser sheet can cross the
cavity horizontally. The light sheet is generated by a system consisting of two
Nd:YAG lasers (Quantroniz), a laser beam recombining device and a set of
cylindrical lenses (Melles Griot). Both lasers emit a pulse at a wavelength of
532 nm. The pulse energy and temporal width are 6 mJ and 160 ns respectively.
Optics are used to combine both beams along the same trajectory. A set of
lenses is used to transform the laser beam into a planar light sheet 90 mm wide
and 0.3 mm thick. The Photron Fastcam APX camera can record 1024 x 1024
pixel images at a rate of 2000 frames per second. It is equipped with a 105 mm
F /1.8 Nikon Nikkor objective and placed perpendicularly to the TPC axis.
The two lasers operating at 12 kHz and the camera operating at 24 kHz are
synchronized by a pulse delay generator (BNC' 555 pulse/delay Generator),
as shown in the time trace diagram displayed in Fig. 1.3 (a). In addition,
tomographic experiments have been performed with a single laser pulsing at
12.5 kHz and the camera operating at the same rate.

Rotating toothed wheel
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Figure 1.3: (a) Time diagram for the time resolved PIV - (b) Zones of interest in
the cavity.

At the rate of 24 kHz (for the camera), the image size must be reduced to
128 x 512 pixels, a limited size which will be improved using new generation
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systems. At a lower frequency of 12.5 kHz images have twice as many pixels
(256 x512). The airflow is seeded with oil droplets with a nominal diameter d =
1 pm. According to Adrian (1991), one can estimate that the error introduced
by the droplet time delay due to drag forces is less than 2%. From an estimation
of the maximum velocity, one deduces the time delay between the two pulses
At = 17 ps at the camera framing rate of 24 kHz.

At 12.5 kHz, with only one laser operating, PIV processing can still be used,
but the time lapse (which is then 1/12.5 x 103 ~ 83pus) is too large to cope with
the highest velocities in the chamber. This mode of operation yields the same
number of velocity fields than the 24 kHz tests but provides a double-sized
window.

The raw image pairs are exported and an off-line image processing is performed
with an adaptive cross-correlation code (“Flow-Manager" from Dantec) using
Fast Fourier Transform algorithms. The raw image pairs are divided into square
interrogation windows having final dimensions of 8 x 8 pixels with an overlap
of 25 %. The PIV analysis is optimized to deal with high velocity and density
gradients, providing a peak finding error of less than 0.1 pixel in classical appli-
cations (Westerweel, Dabiri, and Gharib 1997). Parameters used for the time
resolved PIV treatments are gathered in table 1.1.

Sampling
Field-of-view Image size Camera pitch Frequency Images nb
x = 48 mm [128 x 512] pixels 0.017 mm/px 12 kHz 24000
or 24 mm; or [256 x 512] or 24 kHz or 12000
¥y = 95 mm
Processing
Sub-pixel scheme | Initial window size | Final window size | Overlap | Nb of vectors
Gaussian [32 x 32 [8 x §] 25% [21 x 85]
or [42 x 85]

Table 1.1: PIV sampling and processing parameters. There are two image sizes and
the region observed in the TPC can be modified.

To get a suitable resolution, the camera has to be focused on specific regions of
interest. Two domains identified as most representative of the flow dynamics
are shown in Fig. 1.3 (b):

(1) The chamber head region, is used to observe the injected air stream and the
acoustic field around the axial pressure node. (2) The flow field in the nozzle
vicinity provides indications on the region where the acoustic field is generated.
It is interesting to examine this region and see if and how a gas element changes
its trajectory when a tooth blocks the nozzle.

The influence of several parameters has been studied (nozzle exit diameters,
mean pressure and backplane shape), and for each of these parameters, five
tests have been carried out (1) Flow without acoustic modulation, (2) Linear
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frequency sweep to find the eigenfrequencies, (3) Continuous wave operation
at the 1L eigenfrequency, (4) Continuous wave operation at the 1T eigenfre-
quency, (5) Continuous wave operation at the 1T1L eigenfrequency. In each
of these tests, three camera frequencies and two domains were explored. From
the systematic tests carried out with this setup (3 parameters x 5 types of
modulation x 2 camera frame rates x 2 domains = 60), we only discuss the
most relevant results. The data confirms that the mass flow rate, controlled by
the nozzle diameters, is the parameter with the most critical influence on the
level of modulation. Results discussed in the next section were obtained with
the largest nozzle diameter.

1.2.2 Acoustic mode identification

The modal eigenfrequencies are determined by imposing a constant acceleration
to the wheel. The frequency is swept linearly from 0 to 2600 Hz. Signals
recorded by the pressure transducers are then processed to determine the short
time spectral density and identify the eigenmodes. Continuous Wave (CW)
modulation tests are then carried out to excite the 1T and 1T1L eigenmodes.
Fig. 1.4 (a) shows results of a linear frequency modulation. Four resonance
peaks emerge above the background noise. The two highest peaks respectively
correspond to the 1T mode (¢ ~ 7000 ms) and to the 1T1L mode (¢ ~ 8500 ms).
To identify the eigenmodes, one can use a short time Fourier analysis as ex-
emplified in Fig. 1.4 (b). This figure displays the spectral content of the signal
as a function of time. The horizontal and vertical axis correspond to time and
frequency respectively while the color contours represent the amplitude of the
short time Fourier transform of the signal recorded by a pressure transducer.
Hence, the main straight line in the graph is the linear modulation, and the
red areas correspond to frequencies where the chamber resonates.

High speed PIV provides a large number of instantaneous velocity fields. The
data presented in this article are obtained by digital processing of more than
6000 instantaneous velocity fields for each case. To observe the 1T mode,
for example, the wheel is turned on and brought to a fixed angular velocity
corresponding to the frequency of the 1T mode of the cavity (here, fir =1215
Hz). The high speed camera coupled with the laser records a specified number
M of periods.

For a frame rate of 24000 images per second one obtains 12000 velocity fields
per second. For the 1T mode one gets 12000/1215 ~ 10 fields per period.
Since each instantaneous field also includes effects of turbulent fluctuations
and some noise, it is interesting to use conditional sampling and add up images
corresponding to the same phase in the cycle. This extracts the acoustic velocity
field from the background noise and eliminates the turbulent fluctuations. The
phase conditioned results are smooth and easier to interpret as exemplified in
Figs. 1.6 (a) and (b). Formally, the velocity field can be cast in the form:
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Figure 1.4: (a) Time trace of the signal recorded by a side mounted pressure trans-

ducer - (b) Short time power spectral density. The frequency is swept linearly from 0
to 2600 Hz.

v(t) = vo+v+v.+mn,

= Vg +V.+Mn,

S

where v,, v; and v, respectively correspond to acoustic, turbulent, mean flow
velocities while n represents measurement noise. One expects that phase-
averaging will reduce the noise component while the turbulent fluctuations will
be averaged out. Thus v will essentially contain the mean flow velocity which is
quite small in most of the domain and the average of the acoustic velocity over a

small phase interval [¢;1 ¢2] around the phase used to record each instantaneous
image:

€(p1 ¢2]
where N is the total number of fields having a phase in the range [¢1 ¢2]. One
expects to find m = 0 but the bias introduced by the measurement technique
is not arbitrary and the corresponding error can grow when N becomes very
large. If the experiment is done correctly, this phenomenon only occurs in
limited regions which can be easily identified and eliminated manually.

1.3 Flow configuration in the jet vicinity

1.3.1 Velocity fields

The jet neighborhood is examined in this section by aiming the camera at the

first window (see Fig. 1.5 (a)). The velocity field represented in Fig. 1.5 (b)



CHAP. 1 - VERY HIGH AMPLITUDE MODULATOR 19

defines the nominal operating conditions. The mean pressure is p ~ 2.5 bar,
the diameter of the exhaust nozzles is ¢ = 1.8 mm. First, the jet without
modulation is studied. One of the exhaust nozzles is closed so that the mass
flow rate has the same order of magnitude as that obtained when the wheel
is rotating (the wheel shuts one nozzle after the other). The jet spreading
angle is relatively small and the maximum velocity on the jet axis is about 16
m.s~!. Note that axis x* and y* represents mm in the reference of each window.

Rotating toothed wheel
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Figure 1.5: (a) Experimental configuration for a steady flow test - (b) Contour plot
of the axial flow velocity in the jet (m.s!)- (c) Schematic representation of the PIV
window near the nozzle - (d) Mean flow field without excitation colored by transverse
velocity near the nozzle (m.s™1).

Figs. 1.6 (a) and (b) display velocity distributions at two instants of a period
for the 1T and 1T1L modes respectively. Arrows show the direction of the flow,
the background color represents the local transverse velocity. This component
oscillates between -3 and 6 m.s~! for the 1T mode and between -3.5 and 5 m.s~!
for the 1T1L mode (the bias of the velocity vectors towards the right direction is
due to a slight dissymmetry of the wheel mounting with respect to the nozzles).
These values are relatively important compared to the mean injection velocity
of 16 m.s~!. The plots indicate that the flow oscillates from left to right in both
cases, which confirms that the motion corresponds to transverse modes. The
most important difference between the two unsteady flow fields is that, for the
1T mode, the transverse velocity is always rather constant in the whole domain
whereas for the 1T1L mode the velocity amplitude is close to zero at the top
of the domain. These differences can be understood by examining numerical
simulations, which will be described in section 1.5.
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It is also interesting to consider the shape of the jet injected into the TPC.
Compared with Fig. 1.5 (b), the angle is larger and the jet spreads more rapidly.
This finding is discussed in section 1.3.2.
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Figure 1.6: Velocity field in the jet vicinity at two phases in a cycle. The transverse
velocity is shown on a color scale (m.s~') - (a) Modulation at 1215 Hz (1T mode) -
(b) Modulation at 1453 Hz (1T1L mode)

1.3.2 Hydrodynamic instabilities

It is natural to examine the possible coupling between the jet hydrodynamic
instabilities and the external acoustic modulation. It is known that the initial
velocity difference between the jet and the surrounding environment creates a
shear region in which the inflectional velocity profile gives rise to instabilities.
This phenomenon may intervene in the mechanism of combustion instability.
There are fundamental experiments on this topic (Crow and Champagn 1971)
and this issue is reviewed in Ho and Huerre (1984) and Ongoren and Rockwell
(1988). It is then logical to see if a resonant coupling is possible between
transverse acoustic modes and hydrodynamic instabilities.

The growth rate of hydrodynamic instabilities is controlled by a Strouhal num-
ber St= fD/U, where f is the frequency, D is the jet diameter, U is the jet
velocity and St is the Strouhal number. Experiments on air jets at moderate
Reynolds numbers between 100 and 10* (Crow and Champagn 1971), indicate
that the growth rate of hydrodynamic instabilities reaches its highest value for
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a Strouhal number of 0.3. This defines the preferred mode of instability of a free
jet. For a diameter D = 4 mm, an injection velocity U ~ 16 m.s~! and taking
St = 0.3 one obtains a preferred frequency of f = 1200 Hz which nearly coin-
cides with the 1T eigenfrequency. The spreading angle at the injector exhaust
has been measured and is much larger than that corresponding to a naturally
developing jet. The jet instability mode is clearly excited. When the excita-
tion frequency is shifted from the eigenfrequency of the cavity, the amplitude
of modulation is weaker and the jet spreads as if it were not submitted to an
external forcing. The amplitude of modulation has the greatest influence on
the spreading angle.

The 1T1L mode (f = 1453 Hz) features a very high amplitude of modulation.
At this frequency the spreading angle is as important as that corresponding to
the 1T mode, indicating that the jet is also receptive over a range of Strouhal
numbers surrounding St = 0.3. The receptivity of the system is broad and the
jet spreading angle remains high even when the modulation frequency differs
from the preferred jet frequency.

This short analysis gives some useful information on the coupling between hy-
drodynamics and acoustics. The interaction modifies the jet shape even when
the acoustic frequency does not exactly coincide with the preferred hydrody-
namic frequency, as long as the wave amplitude is important enough.

1.4 Flow configuration in the nozzle vicinity

The nozzle area plays a key role in the VHAM operation. The toothed wheel
closes the nozzle exit periodically, creating a source in the nozzle convergent
which generates an acoustic field in the chamber. This process is now charac-
terized by determining the velocity distribution near the nozzle entrance.

1.4.1 Velocity fields

Velocity distributions were recorded at a regular frame rate of 12.5 kHz be-
cause the maximum velocity is lower and can be accurately resolved by using
successive couples of images in the sequence. The window size is in this case
twice that used previously.

The mean flow field is shown in Fig. 1.5 (d). Since the cavity pressure is around
3 bar and the ambient pressure is 1 bar near the nozzle exit, the flow is naturally
oriented outwards (and the nozzle throat is sonic). The mean field indicates
that the nozzle acts like a sink and that most of the flow is recirculating. An
instantaneous velocity field shows that there are many vortices in the cavity.
Figs. 1.7 (a) and (b) show the velocity field at two instants of a cycle for the
two modulation frequencies. The field is organized by the acoustic perturbation,
and the vortices have been averaged out by the phase lock averaging technique.
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Figure 1.7: Velocity field in the vicinity of the nozzle at two phases in a cycle. The
transverse velocity is shown on a color scale (m.s™') - (a) Modulation at 1225 Hz (1T
mode). In the first field the velocity vectors point away from the nozzle - (b) Modulation
at 1461 Hz (1T1L mode). In the second field the velocity vectors point away from the
nozzle.

These figures indicate that close to the nozzle, the velocity changes its direction
and the flow field is directed inwards during one half period and outwards during
the following half period. The velocity levels reached in this oscillation are quite
significant with a maximum of 8 m.s~! for the 1T1L mode. This inversion of
velocity direction corresponds to the presence of a tooth which creates a local
pressure increase propagating inwards and an oscillatory velocity field.

Spatial features of the velocity fields for the two modes are similar to what was
already observed in the injection region. For the 1T mode, the acoustic velocity
is essentially transverse. The velocity node is located at the lateral sides of the
rectangular cavity. For the 1T1L mode, velocity vectors originate from the left
and bottom of the window, which suggests that the node of the velocity field
is the corner of the cavity. This explains why this mode is particularly well
excited since the excitation point is close to the velocity node and the pressure
antinode.

1.4.2 Pressure and velocity consistency

The pressure signals displayed in Fig. 1.8 are measured at the wall of the cavity
by two sensors C; and Cg at locations shown in Fig. 1.2 (a). The transverse
velocity signal is measured at a point located at x* = 13 mm and y* = 77.8
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mm in the window defined in the nozzle vicinity. This velocity component is
multiplied by pgc to allow direct comparisons with the pressure waveform. For
the 1T excitation, the signals detected by C; and Cy are out of phase. As
expected the velocity signal is in quadrature with the pressure signal detected
by sensor C2. It is interesting to note that the various signals have the same
level indicating that pgc suitably represents the scaling between pressure and
velocity. This also indicates that pressure measured by wall transducers and
velocity determined by PIV are consistent.
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Figure 1.8: Pressure evolution recorded by the C1 and Cy transducers plotted with
the wvelocity evolution at point z* = 13 mm and y* = 75.8 mm of the field - (a) 1T
mode, f = 1225 Hz - (b) 1T1L mode, f = 1461 Hz.

1.5 Comparison with numerical results

It is now worth checking wether the experimental data gathered in the TPC
can be retrieved from numerical calculations based on an acoustic solver. AVSP
is used to this purpose in the VHAM geometry with the aim of calculating the
pressure and velocity fields associated with the TPC eigenmodes. AVSP is an
acoustic code developed by CERFACS that solves Helmholtz equation. More
information on this software can be found in a recent article (Nicoud et al.
2007).

The mesh used for the present calculations comprises ~ 90000 cells. Rigid
walls are used as boundary conditions. The nozzle walls also define velocity
nodes but the exhausts are treated by imposing a reduced acoustic admittance:
Bs = (v —1)/2, where 5, = (v//u)/(p'/p) (Marble and Candel 1977). This
expression describes the response of a compact choked nozzle to longitudinal
pressure waves. The temperature is fixed at 300 K, the mean pressure equals
2.5 bar, and v = 1.4.

The fields are determined with AVSP for the different eigenmodes. Fig. 1.9
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shows the spatial structure of the transverse velocity for the 1T and 1TI1L
modes. An important feature of these modes is the antinode locations. For
the 1T mode, velocity is maximum on the chamber symmetry axis and the
transverse velocity is nearly the same in each constant y section. The 1T1L
mode does not show this property. The transverse velocity is stronger near the
cavity head and backplane and vanishes near the cavity center.

1

Exit nozzles

Transverse
direction
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Figure 1.9: Transverse velocity field for the 1T mode (b) and the 1T1L mode (c)
computed with AVSP (blue: velocity node, red: velocity antinode - arbitrary units).

A comparison with experimental results displayed in Figs. 1.6 (a) (mode 1T)
and (b) (mode 1T1L) indicates that these spatial characteristics are well re-
trieved. For the 1T mode (Fig. 1.6 (a)), the transverse velocity represented
by the color levels is almost uniform over the whole window. In contrast, in
Fig. 1.6 (b), the horizontal velocity is not only non-uniform, but it also features
the patterns observed in the computations: the highest velocity is near the
injection plane and the velocity near the center of the cavity (corresponding to
the top of the window), is constant and nearly vanishes.

Considering the second observation window located near the nozzle, the com-
parison between computation and experiment gives complementary elements
and a good agreement is also observed. In addition, Fig. 1.7 (a) (phase 2)
shows that the transverse velocity is clearly uniform and does not depend on y,
in distinction with what is observed in Fig. 1.7 (b) for which, once again, the
velocity field distribution depends on the two spatial coordinates.

Finally, in the close vicinity of the exit nozzle, comparison with computational
results is not straightforward (Fig. 1.10). Physical phenomena in the nozzle
region are difficult to describe only in acoustics terms. The compact nozzle
impedance boundary condition used in the calculations does not reflect the
complex processes induced by the rotating wheel. An exchange of energy takes
place inside the nozzle giving rise to the pressure and velocity fields in the
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(b)

Figure 1.10: Comparisons between experimental and numerical results for the window
located in the vicinity of the exhaust nozzle. The transverse velocity field is displayed
on a color scale. Arrows show the velocity vectors. (a) Calculated field corresponding
to the 1T mode - (b) Measured field corresponding to the 1T mode (m.s~') - (c)
Calculated field corresponding to the 1T1L mode - (d) Measured field corresponding to
the 1T1L mode (m.s~1).

chamber. One should not expect a perfect match between simulation and ex-
periments. However, the calculated velocity patterns in Fig.1.10 (a) and (c)
are very close to the measured ones displayed in Fig.1.10 (b) and (d) for the
1T and 1T1L modes respectively.

1.6 Conclusion

This chapter has focused on the structure of pressure and velocity fields gen-
erated by the Very High Amplitude Modulator (VHAM). This actuator was
designed to generate large amplitude oscillations to allow detailed investiga-
tions of high-frequency coupling between transverse acoustic modes and cryo-
genic flames. The VHAM system is here mounted on a Transparent Pressurized
Cavity (TPC) allowing measurements of the velocity field with high speed PIV
and providing pressure records at the walls. It is shown that acoustic waves can
reach high amplitudes when the system is brought to resonance at the 1T and
1T1L eigenfrequencies. The flow induced by the VHAM has the expected struc-
ture and features large velocity fluctuations. It is shown that modulation close
to the most amplified jet hydrodynamic frequency augments the jet spreading
angle. Velocity distributions are determined numerically with an acoustic solver
together with a compact nozzle impedance condition. While transfer of energy
taking place in the nozzles is quite complex, it is found that the calculated and
experimental velocity patterns are in good agreement.
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Chapter 2

Dynamics of cryogenic jets
submitted to high amplitude
acoustic waves

The VHAM is mounted at a significantly more powerful test facility,
the Mascotte bench at ONERA, and the effect of high amplitude os-
cillations on liquid and transcritical jets is investigated. Five coazial
injectors are distributed in the inlet plane. Dense oxygen is injected in
the center while gaseous nitrogen is injected in the coflow. Five pressure
sensors set to dynamic mode, while two high speed cameras are used to
determine the spatial structure of the pressure modes and their effect on
the jets. The acoustic code AVSP is used to predict the spatial struc-
ture and frequency of the resonant modes of the cavity in the range of
interest. Resonant frequencies are determined by making use of the fre-
quency sweep technique. Modes are identified by comparing numerical
results and the phase characteristic of pressure signals. A continuous
wave modulation is then carried out on the first transverse mode which
demonstrates the dramatic effect of acoustic velocity on the jet struc-
ture. The atomization process is enhanced, decreasing core length. Jets
oscillate in the transverse direction, creating a non-homogenous dis-
tribution of oxygen between the top and bottom of the chamber. The
pressure oscillation amplitude reaches 20% of the mean pressure, close
to that observed in unstable engines.

2.1 Introduction

Once the Very High Amplitude Modulator (VHAM) is characterized and the
acoustic tool is validated, the study can focus on a more realistic configuration.
The VHAM is used here to examine the dynamics of cold jets formed by shear
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coaxial injectors. Results presented in this chapter concern the mechanism of
jet break-up, spray formation and dispersion under strong transverse pertur-
bations. It is generally admitted that these processes are of importance in
combustion instabilities but most experiments have been carried out at rela-
tively low levels using loudspeakers (Boisdron et al. 2006) These driver units
also have the drawback of limiting experiments to atmospheric pressure. The
present experiments were carried out under high pressure conditions (7.5 to 55
bar) with acoustic levels reaching several bar under resonant conditions, which
are representative of real engine conditions.

This chapter begins with a description of the experimental set-up (section 2.2).
Resonant frequencies and eigenmodes are determined in section 2.3 by solving
the Helmholtz equation by assuming a uniform temperature and composition.
Experimental results obtained under subcritical and transcritical pressure con-
ditions are described in sections 2.4 and 2.5 respectively.

Remark
In this chapter and in chapter 3, exact chamber dimensions and injector pa-
rameters are not given due to confidentiality.

2.2 Experimental set-up

2.2.1 Presentation of the Very High Amplitude Modulator

In the set of experiments carried out by Richecoeur (Richecoeur et al. 2006;
Richecoeur et al. 2008) on the Multiple Injector Combustor (MIC) a toothed
wheel was used to periodically block the flow exhausted through an auxiliary
nozzle (Fig. 1.1 (a)). This induced pressure oscillations in the chamber creating
interactions between the flames and the transverse motion. Unfortunately, the
level of oscillation was too weak to trigger self-sustained instabilities. It also
did not reproduce conditions which typically prevail in rocket engines when an
instability arises.

It was reasoned that higher levels of modulation could be obtained by modulat-
ing the total mass flow rate, and the VHAM was designed to exploit this idea.
Propellants are still introduced in the chamber through five coaxial injectors.
The excitation of upper and lower regions of the chamber will favor transverse
modes providing strong resonances at the 1T and 1T1L eigenfrequencies which
are typical of the transverse motion under combustion instability. Because the
system operates on the total flow rate, it was considered that it would provide
much higher levels of modulation eventually reaching 20% of the mean pressure,
levels which are typically observed in self-sustained liquid rocket instabilities.
The objective is to obtain the coupling conditions found in real engines when
oscillations have reached a limit cycle.
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The detailed design and fabrication of the VHAM has been carried out by
ONERA. To assist this process, it was decided to develop experiments at EM2C
lab on a pressurized cold flow chamber, which are the subject of the previous
chapter (see also Méry et al. (2009) )

The geometry of the MIC equipped with the VHAM is represented in Fig. 2.1 (a).

2.2.2 Diagnostics

The MIC shown in Fig. 2.1 (a) is equipped with five pressure sensors located
on the top and on the bottom of the chamber. The signals detected by these
sensors can be used for modal identification. For example, the first transverse
eigenmode of the cavity is obtained when the three sensors placed at the upper
wall HF'1, HF3 and HF5 are in phase, and when the lower wall sensors HF2
and HF4 are also in phase but when these two groups are out of phase. Two
other pressure sensors give the mean pressure in the chamber. Other sensors
are located in the injection element to study the coupling between the chamber
and the liquid oxygen injection dome, but they will not be examined in what
follows.

HMI
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nozzle 7
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(a)

Figure 2.1: (a) Combustion chamber equipped with the VHAM actuator and five
pressure transducers - (b) Arrangement of the optical diagnostics.

Fig. 2.1 (b) gives a top view of the experimental setup showing the optical
diagnostics arrangement. The ICCD camera and the photomultiplier, detect-
ing OH* emission produced by the flames, are not used during the cold flow
experiments. Results shown in this chapter are mainly based on data gathered
by the two high speed cameras operating in a backlighting mode.

Light is emitted by an HMI spot located in front of the cameras (Fig. 2.1 (b)).
The light emitted by the spot is transmitted by the first quartz window, crosses
the dense parts of the flow (liquid/transcritical oxygen), passes through the sec-
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ond quartz window and is finally detected by the cameras. Light transmission
is reduced when it passes through the liquid or transcritical core and through
the droplet spray, providing a qualitative information on the jet break-up and
atomization process. Images obtained in this way may be difficult to interpret
quantitatively because the effect of the dense fluid on the light intensity is in-
tegrated over the line of sight. The transmitted light is recorded by Photron
Fastcam APX and SA1 cameras synchronized and operating at a frame rate of
24 kHz. The SA1 camera provides a view of the complete combustion chamber
with an image size of 576x400 and a resolution of 263 pm/pixel (38 pixel/cm).
It is equipped with a Nikkor lens of 105 mm, the aperture is set at F/2.8 and
the exposure time is 1/362000 s. The APX camera focuses on the jet located in
the middle of the injection plane. The image size is 512x 128 and the resolution
is 204 pm/pixel (49 pixel/cm), it has a Nikkor telephoto lens (80-200 mm, set
at 200 mm), the aperture is fixed at F /5.6 and the shutter exposure is 1/150000
S.
A second HMI spot has also been added, to illuminate the front side of the jets
(see Fig. 2.1 (b)). The first part of the jets which are in the shadow is now
made visible by this spot thus extending the domain of visualization. Another
effect of this secondary HMI light is that it adds a perspective effect, allowing
a better understanding of the jet structure.

2.2.3 Experimental parameters

Experiments are carried out under conditions summarized in table 2.1 for three
different types of acoustic modulations. In a first test operated without mod-
ulation (OWM) the modulator is removed and the flow is ejected by the two
exhaust nozzles but with a modified throat area to obtain the same chamber
pressure. Images gathered in this case are meant to provide a perspective on
the atomization of cryogenic oxygen surrounded by a nitrogen coflow and will
be used as a reference to understand in what way strong transverse modulation
can affect the atomization process.

The modal eigenfrequencies are determined in a second test by imposing a
constant acceleration to the wheel (LFM for linear frequency modulation).
The frequency is swept linearly from 600 to 2000 Hz at a rate of 93 Hz/s.
Signals recorded by the pressure transducers are then processed to determine
the short time spectral content and identify the eigenmodes.

A third test is carried out by imposing a continuous wave modulation (CWM)
at one of the frequencies identified in the second step.
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Pmean mNz (g/s) mLOx (g/s) 7hHe (g/S)
OP1 | 7.5 bar 80 100 15
OP2 | 55 bar 170 80 30

Table 2.1: Parameters chosen for the cold flow tests.

2.3 Numerical simulation

The eigenmode analysis of the chamber is an important step in the analysis of
experimental results. A short description of eigenmodes, based on numerical
simulation, is carried out in this section. The calculations are based on the
AVSP software, which is further described in chapter 5. AVSP solves the clas-
sical Helmholtz equations for complex 3D geometries. A realistic mesh is first
generated to closely follow the Multiple Injector Combustor geometry. Fig. 2.2
(a), shows from left to right: the LOx dome, filled with liquid oxygen at tem-
perature T = 80 K and density 5 = 1190 kg m—3, the five LOx injectors, the
combustion chamber, filled with gases the composition of which is determined
in the next subsection, and the two exit nozzles used to operate the VHAM.
The mesh is divided in 336208 tetrahedral cells (68121 nodes). A planar cut
through the mesh is shown in Fig. 2.2 (b).

(a)

Figure 2.2: (a) Geometry of the MIC used to carry out eigenmode calculations - (b)
Cut of the corresponding mesh.

2.3.1 Thermodynamic conditions in the chamber

The sound velocity is given by ¢ = y/vy(R/W)T, with ~ the specific heat, R the
perfect gas constant, W the mean molar mass of the mixture and 7T the mean
temperature.

Constants v, W and T are calculated using mass flow rates specified in table 2.1
by assuming that the final mixture is homogeneous. As it will be seen in the
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following images of the flow field, this hypothesis is an approximation, since
there is a non negligible amount of oxygen which has not been vaporized at the
chamber exit. Following experiments also show that the proportion of liquid
oxygen vaporized depends on the excitation level. These problems introduce
an uncertainty on the sound velocities inside the cavity.

Liquid oxygen is injected at 80 K, helium and nitrogen are injected at 300 K.
NIST databases are used to evaluate enthalpies of each species at various tem-
peratures. Conservation of enthalpy provides the final temperature for the two
operating points. The characteristic values are given in table 2.2.

T(K) | 7 | W(emol ") |pkem?) |c(ms )
OP1 137 1.491 20 14 294
OoP2 218 1.497 17.4 53.4 394

Table 2.2: Chosen parameters for the cold flow tests.

Remark

In the calculations described in the next section, it is assumed that only 75%
of the liquid oxygen is vaporized, which corresponds to ¢ = 360 m s~ !for OP1
and ¢ = 430 m s~ 'for OP2. This simple hypothesis allows a better comparison
between experiments and simulation. This also highlights one limitation of the
comparison. It is useful to list other characteristics of the configuration which
may intervene in this comparison:

e There are three different gases in the mixture: oxygen, nitrogen, and
helium.

e Helium has a low molar mass and its sound speed is quite large. A small
change in helium concentration has a large effect on the mean sound
velocity in the mixture.

e Oxygen is injected in liquid form, and it needs to be evaporated to be
part of the mixture. It is not easy to evaluate the proportion of oxygen
which actually evaporates inside the chamber, because it depends on the
quality of atomization and external excitation.

e When a mode is excited, the modulation amplitude increases and mixing
is enhanced. This affects the mixing of oxygen but also the mixing of
helium, which is injected along the lateral boundaries of the domain.

2.3.2 Modal frequencies and spatial distributions

This analysis provides eigenfrequencies given in table 3.4. Only the first trans-
verse mode and the coupled longitudinal and first transverse modes are included
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in this table, because other modes (pure longitudinal modes, second transverse
modes, etc...), are not excited by the VHAM actuator.

mode 1T 1T1L 1T2L 1T3L 1T4L
OP1 652 Hz 819 Hz 1093 Hz 1296 Hz 1557 Hz
OP2 778 Hz 971 Hz 1299 Hz 1545 Hz 2037 Hz

Table 2.3: Calculated eigenfrequencies for a uniform temperature distribution. For
OP1 (7.5 bar), the sound velocity is ¢ = 360 ms~1, while for OP2 the sound velocity
c =430 ms—!

Eigenfrequencies appearing in table 2.3 correspond to the spatial pressure dis-

tributions shown in Fig. 2.3 (the spatial distributions are the same for the two
operating points).

*

-

(a) (b)

g 8
= =

Figure 2.3: Pressure distribution of the chamber eigenmodes (blue: p' = —pmas, red:
P = Pmaz) - (a) 1T mode - (b) 1T1L mode - (¢) 1T2L mode - (d) 1T3L mode

- ==
(c)

Some features can be deduced from the previous calculations.

e For the first transverse mode (1T), in Fig. 2.3, the pressure amplitude is
significantly larger near the backplane than in the vicinity of the injection
plane. This is indeed observed in the experiments.

e For the 1T1L mode, the amplitude is more important near the injection
plane. In the axial direction, the pressure antinode is shifted towards
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the chamber endplane. As a consequence, one expects that the pressure
transducers HF1 and HF3 will be in phase and HF2, HF4 and HF5 will
also be in phase but these two groups will be out of phase.

e For the higher frequency transverse modes, it will be more difficult to pre-
dict the pressure transducers phase pattern. Pressure antinodes approach
each other as frequency increases and the uncertainty in the relative po-
sition of the pressure transducers with respect to the modal distribution
is augmented.

2.4 Experimental results under subcritical conditions

Results obtained for the first operating point (OP1) appearing in table 2.1
are examined in this section. The mean pressure of 7.5 bar is well below the
critical pressure of oxygen and this substance is injected as a liquid. Mass flow
rates of nitrogen, liquid oxygen and helium are respectively 80 g/s, 100 g/s
and 15 g/s. The quality of break-up and primary atomization in shear coaxial
injectors is commonly characterized by the gas to liquid momentum flux ratio
J = pgvg / pw?. For this operating point, J = 4.1, which corresponds to a

relatively poor atomization process.

2.4.1 Operation Without Modulation (OWM)

It is logical to first examine experiments without external modulation (OWM)
in which the actuator is removed. In this test, the shutter speed for the SA1
and the APX cameras were respectively of 1/120000 s and 1/70000 s (smaller
than the values used later on). Because of this choice, one cannot distinguish
droplets and the liquid inclusions are slightly blurred.

Due to the low value of the momentum flux ratio J, the intact core length is
important and the visualization window is too short to observe the complete
atomization process. Droplets are extracted out of the jet (Fig. 2.4) but the jet
itself is only destabilized at a distance of approximately 17 diameters from the
liquid injector exhaust.

2.4.2 Linear Frequency Modulation (LFM)

During the linear frequency sweep (LFM), the pressure amplitude signals are
highly variable as shown in Fig. 2.5 (a). To identify the eigenfrequencies, one
uses a short time Fourier analysis as already proposed in chapter 1 and exem-
plified in Fig. 2.5 (b). This figure displays the spectral content of the signal
detected by the HF2 sensor as a function of time. The horizontal and vertical
axis correspond to time and frequency respectively while the color contours rep-
resent the amplitude of the short time Fourier transform of the signal recorded
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Figure 2.4: Backlighting images of the five jets without modulation - (left) Fastcam
SA1 camera - (right) Fastcam APX camera.

by a pressure transducer. In this graph the main straight line defines the lin-
ear frequency sweep, and the red areas correspond to frequencies where the
chamber resonates. Six peaks emerge well above the background noise.
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Figure 2.5: (a) Time recording of the LEM test - (b) Periodogram obtained by post-
processing the HF2 response during the LFM.

Modal identification then relies on an examination of the phase difference be-
tween the pressure transducers. Signals displayed in Fig. 2.6 (a) correspond to
a frequency of 600 Hz. Pressure transducers HF'1, HF3 and HF5 are in phase,
HF2 and HF4 are also in phase and their phase is opposed to that of HF1,
HF3 and HF5. This behavior is expected from the first transverse mode (1T).
Numerical calculations, reported in section 3, indicate that the frequency of the
1T mode at operating point 1 (OP1) should be 699 Hz (see table 3.4), which is
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in reasonable agreement with the value obtained here, given the uncertainty on
the speed of sound, geometry and boundary conditions used in the simulation.
It is interesting to examine the relative amplitudes recorded by the pressure
sensors. The level at HF'5, near the chamber endplane, is much more impor-
tant than that detected by the other transducers. The amplitudes at HF3 and
HF4 are also more important than those prevailing at HF1 and HF2. These
features give an idea on the mode shape which is in good agreement with the
numerical distribution of the 1T mode displayed in Fig. 3.3 (a).

Fig. 2.6 (b) displays signals recorded at 840 Hz. HF1 and HF3 are in phase,
HF2, HF4 and HF5 are in phase and the two groups are out of phase. Consid-
ering the modes plotted in Fig. 2.3, this configuration corresponds to the 1T1L
mode (Fig. 2.3 (b)). The predicted frequency was 813 Hz, which is close to the
eigenfrequency deduced from the short time Fourier analysis thus confirming
that this peak corresponds to the 1T1L mode.

Identification based on the phase difference of the transducers becomes more
difficult for higher order modes, because the uncertainty on the sensor positions
with respect to the nodal lines of the pressure distribution corresponding to the
1T2L, 1T3L and 1T4L modes increases. For example, in Fig. 2.6 (c), the signal
recorded by HF5 barely oscillates, indicating that this transducer is located
near a pressure node. It is still possible to verify that the phase differences are
consistent, but it is more convenient to base the modal identification on the
calculated eigenfrequencies. Table 2.3 gives firor = 1093 Hz, fi73;, = 1415 Hz
and firar, = 1706 Hz. Signals plotted in Fig. 2.6 (c), (d) and (e) are recorded at
f = 1140 Hz, 1370 Hz and 1630 Hz, which are close to the calculated frequency
values. Table 2.4 allows a direct comparison between experimental frequencies
and values estimated with AVSP.

mode 1T 1T1L 1T2L 1T3L 1T4L
Num 652 Hz 819 Hz 1093 Hz 1296 Hz 1557 Hz
Exp 600 Hz 840 Hz 1140 Hz 1370 Hz 1630 Hz

Table 2.4: Comparison between experimental and numerical eigenfrequencies obtained
for operating point OP1.

The amplitude of the eigenmodes, displayed in Fig. 2.6, varies from 0.6 bar to
1.7 bar depending on the eigenmode and on the transducer. This corresponds
to an intense acoustic fields (1.7 bar of amplitude corresponds to 195.6 dB).
This last value, compared to the mean pressure of the chamber (7.5 bar) yields
a relative modulation amplitude of 22.7% , which is of the same order of mag-
nitude as levels observed in rocket engines undergoing combustion instability.
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Figure 2.6: Records of the five pressure sensors obtained by zooming on the peaks
determined in the LFM test - (a) 600 Hz (1T mode)- (b) 840 Hz (1T1L mode) - (c)
1140 Hz (1T2L mode) - (d) 1370 Hz (1T3L mode) - (e) 1630 Hz (1T4L mode).

2.4.3 Continuous Wave Modulation (CWM)

The continuous wave modulation test case described below corresponds to the
1T1L mode (840 Hz). The response is not as important as that of other modes
identified previously, but its spatial structure is well defined. The backlighting
results for the SA1 camera are shown in Fig. 2.7. Fig. 2.8 provides a close-
up view of the central jet for the same instants. These last data have been
obtained with the APX camera. The jet motion is cyclic. Since the cameras
operate at 24 kHz, they record more than 28 images per period, which is more
than sufficient to describe the motion.

Each jet behaves like a “flag", flapping in space with an increasing amplitude.
The amplitude of oscillations measured from these images reaches approxi-
mately six liquid jet diameters (6 dro.). Droplets formed at the end of the
core are distributed sideways with great momentum, enhancing mixing, and
reducing the core length to about forteen liquid jet diameters (14 dro,). This
produces a nonuniform pattern of droplets in the chamber. Since the jets are
parallel, when they are all submitted to a velocity directed towards the top of
the chamber (Fig. 2.7 (a) and 2.8 (a)), an amount of oxygen is accumulated
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Figure 2.7: Backlighting images of the five jets submitted to a 1T1L mode (840 Hz)
at two instants of a period, obtained with the Fastcam SA1 camera - (a) ¢ =0 - (b)

¢ =m/2.

(a)

Figure 2.8: Backlighting images of the central jet submitted to a 1T1L mode (840
Hz) at two instants of a period, obtained with the Fastcam APX camera - (a) ¢ =0 -

(b) ¢ =m/2.
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in this region while less oxygen is available in the bottom part. The organized
motion associated with the transverse acoustic modulation is best visualized
by forming phase average images (Fig. 2.9). These images clearly exhibit the
nonuniform pattern of liquid droplets formed by the transverse modulation.
Since oxygen is the limiting reactant in a rocket engine, this dissymmetry in
the oxygen density field may be of great importance in the instability process.

2.5 Experimental results under transcritical condi-
tions

It is interesting to examine the same processes under transcritical injection
conditions (operating point OP2 in table 2.1). The chamber pressure is set at
55 bar and exceeds the critical pressure of oxygen (p.(O2) = 50.4bar) while the
injection temperature of oxygen is below the critical value T,(O3) = 151.4 K).
Mass flow rates of nitrogen, liquid oxygen and helium are respectively 170 g.s™!,
80 g.s 'and 30 g.s~ 1.

2.5.1 Operation Without Modulation (OWM)

For this set of parameters, the gas to liquid momentum flux ratio is J = 5.1,
which is slightly above the value for the previous operating point. While the two
values of momentum flux ratio are close, Fig. 2.10 indicates that the dense jets
have a different appearance. As the liquid oxygen is injected in a transcritical
state there is no liquid gas interface and the surface tension has vanished.
Atomization is replaced by mass transfer from the dense oxygen core at low
temperature to the surrounding stream at a higher temperature. The rate of
transfer is governed by the amount of surface separating the dense and lighter
fluid and by the local strain rates. The length of the dense core is reduced
in this case indicating that the transfer process is more intense than in the
subcritical case.

2.5.2 Linear Frequency Modulation (LFM)

The linear frequency modulation test is used to determine the resonant frequen-
cies of the system. The temporal response is plotted in Fig. 2.11 (a), and the
short time spectral analysis of the HF5 transducer is displayed in Fig. 2.11 (b).
Four spectral peaks emerge from the background noise.

These peaks can be associated to the chamber eigenmodes by considering the
phase and amplitude differences between the pressure sensors located on the
upper and lower walls as done previously. The signals in Fig. 2.12 - (a~d) respec-
tively correspond to the 1T, 1T1L, 1T2L and 1T3L modes. The corresponding
frequencies are (720, 970, 1340 and 1640 Hz) which are close to values predicted
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(h)

Figure 2.9: Phase conditioned average backlighting images of the five jets submitted
to a 1T1L mode (840 Hz) at eight instants of a period, obtained with the Fastcam SA1
camera. Approximately 100 images are summed to form each each phase conditioned
image - (a) ¢ =0 - (b) ¢ =m/d - (b) p=m/2-(b) ¢ =3m/4-(b)d=m-(b)
¢p=5m/4-(b) p=3mw/2 - (b) p="Tn/4.
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(a) (b)

Figure 2.10: Backlighting image of the non-modulated jet (OWM) at operating point

OP2 - (a) Instantaneous image. Ozygen is injected in a transcritical state, there are
no droplets - (b) Average image.
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Figure 2.11: (a) Time recording of the LFM test - (b) Periodogram obtained by
post-processing the LFEM data.
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Figure 2.12: Recording of the five pressure sensors obtained by zooming on the peaks
of the LFM test - (a) 720 Hz (1T mode)- (b) 970 Hz (1T1L mode) - (c) 1340 Hz
(1T2L mode) - (d) 1640 Hz (1T3L mode).

numerically (778, 971, 1299 and 1545). The comparison between experimental
and numerical results is shown in table 2.5.

mode 1T 1T1L 1T2L 1T3L
Num 778 Hz 971 Hz 1299 Hz 1545 Hz
Exp 720 Hz 970 Hz 1340 Hz 1640 Hz

Table 2.5: Comparison between experimental and numerical eigenfrequencies obtained
for operating point OP2.

In Fig. 2.12 (a), the signals are similar to those observed at 7.5 bar. The level of
the HF5 transducer is more important than that detected by the other sensors,
indicating that the acoustic amplitude near the endplane is stronger than near
the injection plane, which is in agreement with numerical results. A difference
with previous measurements is that the broadband noise level is augmented.
This is due to the higher mass flow rates used in the present case. The structure
of the 1T1L mode is well identified in Fig. 2.12 (b), with a phase pattern in
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Figure 2.13: Phase average backlighting images of the five jets submitted to a 1T1L

mode (970 Hz) at eight instants of a period, obtained with the Fastcam APX camera.
Approximately 100 images are used to form each phase conditioned image - (a) ¢ =0

(b)) S =m/A- (b) 6=/2 - (b) 6 =3m/A- (b) p=m - (b) 6 =5n/d- (b) 6 =32
- (b) ¢ =Tr/4.

() (8) (h)

which HF1 and HF3 are out phase with respect to HF2, HF4 and HF5.

The response reaches 4 bar in amplitude, corresponding to extremely high
acoustic levels. However, this is less than 20% of the mean chamber pres-
sure. It is found that the amplitude of the acoustic perturbation does not scale
like the mean pressure in the chamber but rather as a function of the mass flow
rate which is being modulated. For OP2, the mass flow rate is only multiplied
by 2 compared to OP1. The acoustic response is also multiplied by a similar
factor.

2.5.3 Continuous Wave Modulation (CWM)

The continuous wave modulation test corresponds to the resonant frequency of
the 1T1L mode (970 Hz). The effect of acoustics on the jet is visualized by
taking phase averages of the high speed camera images. The averaged cycle of
oscillation is shown in Fig. 2.13. Compared to the mean shape of the jet in the
absence of modulation (Fig. 2.10), the dense core length is not much modified.
However, the jet oscillates in the transverse direction, which changes the oxygen
distribution. One can see that the jet shape is modified by the stresses imposed
by acoustic velocity and that dense pockets of oxygen are shed away from the
jet (images (c), (d) and (e)).

In the case of a mixing layer between two fluids of very different densities, it is
known (Villermaux 1998) that the group velocity of flow perturbations can be
estimated by:

v, = VPa% VP (2.1)
SN
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Together with the frequency of modulation (970 Hz), this gives a typical wave-
length for the jet motion induced by the acoustic field of A = v./f ~ 5 mm.
In the frames shown in Fig. 2.13, the first wavelength can be measure and one
finds A &~ 8 mm, which is close to the expected value. Downstream, near the
end of the core, the wavelength increases due to the gaseous jet influence.

2.6 Conclusions and perspectives

Experiments have been carried out to study the influence of high amplitude
acoustic perturbations on cryogenic jets formed by shear coaxial injectors. The
configuration includes five jets formed in a rectangular chamber equipped with
quartz windows and pressure transducers. A novel modulator (VHAM) de-
signed to create intense acoustic fields, is employed to generate relative pressure
fluctuations p’'/p of the order of those found in real engines when instabilities
occur. Results are reported for cold flow injection and two operating pressures,
the first (7.5 bar) is well below the critical value of oxygen while the second
(55 bar) is above that value. The dynamics of flow is examined by first run-
ning the facility without modulation. A linear frequency sweep (LFM) is then
used to determine the resonant frequencies and identify the excited modes. The
third case is carried out by imposing a continuous wave modulation at one of the
eigenfrequencies determined in the second step. Wave amplitudes created by
the VHAM reach expected values (p'/p > 20%). The structure of the acoustic
field in the chamber determined experimentally corresponds to that calculated
by solving the Helmholtz equation for a uniform speed of sound. The compari-
son between experimental signals and predictions allows a reliable identification
of the successive modes and improves the signal interpretation. The dense jet
break-up and atomization is modified by the acoustic field as deduced from
backlighting technique and two high speed cameras. It is found that the core
length is reduced by a large amount and that the jets are set in a large scale
group motion imposed by the acoustic velocity field. This produces a periodic
nonuniformity of the oxygen content in the chamber. This can be considered as
one of the mechanisms driving combustion instabilities. These cold flow tests
also indicate that the VHAM will give valuable information on the coupling
between cryogenic flames and transverse modes under hot fire conditions. This
is investigated in the next chapter.



Chapter 3

Dynamics of cryogenic flames
submitted to high amplitude
acoustic waves

In this chapter, cryogenic (liquid and transcritical) flames are submit-
ted to high amplitude transverse waves, leading a step closer to real
engine conditions. Two high speed cameras are used to study time re-
solved dynamics of the dense oxygen (backlight) and heat release (CH*
emission) in the chamber. Acoustic modes are determined numerically
and experimentally using the same procedure as the one described in
chapter 2. During most responding test cases, extreme acoustic ampli-
tudes are reached (9 bar for a mean pressure of 26 bar). This response
goes along with a modification of the flames’ shape, as the flames become
significantly shorter. The wall temperature increases, and flames oscil-
late in the transverse direction. An asymmetry of the combustion area
and of the acoustic mode is also observed. These features are thought to
be consistent with what occurs when a rocket engine becomes unstable.
Using these observations, a mechanism involving the effect of acoustics
on atomization and the flame transverse motion is built. Its relevance in
the representation of combustion instabilities is discussed in subsequent
chapters.

3.1 Introduction

Experiments reported in this chapter were carried out on the cryogenic com-
bustion test facility “Mascotte" of ONERA, already described in the previous
chapter. Nitrogen injected for the previous experiments is now replaced by
gaseous methane.
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The Multiple Injector Combustor (MIC) is used to gather information on high
frequency combustion dynamics and combustion acoustic coupling. Previous
work (Richecoeur 2006) has already shown an influence of acoustic modes on
flame structure, but the oscillation level, which reached in one case about 8% of
the chamber pressure, was too weak to represent conditions prevailing in rocket
engine thrust chambers undergoing high frequency instability conditions. This
led to the development of the Very High Amplitude Modulator (VHAM), a
new modulation system which could generate higher acoustic amplitudes under
resonant conditions. The concept and some applications of the VHAM under
cold flow conditions are described in previous chapters. The VHAM is now
used under hot fire conditions to generate transverse modes and analyze their
impact on flame dynamics.

The influence of several parameters is investigated, by varying the mean pres-
sure and momentum flux ratio, and by scanning different eigenmodes. The
first objective is to link the flame dynamics to the acoustic modes. This is ac-
complished by examining pressure sensor signals, photo-multiplier signals and
images recorded by two high speed cameras. These data are complemented by
images of the mean flame shape under acoustic modulation as observed with an
intensified ICCD camera operating at a low frame rate. It is shown that com-
bustion dynamics are linked to the break-up and atomization processes when
the mean pressure is below the critical value (p < p.(O2)) and to the mass
transfer process from the high density oxygen jets when the mean pressure
exceeds the critical value.

3.2 Diagnostics and experimental procedure

The study of high frequency combustion dynamics requires a combination of
sensors and imaging methods discussed in the next subsection. These tools
are exploited in an experimental procedure including linear frequency sweep
experiments which are mainly used to identify the eigenmodes of the system
and continuous wave modulation tests at the various resonant frequencies. This
procedure is explained next.

3.2.1 Diagnostics

The Multiple Injector Combustor (MIC) shown in Fig. 3.1 (a) is equipped
with five pressure sensors located on the top and bottom walls of the chamber.
These sensors operate in the dynamic mode to record the unsteady variations
of pressure. The signals detected by the wall sensors can be used for modal
identification. One pressure sensor, set in steady mode, provides the mean
pressure in the chamber. Another one, located in the liquid oxygen injection
dome, aims at identifying the possible coupling between the chamber and the
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LOx dome. The mean temperature in the chamber is measured by a type K
thermocouple inserted in the bottom wall of the chamber. All the dynamic
pressure sensors are sampled at a rate of 40 kHz. The mean pressure sensor
and the thermocouple are recorded at 10 kHz.

HMI
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Figure 3.1: (a) Combustion chamber equipped with the VHAM actuator and five
pressure transducers. HF1, HF3 and HF5 (odd numbered sensors) are placed on the
upper wall. HF2 and HF4 (even numbered sensors) are located on the lower wall -
(b) Top view of the optical diagnostics arrangement. HMI designate continuous light
spots. The photomultipliers PM1 and PM2 (PMs on the scheme) are located on a
vertical line and point towards the injection plane.

Fig. 3.1 (b) shows a top view of the optical diagnostics arrangement. This
includes three cameras and two photo-multipliers. The Photron Fastcam SA1
camera operates at a frame rate of 24 kHz. This camera provides a view of the
complete combustion chamber with an image size of 576 x 400 and a resolution
of 263 pm/pixel (38 pixel /cm). It is equipped with a Nikkor lens of 105mm and
a CH* filter. It is known that the filtered signal can be linked to heat release
rate but the relationship is less well established than in the premixed case. The
other high speed camera, the Photron Fastcam APX, also operates at 24 kHz
and is synchronized with the Fastcam SA1. It focuses on the central jet. The
image size is 512 x 128 and the resolution is 204 pm/pixel (49 pixel/cm). This
camera is equipped with a Nikkor telephoto lens (80 — 200mm, set at 200mm),
and operates in a backlighting mode to locate the position and dynamics of the
dense oxygen jet, droplets or packets. Light is emitted by the HMI spot located
in front of the cameras (Fig. 3.1 (b)). As already mentioned in chapter 1, images
obtained in this way may be difficult to interpret quantitatively because the
effect of the dense fluid on the light intensity is integrated along the line of
sight. It should be noted that the SA1 camera detects a part of the white light
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emitted by the spot, even when a filter is used to isolate the light emitted by
CH* radicals. To avoid an important bias, a careful setting of the imaging
diagnostic is needed and requires a trade-off between two opposing goals. On
one hand, when the spot light is intense, the backlighting results are suitably
contrasted but the CH* emission recorded by the SA1 camera is perturbed
by the contribution of the white light near the CH* wave length. On the
other hand, when the spot light is weaker, the flame contrast recorded by the
SA1 camera is good, yet the liquid jet can barely be distinguished in images
obtained by the APX camera. A trade-off, involving the intensity of the HMI
spot, exposure time and aperture of the cameras, must be found. Since this
trade-off strongly depends on the mean light emitted by the flame, which is
difficult to predict, it is necessary to adjust the light level by a trial and error
process, which depends on the operating point characteristics.

Considering the important flux of data when the cameras are operating at 24
kHz, the recording time is limited, at a typical value of 1 s (which corresponds
to 24000 images).

An intensified camera (ICCD), providing a high dynamic range (16 bit), is also
used. The field of view contains major parts of the chamber. It is equipped
with a Nikkor UV lens of 105 mm and with an OH* filter (88SA). The OH*
emission of a flame can also be linked with the heat release. In the present
case, the critical benefit of the OH* peak compared with the CH* peak is that
its wavelength is located in the near UV of the light spectrum. The white
light created by the HMI has a negligible contribution in the UV range of the
spectrum, and no interferences are observed between the two diagnostics. The
ICCD camera operates at a low rate (approximately 15 Hz) and cannot be used
to study the dynamics of the process. Because this camera operates during the
entire test case it provides interesting information on the mean shape of the
flame during the linear sweep tests.

At this point it is interesting to see if the different optical diagnostics yield
consistent data. This is done by comparing the high dynamic range OH* images
obtained with the ICCD camera and the high speed CH* data obtained with
the SA1 camera (Fig. 3.2). In general, images obtained at the same instant are
quite similar, with only minor differences. There is a slight difference in axial
size due to the fact that the ICCD camera is perpendicular to the combustor
axial plane, whereas the SA1 observes the chamber with a finite angle. The
injector near field is less well observed by the SA1 camera. The perspective is
also modified and the flames seem shorter in the SA1 images. Except for these
differences, results are in agreement. The OH* and the CH* emission regions
have similar structures.

In addition to high speed images it is interesting to record time resolved signals
corresponding to free radicals emitted from the flames. This is accomplished
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Figure 3.2: ICCD (a) and SA1 (b) images taken at the same instant. The flame
structure is similar, which establishes consistency between the two diagnostics. (PF}
operating point, in the absence of external modulation (OWM).

with two photo-multipliers (PM), equipped with OH* filters: PM1 detects OH*
radiation from the upper part of the chamber while PM2 records OH* radiation
from the bottom part. This arrangement is used to obtain the time evolution
of heat release in the transverse direction of the chamber, which plays a key
role in the understanding of HF coupling between combustion and transverse
modulations. A spatial filter, reducing the solid angle, is set so that the up-
per PM does not detect light emitted from the bottom of the chamber, and
vice versa. In Fig. 3.1 (b), the photomultipliers are oriented to record light
originating from the injector nearfield. This arrangement is more suitable than
the one in which the PM couple is oriented in the downstream direction be-
cause important variations of the flame length under strong modulations have
a direct impact on the signal level recorded by the system. In some tests, the
signal completely disappears when the flames are made shorter during strong
acoustic coupling. After several trials, it was found that observation of the
injector nearfield was less affected by the changes in flame length and provided
a suitable signal level. The PM signals are recorded at a rate of 40 kHz, during
the whole hot fire test.

3.2.2 Experimental procedure

The experimental procedure is specifically designed to study the coupling of
transverse acoustic modes and multiple cryogenic jet flames. To obtain the
largest amplitudes, it is important to identify the resonant modes of the system.
As in chapter 1 and 2, the method consists of imposing a constant acceleration
to the wheel to obtain linear frequency modulation (LFM). The frequency is
swept linearly in a range which contains the expected eigenfrequencies. Sig-
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Fastcam SA1l ‘ ‘

Image size [576 x 400] pixels
Resolution 263 pm/pixel
Lens Nikkor 105mm
Aperture F/2.8
Shutter speed 1/362000s
Frequency 24 kHz
] Fastcam APX ‘ ‘
Image size [512 x 128| pixels
Resolution 204 pm/pixel
Lens Nikkor 200mm
Aperture F/5.6
Shutter speed 1/150000s
Frequency 24 kHz

Table 3.1: Camera settings.

nals recorded by the pressure transducers are then processed to determine the
short time spectral content and identify the eigenmodes, which correspond to
the maximum frequency response. In contrast with previous experiments the
wheel must be in rotation when combustion is initiated. This is so because
the burnt gases exhausted by the nozzles induce heat fluxes which can only
be dissipated by the wheel in motion. During the design process, it has been
shown that forced convection due to rotation was necessary to keep an accept-
able temperature. Values of the system eigenfrequencies identified in the first
stage are then used in continuous wave modulation (CWM) tests in order to
study combustion dynamics under resonant conditions.

It is also important to use baseline operating conditions to examine combustion
in the absence of modulation. In the present configuration this is not easy to
obtain because the VHAM has to be removed and the nozzle throat diameter
has to be modified to keep the same mass flow rate.

The different types of modulation are applied to the five operating points under
investigation, designated as PF1 to PF5. Injection conditions have been chosen
to study the influence of flow parameters such as mean pressure, momentum
flux ratio J = pCH4U%H4/pLO$v%Ox and mixture ratio F = oz /mcms. One
of these points is defined to allow for comparison with results obtained during
previous hot fire tests carried out on the Mascotte facility. The flow parameters
corresponding to the five operating points are gathered in Table 3.2.

During the hot fire tests, the modes observed for the different operating points
were quite similar, whatever the injection conditions, and this was confirmed
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Points P, E J
PF1 1 MPa 1.3 5
PF2 | 2.6 MPa | 1.33 2
PF3 | 2.6 MPa | 1.33 6
PF4 | 59 MPa | 1.13 | 3.8
PF5 | 5.5 MPa | 1.13 | 11.3

Table 3.2: Operating points studied during the hot fire tests. Three mean pressures
are investigated. The difference between PF2 and PF3 and between PF4 and PFJ5 is
the momentum flux ratio J. For all tests, the mixture ratio E is kept nearly constant.
Injection temperature for methane and liquid oxygen are also kept constant at Tom, =
280 K and Tpo, = 80 K respectively.

later during the post-processing period. By comparing information obtained
for the different operating points and numerical estimates, it was possible to
precisely identify the various modes. It was decided to adopt a standard desig-
nation of the various spectral peaks determined in these experiments:

e Spectral peak one (SP1), refers to the first strong resonance observed
during the linear frequency modulation (LEM). This corresponds to the
first transverse mode (1T).

e Spectral peak two (SP2) is the second peak observed during the LFM.
This has been identified to correspond to the coupled transverse and
longitudinal mode (1T1L).

e Spectral peak three (SP3) is the third peak observed during the LFM.
This peak is not present for all operating points, for reasons discussed
later. It refers to the second longitudinal mode (2L).

e Spectral peak four (SP4) is the fourth peak observed during the LEM. It
is also a coupled transverse and longitudinal mode (1T2L).

3.3 Numerical simulation

The modal analysis of the chamber is an important step in the interpretation
of the following experimental data. Eigenmodes and eigenfrequecies are deter-
mined numerically with AVSP. The geometry is the same as that described in
section 2.3. It is first necessary to determine flow parameters in the combustion
chamber. Resonant frequencies and pressure distributions are discussed next.
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3.3.1 Thermodynamic conditions in the chamber

Table 3.2 defined injection conditions. To obtain the hot gases composition, one
first establishes the mixture composition and temperature before combustion,
as already described in the cold flow experiments. An enthalpy balance defines
these initial conditions. Composition and adiabatic temperature of the burnt
products are determined in a second step.

Calculations are carried out for PF1, PF2-3 and PF4-5 (the injected mass flow
rates are identical for these operating points).

Adiabatic temperature, sound velocity and main species mass fraction for the
final mixtures are gathered in table 3.3.

Operating point | Tpq (K) 0% W (gmol ™) | p(kgm™3) | ¢ (ms™1)
PF1 1280 1.32 12.1 1.15 1079
Yoru, | Ymo Yco, Yco Y,
1.37 9.5 7.2 71.9 10
Operating point | Tpq (K) v W (gmol™) [ p(kgm™3) | ¢ (ms1)
PF2 and PF3 1480 1.31 12.5 2.7 1130
You, | Ym0 Yoo, Yoo Y,
%) 031 | 13.6 7.3 69.6 9.2
Operating point | T,q (K) 0% W (gmol™t) | p(kgm™3) | ¢ (ms~!)
PF4 and PF5 1354 1.29 12.7 6.9 1065
You, | Ymo Yoo, Yoo Y,
%) 76 | 12.1 8 63.8 8.6

Table 3.3: Properties of the final mizture for the 5 operating points.

As already mentioned in the determination of the sound velocity of cold flow
experiments (section 2.3), there are several uncertainties which have an influ-
ence on the final result. The mixture is not homogeneous because liquid oxygen
is distributed in the injection area, helium flows near the walls... This is not
taken into account and the predicted values can only approximately match the
exact values. It is also observed that for some operating conditions, the flames
are not fully contained in the chamber. As a result, the temperature in the
system may be overestimated in these cases.

On the other hand, it is found that sound velocities corresponding to all oper-
ating points belong to a relatively narrow range of values (between 1065 and
1130 m s71). It was therefore felt that the calculations could be carried out for
a single value of the sound velocity ¢ = 1050 m s~!. It is interesting to note

that this value is close to that (c = 1000 m s~!) used by Richecoeur (2006) in
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his doctoral thesis. The objective is to obtain an approximate value of the ex-
pected eigenfrequencies, and determine the corresponding modal distributions
of pressure.

3.3.2 Modal frequencies and spatial distributions

This analysis provides the eigenfrequencies gathered in table. 3.4. These eigen-
frequencies correspond to the spatial pressure distribution, displayed in Fig. 3.3.

mode 1L 1T 1T1L 2L  1T2L
Frequency (Hz) 1383 1897 2334 2651 3153

Table 3.4: FEigenfrequencies calculated using AVSP and a uniform temperature dis-
1

tribution. The sound velocity is ¢ = 1050 m s~

1 )6

() (d)

Figure 3.3: Spatial pressure distributions in the MIC for eigenfrequencies located in
the range of study - (a) 1T mode (1897 Hz) - (b) 1T1L mode (2334 Hz) - (c) 2L
mode (2651 Hz) - (d) 1T2L mode (3153 Hz)

Some important features can be pointed out, as already done in chapter 2.
They are briefly recalled here.

e For the first transverse mode (1T, in Fig. 3.3, the amplitude of the acous-
tic mode is significantly more important near the backplane than in the
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vicinity of the injection plane. This will be observed in the experiments.

e For the 1T1L mode, the amplitude is more important near the injection
plane. Moreover, in the longitudinal direction, the mode is not symmetric.
The pressure antinode located near the injection plane occupies a longer
region compared to those situated near the backplane. Since the window,
in the experiments, aims at visualizing the beginning of the flames, this
would appear like a 1T mode. The response of the HF3 and HF4 sensors
will not be easy to interpret as well. Because these sensors are located
in the middle of the chamber, they will probably be influenced by the
pressure antinodes formed near the injection plane. HF1 and HF3 would
be in phase, and this would be the case for HF2 and HF4.

e For the 1T2L mode (Fig. 3.3 (d)), a clear coupled transverse and longi-
tudinal structure should be observed. All pressure sensors are located in
the vicinty of pressure antinodes.

3.4 Operating point PF1

Injection parameters defining operating point PF1 are gathered in table 3.5.
As shown in this table these conditions are close to those used for operating
point F50-T280 investigated by Richecoeur (2006) in his doctoral thesis which
was found to give rise to a strong response to external perturbations. It is here
used to link the present study to previous work. The most important difference
between these two operating points is that the F50-T280 corresponds to a
configuration with three coaxial injectors instead of five in the current injection
head. This explains why, for nearly the same mass flow rates and mean pressure
the injection velocities are so different. The objective was to keep similar mean
chamber pressure, mixture ratio £ and momentum flux ratio J. The exhaust
nozzle diameters is limited by the teeth size (11.25 mm) in the rotating wheel.

Points P, E J
PF1 1MPa | 13| 5
F50-T280 | 0.9 MPa | 1.2 | 5.4

Table 3.5: Injection parameters for operating point PF1 (current test series) and
operating point F50-T280 (investigated by Richecoeur (2006)). This operating point
corresponds to a low pressure and an intermediate value of the momentum flux ratio.

Three trials were made during the campaign for PF1. These tests are listed in
table 3.6 and described in the following sections.
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Type LFM CWM1 CWM2
frequency (Hz) 1300 — 3400 2245 —2700 3120

Table 3.6: Types of excitation and corresponding frequencies investigated for operat-
ing point PF1.

3.4.1 Operation under weak modulation (OWM)

The test case without modulation was not carried out for this operating point
to diminish the number of hot fire experiments. However, it was considered
that information on the baseline operation (OWM) could be obtained from
the LFM test in a range where the acoustic modulation is weak and the flame
hardly responds to the low level of external forcing. These conditions are par-
ticularly well fulfilled in the beginning of the linear sweep, when the frequency
is below 1400 Hz. Figures 3.4 (a) and (b) show the temporal evolution of the
pressure during the sweep and the related time-frequency diagram, obtained
by short time Fourier processing of the temporal response. The horizontal axis
corresponds to time, while the vertical axis pertains to frequency. At the be-
ginning of the test, the wheel is rotating at 2053 tr min~!, which corresponds
to an excitation at 1300 Hz. At 14.2 s, the sweep starts. The straight line
in the diagram indicates that the frequency is swept linearly. Eventually, the
frequency ramp reaches its final value of 3400 Hz. The wheel rotation rate is
at that point of 5368 tr min—!.
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Figure 3.4: PF! during the LFM - (a) Sensor responses during a frequency sweep.
Four peaks emerge from the background noise - (b) Temporal evolution of HF2 power
spectral density.

To obtain this time-frequency diagram, pressure signals are numerically high-
pass filtered with a cut-off frequency of 400 Hz, and analyzed with the short
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time Fourier transform. Since the sampling frequency is 40 kHz, the highest
frequency which can be resolved is 20 kHz.

Before the beginning of the ramp, the acoustic amplitude is - compared with
what follows - relatively low. In fact, the power spectral density plotted in
Fig. 3.5 in dB, indicates that the amplitude is not negligible. Nevertheless,
during the initial instants the flame modification due to acoustic excitation is
less important.
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Figure 3.5: PF1 at the beginning of the LFM during 0.3 s - Power spectral density.
The amplitude of the modulation is relatively weak, allowing to use this test as a
OWM test. Processing parameters: f, = 40 kHz (frequency of acquisition), 8 Hanning
windows with an overlapping of 2/3, Ay = 3.3 Hz.

Pressure (bar)
1(V)

Pressure (bar)

15.5465 15.547 15.5475 15.548 15.5485 15.5465 15.547 15.5475 15.548 15 .518502
Time (s) Time (s)
(a) (b)

Figure 3.6: PF1 at the beginning of the LFM - (a) Response of the HF transducers
- (b) Near injection pressure sensors HF1 and HF2 plotted with the PM signals - The

excitation frequency appears, but the amplitude is low, which confirms that this part of
the test can be used as a OWM test.

Fig. 3.6 shows the filtered signals recorded by the photo-multipliers when the
modulation is still weak. An oscillation, at the frequency of excitation, is
noticeable. The relative fluctuation of light intensity Gy = I'/I is low and
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G =~ 2%, for both photo-multipliers. This value is small enough to consider
that the flame develops freely. One can study the related flame structure and
consider that it corresponds to the baseline case.

Figure 3.7: (a) F50-T280 operating point (Richecoeur 2006) - Instantaneous OH*
emission (ICCD camera) - (b) PF1 at the beginning of the LFM - Instantaneous OH*
emission (ICCD camera).

(a)

Figure 3.8: (a) F50-T280 operating point (Richecoeur 2006) - Average OH* emission
image (ICCD camera) - (b) PF1 at the beginning of the LFM - Average OH* emission
(ICCD camera,).

Fig. 3.7 shows an instantaneous image recorded by the ICCD camera. Images
gathered during the time interval extending from 13 to 17 seconds corresponding
to a low level of pressure amplitude have been averaged (Fig. 3.8). The flame
length is important, and the window is not sufficiently long to visualize the total
combustion area. In general, the flames are quite similar to those observed
by Richecoeur. The backlighting images recorded by the APX camera give
indications on the atomization process and its dynamics. The frame rate of
24 kHz is sufficiently high and droplets can be followed through several images.
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One of them is shown in Fig. 3.9. The blurred area at the beginning of the jet
is due to condensation created during the flame initiation process. This region
is also blurred for every ICCD frame of this test case. Here, the flames can
hardly be distinguished, thanks to the filter used with the APX camera and
because the spot light is intense.

Figure 3.9: PF1 at the beginning of the LEM - Image of the liquid jet recorded by the
APX camera. The blurred area in the left part of this image is due to condensation.
Formation of droplets can be observed in the second part of the jet.

This baseline case indicates that injection conditions are not favorable to at-
omization and the flame extends beyond the window boundary. It also seems
that the mass flow rates delivered through injectors 1, 2 located in the top
part of the chamber and by the central injector are less important. It has been
observed during cold flow tests that the liquid jet length was shorter for these
injectors. This point would necessitate further investigations.

3.4.2 Linear frequency modulation (LFM)

The remaining part of the LFM test is examined in what follows. Fig. 3.4
shows four resonant peaks which clearly emerge above the background noise.
The amplitude of these peaks are somewhat similar, but they do not have
the same characteristics. For example, the first peak is characterized by an
intense response of HF5 but a weaker response of the other sensors. It is then
interesting to analyze this feature as will be done later. The relative amplitude
detected by the pressure sensors is influenced by the eigenmode being excited,
mean flame shape, flame dynamics and evolution of the acoustic mode during
the test. The characteristics of the various peaks described in what follows are
retrieved in other hot fire tests which generalizes the discussion.

Fig. 3.10 shows frames recorded by a DV control camera. These images give a
good idea of the experimental configuration and of the way the flame structure
is modified by the acoustic field. The different flame patterns are discussed in
the following sections.

First spectral peak (SP1) A first maximum is obtained for an excitation at
1770 Hz. The amplitude of the pressure oscillation at transducers HF1 to HF4 is
relatively weak and the signal contains an important first harmonic component
of the excitation frequency. The response measured by HF5, located near the
exhaust nozzles is stronger with an amplitude of 1.7 bar (=~ 17% of the chamber
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(©)

Figure 3.10: PF1 during the LFM - (a) Beginning of the LFM (OWM) - (b) First
Spectral Peak (SP1) - (¢) Second Spectral Peak (SP2) - (d) Fourth Spectral Peak (SP4).

mean pressure). The modal amplitude increases and decreases rapidly, as can
be seen in Fig. 3.12 (a). The impact on the flame structure is quite significant,
as shown in Fig. 3.12 (b). The signal amplitude detected by HF5 rises sharply
when the modal frequency is approached. The time to establish a new regime
of combustion is relatively short (less than the time period between two ICCD
frames, 1/15 s ~ 60 ms). Photomultipliers PM1 and PM2 are out of phase
(A¢ ~ 7) indicating that heat release is oscillating in the transverse direction.
Considering numerical results obtained with the acoustic solver, this modal
resonance is close to that expected for the 1T mode. One of its salient char-
acteristics is that the amplitude near the exhaust plane is more important,
which agrees with calculations. However, the phase difference between the HF
sensors does not clearly demonstrate that the oscillation corresponds to the
first transverse mode. Other operating points investigated in what follows will
consolidate this interpretation.
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Pressure (bar)
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Figure 3.11: PF1 during the LFM at SP1 (f =1770 Hz) - (a) Response of the HF
transducers - (b) Near injection pressure sensors HF1 and HF2 plotted with the PM
signals.
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Figure 3.12: PF1 during the LFM at SP1 (f =1770 Hz) - (a) Response of the HF
transducers signals near the spectral peak - (b) Instantaneous OH* emission of the
flames excited near the peak.
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Second spectral peak (SP2) The associated frequency is now 2200 Hz.
This mode has a transverse structure: HF1 and HF3 are in phase, HF2 and
HF4 are are also in phase but their phase is opposed to that of HF1 and HF3.
The HF5 sensor gives an information which is more difficult to interpret. It is
almost in phase with HF2 and HF4.The amplitude of all transducers pressure
transducers have nearly the same levels. The photomultiplier signals are in
phase opposition. HF1 and PM1 are in phase, HF2 and PM2 as well, which is
a strong evidence of a transverse structure. The relative intensity level reaches
a value G ~ 20%. The pressure in the injection dome only weakly oscillates
indicating that the coupling between the chamber and the feed system does not
intervene in the driving process.

The previous clues indicate that the situation is close to that shown in Fig. 3.3 (d)
for the 1T1L modal structure. Indeed, one expects that HF5 is in phase with
HF2 and HF4. The couples HF1-HF3 and HF2-HF4 are in phase because the
pressure antinode regions begining at the injection plane extend over a long
distance, in relation with the chamber geometry.

The flame structure corresponding to this pressure distribution and frequency
is shown in Fig. 3.14. The flames markedly differ from those observed so far.
The configuration ceases to be symmetric. In the upper part of the chamber,
the flames are short and they are directed downwards. Because this mode is ex-
cited during a fairly long time interval, it is possible to obtain an average image
by summing six ICCD images. The transient regime is quite long: five ICCD
frames (0.33 s) describe how the flames progressively become more compact
and point downwards. As the flames become quite short they are essentially
modulated by the initial transverse modal structure established near the in-
jection plane and are not sensitive to the phase changes taking place further
downstream in the chamber.

The pressure evolution obtained when the modulation frequency is close to the
second spectral peak eigenfrequency shown in Fig. 3.15 has an interesting fea-
ture. When the frequency of modulation imposed by the rotating wheel differs
from the eigenfrequency of the chamber, an oscillation in amplitude is observed
by the various transducers. This gives rise to a beat between the frequency of
modulation and the eigenfrequency, the frequency of which is approximately
40 Hz. This influences the flames shapes recorded by the ICCD camera. The
flame length oscillates in response to the beating process.
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Figure 3.13: PF1 during the LEM at SP2 (f = 2200 Hz) - (a) Response of the HF

transducers - (b). The pressure sensors HF1 and HF2 located near the injection plane
are plotted with the PM signals.

Figure 3.14: PF1 during the LFM at SP2 (f = 2200 Hz) - (a) Instantaneous OH*
emission of the flames - (b) Average OH* emission image obtained by summing 6
successive ICCD images. Flames are compact, they are directed downwards and the
distribution of light emission is asymmetric.
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Figure 3.15: PFI during the LFM at SP2 (f = 2200 Hz) - Frequency beat observed

after the second peak. The low frequency oscillation of amplitude (~ 40 Hz), which
appears similarly on all the sensors, is characteristic of a beating.
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Third spectral peak (SP3) The third spectral peak found at a frequency
of 2700 Hz, features a complex structure during the frequency ramp. The
transducers do not respond at the same frequency (Fig. 3.16). The amplitude on
HF1 decreases while the amplitude on HF4 increases. The temporal evolution of
the various signals (Fig. 3.17) cannot be used to precisely identify the eigenmode
corresponding to this third peak but the frequency range matches that of the

2L mode. This point will be examined more precisely in the analysis of the
CWM.

HFs

Pressure (bar)

234 236 238 24 242 244 246 248 25
Time (s)

Figure 3.16: PF1 during the LFM at SP3 (f = 2700 Hz) - Pressure response for

the five HF sensors. The amplitude of the HF'1 signal decreases while that detected by
HF) increases.
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Figure 3.17: PF1 during the LFM at SP3 (f = 2700 Hz) - (a) Response of the HF
transducers - (b) Near injection pressure sensors HF1 and HF2 plotted with the PM
stgnals.
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Figure 3.18: Instantaneous OH* emission of the flames - (a) PF1 during the LEFM
at SP3 (f = 2700 Hz) - Flames are perturbed but not as strongly as for SP1 and SP2
- (b) PF1 during the LFM ot SP4 (f = 3250 Hz).

Fourth spectral peak (SP4) Fig. 3.19 (a) shows that the fourth spectral
peak corresponds to a coupled transverse and longitudinal mode. Considering
the range of frequency, it is likely that this resonance pertains to the 1T2L
mode. The coupling with combustion is illustrated in Fig. 3.19 (b). PM1
does not exhibit oscillations because it is oriented in the downstream direction
and detects very little emission from the shorter flames in the top part of the
chamber (see Fig. 3.18 (b)). The photomultiplier observing the bottom part
of the chamber (PM2), where flames are longer, shows that pressure and heat
release are in phase.

Pressure (bar)
Pressure (bar)

282028 282031 282033 282035 282038 28.2028  28.2031 282033 282035 28 .26:(5)82
Time (s) Time (s)

(a) (b)

Figure 3.19: PF1 during the LFM at SP4 (f = 3250 Hz) - (a) Response of the HF
transducers - (b) Near injection pressure sensors HF1 and HF2 plotted with the PM
stgnals.
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This mode will be studied in the next section as well.

3.4.3 Continuous wave modulation (CWM1)

Two continuous wave (CWM) hot fire tests have been carried out at the nomi-
nal pressure of 10 bar to examine the response at three eigenfrequencies. This
is made possible by changing the frequency in the middle of a test by applying a
short ramp to the wheel. Two frequencies are excited during CWM1: 2245 Hz
(SP2), which was identified as a 1T1L mode and 2700 Hz (SP3), which was
assumed to be a 2L mode. In CWM2, the frequency 3120 Hz (SP4) is investi-
gated.

The time history of the CWMI test case is summarized in Fig. 3.20. When
the system is ignited, the modulation frequency is set to 2245 Hz. This fre-
quency is excited for a short time, then a ramp leads to the second eigenfre-
quency (2700 Hz). Fig. 3.21 (a) shows that the mean pressure was not fully
established during the first continuous wave modulation, indicating that the
transient regime was not terminated. This has the consequence that the flame
geometry (Fig. 3.21 (b)) was not identical to that observed during the LFM
hot fire test. There is no asymmetry in the mean emission pattern and the
flames remain quite long. Nevertheless, the response of the pressure sensors
and images delivered by the two high speed cameras indicate that the system
sensitivity is high.
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Figure 3.20: PF1 during CWM1 (study of SP2 (2245 Hz) and SP3 (2700 Hz) - ((a)
Sensor response - (b) Temporal evolution of the HF2 power spectral density.

The liquid jet, shown in Fig. 3.22, is oscillating in the transverse direction
following the acoustic field.

The effect of the acoustic field on the flames is well illustrated in Fig. 3.23.
It is clear that the fluctuating velocity field associated with the acoustic wave
is responsible for the spatial oscillation of the flames. This in turn increases
the intensity of light emission and augments the level of the volumetric rate
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Figure 3.21: PF1 during CWM1- (a) Evolution of mean pressure - (b) Average OH*
emission of the flames during SP2 (2245 Hz).

Figure 3.22: PF1 during CWMI1 at SP2 (2245 Hz) - Backlighting image obtained
with the APX camera. The liquid jet oscillates due to the acoustic modulation.

of heat release. This quantity is a central factor in the growth of oscillations.
The streak film, dispayed in Fig. 3.24, illustrates the same phenomenon using
a different representation. The method, exploited for example by Tischler and
Male (1956) (see Fig. 3.24 (b)) consists in recording light emitted in a thin
window placed in the axial or transverse direction. Light emitted by combustion
through this window is recorded at a high frequency providing a space-time film
of the light intensity in the interrogation window. During the early period of
combustion instability research (the 1950’s and 1960’s) the method was used
because of technical limitations in experimentation and data acquisition. At
that time, it was not possible to record more than one thin slice of the chamber.
The present data provide more information and it would be possible to define
various types of slices and examine the space time evolution of light intensity
in these image slices. It is informative to use this type of data processing
and compare the streak film obtained in this way with those recorded in the
early days of high frequency combustion instability research and reconsider
the different conclusions deduced from these experiments. This point will be
addressed in the discussion at the end of this chapter (section 3.9).

The structure of the SP3 mode (2700 Hz) was not fully identified during the
LFM hot fire test. The high speed film provided by the SA1 camera provides
further clues. Flames do not oscillate in the transverse direction and essentially
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Figure 3.23: PF1 during CWMI1 at SP2 (2245 Hz) - Instantaneous OH* emission
of the flames at =0 (a) and ¢ =7 (b).

feature a longitudinal motion. The frequency indicates that the motion is prob-
ably associated with the second longitudinal mode (2L) as assumed previously.
The pressure signals (Fig. 3.25), at the end of the excitation, validate this hy-
pothesis: HF1, HF2 (placed near the chamber head) and HF5 (at the end of
the chamber) are in phase, while HF3 and HF4 are also in phase. The two
groups are in phase opposition. In Fig. 3.25 (b), one can see that the two PM
are almost in phase, which is consistent with the longitudinal mode hypothesis.
Fig. 3.25 (c) shows the average OH* emission during the 2L modulation. While
the pressure level at the pressure sensors is strong, the flame structure does not
change much compared to the modulation free case. Transverse modes have a
much more visible influence on the flame structure, a feature which is probably
a key factor in the occurence of combustion instability.
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Figure 3.24: (a) Schematic representation of the visualization window used to syn-
thesize the streak film. The motion of the flames is illustrated by setting side by side
the same streak recorded at successive instants by the SA1 camera (f =24 kHz) - (b)
Streak film obtained at 2245 Hz (SP2) - (c) Typical streak film obtained by Tischler
and Male (1956) for a single injector combustor.
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Figure 3.25: PF1 during CWM1 at SP2 (2700 Hz) - (a) Response of the HF trans-
ducers - (b) Near injection pressure sensors HF1 and HF2 plotted with the PM signals
- (¢) Averaged OH* emission of the flames.
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3.4.4 Continuous wave modulation (CWM2)

A second continuous wave test was carried out at the third spectral peak (SP3,
f = 3120 Hz). Fig. 3.26 provides a map of the pressure response during this
test. Instead of growing, the signal is diminishing during the major part of
the test. At the initial instants (Fig. 3.27 (a)) the pressure sensors indicate
that this mode has a coupled transverse/longitudinal structure. HF1-HF4-
HF5 are in phase, HF2-HF3 are in phase as well, and these two groups are in
phase opposition. High speed films also confirm these modal characteristics by
exhibiting a coupled longitudinal and transverse motion.

Pressure (bar)
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Figure 3.26: PF! during CWM2 at SP3 (3120 Hz) - Evolution of unsteady pressure
during the test.
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Figure 3.27: PF1 during CWM2 at SP3 (8120 Hz) - (a) Response of the HF trans-
ducers - (b) Near injection pressure sensors HF1 and HF2 plotted with the PM signals
- (c) Streak film taken near the injection plane.

The decrease in amplitude during modulation can be explained in various ways.
It is first possible that the Rayleigh source term, which appears in the acoustic
energy balance can be negative and act as a stabilizing term at this frequency
of operation and for this set of injection parameters. This corresponds to an



CHAP. 3 - DYNAMICS OF CRYOGENIC FLAMES SUBMITTED TO HIGH AMPLITUDE ACOUSTIC
WAVES 71

unsteady rate of heat release and an acoustic pressure field which are out of
phase. A second explanation is related to the observed evolution of the pressure
field during the test (see Fig. 3.28). It appears that the pressure field “looses”
its clear 1T2L modal structure as the test proceeds. Since the frequency of
excitation does not change, one has to admit that it is the 1T2L eigenfrequency
of the chamber which drifts from its initial value during the test. Since all
injection parameters remain constant, one possibility is that the temperature
field distribution changes during the test and that the eigenfrequency moves
away from its initial value.

The mechanism would then be as follows. The modulation is applied at f =
3120 Hz and the 1T2L mode is excited. This changes the shape of the flames,
modifying the mean temperature field significantly and changing the eigenfre-
quency which is no longer equal to 3120 Hz.

This mechanism explains the present situation, although it appears to be in op-
position with previous observations and results to come in following sections,
for continuous wave modulations. In some cases the flame pattern is signifi-
cantly modified, but the acoustic response is still strong. One could argue that,
in these situations, the frequency shift is small in comparison to the frequency
range in which the cavity is potentially excited. This proposition would require
further investigation.

3.5 Operating point PF2

Parameters corresponding to operating point PF2 are gathered in table 3.7.
The exhaust nozzles are those used in the PF1 test case. The higher pressure
of 2.6 MPa is obtained by imposing larger propellant mass flow rates. The
mixture ratio F of 1.3, is close to that used in the PF1 test case. During this
test series, the mixture ratio has always been set between 1.1 and 1.3. An
important change here is that the momentum flux ratio has a relatively low
value J = 2 and one expects that the primary atomization process will be quite
poor. The aim of this experiment is to obtain an inefficient atomization process
which would be sensitive to acoustic coupling.

Points P, E | J
PF2 | 2.6 MPa | 1.33 | 2

Table 3.7: Injection parameters for the PF2 operating point. These conditions yield
an intermediate value of pressure with relatively poor atomization corresponding to a
low value of the momentum flux ratio (J = 2).

Five tests were carried out with the flow parameters corresponding to PF2. The
different runs are listed in table 3.8 and described in the following sections.
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Pressure (bar)
Pressure (bar)

-2 -1.5 - - -
160616 160618 16.0621 160623  16.0626 19.126  19.1262  19.1265  19.1268 19.127
Time (s) Time (s)
1
05
£l El
=2 =2
-0.5
—1 -1
258748 258751 258753  25.8756  25.8758 289394 289397 289399  28.9401  28.9404

Time (s) Time (s)

Figure 3.28: PF1 during CWM2 at SP3 (3120 Hz) - Pressure sensors signals at
4 successive instants. There is a clear modification of the structure of the acoustic
pressure field.

3.5.1 Operation without modulation (OWM)

This hot fire test was carried out by removing the wheel while keeping the same
injection parameters. Figure 3.29 shows that during the transient regime, a low
frequency instability is triggered. After a few seconds this oscillation is damped
and a steady regime is established.

Instantaneous and mean OH* emissions are displayed in Fig. 3.30. Flames are
long and extend beyond the visualization window rim. This is due to the ineffi-
cient process of atomization. The data gathered by the APX camera, operating
in backlighting mode, could not be used to characterize the atomization process
because the light emitted by the flame was too intense compared to the light
transmitted by the backlighting process. The high speed CH* emission records
show that the liquid jet is progressively stripped off by the methane jet.
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Type WM LFM1 CWM1/LFM2 CWM2 CWM3

freq. (Hz) 0 1100 — 2600 1840/1840 — 3200 2330 - 3200 3200

Table 3.8: Types of excitation and corresponding frequencies investigated for op-
erating point PF2. The second frequency sweep LFM2 follows a continuous wave
modulation at 1840 Hz.
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Figure 3.29: PF2 during OWM - Evolution of mean pressure. Before nominal pres-
sure is reached, a low frequency instability is triggered (between 10 and 15 s after the
test start) and is finally damped.

Figure 3.30: PF2 during OWM - (a) Instantaneous OH* emission of the flames -
(b) Averaged OH* emission of the flames.
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3.5.2 Linear frequency sweeps LFM1 and LFM2

The LFM test has been performed in two ways (LFM1 and LFM2). LFM1
corresponds to a sweep from 1100 Hz to 2300 Hz and can be used to extract
the first high amplitude eigenfrequency: f = 1840 Hz, which is SP1. Hence,
the second LFM test starts by a continuous wave modulation at 1840 Hz and
ends at 3200 Hz. These two experiments can be linked together to obtain the
eigenmodes and eigenfrequencies of the system. Figures 3.31 and 3.32 show
the temporal evolution and the short time Fourier analysis of these two tests.
Considering that the mixture ratio E is close to that used in the PF1 case one
expects that the eigenfrequencies will be close to those identified previously.

This is indeed verified with spectral peaks located at positions similar to those
found for PF1.
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Figure 3.31: PF2 during LFM1 - (a) Sensor response. Modulation starts at 1100 Hz
and finishes at 2300 Hz, two peaks emerge in this range of frequency - (b) Temporal
evolution of the HF2 power spectral density.

First spectral peak (SP1) The first spectral peak is found at 1840 Hz.
The shape of the pressure sensor signals during the ramp (Fig. 3.33), indicates
that the mode excited in this case corresponds to the first peak observed at
10 bar (1700 Hz). This is confirmed by the similarities in the heat release
pattern, shown in Fig. 3.34. Flames are still relatively long, the light emission
is more intense, and the combustion area is increased. Pressure transducers
indicate that the acoustic motion is purely transverse. The pressure oscillation
is significantly higher near the exhaust plane for this operating point, which
is consistent with the PF1 results. The HF5 sensor records a rapid amplitude
increase to approximately five bar and then a sudden decrease. This behavior
was observed for the 1T mode of the PF1 operating point (Fig. 3.12 (a)). The
first spectral peak can be safely attributed to the first transverse mode (1T).

The continuous wave modulation presented in the next section provides a deeper
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Figure 3.32: PF2 during LFM2 - (a) Sensor response. Modulation starts at 1840 Hz
(SP1) and terminates at 3200 Hz - (b) Temporal evolution of the HF2 power spectral

density.

understanding of the acoustic mode shape and of its effects on the flame.
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Figure 3.33: PF2 during LFM1 at SP1 (1840 Hz) - (a) Response of the HF trans-
ducers in the vicinity of SP1 - (b) Zoom on the pressure transducers signal.

Figure 3.34: PF2 during LFM1 at SP1 (1840 Hz) - Instantaneous OH* emission
of the flames. As observed at SP1 for operating point PF1, the combustion area is
expanded and one can easily distinguish the flame fronts.

Second and third spectral peaks (SP2 and SP3) The second peak which
emerges in the linear frequency modulations extends from 2340 Hz to 2700 Hz.
The pressure structure is complex, as shown in Fig. 3.35. Several eigenfrequen-
cies may be close, and the ramp is too fast to identify each mode. The frequency
range indicates that the peaks are close to the 1T1L mode (SP2) and 2L mode
(SP3), but there are three stages which can be distinguished in the signals. The
two first “sub-peaks” are thought to refer to the 1T1L mode, and the change in
amplitude may be due to a rapid rearrangement in the flame structure. This
is illustrated in Figures 3.37 (f = 2340 Hz) and 3.40 (f = 2427 Hz). The
related evolution of the pressure field between these two frequencies is shown
in Fig. 3.36 and 3.39.

Fig. 3.38 shows the photomultiplier signals during the hot fire test. At the
frequency of 2440 Hz, around 23.3 s, the signal drops to zero. This phenomenon
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Figure 3.35: PF2 during LFM2 at SP2 and SP3 - Sensor response. This peak can
be divided into three stages. The two first stages refer to SP2 and they are probably
separated by a change in the flame structure, the third stage refers to SP3.

can be explained by examining the ICCD frames recorded in the neighborhood
of this instant in time (Fig. 3.40). The flame structure is completely modified by
the modulation. The combustion region is reduced to a few injector diameters.
Since the photomultipliers region of interest is located downstream, the PM
detect very little light when the flames are so short. Successive images taken
by the ICCD camera show the large amplitude of the transverse motion of the
flames.

The third stage near this peak, closer to 2700 Hz, corresponds to the third
spectral peak (SP3) and therefore to the 2L mode. The clear identification of
this mode is not straightforward because of the remaining effects of strongly
responding modes at lower frequencies. For example, in Fig. 3.41 - (a), HF1
and HF2 pressure sensors are out of phase, which is in contradiction with the
2L hypothesis. However, HF3 and HF4 are in phase, which is in agreement with
this hypothesis. Fig. 3.41 (b) gives a decisive evidence: the two photomultipliers
are in phase, indicating that the flames oscillate in the longitudinal direction.
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Figure 3.36: PF2 during LFM1 at SP2 (2340 Hz and 2382 Hz) - (a) Response of the
HF transducers (2340 Hz) - (b) Near injection pressure sensors HF1 and HF2 plotted
with the PM signals (2340 Hz) - (c) Response of the HF transducers (2382 Hz) - (d)
Near injection pressure sensors HF1 and HF?2 plotted with the PM signals (2382 Hz)
- Rapid evolution of the mode spatial structure.

Figure 3.37: PF2 during LFM1 at SP2 (2340 Hz (a) and 2382 Hz (b)) - Instanta-
neous OH* emission of the flames.
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Figure 3.38: PF2 during LFM2 - Evolution of the PM signals. The signal drops to

zero at t = 23 s and t ~ 27 s because flames become very short and are no longer in
the line of sight of the photomultipliers.
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Figure 3.39: PF2 during LFM2 at SP2 (2440 Hz) - (a) Response of the HF trans-
ducers - (b) Near injection pressure sensors HF1 and HF2 plotted with the PM signals.

Figure 3.40: PF2 during LEM2 at SP2 (2440 Hz) - Instantaneous OH* emission of
the flames. Flame length has been importantly reduced by the modulation.
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Figure 3.41: PF2 during LFM2 at SP3 (2655 Hz) - (a) Response of the HF trans-
ducers - (b) Near injection pressure sensors HF1 and HF2 plotted with the PM signals.
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Fourth spectral peak (SP4) By far the strongest response in the second
LFM test case is obtained at 3200 Hz. As shown in Fig. 3.32, there is a marked
expansion of the acoustic pressure amplitude at this frequency. In Fig. 3.42,
the HF2 transducer, located near the injection plane, features an amplitude of
about 6 bar. This mode has several interesting characteristics which will be
investigated further in the continuous wave test described in the next section.
One already notices that at this frequency the flames become quite short too and
the combustion region is correspondingly more compact. In Fig. 3.38, the PM1
sensor still detects a signal while PM2 is very low. This can be explained by
noting that in Fig. 3.42 (¢) there is an important asymmetry between the various
flames. Those established in the upper part of the chamber and monitored by
PM1 are fairly long, while those formed in the lower part of the chamber are
short and PM2 detects a reduced amount of light.

Pressure (bar)
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- - ' —0.2
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Time (s) Time (s)

(a) (b)

Figure 3.42: PF2 during LFM2 at SP4 (3200 Hz) - (a) Response of the HF trans-
ducers - (b) Near injection pressure sensors HF1 and HF2 plotted with the PM signals
- (¢) Instantaneous OH* emission of the flames.
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Continuous wave modulations have been carried out for the first three spectral
peaks at frequencies of 1840 Hz, 2330 Hz and 3200 Hz.

3.5.3 Continuous wave modulation (CWM1)

CWMI1 has been carried out at the beginning of LFM2, as shown in Fig. 3.32.
In this figure, one notices that there is no growth of the acoustic amplitude and
the flames keep a shape which is close to the original pattern.
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Figure 3.43: PF2 during CWMI at SP1 (1840 Hz) - (a) Response of the HF trans-
ducers - (b) Near injection pressure sensors HF1 and HF2 plotted with the PM signals
- (¢) Instantaneous OH* emission of the flames - (d) Average OH* emission.

Fig. 3.43 confirms the LFM1 data and indicates that f = 1840 Hz is the
frequency of the 1T mode. Fig. 3.43 (b) shows that heat release and pressure
signals are in phase respectively in the upper and lower parts of the chamber.
The high speed camera images provide useful information on the coupling mech-
anism. It is already established that the pressure signals correspond to a trans-
verse mode. The visualization confirms this statement and leaves little doubt
on the presence of a strong transverse velocity component. The five flames
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oscillate in the transverse direction at the frequency of modulation. It is also
possible to formulate an explanation for the relative amplitudes of the pressure
signals recorded in this case. The flame oscillation near the chamber aftplane
is way more important than near the injection plane. As a consequence, the
pressure signal detected near the aftplane (HF5) has a larger amplitude than
the signals detected by the other sensors. Fig. 3.44 - (a) and (b) show averaged
CH* emission images when the flames are respectively near the maximum or
minimum amplitudes of their transverse motion.

Visualization

/ window

- > > > <>

Strong oscillations/
near the backplane

()

Figure 3.44: PF2 during CWM1 at SP1 (1840 Hz) - (a) Average CH* emission of
the flames phase locked at the top of their motion - (b) Average CH* emission of the
flames phase locked at the bottom of their motion - (¢) Flames are weakly oscillating
near the injection plane but more importantly near the backplane.

To get a better understanding of the motion of these flames, two streak films
have been synthesized from the high speed CH* emission images. Fig. 3.45 -
(a) (near the injection plane) and (b) (near the backplane) illustrate the fact
that the flame oscillation amplitude is larger near the chamber exhaust.

Because the acoustic field near the injection plane is relatively weak, liquid jet
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Figure 3.45: PF2 during CWM1 at SP1 (1840 Hz) - These streak films are deduced
from the SA1 images (CH* emission of the flames) - (a) Near the injection plane - (b)
Far from the injection plane - The oscillation amplitude is more important downstream.

break-up and primary atomization are not modified in this region, explaining
why the flames are still long. This is illustrated in Fig. 3.46. The backlighting
illumination distinctly shows the length of the liquid core. In contrast with what
is observed during the cold flow tests, the liquid jet seems to be unaffected by
the transverse acoustic motion, except at the end of the core where one observes
an oscillation. Droplets and filaments are ejected from the main core in a quasi
perpendicular direction.

J———

Figure 3.46: PF2 during CWMI at SP1 (1840 Hz) - Image of the core length recorded
with the APX camera in backlighting mode.

3.5.4 Continuous wave modulation (CWM2)

The modulation frequency is now set at 2330 Hz, which corresponds to the first
part of the SP2 observed during the linear frequency modulation test, when the
flames are still quite long (Fig. 3.47).

In this experiment as well, flames oscillate in the transverse direction as can be
seen in the SA1 images (Fig. 3.48), confirming the transverse mode hypothesis.
The main difference with the first continuous wave test is that flames oscillate
almost in the same way near the injection plane and downstream. Correspond-
ingly the pressure sensors have about the same amplitude levels.
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Figure 3.47: PF2 during CWM2 at SP2 (2330 Hz) - (a) Response of the HF trans-
ducers - (b) Near injection pressure sensors HF1 and HF2 plotted with the PM signals.

Fig. 3.49 shows an image of the liquid core. This is similar to that shown in
Fig. 3.46, except that the length of the core is now shorter. This remark is
consistent with the fact that the acoustic velocity has a larger amplitude near
the injection plane in this case.



86 PART I - HiGH FREQUENCY INSTABILITY EXPERIMENTS

Figure 3.48: PF2 during CWM2 at SP2 (2530 Hz) - Streak films formed from images
recorded by the SA1 camera. Continuous wave modulation at the second spectral peak
- (a) The streak window is near the injection plane - (b) The streak window is far from
the injection plane - The oscillation amplitude is still more important downstream, but
the difference is not as important as for the CWM1 test case.

—wnr v

Figure 3.49: PF2 during CWM2 at SP2 (2330 Hz) - Image of the core length recorded
with the APX camera in the backlighting mode.

3.5.5 Continuous wave modulation (CWM3)

The third CWM test is carried out at SP4 (3200 Hz). It was found during
the LFM test that the amplitude reached an important value and that this
gave rise to new phenomena. One first notices that the flame pattern looses
its symmetry. High speed imaging is now used to understand the mechanisms
involved.

The first feature of this CWM modulation test is the important amplitude of the
acoustic and heat release response, as illustrated in Fig. 3.50 (a) and (b). At the
end of the test case, the amplitude of the acoustic oscillation is around 12 bar,
which is almost half of the mean pressure (26 bar). The fluctuations in heat
release recorded by the photomultipliers also exhibit a rapid increase during the
CWM modulation. When the nominal frequency is reached, the steady state is
obtained almost instantly. However, one still observes an increase in amplitude
during the test. To characterize this mode, it is interesting to examine the
relative phase between the pressure transducers (Fig. 3.51) (a). HF1 and HF4
are in phase, HF2 and HF3 also and the two groups are out of phase: the



CHAP. 3 - DYNAMICS OF CRYOGENIC FLAMES SUBMITTED TO HIGH AMPLITUDE ACOUSTIC
WAVES 87

PM1 and PM2 filtered

Pressure (bar)

-10 15 20 25 30 12 16 18 20 22 24 26 28 30
Time (s) Time (s)

(a) (b)

Figure 3.50: PF2 during CWMS3 at SP4 (3200 Hz) - (a) Sensors response during
the continuous wave modulation at the third spectral peak - (b) Filtered PMs response
during the CWMS3 test case.

is clearly a coupled longitudinal and transverse mode. The HF5 signal is not

clearly in phase with any of the sensors, but the frequency range pertains to
the 1T2L mode.
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Figure 3.51: PF2 during CWM3 at SP4 (3200 Hz) - (a) Response of the HF trans-
ducers - (b) Near injection pressure sensors HF1 and HF2 plotted with the PM signals.

One also finds that the temperature recorded at the bottom wall of the chamber
rapidly increases during the continuous wave modulation test case (Fig. 3.52).
Other eigenmodes tested before did not show any effect on the temperature at
the chamber wall which was always between 350 K and 450 K. This indicates
that there is a great difference between the combustion response reported so
far and that observed in the present case.
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Figure 3.52: PF2 during CWMS3 at SP/ (3200 Hz) - HF2 response plotted together
with the temperature recorded at the bottom wall of the chamber. The temperature at
the bottom wall reaches 800 K at the end of the continuous wave modulation.

Another interesting characteristic is shown in Fig. 3.53. Flames are asymmetric
and very short, and their length is reduced with respect to the size observed
without modulation.

The streak film, presented in Fig. 3.54 (a), provides an interesting information
on the mechanism which induces an asymmetric flame pattern.

It shows that flames near the bottom of the chamber have an oscillation am-
plitude which is larger than that observed for flames located near the top of
the chamber. This higher level of modulation improves the atomization process
subsequently reducing the flame length. In addition, the amplitude recorded by
the transducers at the top wall and at the bottom wall are quite different. This
asymmetry is probably linked to that observed for the flames. These observa-
tions indicate that the shape of the eigenmode which is being excited is modified
by the coupling mechanism as described further in this chapter (section 3.9).
Backlighting visualization is displayed in Fig. 3.54 (b). In this case, the core
length is significantly shorter than what was observed for the two previous
eigenfrequencies. The three successive images of the core demonstrate the link
between the acoustic velocity amplitude of oscillation, the spatial structure of
the acoustic field, and the lengths of the flames, which is a direct consequence
of the length of the jet core. To compare the three cases, the mean core shapes
corresponding to the three frequencies 1840 Hz, 2330 Hz and 3200 Hz are dis-
played in Fig. 3.55.
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Figure 3.53: PF2 during CWMS3 at SP4 (3200 Hz) - (a) Instantaneous OH* emission
of the flames recorded during the CWMS test case - (b) Average OH* emission. Flames
are short. Those in the upper part of the chamber are longer than those established
in the lower part - (c) Frame recorded by a DV control camera - Without excitation

(OWM) - (d) During SP4. These images highlight differences observed in the two
cases.
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Figure 3.54: PF2 during CWM3 at SP4 (3200 Hz) - (a) Streak films deduced from the
SA1 images. The streak window is located near the injection plane - The amplitude of
oscillation is quite important and it is not the same for every flame. Flame oscillation
amplitude is largest near the bottom of the chamber - (b) Instantaneous image of the
core length recorded with the APX camera in backlighting mode.

Figure 3.55: PF2 - Average images of the core length recorded with the APX camera

in backlighting mode for the three eigenfrequencies - (a) 1840 Hz - (b) 2330 Hz - (c)
3200 Hz.
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3.6 Operating point PF3

The third operating point, PF3, is quite close to PF2 in terms of injection
parameters. Mass flow rates, pressure, mixture ratio, oxygen injection velocity
are kept constant. The only modification is a decrease of the gas stream injec-
tion diameter. Since the same mass flow rate is imposed, the methane velocity
and the momentum flux ratio are increased (J = 6). PF3 is also close to an
operating point which was extensively studied by Richecoeur during the last
Mascotte campaign. It is then a good test case to check whether comparisons
with previous results are relevant.

Points P, E J
PEF3 2.6 MPa | 1.33 | 6
I5-P30-C | 3 MPa | 1.33 | 4.8

Table 3.9: Injection parameters for operating point PF3 (current test series) and the
15-P30C operating point (studied by Richecoeur (2006)).

The two runs carried out during the campaign for PF3 conditions are listed in
table 3.10 and described in the following subsections.

Type LFM CW
frequency (Hz) 1400 — 3400 3145

Table 3.10: Types of excitation and corresponding frequencies investigated for oper-
ating point PF3.

3.6.1 Operation under weak modulation (OWM)

As for PF1, no test without the VHAM were carried out to save hot fire tests
for modulated situations. As previously, images recorded at the beginning of
the ramp, when the modulation amplitude is still low, are used to define the
baseline configuration. Fig. 3.56 shows OH* fields compared to those obtained
by Richecoeur for the I5-P30-C operating point. The distributions of light
emission are in good qualitative agreement.

For this operating point as well flames extend beyond the visualization window
rim. The momentum flux ratio J is higher than that corresponding to PF2,
but it is still fairly low and one expects a relatively poor atomization process.
Nevertheless, the intense area of combustion starts sooner in this experiment
than in the PF2 test case, as illustrated in Fig. 3.57.
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Figure 3.56: Instantaneous (a,b) and averaged (c,d) OH* emission of (a,c) I5-P30-
C operating point (Richecoeur (2006)) non-modulated (b,d) PF3 during OWM. The
flames expansion angle and the most reactive area are close in the two experiments.

Figure 3.57: (a) PF2 during OWM - averaged OH* emission - (b) PF3 during
OWM - averaged OH* emission. The better atomization of operating point PF3 leads
to shorter flames.
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3.6.2 Linear frequency modulation (LFM)

The time evolution of the five pressure signals during the linear frequency mod-
ulation test is displayed in Fig. 3.58 (a). Fig. 3.58 (b) shows the short time
Fourier analysis associated with this test case. This plot is obtained by pro-
cessing the HF2 sensor signal.
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Figure 3.58: PF3 during LFM - (a) Pressure sensors response - (b) Temporal evo-
lution of the HF2 power spectral density. Three peaks emerge from the background
noise.

The modulation starts at 1400 Hz and ends at 3400 Hz and its slope is 133 Hz/s.
Only three peaks emerge from the background noise. This differs from the PF1
and PF2 cases. There is no identifiable response around 2700 Hz. This is
at variance with the idea that it is possible to follow modes from one test
to another. One possible explanation is that the eigenfrequency at 2700 Hz
has been shifted from its initial value and lies close to another eigenfrequency
preventing a clear identification. It is also possible that the rate of frequency
sweep is too high for this mode to respond. One last possibility would be that
the longitudinal mode exhibits a negligible response at this operating point.
Fig. 3.59 - (a) shows the photomultipliers response to the LFM after filtering.
One can distinguish the three peaks, but the response depends on the pressure
sensor. One also finds that the third peak is not as important as the second
peak.

One central issue in high-frequency combustion instabilities studies is the un-
derstanding of interactions between the combustion chamber and the different
feeding elements acoustics. It has often been indicated that for high-frequency
phenomena, injectors play the role of filters that uncouple the chamber from
the feeding system. Recently, this statement has been questioned. Fig. 3.59 (b),
which shows the HF2 pressure sensor response during the LFM plotted together
with a pressure sensor located in the liquid oxygen injection head, seems to con-
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Figure 3.59: PF3 during LEM - (a) Filtered PM signal evolution during the frequency
sweep - (b) HF2 response during the frequency ramp plotted with the unsteady pressure
in the LOx injection head.

firm that the acoustics of the feedlines must be taken into account. Near the
most responding frequency, the oscillations amplitude become relatively strong
in the dome as well.

First spectral peak (SP1) It is first informative to examine the pressure
evolution in the vicinity of SP1 (f = 1870 Hz), plotted in Fig. 3.60. The
spectral peak location is close to the first spectral peak of PF1 and PF2, and
can be associated with some confidence to the same eigenmode. This spectral
peak has been extensively studied in the PF2 case and one may safely conclude
that this corresponds to the first transverse mode. Here too, one finds that the
acoustic pressure amplitude is more important near the chamber exhaust and
less important near the injection plane.

The relative phase of pressure sensors and photomultipliers displayed in Fig. 3.61
(a) confirms the 1T hypothesis.

The main difference with the PF2 test case at this frequency is that the recorded
intensity is greater: the HF5 sensor amplitude is 10 bar (from -5 to 5 bar
around the mean pressure) while the other sensors detect a fluctuating pressure
amplitude of several bars. This has a visible effect on the flame structure, as
shown in Fig. 3.61 (b). The general characteristics of this image recorded at
the maximum amplitude differ from those corresponding to the same eigenmode
but at different operating points. Flames are significantly shorter in the present
case.

It is possible to observe similar features by examining images recorded at in-
stants just after the maximum (Fig. 3.62). The OH* emission from the jet
boundaries is more intense than from the core and the expansion angle is aug-
mented with respect to that observed without excitation.
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Figure 3.60: PF3 during LFM at SP1 - Response of the HF transducers in the
vicinity of 1870 Hz. The characteristic response of the SP1 observed at PF1 and PF2
can be recognized: the HF5 sensor signal is the most important one and the peak is
damped suddenly.
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Figure 3.61: PF3 during LFM at SP1 (1870 Hz) - (a) Response of the HF transducers
- (b) Pressure sensors HF1 and HF2 plotted with the PM signals - (c) Instantaneous
OH* emission.



96 PART I - HiGH FREQUENCY INSTABILITY EXPERIMENTS

Figure 3.62: PF3 during LFM just after SP1 (1870 Hz) - (a) Instantaneous OH*
emission just after the peak - (b) Average OH* emission after the peak.
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Second spectral peak (SP2) The second spectral peak is located near 2325
Hz. The pressure evolves in a complex way (Fig. 3.63), possibly indicating that
two eigenmodes have merged. It is interesting to distinguish two stages, the
first corresponding to a frequency of 2335 Hz while the second corresponds to
2390 Hz. As seen for operating point PF2, this might be linked to the same
eigenmode (which would be 1T1L), but to different flame patterns, implying
different temperature fields.
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Figure 3.63: PF3 during LFM at SP2 (2325 Hz) - Response of the HF transducers.

During the first stage, the flames are compact and occupy only about one half of
the visualization window. The pattern is not symmetric as shown by a typical
image acquired by the ICCD camera (Fig. 3.64 (c)). Signals delivered by the
pressure sensors and by the photomultipliers are plotted in Fig. 3.64 (a) and
(b).

At the second stage of SP2, flames are even more compact and become sym-
metric (Fig. 3.65) (c). No high speed images are available for this operating
point, but the amplitude of the motion can be illustrated by examining two
successive images recorded by the ICCD camera. One sees in Fig. 3.65 (b) that
the filtered PM signal reaches high levels indicating that the flame oscillation
amplitude is quite large.
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Figure 3.64: PF3 during LFM at SP2 (2325 Hz) - (a) Response of the HF transducers
- (b) Near injection pressure sensors HF1 and HF2 plotted with the PM signals - (c)
Instantaneous OH* emission.
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Figure 3.65: PF3 during LFM at SP2 (2390 Hz) - (a) Response of the HF transducers
- (b) Near injection pressure sensors HF1 and HF2 plotted with the PM signals - (c)
Instantaneous OH* emission. Flames are shorter in the second stage of SP2.
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Fourth spectral peak (SP4) As previously explained, the third spectral
peak (SP3) observed at operating points PF1 and PF2 does not clearly emerge
from the background noise, and the fourth spectral peak (SP4) is now dis-
cussed. In this linear frequency sweep, SP4 appears near f = 3150 Hz. Its level
is by far the most important one. The HF2 sensor records levels of fluctuation
which covers pressures from -5 to +9 bar. This is illustrated in Fig. 3.66 which
displays the pressure signal detected by the HF2 sensor together with the mean
temperature, recorded at the bottom wall of the chamber. At this frequency,
the system response is the strongest and correspondingly the temperature at
the wall increases rapidly by several hundred degrees. This temperature in-
crease at a lateral wall located at a distance from the central reaction region
indicates that the interaction induces a considerable intensification of the heat
flux reaching the boundary.

HF2 and chamber temperature

Pressure (bar)
Temperature (K)

22
Time (s)

Figure 3.66: PF3 during LFM - HF'2 response plotted with the temperature measured
at the chamber lower wall.

Fig. 3.67 (a), (b) and (c) provide consistent information with SP4 studied for
other operating points. This is a coupled transverse and longitudinal mode
featuring a large amplitude in the pressure oscillation. The unsteady heat
release is in phase with the pressure field indicating a coupling between these
two fields. Flames are short, combustion takes place in a compact region and
the pattern is asymmetric.
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Figure 3.67: PF3 during LFM at SP4 (3125 Hz) - (a) Response of the HF transducers
- (b) Near injection pressure sensors HF1 and HF2 plotted with the PM signals - (c)
Instantaneous OH* emission. Flames are short and asymmetric.

3.6.3 Continuous wave modulation (CWM)

The continuous wave modulation of operating point PF3 is only available for
one spectral peak (SP4 at f = 3125 Hz). To reduce the number of hot fire tests,
it was initially decided to analyze two spectral peaks SP2 (f = 2325 Hz) and
SP4 during the same test. To do this, it was necessary to modulate the chamber
at SP2 before the flames were ignited. Unfortunately this experimental proce-
dure was not feasible. When combustion is initiated, the external modulation
interferes with the ignition process and the flames are not suitably established.
It was then decided to ignite the system while the wheel was operating at an
off resonant frequency and then ramp-up the rotation speed to reach SP4 as
illustrated in Fig. 3.68.

The signals obtained during this test are close to those recorded during the
PF2-CWMS3 test case. The major observations are listed below:

e The mode corresponds to a coupled transverse and longitudinal motion
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Figure 3.68: PF3 during CWM at SPj (3125 Hz) - (a) Response of the HF trans-
ducers - (b) Temporal evolution of the HF2 power spectral density. The test is started
at an off resonant frequency, a short ramp leads to f = 3125 Hz. The amplitude of
oscillations raises during the continuous wave modulation.

(1T2L) as exemplified in Fig. 3.69 (a) and (b).
e The pressure signal level reaches extremely high amplitudes.
e Combustion takes place in a compact region as shown in Fig. 3.69 (c).

e The pressure amplitude increases during this continuous wave modulation
as shown in Fig. 3.68.

e The flame length decreases during the test (Fig. 3.70).

e The temperature at the lower chamber wall rises (Fig. 3.71 (a)).
e The flame pattern becomes asymmetric.

e The acoustic field is also asymmetric.

Many of the previous features are reminiscent of observations made during
high frequency instabilities in rocket engines. It is known that high frequency
oscillations arising in real systems augment heat loads to the chamber walls
and injection backplane often leading to a rapid destruction of the injection
units. The present experiments indicate that when the pressure fluctuation level
exceeds 20 % of the mean chamber pressure, a rise in temperature is measured at
the chamber wall indicating that combustion intensity is enhanced and the heat
flux is augmented in this situation. These features constitute strong evidence
that the processes observed in this test are similar to those which are actually
taking place in a real engine.

It is also worth noting that producing short flames by enhancing atomization
and mixing is not a sufficient condition for a strong resonance. For example,
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at SP3, flames are as short as at SP4, but the response level is quite differ-
ent. Mechanisms proposed must account for these differences in behavior. The
asymmetry observed in the flame pattern and pressure field may also play a
crucial role in the instability triggering and growth.

8 —HFI
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Figure 3.69: PF3 during CWM at SP/ (3125 Hz) - (a) Response of the HF trans-
ducers - (b) Near injection pressure sensors HF1 and HF2 plotted with the PM signals
- (¢) Instantaneous OH* emission at the end of the continuous wave test. Combustion
area has been drastically reduced and flames are concentrated near the injectors.

It is interesting to illustrate the flame asymmetry with the streak film displayed
in Fig. 3.71 (b). This figure shows that flames located in the lower part of
the chamber oscillate with a larger amplitude than flames established in the
upper part of the chamber. Once again, the amplitude offset between HF2 and
HF3 sensors and the streak film displayed in Fig. 3.71 (b) indicate that the
eigenmode spatial structure is asymmetric, the velocity antinode being located
near the last injector and not at the system central axis as also observed for
the PF2 test case. One may conclude that the flame length becomes a function
of the acoustic velocity amplitude. When this amplitude is large, atomization,
vaporization and mixing are enhanced and the flame pattern is made shorter
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Figure 3.70: PF3 during CWM at SP4 (3125 Hz) - Evolution of the averaged OH*
emission during the CWM test case. Flames are getting shorter while the amplitude
of oscillation increases.

and the combustion region becomes more compact.

3.7 Operating point PF4

Injection conditions corresponding to operating point PF4 are gathered in ta-
ble 3.11. Both PF4 and PF5 correspond to high pressure experimental con-
ditions. The nominal pressure is 5.9 MPa. Since the critical value for liquid
oxygen is 5.04 MPa, injection conditions defining these two operating points are
transcritical, and represent to some extent conditions prevailing in real rocket
engines during steady state operation. The other parameters, mass flow rates,
E and J are close to those selected for PF2 and PF3. To obtain a higher
pressure, the exit nozzle diameters have been reduced.

Points P, E J
PF4 | 5.9 MPa | 1.13 | 3.8

Table 3.11: Injection parameters for operating point PFj. Pressure is over the
critical pressure of oxygen, the injection is transcritical. The momentum flux ratio
value J = 3.78 indicates that the efficiency of mass transfer between dense oxygen and
the surrounding stream is low.

Four tests were carried out during the campaign under conditions corresponding
to PF4. These runs are listed in table 3.12 and described in the following
sections.
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Figure 3.71: PF3 during CWM at SP4 (3125 Hz) - (a) HF2 response during the
CWM test case plotted with the mean temperature of the chamber. Temperature rapidly
reaches 800 K - (b) Streak films rebuilt with the SA1 images. The slice used to form
the streak film is located mear the injection plane. The flames oscillation is stronger
in the lower part of the chamber a feature also observed for the PF2 operating point.

Type WM LFM CWM1 CWM2
frequency (Hz) 0 1600 — 3600 2350 — 3080 3100

Table 3.12: Types of excitation and corresponding frequencies investigated for oper-
ating point PF4.

3.7.1 Operation without modulation (OWM)

The modulation free test carried out during this experimental series differs to
some extent from the nominal operating point. Table 3.13 shows the main
differences. The methane mass flow rate is lower than the selected value and
liquid oxygen mass flow rate is higher. This induces a higher mixture ratio
with a higher flame temperature. This in turn leads to an augmented chamber
pressure which is established at 6.7 MPa instead of the 5.9 MPa value. It is
nevertheless possible to consider that the general structure of the flow is similar
to that obtained under nominal conditions.

In the high pressure range around 6 MPa, the volumetric rate of heat release
is significantly higher than that corresponding to the lower pressure operating
points (PF1-3). The levels of light emission from CH* and OH* are higher. In
this test, and in most cases for high pressure experiments, the flame emission is
too strong compared to the light radiated by the HMI spot. As a consequence,
it is not easy to obtain useful backlighted results. On the other hand, the
quality of images gathered with the SA1 camera (high speed CH* emission) is
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Points P, E J
PF4 5.9 MPa | 1.13 | 3.8
PF4-OWM | 6.7 MPa | 1.3 | 2.1

Table 3.13: Injection parameters for operating point PF4 and for the point reached
during the modulation free test.

particularly good. This can be seen by comparing the ICCD frame and a SA1
frame at the same instant as in Fig. 3.72.

Figure 3.72: PFj during OWM - ICCD (a) and SA1 (b) images taken at the same
instant. The flame structure is very well captured by the SA1 camera despite the slight
difference in the color scale. Images are consistent.

The mean OH* emission, obtained by averaging instantaneous images over the
entire test case, is shown in Fig. 3.73. This flame structure differs to some extent
from those observed so far. It is possible to distinguish two expansion angles,
the first is small and corresponds to the near field while the second characterizes
the more rapid expansion taking place at a distance from the injection plane.
This flame structure is typical of transcritical cryogenic flames as observed in
series of studies carried out by Candel and co-workers (for details, see Herding
et al. (1998) Juniper et al. (2000) Juniper and Candel (2003) Singla et al.
(2005) Singla et al. (2006) Singla et al. (2007) Candel et al. (2006)).
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Figure 3.73: PFj during OWM - Averaged OH* emission of the flames recorded
during the OWM test case.

3.7.2 Linear frequency sweep (LFM)

The frequency is swept linearly from 1600 Hz to 3600 Hz. Injection parameters
are close to those defined nominally, but the mean pressure in the chamber
varies during the test case (Fig. 3.74) between 5 and 6 MPa. This range is
determined by two factors. At the beginning of the test, the pressure is under
the expected value although all the injection parameters are nominal. The
difference may be caused by a leak between the wheel and the exit nozzles.
Even when a tooth blocks a nozzle, there is a small gap between the nozzle and
the wheel which results in a pressure loss (the equivalent diameter of the nozzle
is bigger than the actual one). This gap is controlled by the wheel adjustment,
but the fine tunning is difficult because of the size and weight of the VHAM.
The impact of this setting is more important at high pressure because it is
linked to the diameter of the exhaust nozzles. At 2.6 MPa, the diameter is
11.25 mm, and at 5.9 MPa it is only 7.1 mm. A small gap between the wheel
and the nozzle has a larger effect when the nozzle diameter is reduced.

The fact that the pressure changes during the test case is probably a con-
sequence of the excitation. This has already been observed in various other
tests. Comparing Fig. 3.74 and Fig. 3.75, one finds that the evolution in mean
pressure is more pronounced when the system response is stronger.

Fig. 3.75 shows standard characteristics already observed in the low pressure
experiments. Three spectral peaks emerge, one at a relatively low frequency
(SP1 at f = 1600 Hz), where the HF5 sensor responds much higher than the
other sensors, one at 2350 Hz (SP2) corresponding to a significant reduction
in flame length, and one at 3070 Hz (SP4) with an intense pressure response.
Once again, the third spectral peak, corresponding to the 2L eigenmode, does
not clearly appear in the linear frequency sweep. The three spectral peaks are
briefly examined in what follows.
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Figure 3.74: PF/ during LFM - Evolution of the mean pressure in the chamber. The
pressure increases from 5 MPa to 6 MPa between the beginning and the end of the test.
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Figure 3.75: PF4 during LFM - (a) - Sensor response during the linear frequency
sweep (b) - Temporal evolution of the HF2 power spectral density.

First spectral peak (SP1) The first spectral peak corresponds to a trans-
verse mode with an augmented acoustic level near the chamber exhaust section.
This mode was described in the previous analyses. Fig. 3.76 (a) and (b) feature
characteristics similar to those found so far. There are some imaging problems
at these high pressures as illustrated in Fig. 3.76 (c). It is found that flame
ignition is accompanied by production of soot which covers most of the viewing
window except for three elongated spots (these spots show a higher level of
emission and appear in red in this figure). Most of the light emission is ob-
scured by the soot layer, affecting the light emission distribution. At the end of
the test case, the upper part of the window has been cleaned up by the flames.
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Figure 3.76: PF/ during LFM at SP1 (1600 Hz) - (a) Response of the HF transducers
- (b) Near injection pressure sensors HF1 and HF2 plotted with the PM signals -
(¢) Instantaneous OH* emission. Most of the visualization window is obscured by
soot deposits, except for three spots that appear in red. Flame structure can still be
recognized and it is close to other operating points results at SP1.

Second spectral peak (SP2) The second spectral peak (SP2) appearing at
2350 Hz is related to a transverse mode as well. Images gathered by the ICCD
camera show that the flames are asymmetric and short (Fig. 3.77 (c)). Pressure
sensors signals indicate that some beating takes place between two frequencies
as apparent from Fig. 3.78.
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Figure 3.77: PF/ during LFM at SP2 (2350 Hz) - (a) Response of the HF transducers
- (b) Near injection pressure sensors HF1 and HF2 plotted with the PM signals - (c)

Instantaneous OH* emission.
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Figure 3.78: PF) during LFM at SP2 (2350 Hz) - Beating between two frequencies.
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Fourth spectral peak (SP4) Once again, the third spectral peak (SP3)
referring to the 2L mode does not appear in this test.

The fourth spectral peak (SP4) arises in the linear frequency sweep test at
3070 Hz. Here again, signals and imaging (Fig. 3.79) clearly show that this res-
onance corresponds to the coupled transverse-longitudinal eigenmode already

observed during the PF2 and PF3 tests at frequencies of the order of 3000 Hz
(1T2L).
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Figure 3.79: PF/ during LFM at SP/ (3070 Hz) - (a) Response of the HF transducers

- (b) Near injection pressure sensors HF1 and HF?2 plotted with the PM signals - (c)
Instantaneous OH* emission.

The similarity with previous data is also confirmed by the temperature curve
plotted in Fig. 3.80 (a). The system response is quite large, and the tempera-
ture measured at the lower combustor wall increases rapidly, indicating that a
strong coupling is taking place between combustion and the transverse acoustic
modulation.

Another feature of this operating point, is apparent in Fig. 3.80 (b) which
shows a low frequency oscillation in the methane injection indicating that some
coupling between the chamber and the feedline affects combustion.
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Figure 3.80: PF/ during LEM - HF2 response plotted with: (a) temperature at the
bottom wall of the chamber - (b) methane injection mass flow rate.

The test indicates that data obtained under transcritical oxygen injection are
qualitatively similar to those obtained at subcritical pressures. Eigenfrequencies
nearly match, the relative response is of the same order of magnitude, the
flame pattern features similarities with what was found previously (asymmetry,
short combustion region). Amplitudes of the pressure signals are close to those
measured at 2.6 MPa, but the chamber pressure is more than twice as high. One
could have expected that the amplitude would grow by the same amount as the
chamber pressure. It turns out that the amplitude of the imposed acoustic field
is controlled by the mass flow rate ejected by the nozzles. Since the mass flow
rate is close to that used for the PF2 and PF3 operating points the response
level remains in the range obtained during these lower pressure runs.

3.7.3 Continuous wave modulation (CWM1)

The continuous wave modulation tests are aimed at investigating the spectral
peaks SP2 and SP4. A short ramp is used to reach the second eigenfrequency
at 2350 Hz. This frequency is held during a period of 8 s. Another short ramp
is then used to obtain a continous modulation at 3070 Hz. This process is
illustrated in Fig. 3.81.

The first frequency provides interesting data. The amplitude of oscillation
grows all along the test as shown in Fig. 3.82. Signals clearly refer to a trans-
verse mode (Fig. 3.83). The flame pattern changes during the excitation. At the
beginning, the symmetry is preserved but the flame geometry changes during
the run and the flames are progressively bent upwards (Fig. 3.84). This is more
obvious in an average image (Fig. 3.85). At this frequency the temperature
measured at the lower wall only slightly increases (Fig. 3.86 (a)).

The flame expansion in the third dimension (in the horizontal plane) has not
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Figure 3.81: PF/ during CWM1I at SP2 (2350 Hz) and SP4 (3070 Hz) - (a) Response
of the HF transducers - (b) Temporal evolution of the HF2 power spectral density. The
second frequency does not respond to the excitation as expected.
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Figure 3.82: PF during CWM1 at SP2 (2350 Hz) - Response of the HF transducers.

been discussed up to now. This cannot be deduced from the present imaging
methods which provide no depth information. Expansion in the transverse
direction can certainly have an impact on the process. In the present test case,
the flames appear to be flattened when they are submitted to the transverse
acoustic field. This process which takes place in the direction perpendicular to
the acoustic velocity is manifested by the fact that the flames seem to sweep
the lateral quartz windows.

Observation of the second spectral peak using a continuous wave modulation at
3070 Hz does not exhibit the expected behavior. As shown in Fig 3.81, acoustic
levels reached during the LFM are not obtained in the present test indicating
that the eigenfrequency has drifted away from the value determined in the
LFM. Since the frequency peak observed in the ramp was not that sharp, and
the injection parameters are relatively close (see table 3.14), the explanation
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Figure 3.83: PF/ during CWMI at SP2 - (a) Response of the HF transducers - (b)
Near injection pressure sensors HF'1 and HF2 plotted with the PM signals.

Figure 3.84: PF) during CWM1 at SP2 (2350 Hz) - Instantaneous OH* emission
taken at three successive instants. Flames are progressively bent towards the top of the
chamber.

may not be straightforward. The main difference is that the mean pressure
is not quite that of the LFM test, but this value does not have an important
influence on the eigenfrequency. The mixture ratio is the same in the two
experiments and the flame temperature should be equal. The problem may
perhaps be related to the low-frequency coupling with the methane injection
line, as shown in Fig. 3.86 (b). Another possible cause could be the wheel
displacement relative to the nozzles during the test case.
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Figure 3.85: PF4 during CWMI at SP2 (2350 Hz) - Average OH* emission.
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Figure 3.86: PFj during CWM1 - HF2 response plotted with: (a) temperature mea-
sured at the lower chamber wall. Temperature is nearly constant during this test case

- (b) methane injection mass flow rate. The oscillation indicates some coupling with
the feedline.

Points P, E J
PF4-LFM | 5.5 MPa | 1.3 | 3.4
PF4-CWM1 | 6.3 MPa | 1.3 | 2.8

Table 3.14: Injection parameters for the PF) operating point and for the point reached
during the continuous wave modulation test case CWM]I.
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3.7.4 Continuous wave modulation (CWM2)

The continuous wave modulation test at the second spectral peak CWM2 does
not completely fulfill our expectations either. The pressure signals feature a
large amplitude (Fig. 3.87) but the short time spectral analysis in Fig. 3.87(b)
indicates that the eigenfrequency has been missed by only a few Hz and that
there are two peaks in the two side bands of the selected frequency for the CWM
modulation. Nevertheless, the amplitude reached on the top of the chamber,
recorded by HF1 sensor, is significant.
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Figure 3.87: PFj during CWM2 - (a) Response of the HF transducers - (b) Temporal
evolution of the HF1 power spectral density. The spectral peaks are marked in this
figure.

The methane injection mass flow rate also features an important low-frequency
oscillation (Fig. 3.88 (a)). The characteristic time of these oscillations is long
compared to that of the acoustic excitation, so it is difficult to interpret this
phenomenon. It appears however that the presence of the low frequency beating
influences the system dynamics.

The ICCD images are not easy to interpret at this operating point. As men-
tioned previously, ignition at the beginning of the test creates a large amount
of soot which forms a thin layer obscuring the lateral windows. Soot is pro-
gressively burnt away during the test. In Fig. 3.89 (d), which shows an average
image obtained from the ICCD images, the bottom part is less luminous but
this is due to the obscuration associated with the soot deposit. One also ob-
serves lines due to the fact that the quartz windows are cracked. This has been
caused by the large amplitudes obtained during the first LFM test case.
Despite these various problems, valuable information is obtained by focusing on
the peak located just after the continuous wave excitation. In Fig. 3.89 (a), one
sees that the amplitude recorded by HF'1 is more important than that recorded
by the other sensors. Looking at the corresponding ICCD image (Fig. 3.89 (c)),
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Figure 3.88: PF/ during CWM2 at SP4 (3070 Hz) - HF1 response plotted with: (a)
the methane injection mass flow rate. The oscillation indicate some coupling with the
feedline - (b) temperature measured at the lower chamber wall. Temperature increase
is weak.

one finds that the upper flame is shorter than the others. The velocity antinode
is now located near the upper injector in the top part of the chamber. This
indicates that the oscillation breaks the symmetry of the acoustic field and of
the flame pattern as already observed under subcritical conditions.

Fig. 3.88 (b) gives an additional information. The temperature increase recorded
by the thermocouple in the bottom of the chamber presents a weak evolution
of temperature. The inversion of symmetry of the acoustic field and flames
compared to previous 1T2L test cases suggests that the cause of the temper-
ature increase is the flame distribution itself. As a result, if a thermocouple
were located on the top of the chamber, it is likely that it would have recorded
a strong temperature increase in this situation.

3.8 Operating point PF5

The last operating point PF5 was not easy to reach due to technical problems.
It was difficult to set the wheel close enough to the nozzle exhaust for most of
the tests and the chamber pressure was too low and significantly under that
corresponding to the critical value of oxygen. In the end, only one hot fire test
case was completely satisfactory. This test case fulfills almost all the expected
conditions and can be used to obtain the three operating conditions OWM,
LFM, and CWM. The main parameters of this operating point are gathered in
table 3.15. The frequency range of the test case is given in table 3.16.

The main difference between PF5 and PF4 is the momentum flux ratio. Here,
the methane stream is injected at a higher velocity than in the PF4 conditions.
This yields a higher momentum flux ratio J and a better mass transfer from
the dense oxygen core to the lighter surroundings.
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Figure 3.89: PF/ during CWM2 at SP4 (3070 Hz) - (a) Response of the HF trans-
ducers - (b) Near injection pressure sensors HF1 and HF2 plotted with the PM signals
- (¢) Instantaneous OH* emission - (d) Average OH* emission.

Since a single test case is used in the following analysis, it is worth describing
its main features in detail. The test is carried out in the linear frequency sweep
mode (LFM). The wheel operates from 1200 Hz to 3300 Hz. Fig. 3.90 displays
the temporal evolution of the five pressure sensors and the short time spectral
analysis of the HF2 sensor.

The temporal evolution has the same general characteristics as those found for
the other operating points. Three peaks emerge from the background noise, the
first features a large amplitude at the HF5 sensor, the last corresponds to an
important amplitude level. The eigenfrequencies are f=1900 Hz, f=2375 Hz
and f=3200 Hz. The LFM test is terminated by an operation at constant
frequency at the final value of 3300 Hz which is close to the third spectral
peak. This last part of the test can be used as an approximate continuous wave
modulation test at a frequency f = 3300 Hz which is slightly higher than the
modal eigenfrequency of 3200 Hz, as can be seen in Fig. 3.90.
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Points P, E J
PF5 | 5.5 MPa | 1.13 | 11.3

Table 3.15: Injection parameters for operating point PF5. Pressure is over the
critical pressure of oxygen, the injection is transcritical. The momentum flux ratio
value J = 11.3 indicates that the mass transfer between dense oxygen and methane is
efficient, leading to naturally shorter flames.

Type LFM
frequency (Hz) 1200 — 3300

Table 3.16: Range of frequencies investigated in the test case carried out successfully
for operating point PF5.

3.8.1 Operation under weak modulation (OWM)

As indicated in some of our previous analysis, the beginning of the LFM test can
be used to replace a modulation free (OWM) test. Instantaneous and average
ICCD images, shown in Fig. 3.91, illustrate the influence of the momentum flux
ratio J. Mass transfer is more efficient in this case and this produces shorter
flames, even when the acoustic modulation is weak.
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Figure 3.90: PF5 during LFM - (a) Sensor response - (b) Temporal evolution of the
HF'2 power spectral density.

Figure 3.91: PF5 during OWM - (a) Instantaneous OH* emission - (b) Average
OH* emission image.
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3.8.2 Linear frequency modulation (LFM)

The three peaks are described in what follows. They correspond to SP1, SP2
and SP4.

First spectral peak (SP1) At the first spectral frequency peak the level of
the HF5 sensor response is quite strong (Fig. 3.92 (a)and (b)). The flames are
shortened and the expansion rate is augmented (Fig. 3.92 (c)).
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Figure 3.92: PF5 during LFM at SP1 (1900 Hz) - (a) Response of the HF transducers
- (b) Near injection pressure sensors HF1 and HF2 plotted with the PM signals - (c)
Instantaneous OH* emission of the flames.

Second spectral peak (SP2) At the second spectral peak, the flames be-
come quite short and the combustion region is compact and close to the injection
plane.
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Figure 3.93: PF5 during LFM at SP2 (2375 Hz) - (a) Response of the HF transducers
- (b) Near injection pressure sensors HF1 and HF2 plotted with the PM signals - (c)
Instantaneous OH* emission of the flames recorded just after during the second spectral
peak.

Fourth spectral peak (SP4) When the system is modulated at SP4, the
flames become very short and the symmetry is destroyed, as observed for pre-
vious operating points.
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Figure 3.94: PF5 during LFM at SP/4 (3165 Hz) - (a) Response of the HF transducers
- (b) Near injection pressure sensors HF1 and HF2 plotted with the PM signals - (c)
Instantaneous OH* emission.

3.8.3 Continuous wave modulation (CWM)

The continuous wave modulation, carried out at a frequency close to SP4
(3300 Hz), presents features which are similar to those observed at previous
operating points: a large oscillating pressure amplitude, compact flame pattern
and evolution of this shape (Fig. 3.96), asymmetry of the combustion pattern
and increase of the chamber wall temperature (Fig. 3.95).

3.9 Discussion

It is pointed out, notably by Mitchell (1995), that little progress was made in
modeling the response of combustion processes to oscillations in liquid rocket
engines since the 1970s. A difficulty was the lack of experiments necessary to
develop models that would accurately represent the major combustion processes
(injection, mixing, atomization, vaporization, chemical kinetics) and their re-
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Figure 3.95: PF5 during LFM at SP4 (3300 Hz) - HF2 response during the CWM
test case plotted with the mean temperature of the chamber.

Figure 3.96: PF5 during LFM at SP/ (3300 Hz) - Successive images of instantaneous
OH* emission during the CWM test case. Flames are asymmetric and they get shorter
as the amplitude of oscillation increases.

sponses to strong acoustic oscillations. Experiments reported in the previous
sections have demonstrated some common features which give an experimental
basis to derive the physical mechanisms involved in the particular case of the
MIC equipped with the VHAM. These results may also be extrapolated to real
scale rocket engines. In this last section, we highlight some of the common ele-
ments of most operating points and, specifically, we consider the SP4 spectral
peak. Major observations are listed below:

e The mode corresponds to a coupled transverse and longitudinal motion
(1T2L).

e Flames oscillate in the transverse direction.
e The pressure signal level reaches extremely high amplitudes.

e Combustion takes place in a compact region located near the injection
plane.
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e The pressure amplitude increases during this continuous wave modula-
tion.

e The flame length decreases during the test.

e The temperature at the lower chamber wall rises.
e The flame pattern becomes asymmetric.

e The acoustic field also becomes asymmetric.

e Flames are curved.

Mechanisms suggested in what follows are put forward to explain these char-
acteristics. It is particularly interesting that, except for PF1, every operating
point, regardless of mean pressure or momentum flux ratio, features the same
qualitative behavior at SP4. Even the nature of injection, liquid or transcritical,
does not seem to have a decisive impact on these mechanisms.

3.9.1 Origin of the heat release fluctuations

Streak films synthesized from images acquired by the high speed camera guide
the description of the unsteady heat release related to the acoustic field. This
was used as the starting point of much of the analytical work, based on the
sensitive time lag model. One important question in this kind of modeling is to
see whether the unsteady heat release rate is linked to the pressure or velocity
fields. This question is not easy to settle because acoustic velocity and pressure
are linked by the linearized momentum balance pg% = —Vp. One objective
of the present investigation is to consider the possible coupling processes and
identify the most probable mechanisms. It is therefore worth listing some of
the various possibilities:

e Unsteady pressure modifies the heating and vaporization of droplets,
changing the mass rate of oxidizer generated per unit volume and the
rate of heat release.

e Velocity induced by the acoustic motion enhances the liquid jet break-
down, primary and secondary atomization associated with inertial stresses
augmenting the rate of vaporization of oxidizer and subsequently the rate
of heat release.

e Pressure perturbations in the chamber induce mass flow rate fluctuations
at the injector exhausts giving rise to fluctuating rates of heat release.

It is first interesting to note that experiments carried out by Tischler and Male
with a single injection unit give qualitatively similar results, and it is reasonable
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to say that the physical processes driving the two experiments are of the same
type.

Visualization of the whole chamber and high speed imaging of the light emission
carried out in the present study provides strong evidence that the unsteady
heat release rate must be caused by the large oscillations of the flames in the
chamber, which are directly linked to the acoustic velocity field.

3.9.2 Flame shortening, temperature and pressure increase

Flame shortening, temperature and pressure increases are typically found under
high frequency oscillation as observed in numerous tests during engine develop-
ments. Experiments presented in the present document feature these phenom-
ena and provide a new perspective to understand instabilities. Flame shortening
is illustrated in Fig. 3.97, for operating point PF2. Flames are shorter due to
acoustic modulation and their shape is modified. However, Fig. 3.97 (b) shows
a change in the nature of the combustion process which does not imply an
important change in the flame length.

It is likely that secondary atomization is modified by the intense acoustic field.
Secondary atomization is controlled by the Weber number (We= pv?l/c). For
a particular droplet, when We is over a critical value (of the order of 20), the
droplet splits. This changes the spray characteristics, increasing the rate of
vaporization and the reaction rate. To describe accurately the spray, one has
to consider the acoustic velocity in the calculation of the Weber number.

For flames shown in Fig. 3.97 - (c) and (d), it seems the modification of sec-
ondary atomization is not sufficient to explain the shortening of the reaction
zone. Primary atomization is modified as well, quite significantly. This is illus-
trated in Fig. 3.98: when the acoustic field is intense near the injection plane
(c), the core length is shorter, which in turn gives rise to shorter flames. The
momentum flux ratio J, that drives primary atomization, has to be calculated
taking into account the acoustic velocity.

It has been shown that the transverse acoustic motion changes the atomization
process. It is however not easy to link the intensity of the acoustic wave to the
flame length and this aspect needs further investigation.

Enhancement of the atomization process leads to the confinement of the flames
in the vicinity of the injectors. When the oscillation grows, flames get shorter,
as illustrated in Fig. 3.99 and the combustion region becomes more compact.
As most of the heat release takes place near the injection plane, the heat flux is
intensified and this can eventually lead to a melting of injectors. This process is
accompanied by an increase of the wall temperature as observed in Fig. 3.100.
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(c)

Figure 3.97: Instantaneous OH* emission at PF2 - (a) OWM - (b) SP1 - (¢) SP2 -
(d) SPj.



128 PART I - HiGH FREQUENCY INSTABILITY EXPERIMENTS

»

Figure 3.98: Instantaneous backlighting images of the dense jet - (a) SP1 - (b) SP2
- (c) SPj.

(b) (c)

Figure 3.99: PF3 during CWM at SP4 (3125 Hz) - Evolution of the averaged OH*
emission during the CWM test case. Flames are getting shorter when the amplitude
of oscillation increases.
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Figure 3.100: PF3 during CWM at SP/4 (3125 Hz) - HF2 response during the CWM
test case plotted with the mean temperature of the chamber. Temperature rapidly
reaches 800 K.
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3.9.3 Asymmetry of the combustion pattern and of the acous-
tic field

It has been established in the previous subsection that the flame length is linked
to the acoustic field which accelerates the atomization process. In several tests,
and specifically for those which feature the strongest response, an asymmetry
in the flame distribution is observed coupled with an asymmetry in the acoustic
field.

The link between the flame pattern asymmetry and the difference between the
pressure amplitudes detected at the top and at the bottom of the chamber
is demonstrated by considering operating point PF2 at the spectral peak SP4
(3200 Hz). One finds that the asymmetry in the flame pattern is reflected in
the asymmetry of the acoustic field. This is underlined by an interesting “flip"
phenomenon observed during a continuous wave modulation test at 3200 Hz.
For most of this test the flames point upwards, except for a period of 0.5 s where
the flame pattern is inverted and the flames point downwards (Fig. 3.101). This
inversion is probably caused by a flow perturbation. The net result is a change
in the amplitudes recorded by the transducers located on both sides of the
chamber (Fig. 3.101 (c)). This leaves no doubt on the link between the two
observations. When the flames are oriented upwards, the amplitude recorded
by HF2 is larger than that detected by HF1, while the opposite is true when
the flames point downwards.

The velocity antinode, where the modulation is maximum, is moved to the
bottom of the visualization window, probably close to the last injector. This
is where the flame motion is greatest, as it is illustrated by the streak films
corresponding to these conditions (Fig. 3.102). The short length of this flame
appears to be the consequence of an improved atomization due to the huge
acoustic velocity in this area. The order of magnitude of this acoustic velocity
can be estimated from v/,,, ~ pl..../poc, with p) . detected by the pressure
sensors, or from the displacement of the flame in the streak film divided by the
angular frequency of excitation, if we assume that the flame follows the acoustic
field. The first method gives an acoustic velocity v/, ,, around 100 m.s~1. The
second method gives a flame velocity of 50 m.s™!, which tends to demonstrate
that the flame follows the acoustic field with a certain inertia due to the liquid
core.

Flames located in the upper part of the chamber are then closer to the velocity
node and the external modulation is lower. The atomization process is modi-
fied to a lesser extent and the flames are longer. Since, of course, the geometry
remains the same during the experiment, the asymmetry in the acoustic mode
reveals an inhomogeneity in the chamber which is probably due to the temper-
ature field. The pressure field is modified in turn explaining the differences in
response between the upper and lower pressure sensors.
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Figure 3.101: PF2 during CW at SP/4 (3200 Hz) - (a) Average OH* emission during
the monofrequency excitation except between 26.6 s and 27.1 s - (b) Averaged OH*
emission between 26.6 s and 27.1 s - (¢) Close-up view of the HF1 and HF2 signals
during the constant frequency excitation. Between 26.6 s and 27.1 s, the HF2 response
decreases and the HF1 response increases - (d) Signals HF1, HF2 and the difference
HF1-HF?2 are averaged every 1/10 s and plotted during the entire test case.

Another phenomenon, which has not been discussed yet, is the curved shape
of the flames observed, for example in Fig. 3.101 (a) and (b). It seems that an
auxiliary force changes the flames’ shape, pushing them towards the top or the
bottom of the chamber. In linear acoustics, the resultant force is necessarily
equal to zero. Regarding the acoustic level reached in the present experiments,
it is natural to consider non-linear phenomena which could induce the curvature
of the flames. According to Baillot et al. (2009), in an investigation of the influ-
ence of acoustics on liquid jets, acoustic streaming (i.e. non-zero mean flow) and
radiation pressure (i.e. non-zero mean pressure) are foreseeable. Fig. 3.101 (d)
provides experimental material to determine which phenomenon is likely to be
the cause of the observed curvature. In this graph, pressure at the top and at
the bottom are averaged on 1/10 s and plotted throughout the test case. Pres-
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Figure 3.102: Streak films deduced from the SA1 images - (a) PF2 during CW3 at
SP/4 (3200 Hz) - (b) PF3 during CW at SP4 (3125 Hz). The shape of the acoustic
field can be inferred from the relative motions of the flames. The flame located in
the bottom, that oscillates with the most important amplitude, is close to the velocity
antinode.

sure transducers are set in dynamic mode, which means that eventually, they
tend naturally to have a null average. The interesting part of this graph is that,
during transient regimes, when symmetry is broken, the difference between HF1
and HF2 becomes important. At t=22 s, for instance, when the 1T2L mode
is being excited and flames curve toward the top of the chamber, the resultant
mean pressure in the top of the chamber is weaker than in the bottom. When
flames curve in the opposite direction (t=26.6 s), mean pressure in the bot-
tom becomes less important. These elements show that radiation pressure may
be responsible for flame curvature in the experiments. The expression of the
radiation pressure force on a droplet of size D¢ is:

4F,, P.\% . [[4r L
@D T (w) [(L—) (y - Z)] Fx), (3.1)

with L. the height of the chamber, p, the gas density, ¢ the sound speed and
f(k) = kR, with k the acoustic wave number and R the radius of the sphere.
This expression illustrates an interesting piece of information on the radiation
force: it is null at the pressure nodes and antinodes, maximum in the middle
of these two planes, and directed from the pressure antinodes to the pressure
nodes. It has been demonstrated above that when pressure oscillations in the
bottom of the chamber are more important than pressure oscillations in the
top (the pressure node moves nearer to the top wall), flames curve upward, i.e.
they are submitted to a force directed to the pressure node. Thus, these two
interpretations are consistent.
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Figure 3.103: Mechanism

Asymmetry of the acoustic field, asymmetry of the flame pattern, flame curva-
ture and flame length reduction are then different aspects of the same mecha-
nism, which will be addressed in section 4.7.

3.9.4 Conclusion

This discussion indicates that the acoustic field can strongly influence the lig-
uid jet atomization process. The large acoustic velocity increases shear stress
acting on the liquid jets and droplets accelerating the break-up process and
the division of large droplets by secondary atomization. This in turn reduces
the flame length augmenting the rate of heat release per unit volume and the
temperature at the chamber walls and injection plane. The smaller droplets
produced in this way closely follow the acoustic field and their vaporization and
subsequent heat release is phased with the pressure, a situation which leads to
the growth of the oscillation. The growth is then enhanced by the asymme-
try of the flame pattern. This mechanism, represented in Fig. 3.103, is more
thoroughly investigated in the following chapter. Two models are suggested to
represent these phenomena.
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Chapter 4

Heat release low order modeling

In this chapter, an effort is made to obtain a theoretical model which
represents previously depicted observations. First, the Flame Acoustic
Motion Equations (FAME) are described. In this model, the flame is
considered as an infinitely thin element which follows the acoustic ve-
locity field in a Lagrangian fashion. This assumption, a translation of
experimental observations, gives an explicit expression for the unsteady
heat release term. The pressure effect on the flame reaction rate is then
added to the formulation. It is demonstrated that, near the walls, it is
of the same order of magnitude as the velocity effect in the center of
the domain. The Spray Dynamics Model (SDM) is introduced to take
into account the liquid phase, neglected in FAME, which plays a central
role in the mechanism deduced from experiments. Balance equations
for the liquid phase lead to a new set of relationships. A delay, related
to the droplets inertia, is naturally introduced. The stability margin is
determined by the comparison between a global acoustic Weber number,
related to the level of acoustic velocity, and a critical Weber number,
which represent the velocity necessary for a droplet to break up. The
two approaches (FAME and SDM) are compared and their range of va-
lidity outlined. A short analysis of the flame asymmetry observed during
experiments is carried out at the end of this chapter.

4.1 Introduction

Experiments presented in the previous chapters have brought forth new ele-
ments which can be used to address the central problem of defining the driving
sources of transverse combustion instabilities. Models presented in the following
sections assist in the theoretical understanding of the fundamental mechanisms
which intervene in this process. With this in mind, it is necessary to outline
the main experimental observations and the impact of these findings on the
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different possibilities. This is not an easy task because of the complex nature
of the experiment itself. In the MIC experiments, the chamber geometry and
the number of injectors differ from those of real liquid rocket engines (LRE).
In these tests, oscillations are induced by a modulator (VHAM) while self-
sustained instabilities occur naturally in the absence of such a device. Forced
oscillations obtained with the VHAM may not be representative of free oscilla-
tions defining self-sustained instabilities. Another issue is that the five injectors
in the multiple injector combustor (MIC) are located near the chamber central
plane, i.e. near the velocity antinode but far from the pressure antinodes of the
chamber transverse modes. This is also at variance with the situation found in
a typical LRE where injectors cover the thrust chamber backplane and operate
in the pressure and velocity antinodes of the chamber transverse modes. These
aspects will have to be considered in the study.

However, the strong coupling described in the previous chapter indicates that
some essential features of transverse instabilities have been observed. The the-
oretical work developed in what follows is intended to model these features.

The central problem is to obtain a suitable representation of the unsteady heat
release rate ¢'. It is here useful to consider the balance of acoustic energy. For
simplicity we only consider a situation where the flow velocity is small and can
be neglected. The instantaneous acoustic energy balance takes the form (see
for example Poinsot and Veynante (2001)).

/2
o¢ +V-F=8—D with £ = 1ﬁu’Q + 1?— , F=puw and § = pr’q"(él)
ot 2 2 pc? vp
In this expression £, F, S and D represent the acoustic energy density, the
acoustic energy flux, the acoustic energy source and damping respectively. The
instantaneous balance equation may be integrated over a period of oscillation
T yielding:

oF 1.1 1p'p'*
9 V. F=S-Dwith E= [-pu - u'++ -
o Y A plapu - wrt 5=
1 1v—-1
F = iRe[p'u/*] and S = i%Re[p/ql*], (42)

where F/, F', S and D are period averages of the instantaneous quantities. In
the previous expressions the star symbol indicates a complex conjugate of the
corresponding variable. This equation indicates that the energy density may
increase if the source term S exceeds the damping term D. This requires in
turn that S be positive or equivalently that the product p'¢’ integrated over
a period be positive, a result initially uncovered by Rayleigh in the form of a
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criterion. This result indicates that the oscillation amplitude increases if pres-
sure and heat release fluctuations are in phase. If the integral of this term over
the domain exceeds the losses, then the acoustic wave gains energy during a
period. This is what happens during combustion instabilities. The term S can
also act as a sink term if p’ and ¢’ are out of phase and the acoustic energy
decreases. In combustion instability analysis it is not too difficult to obtain
accurate representations of the acoustic field p’(x,t) but it is less easy to derive
a suitable model for the unsteady heat release. This is specifically the case
for high frequency combustion instabilities associated with transverse acoustic
modes. Because experimental data was lacking, much of the modeling of ¢’ has
relied on the sensitive time lag concept n — 7 model (Section 4.2.2) which only
offered a phenomenological representation of the process.

The following sections essentially focus on the modeling of ¢’. The other as-
pects of the problem, which are also of importance in driving instabilities, like
the description of the coupled acoustics of the chamber and dome etc., will
be treated in chapter 5 where a simulation tool is developed to assemble the
various mechanisms intervening in the process.

The point of view adopted in the following sections is that the flame motion
is responsible for the heat release fluctuations. The mechanism presented and
discussed is as follows: if a sufficiently powerful acoustic field is present in
the chamber, the atomisation process is modified and gives rise to shorter and
therefore more intense flames. As shown in experiments, flames are then locked
on or “attached" to the acoustic field. It will be further demonstrated (Sec-
tion 4.3) that this gives rise to a source term in the acoustic energy balance
equation, which leads to a growth in instability.

This mechanism raises two important issues. The first is the initial growth of
the instability. In this mechanism, the initial presence of the acoustic field is
assumed. This reflects the experiment itself where this field is induced by an
external modulator. The VHAM imposes the acoustic field necessary to trigger
the instability. Consequently, understanding this phenomenon by interpreting
experimental data is not straightforward. It will be shown, however, that the
theoretical models developed here give insight into this part of the instability
process (Section 4.4.4). The second issue is the asymmetry observed in the
flame pattern. This asymmetry always correlates with the most responding
eigenmodes, and seems to play an important role in the instability mechanism.
This asymmetry has a strong impact on the flame response, but can be treated
independently from the main mechanism (Section 4.7). The asymmetry aug-
ments the response by changing the spatial distribution of the acoustic field,
but it is the motion of the flames that creates the source term in the acoustic
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balance equation.

The following analysis successively considers the two steps which can be identi-
fied in the instability process as they appear in the aforementioned experiments.
During hot fire tests carried out at a modulation frequency equal to an eigen-
frequency of the chamber, there is a short period during which the atomisation
changes, the flame structure is modified and the pressure wave amplitude in-
creases. During continuous wave modulations, this lasts about 100 ms. Once
the flame structure is established, the acoustic wave can keep its amplitude
(Fig. 4.1 (a)) or continue to grow (Fig. 4.1(b)), albeit on a significantly longer
time scale. The growth of the instability in the case of the PF3 for the 1T2L
mode lasts approximately eight seconds and could have lasted longer if the
excitation had been continued. High speed imaging gives access to the latter
process, and the first model presented in this chapter (Section 4.3) will be based
on the interpretation of these images. The idea is to follow the flame in a la-
grangian way and deduce the unsteady heat release from its displacement. This
analysis demonstrates a possible coupling mechanism but does not account for
the accelerated break up of the jet and the resulting more compact flame struc-
ture, observed during the first period of the instability. Another framework is
then developed (Section 4.5) which follows the same principle but introduces
droplets of liquid or transcritical (dense) oxygen.

—HF5
—HF2

A O ©

Pressure (bar)
Pressure (bar)

-6 -10

15 20 25 30 15 20 25 30
Time (s) Time (s)
(a) (b)

Figure 4.1: (a) PF2 during LEFM2. The first siz seconds correspond to a monofre-
quency excitation on the 1T mode (1840 Hz), there is no growth of the acoustic am-
plitude - (b) PF2 during CWMS3 at the 1T2L mode. The amplitude increases from 4
bar to 6 bar during this 8 seconds test.

4.2 Description of the analytical framework

Low-order modeling consists in replacing complex coupled processes with sim-
pler descriptions. These simplified models are treated independently and linked
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together in the final stage. The objective is to obtain a state space description
of the coupled dynamics of the system under investigation. This description
includes a finite system of differential equations in combination with a set of
algebraic relations. Stability calculations are then carried out in the time or
frequency domains.

4.2.1 Acoustic description

To formulate the combustion models which are developed in this section one
has first to provide a description of the acoustic field in the chamber. This will
be based on the chamber eigenmodes. The calculation of these eigenmodes will
be studied in the next chapter. We assume that these modes are known and
introduce the modal expansion method and its essential results.

All variables are written as sums of mean and fluctuating parts, p = p+p/, etc.
Here, p(x) = 1/T fOTp(m,t)dt. The mean velocity is assumed to be negligible
for simplicity. Mean pressure and density are assumed to be uniform. Finally,
damping and forcing terms are not considered in this section but will be studied
in the next chapter. The analysis is based on the following set of linearized
equations:

10p L oy
20t +pV - v

I
X
.

This set can be rearranged to obtain a wave equation. In the simplest possible
model for pressure perturbations in a reactive medium, the pressure field is
governed by

1 0% ~v—10¢
il — V% = - 4.3
c2 Ot2 b 2 ot (43)
where ¢’ designates the nonsteady heat release rate.
The associated boundary conditions are
op’

where n is the normal direction (positive outward), and f is commonly ex-
pressed in terms of a local admittance characterizing the unsteady behavior of
the boundary in response to acoustic fluctuations. If the boundary is a wall,
eq. 4.4 reads: 9p'/On =0 or v’ = 0.

It is well established that acoustics and combustion play a central role in com-
bustion instability and that these two aspects need to be considered in conjunc-
tion. The unified approach introduced by Zinn and Lores (see Culick (1976))
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and applied in various studies, Culick (1988) and Culick and Yang (1995) for
instance, provides a suitable starting point. The pressure field is expanded over
a basis of eigenmodes, and the evolution of the amplitude of each mode, which
depends only on time, is solved independently. One attractive feature of this
method is that it provides a tool for the nonlinear analysis of acoustic motion
as demonstrated by Culick and his co-workers.

In the unified approach the unsteady pressure field is expanded in terms of the
normal modes

p/(il},t) = Z nm(t)lpm(m) (4'5)
m=0

In this expansion, the modal amplitudes 7, depend on time ¢ and they have the
dimension of pressure. The eigenmodes ¥, (x) satisfy a Helmholtz equation:

Vi, + k2 ¥, =0, (4.6)
ov
— = 4.

with &, = wm/c. The W, () functions verify [i, ¥y (2)2dV = A,,. The term
m = 0 represents a shift of the average pressure. Since the normal modes ¥,,
satisfy boundary condition (4.7) on the entire wall surface, the series (4.5) does
not converge uniformly where the boundary condition differs from that used to
define the eigenmodes. Nevertheless, expression (4.5) is suitable for calculating
the pressure in the cavity and everywhere on the wall surface, including where
boundary conditions differ from those which must be imposed to the pressure
field. This result is indicated in Morse and Ingard (1968) and it is demonstrated
by Ventres (see Dowell (1974)).

There are alternate possibilities such as that used by Pieringer et al. (2005),
where acoustic propagation is solved within the fluid dynamic equations, using
a source term for energy. In that approach the acoustic perturbation equa-
tions are integrated numerically and the chamber eigenmodes are not needed.
This track is not followed here because it is felt that the eigenmodes are natu-
rally present in combustion instabilities. The modal expansion yields a direct
description in terms of a differential system of equations allowing parametric
studies. It is also interesting to separate acoustic processes from combustion
dynamics so that the latter can be described with increasing degrees of detail.
The modal structures and frequencies can be determined in various ways. A
complete description of the system acoustics is given in the next chapter (sec-
tion 5.2) while the following description is only an introduction to the formal-
ism.

Inserting the pressure expansion in terms of eigenmodes and assuming that the
modes are orthogonal, one finds after projection a set of second order differential
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equations:

. v—1 o4’

m 174 t

In this formulation, effects of mean flow have been neglected and it is assumed
that the sound speed is constant. The nonlinear coupling of modes associated
to large amplitudes is also not taken into account. These three aspects can
be handled but this is not done here for the sake of simplicity. They may be
included in a later version of the model.

4.2.2 Nonsteady heat release modeling

The source terms which appear in the differential system of equations (4.8) cor-
respond to the projection of the nonsteady rate of heat release on the normal
modes. The problem is closed if it is possible to express the nonsteady heat
release rate in terms of other variables like the pressure and velocity perturba-
tions:

q,:f(m7t7p/7v,7"')' (49>

The modeling of the nonsteady rate of heat release is one of the central issues
in combustion dynamics. Among the many different representations, three pos-
sibilities are described in what follows.

4.2.2.1 The sensitive time lag (STL) formalism

A model which has been widely used in the past makes use of the time lag
concepts introduced in the early fifties by Summerfield, Crocco and Tsien (see
for example Crocco and Cheng (1956)). One considers that propellants which
are converted into products at time ¢ were introduced in the chamber at time
t — 7. The delay 7 itself is a function of variables defining conditions in the
combustion region like pressure, temperature, etc. It is then shown that the
mass rate of conversion of reactants into products can be linked to the rate of
change of the time lag and that the nonsteady heat release may be deduced
from the difference between the pressure perturbation at time ¢ and the pressure
perturbation at time ¢t — 7. The gain of this process is usually called the
“interaction index" n. The sensitive time lag (STL) model, also designated
as the n — 7 model can be applied to the relative heat release fluctuation and
written in the form

o/ / t o t _
q p

where p and q are the mean pressure and mean heat release respectively.
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Models of this type have been widely used to analyze longitudinal instabilities
arising in the low frequency range (see for example Crocco and Cheng). The
time lag 7 corresponds to the processes which precede combustion (primary
and secondary atomization, heating, vaporization, mixing and chemical reac-
tions). The interaction index n describes the intensity of the coupling between
combustion and pressure perturbations in the chamber. The pressure coupling
which appears in this formulation is less well justified in the case where the
coupling involves transverse modes but it is used in most studies of this type
of instability. The model is simple and easy to implement and there are few al-
ternatives, as mentionned in Culick and Yang (1995) and Mitchell (1995). The
major drawback of the sensitive time lag model, besides its lack of physical jus-
tification as far as transverse oscillations are concerned, is that the interaction
index n and delay 7 must be determined from experiments. As a result, they
are usually adjusted to fit a particular data set but the degree of generality
is low and conclusions cannot be extended to other cases. Moreover, the STL
model cannot represent the diversity observed in real scale experiments (see for
example Hulka and Hutt (1995) for a review).

A path that is followed in this document is to develop a physical analysis of the
driving processes and reformulate the STL, with n and 7 expressed as functions
of flow parameters.

Remark

It is often considered that instabilities are driven by the existence of delay
processes. This was initially introduced because it was apparent that the com-
bustion process involved many delays between injection of propellants and their
final chemical conversion. The total delay was then defined by the sum of times
required for jet break-up, atomization, droplet heating, vaporization and com-
bustion. The time lag concept is well suited to the description of low frequency
dynamics of certain classes of propellants (storable propellants) but may be
less adequate if one wishes to analyze transverse instabilities of cryogenic re-
actants. The existence of a delay is not needed to obtain a positive Rayleigh
source term in the acoustic energy balance equation (eq. 4.1). For example,
if ¢/(x,t) = ap/(x,t — 7), with a a positive real number, the source term is
stronger when 7 is close to zero. This seems obvious but it is worth recalling.
Numerous studies are focused on the delays that can be observed for the differ-
ent processes: break up, heating, burning, etc., and the usual conclusion is that
the longer the delay (or the closer to a chamber mode period), the more likely
it is to have an impact on combustion stability. Though it is natural to assume
that time lags are at the source of instability this can also be misleading. The
characteristic time for the atomization process, for example, is usually quite
short compared to the acoustic mode period. Nevertheless, its impact on the
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flame structure is important as highlighted in previous sections. It changes the
heat release distribution and hence may have an important role to play in the
instability mechanism. As a result, it is necessary to set up a global framework
to understand the relative influence of the different processes involved.

4.2.2.2 Droplet response

An alternative view of the coupling problem most notably adopted by Sirignano
(see Sirignano et al. (1995) for a review) and his co-workers consists in examin-
ing the response of a droplet or an array of droplets to external perturbations of
pressure and velocity to describe their collective response in the spray formed
by rocket injectors. In this framework, one determines the respective influence
of pressure and velocity on the droplet heating and vaporization to deduce the
unsteady rate of heat release.

The main idea is that perturbations of pressure and velocity affect the vapor-
ization process. Hence, energy can be released in phase or out of phase with
pressure, leading to an increase or decrease of acoustic energy, depending on
the Rayleigh source term. During the development of the F1 rocket engine of
the Apollo program, vaporization was analytically studied as a rate-controlling
mechanism for instability (Harrje and Reardon 1972). At the beginning, ther-
mal inertia was assumed infinite in the model and the liquid droplet did not
respond to the fluctuations. The model then could not provide evidence that
vaporization was the driving mechanism. A large amount of theoretical work
has been carried out on the transient heating and vaporization of fuel droplets in
combustion chambers. This work resulted in the model described in Abramzon
and Sirignano (1989), which gives accurate vaporization rate and temperature
distribution in the droplets for realistic conditions.

It has been shown that spatial variations of temperature through the droplets
can be important. The work of Tong and Sirignano (1989), based on similar
studies for the droplet response, investigates the contribution of vaporization
on combustion instabilities. In this article, the response of a set of droplets is
evaluated when they are submitted to different oscillating fields for several fre-
quencies. First, fluctuations of pressure and velocity are applied independently.
Then, acoustic waves are imposed: traveling waves, when pressure and velocity
fluctuations are in phase and standing waves, when pressure and velocity are
out of phase. The first conclusion of this study is that velocity fluctuations
are the one whose impact on vaporization are the more important. The second
conclusion is that it is possible that vaporization itself can cause self-sustained
combustion instabilities.
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Nevertheless, there are limitations in this conclusion. First, the study is per-
formed on longitudinal instabilities, and the frequencies investigated are small.
For instance, the only frequency that is found to be unstable for a standing
wave is near 100 Hz under conditions considered by Tong and Sirignano. And
for this particular case, the growth rate is weak. One limitation of the model
is that it does not account for the motion of the droplets and for the dynamics
of the spray. The eulerian framework used in this study serves to evaluate the
energy release related to enhanced vaporization process but the transport of
droplets is not considered. The droplet motion induced by the acoustic field
can have a significant role as shown in the following development.

4.2.2.3 Coupling of cavities

Another possible contributor to the instability process is the coupling between
the thrust chamber and the dome. It is often argued that coupling between
these two elements is of importance in the low frequency range but has less influ-
ence at high frequency because the propellants inertia in the injection channels
damps the level of perturbation reaching the dome. In standard practice, the
low frequency coupling is controlled by augmenting the head loss in the injec-
tion units to a level of about 10 to 15 %. One does not know, however if this has
an effect on high frequency dynamics and reduces the possibility of coupling in
the high frequency range.

The acoustic coupling between several cavities has been examined in recent
studies. Cheuret (2005) and Oschwald et al. (2008) have studied the coupling
between a combustion chamber and damping cavities. Evesque and Polifke
(2002) have investigated the coupling between the upstream manifold and the
chamber for gas turbines. This problem is often envisaged with acoustic tools.
This is however an important limitation because it cannot account for the
dynamics of injection units and of its impact on the oscillations in the dome
and thrust chamber.

4.2.2.4 Recent developments

The link between the unsteady heat release and fundamental physical processes
is investigated in some recent studies. It is shown for example by Richecoeur
(2006), Richecoeur et al. (2007) that coupling can be envisaged by considering a
global mass balance (GMB) in the thrust chamber. In the rectangular geometry
of the MIC, control volumes are defined in the upper and lower sides of the
cavity. The transverse motion induces an alternate accumulation of reactants
in these two volumes. Burning takes place after a delay 7 yielding an unsteady
fluctuation of the rate of heat release:

/

{(y.) = Bsign [g;@,t - ﬂ} Syt — 7). (4.11)
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where y is the transverse space variable, v’ is the transverse velocity component,
and f is an interaction index.

Following similar ideas but considering a local balance of mass, it is possible to
derive an alternative expression (LMB! model):

/

. _Oov
q,(ya t) = (_Ah(l)/Ox)YLO$p87y(yvt - T)a (412)

where Ah%Oq; is the heat of combustion related to oxygen consumption, Y70,
is the liquid oxygen mass fraction and p is the mean density.

Both expressions are derived from mass balance equation as shown in the follow-
ing subsections. We first consider the transverse acoustic field and its influence
on the distribution of reactants. The transverse field modifies the droplet dy-
namics and influences the spatial distribution of droplets. The heat release
location is strongly correlated to the droplet positions and the velocity field
generates a heterogeneity in this distribution. The time lag 7 is associated to
the relaxation time corresponding to the drag forces acting on the droplets and
to the time required for mass transfer from the droplets to the surrounding gas.
The problem is then to determine the space-time distribution of droplets and
deduce the non-steady heat release distribution resulting from heterogeneities
in the droplet density. The main idea of this model is similar to that developed
in Section 4.5 where more rigorous equations are derived and expressions for n
and 7 are obtained.

These two models demonstrate the possibility of a coupling driven by the trans-
verse velocity fluctuation but they also have the drawback of comprising phe-
nomenological parameters, an interaction index and a delay in the GMB model
and a delay in the LMB model. One may then wish to explore models which
will be based on a more physical description of the coupling.

4.2.3 Conclusion

It appears from the previous review that modeling of heat release fluctuations
may be tackled in different ways and that a variety of physical mechanisms may
drive high frequency combustion instabilities. A short list is given below:

e Effect of pressure and velocity on vaporization (M1),

e Unsteady mass flow rates induced by coupling of dome and thrust cham-
ber (M2),

'Local Mass Balance
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e Effect of spray/flame motion, caused by the acoustic field, on the acoustic
energy source term (M3).

e Effect of unsteady pressure on the heat release fluctuations (M4).

The last coupling mechanism, which is generally not put forward, is related to
the effect of pressure on heat release rate. The article of Pons et al. (2008)
demonstrates through infinitely fast chemistry and finite complex chemistry
calculations that heat release is proportional to the square root of pressure:
¢ < /p. It is then expected that when pressure oscillates by several bar,
this will have an impact on the unsteady heat release rate. This aspect is
investigated in section 4.4.2.

In the previous list the sensitive time lag model is not listed as such, because
its physical justification mainly stands for low frequency instabilities.

The goal of the next section is to sort out the prevailing mechanisms but a
number of additional issues must be considered. It is likely that the different
physical phenomena operate in combination in an actual system, and it is neces-
sary to establish a framework which will be able to represent their simultaneous
influence. It is also important to model mechanisms which control combustion
in liquid rocket engines. In this respect atomization plays a central role in the
low pressure range. This process does not appear explicitly in the acoustic
balance equation, but defines the dynamics of the spray and as demonstrated
by experiments, plays a crucial role and must be taken into account.

Summary

In the context of low order modeling it is convenient to expand the pressure
field on a set of normal modes of the chamber. The amplitudes of these modes
are then solution of a system of differential equations featuring as source terms
a projection of the rate of change of nonsteady heat release on the modal
functions.

N
Yz,t) = Z M (8) U ()
m=1
. ) _ -1 [9¢ (4.13)
q, = f(m’t7p/7v/7"')

The modeling of the nonsteady heat release which constitutes the central issue
in this problem is envisaged in the following sections.
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4.3 Flame Acoustic Motion Equations (FAME)

4.3.1 Introduction

To devise a low order model for the unsteady heat release it is useful to re-
view experimental data and sort out the main features of the interaction be-
tween transverse acoustic fields and combustion. Experiments carried out by
Richecoeur (2006) indicated that the unsteady heat release rate (characterized
by the light intensity detected by two photomultipliers) was in phase with pres-
sure. When the combustion region in the MIC was submitted to a 1T transverse
modulation, the heat release rate in the upper part of the chamber was in phase
with the unsteady pressure measured at the upper wall while the heat release in
the lower part of the chamber was in phase with the unsteady pressure detected
on the lower wall. These results are consistent with those found in our exper-
iments. The phase relation prevails for all operating points and eigenmodes.
This central feature defines a generic situation in which the Rayleigh source
term in the balance of acoustic energy is systematically positive.

It is thus natural to explore why the unsteady heat release is in phase with pres-
sure, and get a physical understanding of the driving processes. The next sec-
tions are intended to demonstrate that the flame motion induced by the acoustic
field can explain this observation. To do this, one first establishes a link between
the photomultiplier signals and high speed images (subsection 4.3.2). It is then
possible to use the high speed camera images alone to deduce the experimental
heat release fluctuations (subsection 4.3.3). A theoretical framework is devel-
oped on this basis in susbsection 4.3.4. The consistency between theoretical
and experimental flame dynamics is checked in the final subsection 4.3.5.

4.3.2 Photomultiplier signals and high speed imaging

The high speed cameras provide a large number of image data. The spatial dis-
tributions of light intensity in these images are interpreted to be proportional
to heat release rate. The frame rate is sufficiently high so that the evolution of
the heat release rate distribution is resolved in space and time. Light intensity
is also detected by two photomultipliers providing the evolution of the inten-
sity signals integrated over two windows. The high speed cameras only record
signals during a second and the image quality is not always sufficient. The
two photomultipliers, on the other hand measure the light intensity during the
whole test duration but the spatial resolution is lost. It is then interesting to
compare images delivered by the HS camera with signals detected by the two
PMs and see if data recorded with these different diagnostics match. This can
then be used to select one of these diagnostics depending on its availability.

The interrogation windows monitored by PM1 and PM2 are shown schemati-
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cally in Fig. 4.2. The drawing is only qualitative because the window bound-
aries are not known precisely. The important point is that PM1 and PM2 are
directed towards the top and bottom parts of the chamber respectively. The
high speed camera SA1 records all the information at once. In the limit of the
camera resolution, it is possible to follow the heat release evolution at all points
in the chamber, each pixel in the CCD unit acting as a local light sensor.

Figure 4.2: PF3 during CWM at SP4 (3125 Hz) - Instantaneous CH* emission
recorded by SA1 camera. The two windows drawn in this image show the area of
interest for the two photomultipliers.

Comparison between data delivered by the HS camera and by the PMs can
be carried out by summing the light intensity detected by the camera over
the two windows. Intensities detected by pixels located in each interrogation
window are added to obtain a mean intensity value for each window and each
time step. The resulting signals are plotted in Fig. 4.3. The difference in
amplitude is caused by the uncertainty in the window location and by the
signal normalization methods. This figure indicates that the respective signals
are in phase and that the two diagnostics are consistent. It is then possible to
move a step further in the high speed images analysis as explained in the next
subsection.

4.3.3 Heat release rate fluctuation

The heat release rate fluctuations are now characterized by processing the high
speed camera images. Camera SA1 records I(x,t), which is here considered to
be proportional to ¢(x,t). To obtain the fluctuation ¢’(x,t), one subtracts the
mean signal from the instantaneous data:

where () is obtained from I(z), which is the average of all images of a test
case. The space time field of ¢’ obtained in this way is perturbed by turbulence.

To get rid of such disturbances and only retain phenomena synchronized by the
acoustic modulation, it is natural to calculate a phase average. This leads to



CHAP. 4 - HEAT RELEASE LOW ORDER MODELING 151

— SAl
up
— SAl

down

T PM1

Normalized light emission

22364 223645 22365 22.3655
Time (s)

Figure 4.3: PMs signals plotted together with the signals deduced from the SA1
camera images by summing the light intensities detected by the pixels located in the
two interrogation windows.

images shown in Fig. 4.4, where ¢'(x, ¢) is plotted for two opposite phases and
for two different eigenfrequencies.

The data displayed in Fig. 4.4 give a better understanding of the fluctuations
observed in Fig. 4.2 and 4.3. When ¢ = 7/2, ¢’ recorded by the upper PM
(PM1) is smaller than when ¢ = 37/2, the opposite is true for the lower PM
(PM2). This corresponds well with what is seen in Fig. 4.3 but it also provides
new information on the coupling mechanism.

In Section 4.2.2 we have already identified three major types of interactions
which can lead to fluctuations of ¢’. The first may be caused by the droplet
response to acoustic perturbations (M1), the second corresponds to a coupling
with the dome and yields modulations of the mass flow rate in each injector
(M2), and the third is associated to the flame displacement induced by the
acoustic field (M3). Combinations of these different mechanisms control the
dynamics of the system.

To sort out the dominant coupling, it is useful to examine what would be
observed in each case. If the driving phenomenon were the droplet response as-
sociated with heating and vaporization (M1), the flame intensity would change
during a cycle of oscillation. This feature, if it is present, is hardly noticeable in
the experiments compared to the fluctuations shown in Fig. 4.4. Actually, the
comparison between Fig. 4.4 (a) and (b) can be misleading. The second and
third flames starting from the top of the window are more intense in the latter.
This is induced by the asymmetry of the flame motion. To be more precise, if
the M1 mechanism were the driving process, the flames in the bottom would
be more intense at ¢ = 7/2 and the flames in the top would be more intense
at ¢ = 3m/2. Here, the light intensity of all flames is enhanced at ¢ = 37/2,
but at a different location. The difference of intensity between the two opposite
phases is thought to be a combination of the asymmetry of the flames and of
the effect of pressure on heat release (M4). This is explained and modeled in
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(a) (b)

() (d)

Figure 4.4: Phase averaged images of I(x,t) — I(x,t), with I the instantaneous CH*
emission recorded by SA1 camera for two modes - (a) 1T2L at ¢ = n/2 - (b) 1T2L
at $ =37/2 - (¢) IT at p=w/2 - (d) 1T at ¢ = 37/2 - When ¢ = /2, ¢ recorded
by the upper PM (PM1) is smaller than when ¢ = 3w /2, the opposite is true for the
lower PM (PM2).

section 4.7.

If the driving were due to a coupling with the dome inducing mass flow rate
modulations in the injection units (M2), one would expect to find a flame os-
cillation in the longitudinal direction (the direction of injection). This is not
observed in the various test cases. The heat release rate is essentially oscil-
lating in the transverse direction around the mean position. The oscillation is
observed over a region corresponding to this motion, which confirms the third
assumption (M3). This mechanism is analyzed in the following sections.

Note

It is important to underline that the previous conclusions have a limited range
of validity. The first limitation is that the five flames in the hot fire experiment
are located near the center of the chamber close to a velocity antinode and
far from the pressure antinodes. The instability mechanism may also involve
a coupling with pressure related to heating and vaporization of the spray or
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unsteady injection, but such effects will be less easy to identify in the present
configuration because the pressure perturbation is weak in the region of inter-
action. It is however worth noting that a strong coupling has been observed
in several test cases and one can expect that some of the mechanisms driving
instabilities have occured.

4.3.4 Analysis and modeling of the flame motion

In the present analysis the flame is represented in a simplified form as a thin
sheet which is transported in the transverse direction by the velocity perturba-
tion associated with the acoustic field. The central assumption of this analysis
is that the unsteady heat release rate is due to flame motion and not to a mod-
ification in their structure in agreement with what is observed experimentally.
The thin flame sheet representation is used in what follows to determine the
unsteady heat release rate and obtain an explicit relationship between p’ and
¢’ through u'.

The first step consists in finding the equation of motion of a flame in a transverse
acoustic field. Using the unified framework introduced previously, the pressure
field in the gas phase is expanded over the normal modes of the chamber:

P t) =Y () V(). (4.15)
m=0

It is reasonable to consider that the modal amplitudes n,,(t) vary slowly com-
pared to the period of oscillation of the various modes. The velocity field can be
deduced from the momentum equation and its transverse velocity component
may be cast in the form (Culick 1976):

2 oo
G t) = %ﬁm(t)V\Ilm(w). (4.16)
PY A= Wi
There is no transverse velocity fluctuation for the pressure component corre-
sponding to m = 0, so this contribution does not appear in (4.16).
The following equations are written for a single flame, and the model is later
extended to any number of flames. The flame sheet follows the acoustic field

and its position x(t) is such that:

) A X1
Y, - = Z 777m(t)vll’m(w)v (4'17)

It is convenient to use the reference frame and system of coordinates defined in
Fig. 4.5.

For simplicity, it is now assumed that the acoustic field only induces a transverse
motion corresponding to the 1T mode. This may seem a fairly restrictive
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Figure 4.5: Schematic representation of the rectangular chamber with the reference
frame of coordinates used in the analytical development. The initial flame position yg
and its length Ly are also shown.

assumption, since the greatest response was obtained by exciting the 1T2L
mode. This is actually not a problem because what matters in the present
context is the acoustic field experienced by the flames. During the tests excited
at the 1T1L and 1T2L resonant modes, the modification of atomization induced
by the strong acoustic modulation shortens the flames (this coupling will be
investigated in section 4.5.2). Most of the heat release takes place near the
injection plane in one third of the chamber. Flames are then mainly submitted
to the acoustic field in this region which is quite similar to a first transverse
mode, as represented in Fig. 4.6.

Figure 4.6: Schematic representation of the shortened flames with the 1T1L pressure
field in background. In the flames frame of reference, the pressure distribution is
essentially transverse.

It is then reasonable to use the 1T mode eigenfunction ¥y (y) = cos(wy/l) and
deduce the flame displacement from:

§(0) = —— (1) sin( ). (4.18)

The method of separation of variables leads to:

21 _m®
y(t) = — arctan(tan(%)e P ) (4.19)
™
where g is the mean flame position.
These results can be used to obtain the value of ¢(z,t). It is interesting to

note that the steady heat release of one flame formed by a single injector Q is
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directly related to the mass flow rate of oxygen (methane is injected in excess)
QO = Mmro.Ahr where o, and Ahr respectively designate the mass flow
rate of oxygen and the heat release per unit mass of oxygen (Ahp = 12.5 MJ
kg~!). In the hot fire tests corresponding to a total mass flow rate of oxygen
1oz ~ 100 g s~1, the heat release per injector is Q ~ 2.5 10> W. If the flame
is infinitely thin, the expression for the heat release is:

i(e.1) = b0 = y(D)5(: — ). (420

T
iw) = 5 [ o0t = )it~ o), (121

q'<w,t>=5(a<y—y<t>> cmz) - / 5y — ylt (z—zo>dt),<4.22>

where L; is assumed to be constant and zg is the position of the flame in the
spanwise direction.
Acoustic equations defining the modal amplitudes 7, feature a source term:

i + Wi = L o / 9y av, (4.23)

where A,, is the square of the norm of W,,. Under the previous assumptions,
the equation defining the first modal amplitude can be written as:

iy + win = y)dadydz, (4.24)

Lhl
A= /// cos? y)dxdydz = -

In this calculation we do not consider the damping factor but this will be intro-
duced later in the complete dynamical system model. Inserting the expression
of ¢’ (4.22), one finds:

™

i+ wim = 7Qy( )* sin(y(1)), (4.25)
i+ win = LM 2Ty (e)) (4.26)
Ay by l ’
Finally:
—2n1(1)
. 9 y—1 Q . tanQ(%)e P
m 1m ~ pA m o) ( )

5.
<1 + tan2(7r2yl°)eW)
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It is worth noting that the right hand term is proportional to 7; and that the
function appearing as a factor is always positive. This term acts as a negative
damping inducing a growth of the amplitude. Usually, the growth rate is weak,
except when the heat released by the flame is high. In the MIC the power
release per injector is Q7o ~ 0.25 MW. In the Vulcain engine this parameter
Qy =~ 7.5 MW takes values which are about 30 times larger than in the MIC
and the growth rate is significantly augmented. In addition there are numerous
closely packed flames in the engine configuration. When multiple flames are
involved, the source term on the right hand side features a sum over all the
flames and the previous equation becomes:

Ny
1 .
i +wim = %Qg > sin®(5y" (1), (4.28)
n=1
Ny o Ty —2m1 (1)
.. -1 Q9 . tan“(—=2)e P
i+ win =20 = > &) , (4.29)

—2m1 (¢

2
n )
n=1 <1 + tan?(5h)e P )

where Ny is the total number of flames, y"(t) and y{ are respectively the
instantaneous and mean locations of the n-th flame. This relationship clearly
highlights collective effects. When only one flame is involved, the source term is
small compared to the case where combustion is distributed in a large number
of flames as in typical rocket engines. In the intermediate case of the multiple
injector combustor featuring five flames, an external excitation must be used to
bring the amplitude of motion to a significant level to obtain a positive growth
rate.

4.3.5 Conformity between experimental and theoretical flame
motions

The model described in the previous subsection involves the flame motion. The
acoustic field induces a transverse displacement of the heat release regions and
this in turn creates an unsteady heat release rate. In other words, the FAME
model is based on one assumption. If the flame does follow the acoustic velocity
field, there is an associated Rayleigh source which has the expression (4.28).
One may ask whether this source term is sufficient to explain high frequency
combustion instabilities. This will be addressed in the following sections. It is
however necessary to check the basic assumption of this model which relies on
the assumption that the flames move with the acoustic field.

The principle is to compare theoretical and experimental motions. The details
of this verification is described bellow. From experiments, acoustic pressure
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is known at five locations in the chamber corresponding to the sensors flush
mounted at the chamber walls. It is easy to extrapolate the data to get the
pressure field in the domain. This yields an experimental distribution:

Peap(T,1). (4.30)

This pressure field corresponds rigorously to an acoustic velocity field v}, (x,t).
In practice, vy, (,t) can be deduced from pg,,(,t) by applying the acoustic
equations described in section 4.2.1. Once v}, (x,t) is known, the theoretical
motion of infinitely thin flames is calculated with equations described in the
previous section. This gives the equation of motion of each flame:

Yin(1)- (4.31)

The equation of motion ¥} (t) corresponds to the measured acoustic pressure
field p,,(x,t). To verify that this assumption is correct, we compare yj} (t) to
the observed motion of the flames, which is recorded by SA1 high speed camera.
The comparison is carried out for operating point PF3, on the 1T2L mode and
is shown in Fig. 4.7. For the theoretical curves, a fixed pressure oscillation has
been chosen for each flame, for the sake of simplicity. The pressure oscillation
is set so that it is close to that measured by the top sensor (HF1) for the top
flames and to the bottom sensor (HF2) for the bottom flame. The theoretical
and experimental motions of the flames match quite well thus validating the
underlying assumption. The amplitude of y;}, (¢) is slightly more important than
the one recorded by the SA1 camera. Some of the acoustic energy is probably
dissipated to put the flames and jets in motion.

4.4 Implications and extension of FAME

The experimental justification and the basic equations of the model are estab-
lished in the previous section. Implications of the FAME are now examined.
In the first subsection, the growth rate predicted by the model is presented
and its link with the acoustic energy rate of growth is considered. The second
subsection gives an extension of the FAME where the effect of local pressure
on the heat release is taken into account. In the last paragraph of this section,
the model is used to explain the role of hydrodynamic instabilities in the insta-
bility process. We show that, under certain conditions, these instabilities can
also trigger high frequency instabilities.
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6
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(a) (b)

Figure 4.7: (a) Streak film of the flames recorded during a 1T2L excitation at PF3 -
(b) Theoretical reconstruction of a similar streak film using the pressure signals HF1
and HF2 as inputs. Theoretical and experimental motions of the flames match quite
well.

4.4.1 Growth factor

It is first interesting to examine the growth factor associated with FAME. In a
differential equation of the general form:

i+ 26wy + w?y = 0,

the second term corresponds to a damping factor o = £w. The solution of the
previous equation is of the form:

y(t) = Ce (cos(wy/1 — 2t + ¢), (4.32)

where C and ¢ are two constants depending on initial conditions. If ¢ is neg-
ative, the solutions take the same form but oscillations grow exponentially. «
now corresponds to a growth factor. In eq. 4.33, the factor, which is found on
the right hand side of the dynamical equation yields a growth rate of form:

Ny n =211 ()

Yo
vy—1 Q Z tan? (52 )e P

28 n 2m@\ 2
K n=1 <1+tan2(7r2ylo)e o )

One may note that a; is not constant, as it depends on 7 (¢), and in principle,
the solution cannot be written as in eq. 4.32. Still, the time varying term 7, /p
can be considered to be small so that exp(—2n1(t)/(yp)) remains close to 1.

ay =2 (4.33)

Link with the energy density
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It is interesting to link the previous result to the growth rate of the acoustic
energy density. This can be analyzed by examining the source term in the bal-
ance of acoustic energy. The source term is positive when the unsteady pressure
and heat release are in phase. In this section, £(x,t), &1 (t) and (Eq)(t) refer
respectively to local instantaneous, spatially integrated and time averaged. In
the absence of mean flow and in an isentropic medium, the local instantaneous
acoustic energy reads:
/2
Emt) = 22 4 Lo
2pc2 2

To estimate this quantity it is convenient to consider that the domain is rect-
angular and that the acoustic field corresponds to the first transverse mode. p’
and u’ are replaced by their expression:

P (@, 1) = mi(t) cos(7y),

/ ___° . (T
u(x,t) = ﬁvwm(t) sin( 7 Y),

and the global instantaneous energy is deduced:
_ WL o i (1)

= 3, MO+ 755 (4.34)

&i(t)

To obtain the link between pressure and energy one may assume that the am-
plitude evolves exponentially and that the growth rate is small compared to
the angular frequency (a1 < wi). Using the complex formalism, we can write:
g y g
m(t) = poel@rTiwn)t,
To calculate averages over a period of products of harmonic variables it is
convenient to use the following result:

1 /T abdt = 1]1?6(@5“)
T /o 2 ’

where the x symbol designates the complex conjugate and Re is the real value.
This expression can be be used to calculate the time average of the acoustic
energy density:

hLl 1o}
En)(t) = —ppe”* (1 + 5 —3). 4.
(BN (1) = 5P 2w%) (4.35)

Assuming that 71 (t) grows exponentially with a growth factor oy, (E1) has a
growth factor of 2cv;. This factor can be retrieved in the following way:



160 PArT II - Low ORDER MODELING

1 d(Fy)
(Ep) dt
One may now consider the balance equation for the acoustic energy integrated
over a period eq. 4.2 and reproduced below for convenience:

= 2(11.

OF 1.1 1y
7z F=S§—Dwith E=-[> e
gr TV F=5-Dwi p P ety 52 2!
— L reppus) and § = 17— L Rejpg (4.36)
2 2 p a5 '

This equation can be easily integrated over the combustor volume. In the
absence of damping and assuming that the sum of the acoustic fluxes traversing
the boundaries is equal to zero one obtains:

1 d(Ey) _ (5)

E) At (B

This result can now be used to evaluate c;. One assumes here that the oscilla-
tion amplitude changes slowly during a cycle of oscillation. One can estimate
the time average source term:

(S) 1 1 / ///p'q’dv (4.37)

where p’ = pg cos(wt), ¢ = Q/Lf5(y y(t))d(z — 20) and

y(t) = 2l/marctan(tan(myo/(21)) exp(—po cos(wt)/(Py))). Since the heat re-
lease rate is concentrated in thin layers represented by Dirac delta functions
the integration over space is facilitated:

(S) = Jljfyfy_pl ; Do cos(wt)Qcos(%y(t))dt, (4.38)
and one can proceed with the integration over time numerically. The value
of (E1) is obtained from eq. 4.35 by neglecting a2 in this expression. One
finally deduces the value of 2a; as a function of the injector position yg. This
dependence is shown in Fig. 4.8 (a). The calculation corresponds to conditions
defining the PF3 Mascotte test, with pg = 4 bar for the acoustic pressure
amplitude. When injectors are located near the central plane, the Rayleigh term
is higher. It vanishes near the lateral walls, because the flame motion becomes
negligible in this region. Adding the growth factors for the five injectors gives
the total growth factor for the MIC configuration. The calculation yields oy =
24.5 s71. This value may be compared to that deduced from eq. 4.33, plotted in
Fig. 4.8 (b). In this figure, oy slightly oscillates around 24.5 s~!, which proves
that the growth rate obtained from the dynamical equation is consistent with
the acoustic energy balance estimate.
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Figure 4.8: (a) - Value of the growth factor depending on the position yo of the
injector on the injection plane. The five dots correspond to the injector locations in
Mascotte. When they are located mear the center, the Rayleigh term is higher. It is
zero near the lateral walls, because the flame motion is negligible in this area - (b)
Growth factor obtained by solving eq. 4.33.

4.4.2 Extension of the model

It is shown in the previous sections that the flame motion leads to an im-
portant contribution in the acoustic balance equation. While results of this
analysis are in agreement with the present experiments, some features might
have been missed. It is known for example from an investigation carried out
by Pons et al. (2008) that the heat release per unit area of a nonpremixed
strained flame varies like the square root of pressure. This result also holds
in the unsteady case when the response time which characterizes the flame is
shorter than the period of the pressure perturbation. The characteristic time
of fast chemistry flames is essentially given by the inverse of the strain rate
1/a, where a is the strain rate. If the strain rate is well above the excitation
frequency a > f., the heat release closely follows the pressure. If this is not the
case the unsteady pressure is filtered out and the effect on the heat release is
reduced.

In Mascotte experiments, and more generally in rocket engines, the typical
strain rate is high and reaches values in excess of 10000 s~! in the injection
plane nearfield while the excitation frequency is below 3500 Hz. As a result,
the pressure dependence of the heat release may have a strong effect in the final
Rayleigh term. This direct effect of pressure is envisaged in what follows.

The same approach and notations are used but it is convenient to assume that
Q now varies with the square root of pressure. One assumes in the subsequent
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development that

Q(t) = Qo (4.39)

= O

+ mf(t) cos(zy), (4.40)
D l
where Qp is the mean value of heat release per flame (Qy = 2.510° W in
Mascotte).

This expression is chosen so that, for the spatial pressure distribution of the
first transverse mode, Q(t) varies like the square root of 7;(¢) and such that:
1/T fOT Q(t)dt = Qp. This is true for small amplitudes of 7; compared to
D, which is a reasonable assumption. Indeed, if 71(t) = pgcos(wit), € =
cos(my/1)po/P,

1 [T €Q [T
— Qo1+ ecos(wit)dt ~ Qp + —— cos(wit)dt ~ Q.
T/ 2T Jy

An expression for the heat release is deduced:

i(e.0) = 3 \/ 1 0 cos( Tty — u(0)0(: - ). (4.41)

This equation is injected in the balance equation of pressure and projected on
the eigenmodes yielding;:

7+ win = // *COS (Ty)dadydz,
—1 rta t
m - [QO\/l n 77125 ) cos(%y)(s(y - y(t))] cos(l y)dy,
1
11, / [ ly WP sty — () —
2¢/1+ 0 cos(Fy)
A

\/ 1 M con Ty - y<t>>y<t>] cos(Ty)dy.

B
(4.42)

The derivative of the delta function 4 is defined by:

| b@rws = ~fo)
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The term B is then calculated by differentiation in the y coordinate:

aa <\/ L4 m) COS(%/) c0s(7;y)) - it) _T”@sm(%y) cos(%@)
Yy p 2\/1+ %Cos(%y) p

n1(t) T -7 . 7
+\/1+ 5 cos(jy)Tsm(jy).
(4.43)

Combining eq. 4.42 and eq. 4.43, and after some manipulations, one obtains
the following relation:

— 1
M+ winm = Qop7 \/1 N m cos(%y)
X [sin2(7;y(t)) ( + 2’;1 cos(7lry(t))> + ;cos,2(7;y(t))] (4.44)

Yo ()
"20) exp(— ),
It is interesting to compare Eq. 4.44 to the expression obtained previously in

the absence of pressure effect on the heat release rate:

2
where y(t) is already given by: y(t) = £ arctan(tan(
T

m+w%y—zﬁjgmfmw7mm (4.45)
If one simplifies eq. 4.44, by considering that 7, /P is relatively small, one ob-
tains a sum of two terms. The first evolves like sin?, and corresponds to the
initial model of flame displacement. Since the flame motion has the largest am-
plitude near the chamber center plane at the velocity antinode, its contribution
is maximum when yg is close to the center of the chamber (yo = 1/2). The
second term, in 7/2cos?, is the contribution of the fluctuating pressure. This
term has the same order of magnitude as the first term, but its distribution is
different.

The contribution of the second term is predominant near the pressure antinode,
i.e. in the vicinity of the lateral boundaries, and is weak in the center of the
chamber. This explains why the present experimental program could not high-
light this mechanism. It is shown in what follows that in the MIC configuration
this effect only slightly modifies the growth rate.

Fig. 4.9 (a) shows the growth factor depending on the position of the injector
on the injection plane for the initial FAME and for the extended FAME in-
cluding the effect of pressure on heat release. This shows that when injectors
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are gathered near the centerline, the two models give similar results. The cal-
culated growth factor obtained by summing the contribution of each injector,
is 26.2 s~1, which is close to the previous value 24.5 s~!. The growth factor
obtained from the differential equation,

hLl DY \/1 + ﬁligt) COS(%y)
. m 3 s m
X [81112( (1) <1 + 5%1 Cos(ly(t))> + ;COSQ(ly(t))] , (4.46)

plotted in Fig. 4.9 (b), provides the same value.

Growth factor (5‘1)
Growth factor (5_1)

0 723 12 3l/4 | 0 1
Yo (M)

(a) (b)

Figure 4.9: (a) - Value of the growth factor depending on the position yo of the
injector on the injection plane. The initial model which does not account for the effect
of pressure corresponds to the solid line. The extension is shown as dashed line. The
two models differ near the combustor walls - (b) Growth factor obtained by solving
€q. 4.46.

In contrast, when injectors are located near the chamber walls, the situation is
reversed. This is exemplified in Fig. 4.10 which shows what would happen if
the five injectors were equally distributed in the injection plane. The growth
factor would shift from 13.5 s~!with FAME to more than 22 s~!with extended
FAME. This indicates that the extension of the model is important to account
for pressure effects.

4.4.3 Evaluation of a rocket engine growth factor

In previous sections, it is shown that FAME model predicts a growth factor of
26.2 s~tin the MIC. It is interesting to have a rough idea of what is expected in
a real rocket engine when an initial perturbation generates a coherent acoustic
wave. The following equations give an estimate, and a more accurate investi-
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Figure 4.10: (a) - Growth factor value depending on the position yo of the injectors
in the injection plane. The model which does not account for the effect of pressure
corresponds to the solid line. The extension is shown with the dashed line. The two
models differ near the walls - (b) Growth factor obtained by solving eq. 4.406.

gation will be carried out in the next chapter (section 5.8).

If we consider that the ratio 7y /p is small, then y(¢) =~ yo and the growth factor
for one injector reads:

n Y 1 QO n
= 4.47
where f(yg) = sinQ(Iy(’}) +J COSQ(%

jector, the growth factor can also be written:

y). Since Qp = 1} 5, Ahro, for an in-

f(yo)- (4.48)

If one now considers, as a simplifying assumption, that f(yg) ~ 1, the total
growth rate is:

v o= Y of, (4.49)

—1Ahos
= 7 Loz (4.50)

c2 T

with 7 = M/m/%,., where M is the mass in the chamber (M = pV'). The vari-
able 7 stands for the residence time in the chamber. This term characterizes
the possible growth rate. More precisely, this provides an upper bound for two
reasons. First, f(yg) is actually smaller than one, and second, it is probable
that flames do not exactly follow the acoustic field.
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For the MIC,

M 4.928 x 4.4)1073
T = ( ) = 188 10735,
myo, 0.1

which leads to the growth rate:
a; =26.55""

This is consistent with previous estimations.

We consider now the Vulcain 2, main engine of the european rocket Ariane
V. The mass flow rate of oxygen injected is mmro, = 250 kg s~!. At a nom-
inal pressure of 10 MPa, p ~ 16 kg m—3, and the volume of the chamber is

approximately 40 liters. The residence time is then:
T=23210"%.

The growth factor is estimated by eq. 4.49:
a1 ~ 4700 s~

This value is significantly greater than the one found for the MIC, which would
explain why this kind of instabilities are more likely to appear when the power
density is high.

4.4.4 The role of hydrodynamic instabilities

The unified framework exploited in the previous sections may also be adopted
to understand one of the possible mechanisms responsible for the growth of
transverse combustion instabilities. In the previous sections, the flame was
represented by a thin sheet set in motion by the acoustic field. An initial
perturbation is implicitly assumed. This description is valid when pressure
and heat release fluctuations caused by the flames themselves are negligible
compared to the fluctuations of the acoustic field.

By comparing the natural frequency of the liquid jet characterized by the
Strouhal number and the first transverse mode of the cavity, it has been noticed
in several experimental and numerical studies that instabilities can be triggered
when the two frequencies match.

The previous set of equations can still be used, but this time without assuming
any preexisting acoustic field at the initial instant. Now, one possible source
term is due to the oscillations of heat release created by the shear layer insta-
bility. To put this in the simplest form, one may assume that the flame position
is defined by a single coordinate y(¢). It is a strong assumption but the aim of
this short analysis is mainly to explore a potential coupling. The heat release
is written:
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T
(e.0) = 1 (30900030 = 20) = 1 [ 8y =03 = 200t . 45

where y(t) is a function of the Strouhal number. The frequency of the jet is:

Je=—F, (4.52)

where w is a characteristic velocity of the fluid system, D the diameter of the
liquid jet and St. is the characteristic Strouhal number. In the case of wakes
behind various types of bluff bodies, Ongoren and Rockwell (1988) indicate
that the characteristic Strouhal number is 0.194. The motion of the flame y(t)
is then assumed to have the form:

€

y(t) = yo(1 + " cos(wet)), (4.53)
which indicates that the flame oscillates as a sinusoidal wave around its mean
position yg with a small amplitude ¢ and with an angular frequency w, =
2mwuSt./D. This expression can be projected on the eigenmodes of the system.
Considering the first transverse mode only one obtains:

-1
i+ win = —21——=Qy(t) T sin(Ty(¢)) (4.54)

This expression becomes

i+ wing = QVT Qew, Sin(wct)g sin(%yo(l + yi cos(wet))). (4.55)
0

Since € is small, the last expression can be simplified:

l2

i+ win = <2777 Qew, sin(7y0)> sin(wet), (4.56)

Constant
which is a second order differential equation with a sinusoidal forcing. Solutions
of the homogeneous equation vanish and the stationary solution which remains
reads:

27195 Qe sin (T
0 = 2 5 < 5 (o) sin(wet). (4.57)
Wi — We

Clearly, the amplitude is augmented when the characteristic hydrodynamic
frequency of the fluid system and the first transverse mode frequency get close.
This is in agreement with observations.
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The mechanism is then the following: when there is no initial perturbation,
the hydrodynamic frequency of the fluid system creates a source term in the
acoustic energy equation of the chamber. The response of the chamber is strong
if the frequency of the flow is close to one of the eigenfrequencies of the chamber.
If the acoustic field reaches a certain amplitude, the complete flame collection
is set in motion by the acoustic field, as described in the first subsection.

This mechanism may be investigated in further detail by making use of large
eddy simulations to get insight in the possible coupling between the natural
instabilities of the flow and external acoustic modes.

4.4.5 Influence of initial conditions

The precise influence of initial conditions, perturbations, and damping is ad-
dressed in the next chapter. In this subsection, we only intend to illustrate an
important feature of the FAME formulation. It is shown here that this model
is not suitable for predicting the instability triggering. The analysis starts from
the evolution equation for pressure which can be written in the form:

A Y 1
m+win = TQOTT’Y E — =
S Tam
=t B eos(Fyn (1) (4.58)

x [sinQ(?y”(t)) (1 + ;2’; Cos(?y”(t))) + gcosz(?y"(t))] :

where y" is given by: y"(t) = 2;1 arctan(tan(% exp( _%;(t) )) and y is the n-th
injector position.

If 1 /p is small, which is a reasonable assumption at the beginning of an insta-
bility, y"(t) ~ yy and

.. —1 [ : T n T n
it win = Qo% > [sin? (i) + 5 cos? (T ()] . (459)
= Cip, (4.60)

where C' is a constant which depends on geometry, mean chamber pressure,
heat release per flame, and injectors positions.

In instability studies, damping is usually modeled by a first order term:

1+ 261w11j) + win = Oy, (4.61)
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which can be written

ni + (2&1w1 — Oty + wing =0, (4.62)

This equation shows that, with this formulation, the stability of the system
does not depend on initial conditions. Even if an important over-pressure in a
section of the chamber is assumed, the only parameter that defines stability is
the level of damping in the cavity. The physical explanation is that the main
cause of triggering, identified in the experimental results, is not considered
in the present model which does not account for a modification of the liquid
jet when it is submitted to perturbations. This creates smaller droplets that
follow the acoustic field more closely. Another formulation is needed to take
into account the liquid phase. This is developed in the following section.

4.5 Spray dynamics modeling (SDM)

4.5.1 Introduction

The FAME model derived previously serves to identify a new source term in
the acoustic balance equation. This contribution to the Rayleigh term is found
by considering the flame motion and deducing the resulting heat release fluctu-
ation. The model does not account for the liquid oxygen dynamics. The flame
keeps its shape and spatial structure, both of which are the result of complex
atomisation, vaporisation and mixing processes. The purpose of the present
analysis is to bring forth theoretical tools to model these phenomena.

The present development relies on the same reasoning as before, except that the
liquid jet and resulting spray are introduced. The acoustic field is responsible
for the transverse motion of the jet. Consequently, the heat release associated
with the moving flames oscillates in the transverse direction and this in turn
creates the source term in the acoustic balance equation.

The inclusion of the liquid phase in the model raises several new challenges.
First, liquid droplets have an inertia which depends on their mass and they no
longer follow the acoustic field. This introduces a delay associated to momen-
tum relaxation. Secondly, droplets have a spatial density distribution which
strongly influences the local heat release rates. It is then more convenient to
treat the problem in an eulerian framework, which changes the formalism com-
pared to the previous model. This also limits the study to a small perturbation
analysis.

Hypotheses

The main hypotheses of the low-order model developed in this section are as
follows:



170 Part II - Low ORDER MODELING

e The temperature field in the chamber is uniform. Temperature non-
uniformity can be handled in the determination of eigenmodes. This
is achieved by solving a modified Helmholtz equation in which the square
of the sound velocity appears inside the divergence operator (V -2V ¥ +
w?W = 0). The eigenmode orthogonality is still verified for Neumann or
Dirichlet boundary conditions.

e The mean flow velocities are not considered. This assumption is adequate
for the liquid stream which is injected at low speed. It is less suitable for
the gaseous stream which enters the chamber at very high speed. It will
be used in what follows because it brings notable simplifications to the
analysis.

e The density and velocity fluctuations are small enough to allow lineariza-
tion.

e The result of the atomization process is a set of droplets of approximately
the same size (monodisperse spray). As a result, the evaporation rate is
proportional to the local density of droplets.

e Combustion occurs instantaneously after vaporization. Oxygen, the lim-

iting reactant, is only present in liquid form.

4.5.2 Liquid droplets and spray dynamics

The balance equations for mass and momentum for the liquid phase can be
written in the form:

0
paLtox +V - (prosuroz) = 0, (4.63)
0 Ug — ULO
a(PLO:cuLO;v) V- (prostrosros) = pros(————r2%), (4.64)

Tp

where 7, is the Stokes relaxation time, linked to the momentum exchange be-
tween the droplet spray and the gas stream, pro, designates the partial density
of liquid oxygen (the mass of liquid oxygen per unit volume).

It is convenient to describe the gas phase dynamics with a linearized momentum
equation and with a balance of mass with a source term. (This last equation
is obtained by combining the standard mass balance with the energy equation
written for the entropy fluctuation):

ou’
p*ga—tg +Vp, = 0, (4.65)
10p, __ v—1,
7279 + ng . ulg — 5 q/_ (4.66)
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In these expressions the subscript g designates the gas phase. The liquid oxygen

partial density and velocity are decomposed in a mean value and a fluctuation:
. T

PLOZ (1) = PLOZ(®) + Lo, (2, 1), With pLog(z) = (1/T) [y proz(®,t)dT, and

ULoz = U}, This leads to the system

9
Who: 4 3 (pros(@pio,) = 0, (4.67)
Mior | Yioe _ Yo, (4.68)
ot Tp Tp

Eq. 4.68 can be seen as a first order differential equation with a forcing term
(uy/7p). If the acoustic field is known, the spatial distribution of droplets can
be deduced from this equation. The solution of the homogeneous equation is
U/LHox = A(a:)e*t/ pand the final expression, obtained with the method of
variation of parameters takes the form:

!/ /
wp o (T, t) = A(m)e_t/Tp + / Me

Tp

Y/mogy et/ (4.69)

To obtain an expression for the unsteady heat release, it is convenient to assume
that the acoustic field is known and that its amplitude is fixed. This hypothesis
is not so strong, because the response of heat release to the acoustic field occurs
within a couple of periods and during this short time the modal amplitude can
be considered to be constant. In other words one assumes that the unsteady
pressure field amplitude varies slowly.

The pressure field expansion

pg €T, t Z nm m (470)
is then written
Py, 1) Zpo cos(wmt) ¥ (), (4.71)

where pj’ is the amplitude of the acoustic pressure component corresponding
to the m-th mode. The velocity field is then given by:

m
wh(@,) = 3 20 sin(wint) V(). (4.72)
m (Pgwm)
This expression can then be inserted in (4.69) to obtain after some algebra:
0o an 1
m—1 mwm 1 + (mep)2
X sin[wp,t — arctan(wpy, 7)) VU, (x). (4.73)

uiop(@,t) = A(@)e ™ +



172 Part II - Low ORDER MODELING

One may then use Eq. 4.67 to deduce p},. After a time integration, one finds:

Pro.(x,t) = B(x)+ proz(x)nV - A(xz)e ™

o

Py’ . _
_ Z Ao coswp,t — arctan(wy, 7p)]

x (VProz - VU + pros Vi) - (4.74)

In the steady state regime, and recalling that ¥,, is a solution of a Helmholtz
equation, the droplet density field can be written in the form:

o0

/ ng m
Proz(x,t) = — cos(wm(t —75"))
o n; Pgwi /1 + (WmnTp)? " ¢

(.U2
<anpLOx\Ilm - VpLOx : Vq’m) 5 (475)

where 7. = arctan(wy,7p)/wm. In the previous derivation, the pressure ampli-
tude was assumed to be constant. It is however possible to consider that it is
a slowly varying function, recall that pg* cos(wn,t) was used in place of 7, (t)
and change pi* cos(wm (t — 7.")) into 7y, (t — 72"*). The result of this derivation
takes the form:

[e.9]

/ nm(t - Tgn) w%ni S
pLOa:(wvt) = E sz 1+ (w = )2 2 pLOx\Ilm — VPLOJ: : V\Ifm (476)
m=1 9" m m'p

It is interesting to simplify this expression by considering that the density field
is uniform and that a single mode dominates the pressure field expansion. In
that case the liquid oxygen density fluctuation is given by

" on(T,t) = PLO= 'z, t — 7).
pLOm( ) /37902 1+ (mep)ng( a)

This indicates that the fluctuation in liquid oxygen partial density is propor-
tional to a delayed value of the local pressure disturbance. Taking into account
the spray naturally introduces a delay in the equations.

(4.77)

4.5.3 An estimate of the unsteady heat release

It is now possible to estimate the unsteady heat release rate. For this we use
as a starting point expression (4.77) for the liquid oxygen density. In general
the local heat release rate is given by

g=—> ARy, (4.78)
k
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where Ah(} i 1s the formation enthalpy for species k. Oxygen being the limiting
reactant, one can write: wr = Wig)/ Wo,vo,)wo,, where Wy, is the molar
mass of species k and v, the stoichiometric coefficients in the global balance
equation:

CH4 + 205 — COy + 2H,0. (4.79)

This leads to:

. 11 9 1 .
q = (7EA}L%COQ - EAh?,HQO + ZAh%CH‘l + Ah%o2)w02, (480)
i = Ahroo,. (4.81)

From the assumption that evaporated oxygen is instantaneously converted into
products it is possible to write:

wo, (e, 1) = —Qo, (x, 1), (4.82)

where Qo, (2, t) corresponds to the mass of liquid oxygen which is evaporated
per unit volume and time. This expression can be evaluated by first examining
the evaporation of a single droplet and in a second step by extending this
expression to a spray.

Vaporization of a single spherical droplet

For an isolated droplet, mq = (1/6)pwd?, where p; is the density of liquid
oxygen (p; ~ 1190 kg/m?). It is convenient to assume that vaporization follows
the d? law: d? = d% — Kt where dj is the initial diameter of the droplet and
K is the vaporization constant. K is a function of several parameters and its
determination will be discussed later. The mass rate of evaporation can be
obtained by differentiating the mass of the droplet and using the rate of change
of the droplet diameter. This yields:

) T d 3
g = plga(dg—f(t)z, (4.83)
= —Kpl%d. (4.84)

Spray vaporization

The spray evaporation rate can be deduced from the previous rate by multiply-
ing by the droplet number density np, (number of droplets per unit volume).
In doing so, one implicitely assumes that droplet evaporation takes place as
if all droplets were isolated. This assumption is clearly an approximation but
is used here for its simplicity. The mass flow rate per unit volume of gaseous
oxygen generated by the spray becomes:
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Q02 = NO,Md (4'85)

Ta. (4.86)

QOQ = —Kn02p14

It is now interesting to use the partial density of liquid oxygen:

nd®
PLOz = nngl?; (487)
and introduce this expression in the mass rate of oxygen per unit volume:
: 3 PLOzx
Qo, = —§K 7 (4.88)

Unsteady heat release
An expression for the unsteady heat release rate per unit volume is then easily
deduced from the previous result:

-/ 3 p,LOx

4.5.4 Unsteady pressure dynamics

It is now possible to gather the previous results and deduce an equation for the
unsteady pressure amplitude. This is done by successively assuming that the
steady state distribution of liquid oxygen is uniform and by considering in a
second step that there are non-uniformities in this distribution.

Uniform distribution of liquid oxygen
For a single mode one may use eq. 4.77 to get the following expression for the
unsteady heat release rate

P
§ (@) = Ahp PLOs m). (4.90)

/

—— po(x, t —T
22 Pgc?/ 1+ (wrp)? g’ ‘
This expression indicates that ¢’ is proportional to the the pressure perturba-
tion taken at a time t — (arctan(w,)/w). From this equation, it is straightfor-
ward to obtain the differential equation which governs the evolution of pressure.

In a more general case where the pressure field is formed by a combination of
modes, one may start with the general form (4.76) and deduce the following
expression of ¢

—+o00

K
q’(m,t) _ AhT§7pLOz

1
— N (t
2d> py 7nZ:0\/1—|-(mep)2

=7 )¥m(z),  (4.91)
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This yields the following dynamical equations for the pressure amplitudes (using
eq. 4.23):

3K 1

sE et 49)

nm + O~)m77m — pLOx Tj AhT

Non-uniform distribution of liquid oxygen

When the steady state distribution of liquid oxygen is not uniform one has to
start from eq. 4.76. The following expression for the nonsteady heat release
rate can be derived:

' 3K Mt —73") wg@
T ) = TSR 2 BT (i \ 2 207~ VPE0n ¥ JA5

This yields the dynamical equation for the m!" component of the pressure by

projecting over the modal basis:

i 9 v—1 3K ny(t—1)
+w = ——Ahr —
Nm mTim PgCUZ 2 d2 1+ (WmTp)Z

/ 2 — 202V — Vproz - (¥ VU, )dV . (4.94)

1

It is interesting to cast the integral I appearing in the previous expression in
a simpler form. To do this one can use Green’s theorem to replace the second
volume integral by a sum of a surface integral and a volume integral. The
surface integral is eliminated by applying the homogeneous boundary conditions
and the Helmholtz equation is then used to suppress two of the remaining terms.
This process leads to:

2
W
I = / 0 DiGe W, — Vtos - (U VU))dV; (4.95)
v
Wiy 2 —
= 2pLOm\I'de—/ [PLOm(\I’mV‘IJm'n)] dsS
v € S
=0
+/ prozV - (U, VU,,)dV, (4.96)
v

2
- /ngPLO:Jc\IlgndV+/pLO:E(V\I’m)2dV
v € 1%
+ / 7202V V20,,dV, (4.97)
1%

I = / P02(VU,,)2dV (4.98)
14
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The last expression for I may now be inserted in eq. 4.94 to get:

v—1 3K nut—1) 1

. 2 . o Nm(t—T,) L
Nm + Wiy Mm, = — 2 T2d2 /1+(wm7—p)2 Am

/ p0z(VV,,)2dV. (4.99)
PgWm \%4

It is interesting to check whether this expression coincides with that obtained
previously when assuming that pro, is constant. This is accomplished by
noting that

71 /pLox(V\Pm)QdV = pLowl/(V\Pm)de (4.100)
Am Vv Am Vv
1
= pLOx[/ \IJmV\I’mTLdS
Am')s
- / U, V20,,dV] (4.101)
.

Using the homogeneous boundary conditions and the Helmholtz equation one
finds that

1 w?
— Z(VU,.)2dV = pros—2 4.102
i [ oV PV = o (4.102)

and the result (4.92) obtained in the homogeneous case is retrieved.

4.5.5 Driving mechanism

The set of equations describing the spray response to external pressure pertur-
bations includes the previous relation in combination with expressions for the
droplet diameter and partial density of liquid oxygen. The droplet diameter
mainly depends on the Weber number which defines the ratio of inertial and
surface tension forces. The partial density of oxygen pro, mainly depends on
momentum exchange between the gaseous and liquid streams and can be linked
to the liquid core intact length L.. This last quantity is mainly determined by
a momentum flux ratio. These representations summarized below are discussed
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in more detail in the next subsections.

P t) = AhpSl s no7d)

2 d? = Pgw2, /1 + (wimTp)?
w2
X (C;anOx\Ilm — VpLoxV\Ilm> ) (4.103)
prd?
= — 4.104
Tp 18/,67 ( 0 )
o arctan(mep)’ (4.105)
Wm,
d = f(Weg), (4.106)
L. = g<Jac>- (4'107)
proz = h(Le). (4.108)

Acoustic Weber number and momentum flux ratio

The jet break-up and atomization processes giving rise to the spray depends
on conditions prevailing in the injection region. In the presence of high ampli-
tude acoustic oscillations this may be described by considering, in addition to
the more standard dimensionless groups, a Weber number and a momentum
flux ratio based on the acoustic velocity We,. and J,.. Experimental observa-
tions indicate that jet break-up and primary atomization (controlled by J) and
secondary atomization (controlled by We) are completely modified under an
important acoustic modulation, due to the transverse velocity oscillations. At
this point it is not necessary to precisely define We,. and .J,. and the functional
dependencies f and g. The determination of these functions is a difficult pro-
cess, since even in the absence of modulation there are no general expressions
giving the liquid core intact length and droplet mean diameter and the result-
ing flame length. It is however possible to list some of the features of f and g.
Both of these functions are decreasing. When the excitation level is augmented,
the droplet size and the flame length diminish. It is also known that there is
secondary atomization when the Weber number exceeds a critical value We,
of the order of 10. This can be represented by introducing a discontinuity in
f when We,. exceeds this critical threshold. When the acoustic modulation
amplitude is large enough, droplets split into smaller droplets.

Stokes relaxation time 7,

When the droplet size is diminished by secondary atomization the relaxation
time is reduced and the phase lag between the pressure field and the droplet
motion is reduced. In the limit of very small droplet sizes the time lag 7,
vanishes and ¢’ is in phase with p; (eq. 4.103). The Rayleigh source term in
the balance equation of acoustic energy is positive and energy is added to the
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oscillation. This mechanism is the one identified in hot fire tests on the MIC,
described in section 3.9.4 and represented schematically in Fig. 3.103.

The previous process begins when the droplets in the spray are divided into
smaller entities. This can be caused by different factors. When there is an
external modulation induced by the VHAM, the acoustic velocity is large and
the droplets are submitted to inertial forces which bring the Weber number
above the critical threshold. In real rocket engines submitted to bomb testing,
the disturbance associated to the explosion produces a spike in the Weber num-
ber inducing secondary atomization. After this droplet subdivision the size is
reduced and the oscillation can be enhanced by the Rayleigh source term.

This model solves the problem raised in section 4.4.5 where it was shown that in
the FAME formulation, initial conditions had no impact on the stability of the
system and that it depended only on the damping coefficient, total heat release
of the flame and source terms. In the VHAM experiments, which are carried
out in a stable regime (flames alone are insufficient to sustain high acoustic
amplitudes), the FAME model could predict the source term associated with
the flame motion and the corresponding increase of acoustic pressure amplitude.
In a real rocket engine, when no external excitation preexists, the mechanism
which triggers the instability, and described above cannot be excluded. The
framework described in this section (SDM) accounts for this aspect and is
therefore more suitable to describe high frequency rocket engine instabilities.

Mean distribution of liquid oxygen

The spatial distribution of liquid oxygen mean density pro, controls the power
density in the chamber. In this respect, the Multiple Injector Combustor
mounted on the Mascotte test bench features a much lower power density
or liquid oxygen mean density than that of a real engine. In the MIC, the
chamber comprises five injectors which deliver a mass flow rate of liquid oxy-
gen 1o, = 100 g s™!. A typical high performance LRE like Vulcain com-
prises more than 500 injectors operating at a nominal mass flow rate of oxygen
mros = 250 kg s~'. A rough estimate of the average liquid oxygen partial
densities gives 60 kg m™ in the Vulcain engine and about 2 kg m™3 in the
MIC. The relatively low value of this quantity explains why the response of
the MIC to external modulations remains moderate. The previous estimates
were obtained by taking volume averages but it would be more suitable to
determine the spatial distribution of this variable pro. () from a simulation.
This is however a challenging task which will not be carried out in the present

investigation.
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4.6 Link between the two models

The FAME and SDM formulations described so far are roughly based on the
same assumptions. In both cases, the fluctuations of heat release are due to
the convection of the reactants by the acoustic field. Nevertheless, the precise
hypotheses and the domain of validity are different. To prove the consistency
of these theories, and also to better understand the relevance of each, it is
interesting to compare them by taking limits of their respective hypotheses.
This will be carried out by two complementary approaches. Briefly, in the first
one, a uniform distribution of oxygen is assumed in the chamber. In this case,
the idea is to rewrite the FAME model to meet this condition. In the second
situation, we consider only one flame modeled by a Dirac distribution of heat
release/liquid oxygen density. The idea is here to reformulate the spray model
into the FAME model. It is convenient to discuss the details before examining
these two limit cases.

The FAME model is written in the particular case of a rectangular box and
for the first transverse mode only. The extension of the model (section 4.4.2)
is not taken into account in this section, because the effect of strain was not
considered in the SDM formulation. The corresponding equation for the spray
model is equation 4.99. It is then interesting to write the expression of the first
component evolution obtained with the two models:

. N
. —1 o T
FAME: ij +win = ’YTQ% E st(Ty”(t)), (4.109)
n=1

. y—1,. 3K mEt—7m
SDM: 2 = =
AN = N S TR ST ()2

x / / / 7i0s () sin%%y)dmdydz. (4.110)

To compare these two models one must first assume that the droplets exactly
follow the acoustic field and have no inertia. This implies that 7, = 0. One
can also write that the heat released per unit time in the steady state is equal
to the product of the heat released per unit mass by the total mass of oxygen
injected per unit time:

Q = Ahrmrog,

A second assumption is needed with respect to the spatial distribution of the
flames. This can be approached in two ways:

e The distribution of liquid oxygen is uniform in the chamber: pro,(x) =
PLOz- Since there is no representation of oxygen in the FAME model, it
corresponds in this case to a uniform distribution of flames. (A1)
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e Liquid oxygen is localized on the flame centerline and can be modeled by
Dirac distributions (A2).

These assumptions will be considered independently. Hypothesis (A1) is more
convenient to use for the spray formulation while (A2) is closer to the FAME
formulation.

4.6.1 Uniform distribution of liquid oxygen (A1)

Under this assumption one finds a simple expression for the conservation of
mass from the injection of liquid oxygen in the chamber to what is evaporated
from the droplet:

oz = Q0,V, (4.111)

where V' is the volume of the chamber (V' = [Lh here). If this is combined with
eq. 4.88, it leads to

5.

LOzx

14
Moreover, Q@ = Ahpmog.
This leads to a new system:
1 o .
FAME: ij + w?n = LQ?—I Z sin?(=y"(t)), (4.113)
A TPy o l
—1 m(t
SDM: i+ wiy = 1= om®) (4.114)
V. by

Hypothesis (A1) can now be applied to the FAME to unify the two formula-
tions. The discrete notation:

al T
S sin?(Ty" (1))
n=1

is replaced by a continuous formulation:

1 [
I= / sin?(=y%(t))da.
L Jo l

If the flames displacement is small with respect to their steady state position,
i.e. if they slightly move around their non-excitated position y(t) ~ y, then

1 l
I= / sinz(EyS‘)da,
A l
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which leads to

I=-.
2

Since A; = V/2, one retrieves exactly the same expressions from the two models:

Loy =1 ()
m +wim = TQW
This identity is demonstrated by assuming that in the FAME formulation:
e Flames are uniformly distributed in the combustor
e The flame displacement with respect to the steady state is small.
For the SDM formulation:

e The droplets are small and their momentum relaxation time is negligible

e The rate of evaporation of the liquid droplets is constant.

4.6.2 Dirac distribution of the liquid oxygen (A2)

It is here convenient to consider for simplicity a single flame. The distribution
of liquid oxygen density pros is now concentrated on a single line

MLOJ:
L.

PLoz(T) = 6(y — y0)d(z — 20),

where Mo, is the total mass of liquid oxygen in the chamber and L. is the
length of the liquid core. Hence Mo, /L. corresponds to a linear distribution
of mass density. With these hypotheses, eqs. 4.109 and 4.110 become

FAME: i+ wn = 795 sin (7;y(t)), (4.115)
1
—1 3K
SDM: i} +win = A — AhT2 z MmMros sinQ(gyg). (4.116)

In these expressions we have only retained the first transverse mode correspond-
ing to the sin? functions appearing in the previous equations. To introduce the
link between the total mass and the injected mass flow rate of liquid oxygen,
one writes:

MLOs = / Qo,dV. (4.117)
We substitute QOQ thanks to eq. 4.88 and we apply the relation:

Mroz = /pLom(aE)dV. (4.118)
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Finally, we obtain the relationship:

mLOCE
MLOz = .

(4.119)

[C][9V]
=

Relation @ = Ahrmro, still holds. This yields the following equations for the
two models:

FAME: ij; + w?n = VTl % sin2(§y(t)), (4.120)
. —1 . . o7
SDM: ij; +win = TQ% sm2(7y0). (4.121)

Considering that the displacement is a small perturbation, one may use: sinQ(gy(t)) ~
sin?(Tyo), and obtain two identical models.

4.7 Asymmetry of the flame pattern under external
modulation

Up to now, we have essentially considered that the modes and flame patterns
are symmetrical. However, experiments indicate that the signals recorded on
the upper and lower walls do not have the same amplitudes and that the flame
pattern becomes asymmetric. When this occurs it is also found that the am-
plitude reaches its highest values. It is also worth recalling that up to a certain
level of modulation the flame pattern remains symmetrical. One may then con-
clude that injection or a bias induced by the rotating wheel are not the main
causes of the observed asymmetry. When the flame pattern is notably modified,
it is logical to consider that this reflects the asymmetry of the acoustic mode
which in turn may be caused by a non-uniform temperature field. This reveals
a possible coupling mechanism between the flame shape, the temperature field
associated with the flame distribution and the acoustic field.

Experiments indicate that the flame asymmetry and acoustic field asymmetry
are jointly present. It is then natural to examine the possible influence of a
non-uniformity in the temperature field. To understand the mechanism brought
forth in this section, a simple model is implemented. We consider propagation in
the transverse direction which can be modeled by considering a one-dimensional
cavity with two rigid ends corresponding to the upper and lower walls: v/ = 0
at y = —L and y = +L. In the region —L < y < 0, the temperature is fixed at
T=1300 K, while in the region 0 < y < L, the temperature is fixed at T=800 K.
Using the classical acoustic equations in these two constant temperature regions
and continuity conditions of pressure and volume velocity (p}(0) = p5(0) and
v1(0) = v5(0)) one obtains the dispersion relation:
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sin(“ L) cos( L)y + sin( L) cos(—L)ey = 0. (4.122)

c1 Co C2 C1
The first mode is found at f = 1883 Hz. The roots of this equation are calcu-
lated numerically, and the fields of pressure and velocity are deduced from the

relations:

Pi(y) = Ccos(zj—lL) cos(zj—l(x + 1)) (4.123)
, cosQ(cw—lL) w
Pa(y) = C@ cos(g(x - L)) (4.124)
() = —C sin(“ L) sin(L (@ + 1) (4.125)
pic1 C1 C1
, e sin(%L) cos(é"—lL) Cw,
vy(y) = oS cos(2L) sm(c2 (x — L)) (4.126)

Fig. 4.11 displays the pressure and velocity fields.

3x10

200

-0.1 -0.05 0 0.05 0.1 -0.1 -0.05 0 0.05 0.1
(a) (b)

Figure 4.11: (a) Spatial distribution of unsteady pressure in a one dimensional cavity
with a non-uniform distribution of temperature - (b) Related spatial distribution of
velocity

It is interesting to discuss this figure using the models developed in the previous
sections. This study is not completed at this stage, but some interesting features
are presented here.

It has been shown that the Rayleigh source term corresponds to the flame mo-
tion which is directly linked to the velocity field associated to the acoustic mode.
One finds from Fig. 4.11 that in the low temperature region, the amplitude of
the pressure field is more important and this is also the case for the velocity
field. The source term is then substantially increased in this region. In other
words, there are two concurrent effects that enhances the acoustic response in
the low temperature region: the pressure oscillation and the velocity oscillation
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amplitudes are more important. Consequently, for a flame located in the low
temperature area, the response term is more important than it would have been
for the same flame in a symmetrical situation.

For this remark to be relevant, the comparison must be carried out between
two acoustic waves with the same energy. The expression for a symmetrical
standing wave is deduced from eq. 4.35:

hLl
Ep)(t) = —2p3. 4.127
(En() = -2} (4.127)
One must remember that the transverse dimension is 2L in this example. A
similar expression is obtained using eqs 4.123-4.126. After several manipula-

tions, the expression becomes:

cos? (&
()0 = [1 ; (L)] | (4128)

A quantitative study should be undertaken, using this expression for the acous-
tic energy and adapting the FAME model for an asymmetrical configuration.

4.8 Conclusion

Experimental data obtained on the multiple injector combustor (MIC) are used
in this chapter to guide the development of two low order models for the sim-
ulation of interactions between acoustic waves and flames in the case of high
frequency instabilities. The effect of transverse modes is specifically considered.
The unsteady heat release source term appearing in the balance of acoustic en-
ergy density is specified explicitly in terms of flow parameters. In the two
models, the coupling is caused by the motion associated with the acoustic field.
If an acoustic wave preexists in the combustion chamber, flames - or droplets -
are displaced by the velocity field. It is shown that the moving regions of heat
release acting on a non-uniform pressure field create a Rayleigh term in the
balance of acoustic energy. If the flames follow the acoustic field without any
time lag, the Rayleigh term is always positive when integrated over a period
of oscillation. If a time lag exists between the acoustic wave motion and heat
release in the flame (this may be caused for example by momentum relaxation
between droplets and the gas stream) a time lag will also appear in the Rayleigh
term.

The fairly general conclusions reached from the present analysis seem to have
been overlooked in previous investigations of high frequency instabilities cou-
pled by transverse acoustic modes and more generally in studies carried out
in laboratory scale combustors. This is probably so because the flame motion
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revealed in the present experiments was not often observed in previous stud-
ies. Another reason is perhaps that the mechanism is dependent on the energy
density in the system. The growth rate is proportional to Q/V in the FAME
formulation or to proL (@) the liquid oxygen mean density in the chamber in the
SDM formulation. This last quantity is also proportional to the energy density.
When a 100 kW flame is submitted to a small amplitude acoustic wave, the
source term associated with the model is small and the growth rate is usually
less than the damping rate in the system. When five 300 kW flames are sub-
mitted to a very high amplitude acoustic wave (as is the case in the VHAM
experiments), the effect is more pronounced with a measurable response. If
several hundred flames of 1 MW each are concerned as is it the case in a real
engine, it is likely that the perturbation necessary to trigger the phenomenon
will have a more limited amplitude.

The analysis also indicates that the spatial pressure gradient is an influential
parameter. Self-sustained transverse instabilities have been observed in single
flame configurations (see for example (Tischler and Male 1956)). These insta-
bilities were observed in cavities with a relatively small transverse dimension.
In that situation the transverse mode pressure gradient was high, enhancing
the source term.

Another effect is taken into account in the FAME formulation (section 4.4.2).
It is known from previous work that the pressure variations directly influence
the rate of heat release per unit flame area. If the flame elements in the flame
are highly strained (if they are submitted to high strain rates) they respond
to an external pressure variation in a quasi-steady fashion and the associated
heat release per unit area changes like the square root of pressure with a char-
acteristic time which is of the same order of magnitude as that of the strain
rate. Since the strain rates take values which are well above those of the first
eigenfrequencies of the chamber, one may consider that the response is instan-
taneous. This coupling is large near the wall of the chamber, where the pressure
oscillations are greatest.

It is next important to discuss how the instability arises. In the two models
developed in this chapter, an acoustic wave is assumed to be present in the com-
bustor. The natural disturbances that can occur are denominated by “spikes"
and “pops". It is generally admitted that a “spike" is a significant chamber
over-pressure formed upon ignition of the engine, which can be attributed to
the explosion or deflagration of the propellants collected in the thrust chamber
or accumulated on its walls during the period corresponding to the ignition
delay. A “pop" is a similar over-pressure, but occurring spontaneously during
mainstage operation.
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The direct link between these pressure perturbations and the present models
is that they can give rise to an acoustic mode in the chamber which has a
sufficient amplitude to trigger the instability. Moreover, when an over-pressure
arises, a pressure wave propagates inducing a finer atomization. As the droplet
size decreases, the local heat release increases and flames become shorter and
more compact. This enhances the source term in the acoustic energy balance.
The instability may also be triggered by the natural hydrodynamic modes of the
injected propellant jets (see section 4.4.4). Since all jets have the same typical
frequency, this may give rise to a collective motion which in turn induces a
source term in the acoustic energy balance.

Among the triggering mechanisms, one should also consider processes giving
rise to asymmetric flame patterns. It is concluded from experiments that the
asymmetry enhances the source term in the balance of acoustic energy density
and may intervene in the instability rate of growth and in the mechanisms sus-
taining the oscillation.

At this point it is worth considering some of the possible extensions of the
present analysis. It is shown in this chapter that the flame motion and asso-
ciated heat release plays a central role in the mechanism of instability. The
distribution of heat release is mainly imposed by the transport of the liquid
or transcritical oxygen phase. This aspect is treated in a simple way in the
previous development. This could be represented with a more elaborate model
which would describe the dynamics of the dense phase when submitted to the
external acoustic field. The droplet spatial distribution could be followed in
a Lagrangian framework. An alternative approach also consists in using an
Eulerian description for the evaporating spray. This possibility is explored in
appendix A by making use an eulerian tool developed by de Chaisemartin et al.
(2007). The motion of density field of liquid droplets is obtained in this way.
The coupling with acoustic waves can be carried out with this flow solver. Heat-
ing and vaporization processes are already implemented in the code, leading to
a description of a space-time distribution of heat release in the flowfield. This
opens a possible improvement of the present models with a more exact treat-
ment of the motion of the dense oxidizer phase.

There are many other aspects which limit the current modeling and require
further examination. The effect of a strong acoustic field on the jet break-up
and atomization process is not well documented. This influences the triggering
of instability because a sudden change in the droplet size changes the time lag
between the acoustic perturbation and the droplets. In the transcritical regime
prevailing at high pressure the effect of the acoustic motion on mass transfer
from the dense phase is also not known. This may influence the development
of the instability by augmenting the rate of heat release. These aspects will
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require further experimentation and simulations.

In the theoretical analysis carried out in this section we have constantly ne-
glected nonlinear effects on the acoustic field. This admittedly rough simpli-
fication was used to obtain practical expressions for the source term in the
amplitude equations defining the pressure in the system. To account for acous-
tic nonlinearities, it would be possible thanks to the extensive studies of Culick
and his co-workers. The amplitude equations would then be modified by includ-
ing coupling terms between the different modes while keeping the heat release
source term in its present form. This extension is rather straightforward but
will not be pursued in what follows. We choose instead to proceed with the
validation of the model using the MIC data. This validation is carried out in
the next chapter.






Chapter 5

Low order modeling tool

This chapter reports the development of STAbility HF (STAHF), a pro-
gram designed to predict instabilities in a rocket combustion chamber.
First, several techniques are described to determine acoustic modes of
the chamber. Analytical solutions are presented, followed by the tech-
nique of cavity coupling, a semi-analytic method which takes into ac-
count the presence of injectors in the spatial distribution of pressure.
This technique is then validated using AVSP, the third available tool to
calculate eigenmodes and which can deal with complex geometries. Fi-
nally, a theoretical study of the injector response is presented. Acoustic
modes are then a parameter of a system of differential equations, which
gives the temporal evolution of components on each mode. To close the
problem, models for source terms (VHAM, flame response) and sink
terms (damping coefficients on each mode) are presented. The damp-
ing coefficients are determined using results from cold flow experiments.
The tool is then validated with Mascotte hot fire tests. It is shown that
experimental observations are reasonably well represented in this case.
The low order model is also applied to the analysis of instabilities in the
configuration of a real scale rocket engine to illustrate the capacity of
the model to represent the triggering of high frequency instabilities.

5.1 Introduction

It has been shown in previous chapters that high frequency combustion insta-
bilities result from a subtle combination of complex processes. This statement
is specifically relevant when one considers high frequency combustion dynamics
in liquid rocket engines.

The main objective of low-order modeling (LOM) in combustion instability
studies is to offer a comprehensive but simplified description of the system dy-
namics. This objective can be reached by deriving approximate descriptions of
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the driving and coupling processes. The development requires a set of assump-
tions which must be carefully evaluated. Because the fundamental processes are
complex, the model selection introduces challenging issues and determines the
range of application of LOM. One has to sort out the most important features
of the main dynamical processes including propellant jet break-up, atomiza-
tion, vaporization from liquid droplets and inclusions or mass transfer from a
transcritical fluid, acoustics of coupled systems, injector and nozzle response
to perturbations etc. In low-order modeling, one has to devise simplified de-
scriptions of these processes and to prove that the underlying assumptions are
indeed justified.

The objective of the present chapter is to examine some of the basic phenomena,
evaluate their impact and set up a global framework for a low-order compu-
tational tool integrating recent advances in experimentation and simulation.
This framework should be sufficiently general to host a broad range of dynam-
ical models for the main components of the system, and can be based on a
standard method in which the nonsteady perturbation of pressure is expanded
on a modal basis, as presented in 4.2.1. The formulation takes the form of a
coupled system of differential equations which may be cast in the general form:

N
Pt = D () Un(x), (5.1)
m=1

N + Wi m = e Sy U (x)dV + _F D (5.2)
Forcing  Damping
Chemical energy
qd = f(xt,p,v,..). (5.3)

This determines the general structure of the numerical tool, called STAbility
HF (STAHF), and highlights some of the challenges arising in its construction.
The first issue is the correct modeling of heat release fluctuations. This is the
main focus of the previous chapter and the conclusions obtained are applied in
what follows. An accurate description of the chamber acoustics is needed. It is
also necessary to devise a model for an external excitation. This corresponds
to the VHAM in our experiment. The damping of the chamber and of the
different constituents of the system also needs to be carefully evaluated. These
various components are shown schematically in Fig. 5.1.

The main objective is to set up the framework, validate the method with results
obtained with the VHAM experiments, and extend the analysis to an idealized
representation of a liquid rocket engine. It is important to make sure that the
low order model structure will accommodate progressive implementations and
improvements of submodels.
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Figure 5.1: Principal constituents of the modeling tool STAbility HF' (STAHF).

Components of this general framework are described in the next sections. The
determination of the acoustic eigenmodes and eigenfrequencies is discussed in
section 5.2. The specification of initial conditions and the modeling of an
external modulator are considered in section 5.3. Acoustic damping in the
system is discussed in section 5.4. The choices of a combustion response model
is considered in section 5.5. A general diagram of the low order modeling tool
is discussed in section 5.6. A validation of the numerical tool is carried out in
section 5.7. Extension to a practical engine configuration is considered in the
last section of this chapter.

5.2 Acoustic analysis of combustion chambers and in-
jection systems

The acoustic response of combustion systems is conveniently described in terms
of eigenfrequencies and eigenmodes. This provides a physical description of the
dynamical response of most systems and corresponds to what is observed in
experiments where oscillations arise at resonant frequencies. The objective
is to solve the Helmholtz equation in geometries of interest for liquid rocket
propulsion.

V20, + k2,0, =0,

%\Pm = _f

where k,, = w/c, n is the normal coordinate on the wall and f is a function
defining the boundary value of the normal derivative of the pressure.

The eigenfrequencies and eigenmodes can be obtained in various ways. For sim-
ple geometries, one can use separation of variable techniques. For more complex
configurations such as those found in liquid rocket engines, the modal analysis
can be carried out by employing an approximate matching procedure between
pressure fields in the thrust chamber and injection dome. Such configurations
may also be treated by making use of Helmholtz equation numerical solvers
which can deal with complex geometries and impedance boundary conditions.
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In the special case of liquid rocket engines, it is also possible to account for
the injector dynamics by expanding the pressure field in the dome and thrust
chamber in terms of their respective eigenmodes. The injector response is then
described by a differential equation relating the mass flow rate and the pressure
difference between the two sides of the injection units. These various methods
are described in what follows.

The analytical modeling is first described (Section 5.2.1). It can be used in
simple geometrical configurations like a rectangular box or a cylindrical cavity.
In section 5.2.2, a method is developed to cope with the problem of coupling
between cavities connected by injection elements. These configurations are
found in LRE where the propellant domes are coupled to the thrust chamber
through injectors. The third part presents the acoustic code AVSP which deals
with more general geometries. Finally, a new approach is developed to study
the injector response taking into account the mean flow.

The modeling presented in the present chapter is based on an expansion of the
pressure field on the chamber eigenmodes. Hence, the first step is to calculate
the eigenmodes of the chosen geometry for particular thermodynamic conditions
(sound velocity, boundary conditions...).

It is found in some previous studies that coupling between the combustion
chamber and injection dome can be an important source of instability. In gen-
eral, it is believed that this coupling is important in the low frequency range
but less influential in the high frequency domain. To reduce low frequency
oscillations it has become standard to use a head loss of about 10-15% of the
chamber pressure to decouple the feed system and the thrust chamber (see for
example Preclik and Spagna (1988)). There is however evidence that coupling
is also possible in the high frequency range and that this may give rise to oscil-
lations (see for example Hutt and Rocker (1995)). Recent experiments carried
out by Richecoeur (2006) indicate that dynamical perturbations are present in
the propellant manifold. Such perturbations have also been observed in exper-
iments reported in chapter 3. The possible influence of a coupling between the
chamber and the injection dome is already discussed in the previous chapter.
From an examination of available data, it is concluded that this mechanism
does not intervene in the VHAM experiments. However, this cannot be taken
as a general conclusion because injectors are located near the pressure node
where the pressure fluctuation is at its minimum. The response of injectors sit-
uated near the pressure antinode may be more effective and this could give rise
to mass flow rate oscillations which would in turn feed one of the transverse
modes. It is then necessary to derive an accurate description of the system
acoustics. This will allow an evaluation of the effects of a coupling between the
chamber and the dome and assess possible feedback mechanisms between these
two elements.
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5.2.1 Analytical determination of eigenfunctions

The propellant manifold and thrust chamber geometries found in liquid rocket
engines can be fairly complex. This is also the case but to a lesser degree in
the experimental setup used in the present investigation. However, it is often
possible to approximate the geometry with very simple shapes. For example,
a rocket combustion chamber is often close to a cylinder and the Mascotte
test facility combustor can be roughly described as a rectangular box. These
assumptions can be used to obtain expressions for eigenfrequencies and eigen-
modes which may be found in classical textbooks or more specialized reports
(see Yang et al. (1995) and Culick (2006) for instance).

Rectangular chamber configuration

The normal modes ¥,, are obtained by using separation of variables: ¥,,(x) =
fi(z)f2(y) f3(z). When this expression is inserted in eq. 5.2 one obtains an
independent equations for each f;. Assuming that the velocity vanishes at the
chamber walls and at the chamber exhaust one obtains boundary conditions
for each function and the eigenfunction takes the general form

U, (x) = COS(%JE) cos(?y) cos(%z)

where p, m and s are positive integers and
2 ; 2/ P2 2 $\2
kn=— =73+ ()7 + ()7

Here, the subscript n designates the triplet (p, m, s) chosen so that w41 > w,.

Cylindrical chamber configuration
For a chamber with length L and radius R, there are two possible modes for
each frequency:

U, = cos(%x)Jm(nmsr) cos(mf) (5.4)
v, = cos(%px)Jm(/{msr) sin(m#) (5.5)
with
2
2 _ W _ TP\ 2
k= 2 (f) + (Kms)

where (ks R) is the s-th positive zero of the function d.J,,(r)/dr for s # 0 and
Kms = 0 for s = 0.
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5.2.2 Approximate analysis of coupled cavities

It is natural to first consider that the dome and chamber are coupled by a
set of cylindrical ducts. Injectors are assumed to behave like one dimensional
channels. Injector head losses and mean velocities are not considered. There
are in reality two injection domes in an engine, one for the oxidizer and one for
the fuel. This is not considered in this section where the geometry features a
single LOx dome connected to the thrust chamber. This is similar to the con-
figuration found in the Mascotte testbed, where methane is directly delivered
to the five injectors without traversing a dome. In what follows, injection dome
and injectors correspond to the liquid oxygen feed system. In an engine, the
liquid oxygen manifold is also most influential because oxygen is the limiting
reactant and fluctuations of its mass flow rate would possibly have the greatest
impact on heat release.

With these hypotheses, the acoustics of the system of coupled cavities is derived,
based on the work of Evesque and Polifke (2002). The geometry includes the
dome, connecting injectors, and chamber. Eigenmodes are determined for the
coupled system formed by these three parts.

System of equations

In this analysis the system comprises two cavities, linked by channels, which
represent injectors. The LOx injection dome is a rectangular cavity of length,
height and depth 1, L; and h; respectively. Injectors are characterized by their
length l5 and diameter d. The combustion chamber is a rectangular cavity of
length [3, height L3 and depth hz. In what follows, quantities marked with
the subscripts 1, 2 and 3 refer to the injection dome, injectors and combustion
chamber respectively. The reference frame of coordinates is shown in Fig. 5.2.

A -
InJector\ 3 Chamber |4
1 N
RYIE] I Le| Y\No Ls
Dome
z0 |y
< 1 > I2 < I3 i
b » X

Figure 5.2: Geometry and reference frame of the coupled cavity case.
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In each cavity, p) is solution of eq. 5.2. The separation of variable technique,
described in the previous section, can be used in the present context. Omne
assumes that h; is small compared to the other dimensions of the chamber.
The eigenfrequencies corresponding to this spanwise direction are high and can
be neglected. The pressure field may be expressed in terms of the eigenmodes

= ™m

o) = X oos (T2~ L/D) UP @)+ @i € (13} 50)
m=0 ¢

pi@) = f@) +gd@).j€ LN (5.7)

where Nj is the number of injectors and where the Riemann invariants are given
respectively by

ff(x) = Fme e (5.8)
g (x) = GmetrT, (5.9)

The Riemann invariants, sometimes designated as p™ and p~, refer to traveling
waves in the downstream and upstream directions. In these equations,

mo_ Wiy M
ko= 2 -

)i € {1,3} (5.10)

kz, = (5.11)

w
(&) '
The velocity fields in each cavity are deduced from the linearized momentum
equation.

N=1 ;m
o) = X o (T - L)) () - o o))

o WPi
ie{1,3} (5.12)
iy 1 . . _
ug (x) = (f2(x) = g3(2)), 5 € [1, ] (5.13)
c2p2
Boundary conditions are then specified at the dome inlets at = —I; for p and

at the chamber exhaust = = I3 for p§. In the general case, these conditions are
given in terms of frequency dependent impedances Z;,(w) and Z,y(w) defined
by

Zin(w) = pilx =)/ (z=-1), (5.14)
Zout(w) = phlz=13)/u(z=13). (5.15)

In the present analysis, a rigid wall condition is imposed at the dome inlet and
at the outlet, which corresponds to infinite impedances.
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0 z Y
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Figure 5.3: (a) Channel with a change of section - (b) Change of section between a
rectangular cavity and a multiple injector configuration.

The system dispersion relation may be obtained by writing matching conditions
between the three elements of the geometry. In simple cases, when there is a
change of section between two channels (see Fig. 5.3 (a)), these jump conditions
express the continuity of pressure and volume flow rate:

p;(0) = ps(0), (5.16)
Siui(0) = Spu't(0). (5.17)

Because of the individual description of the set of injectors, the pressure and
velocity continuity conditions between dome and injectors, and between injec-
tors and chamber, must be fulfilled at a certain number of collocation points
at the interfaces. The collocation points are taken on the injector centerlines
at x = 0 and x = [. If y; defines the ordinate of the center of the 4t injector,
one has at x = 0, for j € [1, N} and for the upstream and downstream cavity
respectively:

100,45) = p3 (0), (5.18)
p3 (12) = ph(la, ). (5.19)

This expresses the continuity of pressure. The condition pertaining to velocity is
not that corresponding to a single channel. The change of section is in this case
not well defined because there are several output channels for a single cavity.
It is natural to assume in addition that the channels are equally spaced and
distribute the area change in an equal fashion (Fig. 5.3 (b)). This respectively
yields for the upstream and downstream cavities:
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Lo

T (0, )y = wr?ud (0 5.20
Lo 1u1(,y)y—7rr u2()7 ( )
yj_m
2.5 yj+2LTQb /
mroug (lo) = : hgus(la, y)dy. (5.21)
Yi~ N,

The complete set of equations describing acoustic propagation in the different
parts of the system are summarized in Appendix A.

Using these equations one obtains a homogeneous system of 4N, +2N equations
for 4N + 2N, unknowns, where N, is the number of injectors and N is the
number of modes considered. By taking N = N, a square matrix M of size
6N, x 6N, is obtained and the system can be written in the form MX = 0,
with

X = (F,.,FN=L@&Y .. GN=Y F} . F,
GL, o, G R L FNTLGY, L G, (5.22)

A nontrivial solution is obtained when the determinant of this matrix vanishes.
This yields a set of eigenfrequencies w and vectors defining the eigenmodes and
the corresponding spatial distributions.

Remarks

e [t is possible to reduced the matrix to a size 4Ny x 4N}, by substituting the
boundary conditions in the remaining equations because these conditions
are not coupled with the rest of the system. The numerical solution is
then easier to obtain.

e An accurate description of modes in the dome and combustion chamber
is obtained for m lower or equal to /2. This can be explained by an
analogy with the sampling theory (see Evesque and Polifke (2002)). This
means that modes with a transverse component equal to or greater than
3T are not reliably calculated. This limitation is acceptable in the present
applications.

5.2.3 Numerical determination of eigenfrequencies and eigen-
modes

The numerical determination of eigenmodes can be carried out by making use
of a general purpose Helmholtz solver like AVSP. This software is used in this
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document to estimate eigenfrequencies corresponding to cold flow and hot fire
experiments (sections 2.3 and 3.3).

AVSP solves the Helmholtz equation in an arbitrary geometry. An overview
of the code is given for example by Nicoud et al. (2007). Such a three di-
mensional acoustic solver is more flexible than the analytical method described
previously and it can be used for design purposes. It is possible to impose com-
plex impedance boundary conditions. AVSP allows a non-uniform temperature
field. It is also possible to specify a local heat release, and take into account
the flame pattern in the modal determination. The flame can be considered as
an active element which can modify the system stability.

5.2.4 Comparison between approximate coupling model and
numerical simulations

The AVSP solver is already well validated mainly in gas turbine combustor
configurations. It is interesting to use this code in the coupled cavity situation
found in liquid rocket engines or in the representative geometry of the MIC.
It is also useful to compare AVSP calculations with the approximate coupled
model solutions presented in section 5.2.2.

5.2.4.1 Geometry and boundary conditions

The geometry selected for the comparison is shown in Fig. 5.4.

[

P —
T
N

(a) (b)

Figure 5.4: Geometry of the calculated case - (a) with characteristic dimensions -
(b) volume of the computed case.

This is a simplification of the Mascotte geometry (the two exit nozzles are not
represented). The LOx injection dome is treated as a rectangular cavity. The
five injectors feed a rectangular combustion chamber.

The thermodynamical state chosen for the computations are the same as those
used for the complex geometry computations, presented in the chapter dealing
with hot fire tests (section 3.3). One assumes that mean flow effects can be
neglected. The dome and injectors contain liquid oxygen at 80 K, with pro, =
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1195 kg.m ™3 and cro, = 997 m.s~!. In the chamber, the conditions are given
by the injected mixture and one assumes a uniform temperature field. The
sound velocity is fixed at:

c=1050 m.s™ 1, (5.23)

which is the value used for the calculations with a more complex geometry.
Rigid wall boundary conditions are used everywhere. The computational mesh
comprises 64806 nodes and 321564 cells. A slice of the mesh is shown in Fig. 5.5.

Figure 5.5: Slice in the mesh used for the AVSP calculation.

5.2.4.2 Results

The twelve first eigenmodes are calculated with AVSP.

Table 5.1 gathers eigenfrequencies found from the approximate analytical model
described in section 5.2.2 and the numerical estimates obtained with AVSP. In
spite of the relatively complex geometry, one finds a very good agreement with
the analytical model. The differences do not exceed a few Hz.

Eigenmode 1L 1T 1T1L 2L 1T2L | 3L
Model freq. (Hz) 1365 | 2100 | 2504 2727 3442 | 4091
Numerical freq. (Hz) | 1365 | 2099 | 2502 2727 3441 | 4089
Eigenmode 2T | 2T1L | 1T3L | 1T(dome) | 2T2L | 4L
Model freq. (Hz) 4200 | 4416 | 4598 4875 5008 | 5454
Numerical freq. (Hz) | 4197 | 4411 | 4596 4831 5002 | 5449

Table 5.1: Comparisons between eigenfrequencies found with the analytical model and
numerical results obtained with AVSP for a fized set of geometrical parameters.

The eigenmode pressure fields computed with the approximate model and with
AVSP are compared in Fig. 5.6, for four different modes (1T, 1T1L, 1T2L and
1T in the dome). The colormap distributions are not exactly identical but the
spatial structures are quite similar.
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(8)

Figure 5.6: Comparisons of pressure amplitude for the eigenmodes computed with
the approzimate model ((a) (c) (e) and (g)) and with AVSP ((b) (d) (f) and (h)) -
(a) and (b): 1T - (¢) and (d): 1T1L - (e) and (f): 1T2L - (g) and (h): 1T (dome).
Note that colormaps are not exactly identical.

In conclusion, both methods are consistent and it is possible to use both de-
pending on the context. The main assets of the approximate coupling model is
the ease of use and low CPU time required. The twelve modes are calculated in
a few seconds. The approximate model is however limited to simple geometries.
If one needs to take into account the VHAM, with the two exit nozzles with
impedances, etc., the appropriate tool is AVSP. In that case, the geometry and
mesh are built before the calculation, then the mesh is converted into AVSP
format; an independent tool is used to impose the thermodynamical state in
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the cavity, and the calculation is executed. Solutions are analyzed in a second
stage with visualization software.

5.2.5 Modal expansion and injector response analysis

Techniques presented so far are based on linear acoustics and do not account
for the injector dynamics. They provide eigenfrequencies and eigenmodes but
cannot predict the response of injectors in terms of mass flow rate. One may
then use an alternate formulation which relies on a modal expansion in the two
cavities (see for example (Culick 1976) or the previous chapter - section 4.2.1
- for details) and on dynamical equations for the injection units. Rather than
calculating the modes for a complex geometry comprising injectors and cavities,
one considers the two simple cavities linked by injectors. The modes of the two
cavities are calculated independently and injector dynamical equations provide
conditions linking the two cavities. There are some attempts of this type in the
previous literature but results obtained are difficult to assess (Hutt and Rocker
1995). There are also a number of references dealing with the injection system
impedance and in particular those due to Zinn and coworkers (Janardan et al.
(1976), Zinn (1970)). We can also cite the work Ménoret and Searby (2010),
adapted from Hutt and Rocker (1995). These studies are mostly carried out
in the frequency domain. In the method described here, the resolution is per-
formed in the time domain.

One asset of the following formulation is that it yields a realistic description of
the injector response and provides the unsteady mass flow rate in these units.
This is specifically important if one wishes to examine the feed system influence.
The injector head loss and mean flow velocity are taken into account. These
two parameters and in particular the head loss, are often invoked to decouple
the dynamics of feed system dynamics and thrust chamber.

5.2.5.1 Injector dynamics

One considers an injection system comprising a straight channel of length [ and
cross section A. This unit delivers a mass flow rate . The mean velocity in
the channel is ¥ and there is a head loss at the entrance of the channel which
has the classical form Ap = kpv?/2 (Fig. 5.7).

T —_~

1 2 3 4

I e~ —

Figure 5.7: Scheme of an injector.

The dynamics of this system is described by the following set of equations:
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1
pr—pa=Ap= 5;@2, (5.24)
dm
(p2 —p3)A = ZE, (5.25)
-2
m
— 2
P3=Pi= 5 (5.26)

Eq. 5.25 is obtained by writing an unsteady momentum balance between sec-
tions 2 and 3. In Eq. 5.26, S is the area of the propellant jet delivered by this
injector. It is assumed for simplicity that S = A so that:

_172
p3 p4—2pv-

Combining the previous expressions, one finds

l dm 1
_ - _ k 2 - —2‘
PL=pa= oo + +2PU

It is now possible to examine fluctuations around the mean value

, , [ dm
P1 —DPs = A dt
and use 1
Ap = k3 Vo
and
pv' A=/

The previous equation may then be cast in the form

ror idm/ ' v
P1r—Py = A dt p@ am
[ din/ 2Ap .,

= da U A

or equivalently

. _

S0 ) = 4 (B22A ) Ty
This equation defines the dynamical response of an injector submitted to an
unsteady pressure difference pj — p/; It is interesting to define a characteristic
delay 7 such that

(5.27)

1 2ApA ?
T Im l '



CHAP. 5 - LOW ORDER MODELING TOOL 203

and write the injector dynamical equation in the form:

L ] (5.28)

This first order differential equation indicates that the injector behaves like a
low-pass filter. This can be seen more explicitly by examining the frequency
domain response. One has

m’ _é T
11

—. (5.29)
pll — pil — WT
It is interesting to study the limiting behavior corresponding to low and high
frequency ranges.

Low frequency range
In the low frequency range, when wr < 1 one finds:

S
A
= 7, (5.30)
ph — 1} !
Al
= %Ap 3 (5:31)
lﬁp 1
- A/l (5.32)
T 2ApA v\’ ’
o L+ 25pa)
m 1
- RATT (5.33)

or equivalently

m'/m 1
(W, —py)/p 20p/P

For a head loss of 10% of the mean chamber pressure, m’/m ~ 5(p~’1 - pl)/ﬁ,
the relative fluctuation in mass flow rate is five times the relative fluctuation
in pressure.
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High frequency range
In the high frequency range, when wr > 1,

-, A
=2 (5.34)
pl _p4 l w
T —_ .
A
% _4pi (5.35)
Py —p)/p  Imw
It is convenient to define a new characteristic delay
= 1
Now
LE (5.36)
TR :
A2Ap’
2A
= T*ﬁp, (5.37)
p
and o
m'/mo i 1

W, —py)/p wr  wr2Ap/p
Thus even in the high frequency range where wr > 1 the previous ratio may
be of order one. For example, assuming that wr = 5 and that p/(2Ap) = 5 one
has o
m’ [
-~ _  ~ ;‘\\j 2-
(Py —1p4)/P
In that case, the pressure oscillations and the unsteady mass flow rate through
the injector are in quadrature.

5.2.5.2 Complete system analysis

A precise description of injectors is derived in the previous subsection. The
objective is now to link this description with the formalism presented in section
5.1. The system considered in what follows remains fairly general. Two cavities
are linked together by N injectors, as shown schematically in Fig. 5.8. In this
figure the combustor and dome are rectangular, but the following analysis is
more general regardless of the cavity shape. The rectangular geometry is used
in the end of this section to allow comparison with calculations carried out
previously.

The cavities are associated with subscripts 1 and 4, which correspond to the
dome and the main chamber respectively. In each cavity, the acoustic pressure
field is expanded as a sum of eigenmodes.
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4 Chamber |4
1 Dome
1 T ;e CEZ N 4
-—> yT—’ Z0 |y
L1 - X >
Injector La g

Figure 5.8: Schematic representation of the injection dome and combustion chamber
linked by a set of N injectors. The injector locations are defined by their position in
the dome x;, and in the chamber :c%

Ml

pi(@,t) = D ()T (z), (5.38)
1
M4

ph(m.t) = D nit)Un(x). (5.39)

From this formulation, and combining with eq. 5.27, one obtains a differential
equation for each injector:

dri A M! M* .
mi mi
o -1 Zﬁ%(t)‘l’}m(mk) - Znﬁ(t)‘lli(fvﬁc) - (5.40)
1 1
-1
with k taking values between 1 and N, and 7 = (2%% + %) .

Positions @, and @), are the coordinates of the k" injector in the injection dome
and in the chamber respectively. In both cavities, the equation of pressure can
be written:

N

om
~ V=D o ), (5.41)
k=1

1.9%
c? ot?

for ¢ equal to 1 and 4.
This equation projected on eigenmodes becomes:

o N .
.. C dmk
i+ (wp) = 15 D Yn(@), (5.42)
" k=1
4 24 € Y diiy, 4,0
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The system of equations defined by eqgs. 5.40, 5.42 and 5.43 is then solved using
an ordinary differential equation solver. The vector of unknowns comprises the
modal amplitudes in the two cavities and the mass flow rates in the injection
units:

1 -1 1 -1 4 -4 4 -4 3 .
X = (n1’7717"'777M1777M177717n17"‘777M4777M47m17"‘7mN)

5.2.6 Conclusion on eigenmode determination

The method described above is not integrated in the following comparisons and
in the code because it is in an early stage of development. The study will be
pursued in the future.

Table 5.2 compares numerical estimates and experimental values of the modal
eigenfrequencies. The differences observed have at least three possible origins.
First, the exhaust system formed by the two nozzles is represented by a rigid
wall. Second, the mean temperature is not precisely estimated and this may
influence the final result. Third, the spatial distribution of temperature and the
presence of liquid cores of cold and dense oxygen are not taken into account.

Eigenmode 1T | 1T1L | 2L | 1T2L
Model freq. (Hz) 2100 | 2504 | 2727 | 3442
Numerical freq. (Hz) | 1897 | 2334 | 2651 | 3153
Exp. freq. (Hz) - PF2 | 1840 | 2340 | 2655 | 3200

Table 5.2: Comparisons between eigenfrequencies found with the analytical model,
numerical results obtained with AVSP for a fized set of geometrical parameters and
experimental values obtained at PF2.

The most important difference which can be noticed in this table is that the
coupling model frequencies are invariably above the experimental and numer-
ical ones by a couple of hundred hertz. This value is non negligible, and one
may wonder why such a difference exists. As demonstrated in section 5.2.4, this
is not a problem of the model: eigenmodes are solved accurately. The prob-
lem is caused by the approximation of geometry. Neglecting the nozzles has a
strong impact on the standing waves spatial structure and, hence, frequency.
To understand the influence of additional cavities, one may refer to a recent
article of Oschwald et al. (2008), where the influence of an absorber cavity on a
combustor is studied. It is shown that the frequency of a given mode decreases
when the absorber cavity length increases.

Here, exit nozzles act like two absorber cavities, and decrease the mode resonant
frequencies. Even if the frequency predictions are not accurate, the model still
has important features which make it a useful tool: it is simple, modes are
computed in a few seconds and it takes into account the possible coupling
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between injection and combustion chamber. The spatial structure of the mode
gives a good approximation of the real spatial structure.

5.3 Initial conditions and description of external mod-
ulation

The low order model requires initial conditions to begin the time integration.
It is also necessary to derive a representation of an external modulation like
that induced by the VHAM. These two aspects are envisaged in this section.

5.3.1 Defining the initial field

To solve the differential equations presented in the first section of this chapter,
one has to specify initial values for the modal amplitudes (7,,(0)) and for their
time derivative (1,,,(0)). One may consider that the initial pressure field is
uniform except perhaps in a region of the chamber where ignition takes place
and can be be modeled by a gaussian distribution of pressure. This field is then
projected on the eigenmodes of the cavity. This ensures that the initial field
satisfies the boundary conditions at the combustor walls.

Injection | _ Combustion
dome | Iniectors | chamber 3.4
3.2
0—6.1 0 0.1 0.2 0.3 3
(a) (b)
-0.1 -0.1
3.4 3.4
-0.05 -0.05
0 3.2 3.2
0.05 3 . 3
0—'6.1 0 0.1 0.2 0.3 0—61 0 0.1 0.2 0.3
(c) (d)

Figure 5.9: (a) geometry - (b) Imposed initial pressure field - (¢) Projected initial
pressure field - (d) Re-projected initial pressure field (from (c))
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Theoretically, the initial pressure field can be expanded as:

+oo
P (@,0) = 0m(0)¥n(x), (5.44)
m=1

since the eigenmodes of the cavity form a basis for all the possible pressure fields.
In practice, this infinite sum must be truncated. It is reasonable to consider
the first IV eigenmodes and determine the corresponding initial amplitudes:

7o (0) = jin/vp’(zc,O)‘Ilm(cc)dV, ¥m € {1,..., N} (5.45)

with A,, = fV W2 dv.

The integration is carried out on the grid used to solve the Helmholtz equation.
This yields N initial amplitudes 7,,(0). The modal expansion can then be veri-
fied by reconstructing the initial field and comparing the calculated distribution
with the pressure distribution specified at the outset

N
plmodeled(w7 0) = Z M (0) Ui (), (5.46)
m=1

Fig. 5.9 (c) shows that the truncated modal expansion is in good agreement
with the imposed initial pressure field. The two fields are not exactly the same
for two reasons: (1) The imposed field does not satisfy the acoustic equations
and boundary conditions and cannot be retrieved by a sum of physical modes,
(2) Only a finite number of modes is retained in the modal expansion. To
evaluate the latter issue, calculations have been carried out by keeping a larger
number of eigenmodes (N = 40 instead of 12). Results are closer to the initial
field but the computational time is augmented. Other calculations indicate
that when the field specified initially is a solution of the acoustic equations, its
truncated modal expansion is much closer to the specifed distribution as can
be seen in Fig. 5.9 (d).

To obtain the initial derivatives of the modal amplitudes 7,,(0) one applies
a similar procedure to the initial distribution of the pressure time derivative,

P(x,0):

i (0) = jin/vp’(a:,O)\Ifm(w)dV, Vm e {1,.., N} (5.47)

5.3.2 Energy deposition

In the previous section, a local over-pressure is modeled by imposing a spatial
distribution for the initial field. As already mentioned, it would be natural
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to impose a distribution of the temporal derivative of pressure, which would
physically corresponds to the complementary velocity field. This is not easy to
define a priori. In this section, a perturbation, which could also be attributed
to a “bomb" or to other types of perturbations that naturally occur in a rocket
engine (“spike" or “pops"), is modeled.

The model is based on the work of Lacaze et al. (2009), in which ignition of
rocket engines by a laser is modeled in a LES framework by defining an energy
deposition scheme. The power added to the energy equation solved by the LES
code follows a Gaussian distribution in space and time.

€; —1(zr)2 1(tZtoy2

Q(xayazvt): € o/ e 2ot (548)

420304
where r is the distance to the laser focus center, ¢y is the time when ¢ is maxi-

mum, ¢; is the total amount of deposited energy, and o, and o; are the spatial
and temporal widths of the deposition.

To adapt this technique to the present purpose, one first imposes the charac-
teristic energy ¢; of the perturbation. This energy can vary, and a parametric
study of this parameter would be useful to establish the range of stability of a
rocket engine. Then, the additional power is considered to be completely un-
steady, which means that ¢’ = ¢. Finally, one has to determine the contribution
of this additional energy to each mode. This corresponds to the projection of
the Rayleigh source term:

y—=1 [ 0¢

Seze(t) = N T

(@, t) Uy (x)dV. (5.49)
In contrast with previous method of imposing a perturbation, the modulation
has a given temporal extent, and is therefore not an initial condition. Moreover,
there is no analytical solution to eq. 5.49, even with a very simple form for the
mode ¥, (x). This integration is then carried out for every time step during a
small time interval (typically 6oy).

5.3.3 Modeling of the VHAM excitation

It is next important to derive a method allowing a description of an imposed
external modulation. We specifically consider a VHAM actuator. This device
may be represented as a combination of two isolated acoustic sources operating
in phase opposition. These sources appear as fluctuating mass flow rates in the
mass balance equation:

ap

N + V- pv =1y + 1hs, (5.50)
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It is natural to use point source distributions for these fluctuating mass flow
rates m; = m;0(x — x;) and to place the two sources on the centerline of the
exhaust nozzles. The resulting wave equation takes the form:

T Vi = %5@ —x1) + %5@( — Xa). (5.51)
This equation is now solved by expanding the acoustic pressure in terms of the
system eigenmodes:

P=> ()W (x). (5.52)
m=1

Inserting this expansion in the wave equation, assuming that the eigenmodes are
orthogonal and projecting on the m-th eigenmode yields a differential system
for the modal amplitudes:

U

. 1 dm d
Tim, + wr2n77m = Ai <dt1\11m(xl)c2 + dt\I/m(XZ)CQ> ) (553)

The total mass flow rate is modulated by the VHAM and rivq + 1o = 7o
One can assume a sinusoidal modulation, leading to the following expressions:

hy = mQtOt(1+cos(wet)), (5.54)
ey = m2t°t(1—c0s(wet)), (5.55)

where w, is the modulation angular frequency. One finally obtains:

Mot

2Amw602(\1'm(xl) — U (x2)) | sin(wet), (5.56)

Tm + W%ﬂ]m =

which corresponds to a second order differential equation with a source term.

5.4 Damping modeling

A variety of processes induces damping effects. This modifies the chamber
response and resonance properties and can be characterized in terms of a quality
factor. Damping results from natural energy losses through the nozzle, but
can also be augmented by connecting resonators or quarter wave cavities to
the thrust chamber or by inserting baffles to subdivide the injection backplane.
Under hot fire conditions, damping may be induced by temperature fluctuations
(see Richecoeur et al. (2009)), mass momentum and heat transfer relaxation
associated with the spray of droplets. Acoustic non-linearities may have a great
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impact. They are not damping phenomena per se, but it has been shown (by
Culick and Yang (1995) for instance) that non-linear terms explain the limit
cycle observed during high-frequency instabilities. These phenomena are not
discussed in this document. However, the framework presented here allows to
introduce these non-linear terms.

For the time being, limit cycles are determined by constant parameters, which
are typically added at the differential equations of the system as first order
components. In a way, this method hides the contribution of non-linear terms.
This is convenient, but has an important limitation when source terms caused
by heat release fluctuations and damping coefficients are of the same order of
magnitude (which is not the case in the VHAM). If the source term becomes
more important than damping, the system becomes invariably unstable and no
limit cycle is found: pressure oscillations grow infinitely, which has no physical
meaning. In actual situations, non-linear terms modify apparent damping co-
efficients so that a limit cycle is reached.

A realistic estimation of the chamber acoustic damping is difficult to achieve
in the general case. One may for example try to estimate the linear damping
at the chamber walls following the analytical method devised by Searby et al.
(2008). This is carried out in the next section. One finds that the correspond-
ing damping rate is well below the actual value and that there are additional
contributions to the damping process.

An alternative approach based on cold flow experiments, presented in sec-
tion 5.4.2, provides a realistic estimate of damping coefficient without address-
ing complex theoretical damping phenomena.

5.4.1 Linear damping

It is interesting to obtain an estimate of the linear damping induced in the
viscous boundary layers and by heat transfer at the wall. This is based on
analytical expressions given in a recent study (Searby et al. 2008). Since the
goal is to find an order of magnitude, one may consider that the MIC has the
simplified geometry of a rectangular box and only examine damping associated
with the first transverse mode. In this analysis, we will refer to section 4.4.1 of
the previous chapter, where the growth rate is deduced from an energy balance.
We simplify the expressions of acoustic pressure and velocity assuming constant
amplitude:

p(x,t) = po cos(%y) coswit, (5.57)
u(x,t) = % sin(%y) sinwi t, (5.58)

with w; = wc/l.
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Total acoustic energy
The total energy associated with the acoustic wave is calculated in a first step.
Eq. 4.34, is used and gives for a constant amplitude wave:

hiL
4py
Viscous and thermal losses are evaluated in a second step.
Viscous losses
Viscous losses are computed by integrating over the wall surface the expression:

dey B 1_ 1y Jwr

with uy, = po/(pc) sin(ry/1). One obtains:

d& lpg wv
— ), = == — L). .61
(G =5 [ 1) (561)

The damping factor associated to viscous losses is then given by:

1 d&
v = & I .62
5 = (5.6
wr (1 1

Thermal losses
This contribution is determined by integrating the following relation on the

chamber walls:
de 1 P2 [wDy,
= (y—1)22L,/ = 5.64
(CGm= 5= D2 £, (5.64)

with pj, = po cos(my/l). Tt gives

d&q 1 p% wDyp,
— Vi = =(y —1)==1/——(2hL + LI + hl). .
<dt )th 2(7 )]37 9 (2h L+ hl) (5.65)

The damping factor associated to thermal losses reads:

1 ,d&
Oth = a<ﬁ>th, (5~66)

wDy, (21 1
= 2(v—1) ch (Z+L+h). (5.67)
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Total damping
The total damping is the sum of the thermal and viscous damping terms.

Oeq = Oy + Oth, (568)

- 2\/? Ki + i) <1+ E) +2Z\/_1%} : (5.69)

where Pr=v/Dy, is the Prandtl number. The damping coefficient for pressure
is deduced with the relationship:

(5.70)

It is now possible to estimate the linear damping in one of our test cases. The
cold experiment OP1 is chosen for that purpose. Mean pressure is 7.5 bar and
the temperature is 137 K (see section 2.3 for details). In this situation, Pr=0.8,
v = 4.7 107"m?s'and v = 1.491, using NIST thermodynamical tables. For
the first transverse mode (f;=600 Hz), this leads to:

op = L11s7 ! (5.71)
G = 31074 (5.72)

with 0, = w1&1. The evaluation of damping by the method developed in the
next section shows that the actual damping of the chamber is at least two or-
ders of magnitude above this value. The presence of a mean flow and various
nonlinear effects have a strong influence in this case and it is not easy to obtain
a theoretical estimate of the damping rate. Moreover, the two exhaust noz-
zles can act like resonators and add significant damping to the system. Their
contribution should be taken into account, but the presence of the mean flow
differs from the theoretical model hypotheses.

5.4.2 Experimental determination of damping

An accurate estimation of damping based on theoretical considerations seems
out of reach. It is however important to get an estimate of this quantity to
be able to predict the level of oscillation in the system. Consider, as a model
problem, a second order differential equation with constant coefficients and a
sinusoidal driving term,

ij 4 26w 4+ w?n = F sin(wet),

The final amplitude is F'/(2¢w), which highlights the importance of a correct
evaluation of &. If & is taken equal to half of its actual value, the oscillation
amplitude is multiplied by two.
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In what follows, we choose to add a damping coefficient in the governing equa-
tion and to adjust the value of &, to obtain a suitable response under cold flow
experimental conditions. The system dynamics is described by the following
equation

Mot
2A,,

Tim + 26mWimTm + W2 m = [ wec? (W, (x1) — \Ilm(xz))] sin(wet).  (5.73)
Considering the frequency response of this system leads to an estimation of &,
as a function of 7,,, defined by 7, = F,e™e!

Mot . 2 v, -, B
. Bt (Wnloct) = ¥nxa))| 2 -, o

Nm 2WeWnm, 2Wewpm,

The damping factor is obtained when we = w,,,, which gives:

B A (Wlxa) — W)
Em = 2 . (5.75)

The variables ¥,,(x1), ¥,,(x2) and w,, can be extracted from the eigenmode
calculations, while ;¢ and ¢ are known from the experiments. To determine
& one needs the amplitude reached by the m-th mode, which is directly related
t0 M. Since this is not directly available in the experiments, pressure sensor
signals are used. In the computations, the pressure sensors can be artificially
simulated and a comparison between the simulation and experiments can be
used to adjust &,,. This procedure is described and used in section 5.7.

5.5 Combustion model

The definition of a combustion model for the low-order modeling tool is already
envisaged in the previous chapter on heat release modeling. In this chapter,
three combustion models are described. The first (FAME) is based on the flame
displacement with respect to an essentially steady acoustic pressure distribu-
tion. The second model extends the FAME formulation and accounts for the
effect of pressure. These two models define an unsteady heat release distri-
bution. The third model accounts for the spray motion with respect to the
acoustic field (SDM).

e Flame displacement FAME
e Extended FAME

e Spray displacement model SDM
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These three models yield distributions of unsteady heat release which may be
cast in the general form

i = flz,t,p,v,...).

and can be inserted in egs. 5.3.
The extended FAME model specifies the evolution equation for the first modal
amplitude and for a rectangular geometry:

Y1, iy !
. 2 - 1
M+ wim =2——- OTZ
hLl T
Py = \/1 + L cos(Tyn(t)) (5.76)
3
sin? () (145 2 cos(Fan(e)) + 3 cos? ()

where y" given by: y™(t) = & arctan(tan(% ex (Lll(t))) and y{ is the inject

. 2 S exp(—% Yy jector

positions.

The SDM model provides a more general formulation, without any assumption
on the geometry or the mode. It is however necessary to have a method relating
the droplet diameter and the mean liquid oxygen partial density to the acoustic
Weber number and intact core length:

. 9 v—1 3K nut—1) 1 / 9
m m = —— Ahp - — ——— +(VU,,)%dV.  (5.77
i = e AR B T Gy Ao Jy PO VAV (T

The SDM formulation requires functional relations (7,(d), d(We., '), K, proz(x))
which are not easy to define without further experimental or numerical work.
In contrast, the FAME formulation can be used without additional input. It
also more closely describes what has been observed experimentally. This for-
mulation will be used as a reference in what follows. However, the SDM model
is needed to account for the triggering of instabilities, and its formulation is
available for any geometry.

To sidestep the problems due to the liquid phase formulation and the distribu-
tion of heat release, and to be able to compare the two models, the following
assumptions are made:

e The ratio K/d? is constant.
e Flames are infinitely thin.

Eq. 5.77 becomes:

17 m y
Sl 7 Gl O . 3 (VU (@), (5.78)

5oy wg =X =
Im mTIm Pngn 1+ (mep)Q A, —
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where @, is the position of the n'* injector.

When these two models were compared (section 4.6), it was noted that a draw-
back of the SDM model is that it does not account for the effects of strain,
characterized in eq. 5.76 by the term in cos?. This term has a great importance
near the walls, and neglecting it underestimates the combustion response to
acoustic perturbations. Another formulation is proposed here, that is a direct
extrapolation of the strain term for FAME into SDM model:

1-1Q it =)
FQW%L A \/1+(wm7p)2 ot
N

Fin(t) Y 3 () (Wn(@n))): (5.79)

Cc

ﬁm + w?nnm =

n=1

Eq. 5.79 will be referred to as the extended SDM model. When 7, = 0, for
a rectangular box and considering small perturbations, the FAME and SDM
formulations become identical. While no theoretical demonstration is provided,
this expression compiles the main mechanisms modeled so far.

It is used in the following sections because it presents two essential features:
(1) once the atomization has been enhanced by a perturbation and the droplets
mainly follow the acoustic field, the limit cycle is the same as that predicted by
the FAME model, (2) the threshold due to acoustic atomization enhancement
is modeled by making use of the critical Weber number concept. It would be
necessary to get a more precise estimate of the range of validity of this ex-
pression. Analytical calculations could be used to obtain a theoretically more
suitable expression.

The liquid related parameters are then:

arctan(wmp)

W= (5.80)
prd?

- 81

Tp 18/.Lg’ (58 )

d = d(Wegu). (5.82)

Molecular viscosity of the gas phase p4 is often assumed to be independent of
the gas composition and close to that of air so that the classical Sutherland law
can be used
T3/2 Tyep +co
=a 3/2
T + ¢y Tref

g (5.83)

where ¢1 and co must be determined so as to fit the real viscosity of the mixture.
For air at Ty = 273 K, ¢; = 1.71e-5 kg/m.s and c; = 110.4 K (White 1999).
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The only unknown that remains is the function that expresses how droplets
submitted to an acoustic wave break up. This is constructed so that when
the local Weber number (We = (pgugd)/aLox, where u, = Ty + uy) is greater
than a given critical Weber number (here, We.=1), each droplet is divided in
two identical droplets. If d; is the diameter of the initial droplet and ds is the
diameter of the two resulting droplets, a volume balance gives:

do = —. (5.84)

Summary

In the following section (5.7), two models are used to obtain theoretical esti-
mates and compare with experiments carried out with the MIC. The model
definitions are given for the extended FAME model by (eq. 5.77), and for the
extended SDM model by (eq. 5.79).

A typical rocket engine configuration is investigated in section 5.8 and the ex-
tended SDM model is used in this case to carry out the stability computations.
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5.6 Diagram of the modeling tool

The structure STAHF is shown in Fig. 5.10.
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Figure 5.10: Global framework for the low order modeling tool STAHF.

5.7 Validation by comparison with Mascotte experi-
ments

It is important to see if the low order model (LOM) described in this chapter can
retrieve some of the experimental observations made on the MIC configuration
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equipped with the VHAM. The LOM formulation combines ideas deduced from
experimental results to devise a set of submodels. It is here worth recalling that
this tool relies on a modal expansion and that it includes:

e An acoustic description of the system eigenmodes
e A combustion model
e A model for the external excitation induced by the VHAM

e A damping model

These items are considered successively. The acoustic analysis is carried out
with the different tools presented previously. Several combustion models are
compared. One difficulty of the validation process is that certain formulations
cannot be verified independently. For example, the VHAM and damping sub-
models have to be used in conjunction with the combustion model if one wishes
to use the data gathered on the Mascotte testbed for validation.

5.7.1 Comparison - Acoustics solved with coupling tool

Here, the coupling tool is used to solve the acoustic modes, therefore the ge-
ometry is simplified (see section 5.2.2).

5.7.1.1 Geometrical definitions and flow conditions

The geometry envisaged in this example corresponds to that presented in sec-
tion 5.2.4. Resonant frequencies and eigenmodes are calculated for two different
sets of flow conditions. The first to evaluate the damping, using cold flow ex-
periments, and the second to evaluate the combustion model response, which
will be compared to hot fire experiments eventually. The experimental refer-
ence conditions are those of operating point OP1, described in chapter 2 and of
operating point PF2 (chapter 3). These two operating points have been chosen
because they share some essential features. The total mass flow rate injected
is very close (methane has been replaced by nitrogen), and the injectors used
(inner LOx injectors and outer coaxial gas injectors) are identical, which yield
momentum flux ratios of the same order of magnitude.

The data needed to compute eigenmodes are compiled in table 5.3.

Modes for PF2 and for the MIC geometry are computed in section 5.2.4. It is
only necessary to compute modes with OP1 conditions. The coupling tool is
used for the same geometry but for cold flow conditions. Finally, ¥,,(x)!¢ and
W, ()" and their respective eigenfrequencies (see table 5.4) are obtained.
Once again, for this simplified geometry, resonant frequency estimates are above
the experimental values. This is explained in section 5.2.6 and does not modify
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OP | p (bar) | ¢ (ms™1)
OP1 7.5 360
PF2 26 1050

Table 5.3: Parameters of cold test OP1 and hot fire test PF2. OP1 test case is used
to evaluate the damping coefficients to use in the PF2 modeling.

IL 1T 1TIL 2L 1T2L 3L 2T
foold (Hz) 470 720 859 935 1180 1403 1440
fhol (Hz) 1365 2100 2504 2727 3442 4091 4197

Table 5.4: Resonant frequencies obtained for operating point OP1 (f¢°9) and PF2
(f").

the method and may not have a great influence on the results. Comparison with
a complex geometry carried out in the next section give further information on
this issue.

5.7.1.2 Cold flow experiments: damping evaluation

Cold flow experiments are used to evaluate damping in the system. The damp-
ing factor is estimated with the method described in section 5.4. Now that in-
jection conditions have been introduced and eigenmodes determined, two items
need to be described to solve the system: initial conditions and external mod-
ulation procedure. Omne may first consider that there is no initial pressure
perturbation:

nm(0) =0, (5.85)
Nm(0) = 0. (5.86)
The system is submitted to the VHAM excitation (see section 5.3.3), and there

is no combustion source term, because the system operates under cold flow
injection. The dynamics is represented by the following equations:

iim+26m (Wi )it (Wi ) . = 2 A§Z§dwe02(q’%§ld(X1) — Ui(x2)) | sin(wet).
m

(5.87)
In these equations, 1y is the total mass flow rate injected, which is in the
present case:

ot = 195 g 571 (5.88)
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Eqs. 5.87 are solved for values of w,. equal to the eigenmode resonant values. A
truncated modal expansion is employed, and N =12 components are retained.
This yields the field p'(x,¢). One can then deduce five signals at the pressure
sensor locations p’(x;, t) and compare these signals with those recorded in the
experiments.

This process may then be used to chose the damping factors &, in order to
obtain the closest match between experimental data and numerical signals (not
reproduced here for confidentiality reasons).

This leads to the curves represented in Fig. 5.11 (b), (d) and (f) which must
be compared to the experimental signals (a), (c) and (e). It is found that
this method provides good approximations of the experimental signals. The
order of magnitude may be considered as satisfying, even if much more precise
methods should be investigated. As mentioned in section 5.4.1, these values
are at least two orders of magnitude higher than the ones found using linear
damping assumptions.
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Figure 5.11: Comparison between experimental data, HF pressure sensors for OP1
in (a), (c) and (e), and numerical results, reconstructed HF sensors in (b), (d) and
(f) - (a,b) 1T mode - (¢,d) 1T1L mode - (e,f) 1T2L mode.
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5.7.1.3 Hot fire comparisons

Now that the damping coefficients are estimated, the calculation is carried out
under hot fire conditions, with an external modulation corresponding to the
1T2L eigenfrequency (3442 Hz). To evaluate the influence of the FAME source
term, the calculation is done with and without the model to compare the am-
plitudes in both cases.

The dynamics is now represented by the following equations:

nm‘f'Qfm(wﬁnOt)nm‘i‘(w%tan = o WeCQ(\Ijiant(Xl) - \I’th(xﬂ)] sin(wet)+Scomp-

| 2Ag0d
(5.89)

In these equations, 1y is the total mass flow rate injected, which is now:

e = 190 g s71. (5.90)

The mass flow rate is not exactly the same. For OP1, 80 g s~'of nitrogen are
injected while for PF2, 75 g s~'of methane are injected.
The two models are tested successively.

Combustion response modeled by FAME

In Fig. 5.16, three graphs are shown. The first one reproduces the signals
recorded by the pressure sensors during experiments. The second graph is the
numerical result obtained without activating the model. In the last case, the
model is activated.

One first notices the overall agreement in the signal amplitudes. In the experi-
ment, pressure oscillate (for HF1 and HF2) between -4 and 6 bar approximately.
Amplitude vary between -4 and 4 bar for the case without flame feedback and
between -5 and 5 bar with the flame feedback, which is remarkably close to ex-
perimental result. It is necessary, though, to remember that certain parameters
introduce some uncertainty in this result: (1) Damping coefficients may not be
constant with frequency or amplitude, (2) It is not sure that 100% of the total
mass flow rate injected is modulated by the VHAM and constitutes an acoustic
source, (3) In the VHAM excitation term, two constants intervene linearly, ¢
and we. There is an uncertainty already mentioned on ¢, and we know that we
is incorrect by a couple hundred hertz (3442 Hz instead of 3200 Hz). This in
turn introduces an overestimation of the modulation term.

In spite of these limitations been said, Fig. 5.16 shows a very interesting fea-
ture. There is a sensible difference of amplitude (around 20%) between the
case without flame feedback and the case with the FAME model. This clearly
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Figure 5.12: PF2 during an excitation at the 1T2L eigenfrequency - (a) Experimental
result - (b) Numerical result, without flame response - (¢) Numerical result taking into
account the flames feedback with the FAME model.

demonstrates that, in the Mascotte configuration, the flame motion due to the
acoustic oscillation has a non negligible impact on the amplitude of the acoustic
wave. The amplitude increase is not dramatic but corresponds to the observed
sensitive coupling between acoustics and combustion during the 1T2L modula-
tion.

In the hot fire experiment, it is not possible to know what the amplitude would
be in the absence of a flame response and one cannot estimate the difference
in level associated with the coupling. The amplitude increase associated with
the coupling is probably greater than that obtained with the model because
we have not yet accounted for the asymmetry of the flame pattern and of the
corresponding acoustic field. As indicated in section 4.7, this could lead to an
increase of the response.

Combustion response modeled by SDM
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Simulations with the SDM model requires adjustments of additional parameters
as described in section 5.5. One has to specify the initial droplet size dy (the
diameter of droplets after primary and secondary atomization without acoustic
modulation) and the critical Weber number We.. As already indicated, these
parameters are not easy to evaluate precisely. These quantities are chosen in a
reasonable range to illustrate the physical content of the model:

dp = 10 pm, (5.91)
We, = 0.5. (5.92)

Fig. 5.13 (a) shows the evolution of the fifth modal amplitude 7s(t), corre-
sponding to the 1T2L mode. In Fig. 5.13 (b), the variation of droplet size is
indicated. When the acoustic level increases, droplet break-up is enhanced and
the droplet size decreases. The droplet inertia decreases correlatively and the
droplet motion is more tightly linked to the acoustic velocity field.

x107

Pressure (bar)
Droplet size (m)

-0.51

Lidial .

~l0 0005 001 0015 002 0025 003 0035 004 0 001 0.02 0.03 0.04
Time (s)

(a) (b)

Figure 5.13: (a) Temporal evolution of the component on the 1T2L mode 15 - (b)
Evolution of the droplets size during the modulated test.

The result of this process is shown in Fig. 5.14. The resulting acoustic field at
the end of the transient regime for the FAME and SDM models is close.

5.7.2 Comparison - Acoustics solved with AVSP

It is now worth examining the model results obtained by replacing the approx-
imate modal calculations by a more precise determination based on the AVSP
Helmholtz solver.

The geometry and flow parameters are specified below for the cold flow and
hot fire experiments.
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Figure 5.14: PF2 during an excitation at the 1T2L eigenfrequency - (a) FAME model
- (b) SDM model. Both models predict the same final amplitude.

5.7.2.1 Cold flow experiments: damping evaluation

Following the procedure described previously, damping coefficients are identi-
fied.

The estimated and measured signals corresponding to cold flow experiments
displayed in Fig. 5.15 are very close in this case, indicating that a precise
determination of the system eigenmodes is important. The relative amplitude
between the different sensors is well found and even subtle phase differences are
identified.

5.7.2.2 Hot fire comparisons

Figure 5.16 shows signals obtained in the experiment and from the low order
model. Here again the modeling (in this case based on FAME) provides a
suitable representation of experimental observations. As noticed with the sim-
plified geometry study, the comparison between 5.16 (a) and (b) shows that
the source term predicted by the FAME model explains a significant increase
of the pressure oscillation amplitude (around 20% here).
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Figure 5.15: Comparison between experimental data, HF pressure sensors for OP1
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Figure 5.16: PF2 during an excitation at the 1T2L eigenfrequency - (a) Experimental
result - (b) Numerical result, without flame response - (¢) Numerical result taking into
account the flames feedback with the FAME model.
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5.8 Towards a realistic engine instability prediction

It is now worth applying the LOM to a stability analysis of a configuration
which approximately corresponds to that of a real scale engine. The validity
of the following simulation is submitted to many uncertainties. Some of them
have been discussed previously: (1) information is not available on the liquid
core intact length and on the spray characteristics, (2) the spray response to
acoustics is not well documented and further information is needed on this
process, (3) the damping characteristics of the chamber are not known. Other
uncertainties are caused by the lack of precise information on real engines due to
confidentiality. The geometry and flow parameters have been chosen to roughly
match those found in a typical engine exemplified by the Vulcain 2 engine of
Ariane 5.

5.8.1 Geometrical definition and flow parameters.

The geometry used for this computation is based on a schematic representation
of the engine found in a data sheet issued by Astrium. The geometry is an
approximation of that of the real engine. It comprises the main chamber,
injectors and the LOX dome. In Vulcain 2, the injection plate comprises more
than 500 injectors. For the sake of simplicity, this arrangement is replaced by
19 effective injectors. The injection area is conserved and the mass flow rates
of the successive injection rings correspond to those found in the real engine
when the backplane is subdivided in successive annular slices. The geometry
and mesh are displayed in Fig. 5.17.

The mesh comprises 551731 cells and 114888 nodes. The dome and injectors
are filled with liquid oxygen at Tro. = 96.7 K, which corresponds to a sound
velocity ¢ = 1000 m.s~!. In the chamber, the data used are gathered in table 5.5.
These data can be found on Astrium website (Astrium 2009).

TX) | v |c(ms
Dome and injectors | 96.7 | 1.7 1000
Chamber 3500 | 1.2 1600

Table 5.5: Values of some thermodynamical parameters in Vulcain 2

5.8.2 Acoustic study

The previous set of parameters is first used to determine the system eigenmodes
with AVSP. Eigenfrequencies determined in this way are gathered in table 5.6.
Some of the modal pressure distributions are shown in Fig. 5.18. One first
notes that for each eigenfrequency corresponding to a transverse mode, there
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Figure 5.17: Configuration of the computation - (a) 8D domain - (b) cut of the mesh
in the longitudinal direction - (c) cut of the mesh in the injection plane.

mode  Hgometch 1Tdome 1Leh 1Teh  2Tdqome 1Ldome 1T1Len
f (Hz) 352 1798 2045 2386 2782 3140 3395

Table 5.6: Resonant frequencies obtained for Vulcain 2 rocket engine.

are actually two twin modes. This is due to the cylindrical symmetry. The same
azimuthal modal number m corresponds to an azimuthal structure defined by
cosmf and by sinmf. The combination of these two modes of equal amplitude
gives rise to rotating modes. It is also interesting to see that among the first
seven modes of the system given in table 5.6, four involve the dome. An accurate
modeling of this element is therefore important in a detailed analysis of the
system dynamics.

The spatial modal structures and frequencies obtained previously may now be
used in a temporal computation. As in our previous simulations one has to
specify submodels and characteristic parameters. These items are listed below:

e The combustion model,

e The damping coefficients &,
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(d) (e) ()

Figure 5.18: Pressure amplitude for 6 modes computed with AVSP - (a) Coupled
dome-chamber longitudinal mode - (b) 1T mode in the injection dome - (¢) 1L mode
in the chamber - (d) 1T mode in the chamber - (e) 2T mode in the dome - (f) 1T1L
mode in the chamber.

e The initial conditions,

e The excitation source term.

These submodels and parameters are selected in the next sections.

5.8.3 Combustion model

The extended SDM model, described in section 5.5 is selected because its for-
mulation is independent of the geometry. In the absence of trustworthy in-
formation, the initial droplet size and the critical Weber number are chosen
arbitrarily.

do = 100 pm,
We, = 1. (5.94

—~~
ot
Ne)
w

5.8.4 Damping coeflicients

The damping coefficients cannot be evaluated by the procedure employed in the
MIC experiments. Cold flow experiments are not available and in the absence of
such data, these parameters are fixed arbitrarily as well. Coefficients are chosen
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by following two general rules. Longitudinal modes are damped effectively by
the nozzle. Damping factors for the transverse modes must have the same order
of magnitude as those found in the MIC experiments, because dimensions and
frequencies are relatively close.

5.8.5 Initial conditions

It is natural to choose the simplest initial conditions for the acoustic pressure
and velocity which are both set equal to zero at the beginning of the simulation.
This corresponds to:

nm(0) =0, (5.95)
Nm(0) = 0. (5.96)

5.8.6 Excitation source term

It is interesting to trigger the instability by a localized energy deposition (de-
scribed in 5.3.2). The total energy, the location, and the time lapse of this
disturbance can be changed and its effect on stability can be studied. One
attractive feature of this scheme is that it is possible to simulate the type of
data which is obtained from experiments in the form of stability maps such as
the one reproduced in Fig. 5.19 from Hulka and Hutt (1995).

F/O Injection Velocity Ratio

0 1 2 3 4 S 6 7 8 9 10
O/F Chamber Mixture Ratio

Figure 5.19: Combustion stability mapping as a function of injection velociy ratio
and chamber mizture ratio for shear-coazial elements with impinging fuel (from Hulka
and Hutt (1995)).

In this figure, the stability of an engine depends on 3 parameters. The intensity
of excitation, the mixture ratio and the injection velocity ratio. The injector
shape also influences the dynamics of the system but this is taken to be fixed.
Roughly, the mixture ratio change the modal characteristics (by modifying the
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temperature level and distribution), the injection velocity ratio - or momentum
flux ratio determines the spray characteristics for a given injector geometry.
The method developed so far takes into account these parameters but in a sim-
plified way. Some of the processes and parameters need further studies. For
instance, the link between injection velocity ratio and atomization is not fully
documented and the response of a spray to an acoustic field needs further anal-
ysis and modeling. The LOM tool is structured to include descriptions of these
phenomena.

The current modeling level is illustrated in Fig. 5.20. The difference between
the two cases shown in this figure ((a) (b) and (c) (d)) is the intensity of the
energy pulse used to trigger an instability. In one case, the pulse is weak, and
combustion remains stable. In the other case, the pulse triggers the instability.
Fig. 5.20 (c¢) and (d), indicates that the pulse almost instantaneously divides
by five the mean droplet size. Droplets then follow the acoustic field, which
create a Rayleigh source term greater than the losses, the acoustic wave ampli-
tude increases. The unstable loop is then operating following the mechanism
identified and described in chapter 3.

The maps are obtained for a given initial droplet size dy. This value depends
on the velocity ratio. If the mean droplet diameter dy could be defined as a
function of the velocity ratio, it would be possible to obtain the kind of map
shown in Fig. 5.19. This type of correlation can be found in the literature, but
their range of validity is often limited. For example Vingert et al. (1995) gives
for coaxial injectors with a recess:

v —0.93 Dl 2.25 D —2.65 R —0.26
D3y = 12 " = =4 — .
sew()  (5) (%) (5) - e

where D3s is the Sauter mean diameter, V, = V; — V] is the relative injection
velocity, D; is the LOx post inner diameter, Dy is the annular gap outer di-
ameter and R is the recess length. It is obtained for water and the link is not
straightforward between water and liquid oxygen. As a result, the capability
of constructing a priori stability maps for a given engine is submitted to the
accurate evaluation of the droplet size distribution after atomization.

It is also subject to a refined understanding of how acoustics modifies the
atomization process. In this study, an acoustic Weber number is defined, which
is basically the Weber number using the maximum acoustic velocity, and then
it is compared with a critic Weber number to decide whether atomization takes
place or not. It is likely that this technique does not fully account for the
complex phenomena which arise when a liquid stream is submitted to high
frequency acoustic modes under hot fire conditions. Some of these phenomena
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Figure 5.20: Instability study carried out for weak (a,b) and strong (c,d) initial per-
turbations - (a,c) Evolution of pressure on the simulated HF sensors - (b,d) Evolution
of the droplet size during the computation. When the initial perturbation is sufficient,
droplets are atomized, they become smaller and follow the acoustic field more tightly.
It creates an increase of the pressure response.

are described in a recent article of Baillot et al. (2009) but more information
is needed.

5.9 Conclusion

Low order modeling of combustion acoustic coupling for high frequency analysis
is considered in this chapter. Simulations are based on a modal expansion
method in which the pressure field is expanded in terms of the eigenmodes
of the system. This is used in combination with a variety of submodels to
simulate the response of various configurations. The acoustic modal analysis is
first considered and treated in an approximate way using matching conditions
to couple the thrust chamber with the engine dome. An exact calculation is also
carried out using the AVSP Helmholtz solver. Initial conditions are examined
and it is shown that an initial pulse can be expanded on a set of eigenmodes.
The external excitation by the VHAM is modeled and included in the low order
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tool. Damping growth rates are then determined for the MIC by comparing
experiments with simulations under cold flow conditions. The modeling tool is
then tested under hot fire conditions corresponding to MIC experiments. It is
shown that experimental observations are reasonably well represented in this
case. The low order model is finally applied to the analysis of instabilities in
a configuration resembling that of the Vulcain 2 engine. This is only used to
illustrate the capacity of the model to represent triggering of high frequency
instabilities.
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Chapter 6

A combustion model for
turbulent diffusion flames

This chapter considers the modeling of heat release for LES of tur-
bulent diffusion flames. FExisting LES equations are outlined, then a
model based on the infinitely fast chemistry assumption is presented.
The idea of the FER (Forward Estimate of the Reaction rate) model is
to evaluate the reaction rate necessary for the reactant to be within the
infinitely fast chemistry limit at each time step. It provides a simple and
computationally efficient method which takes into account the particu-
larity of cryogenic combustion. It is then embedded in the code AVBP
and validated on a well documented non-premixed configuration, the
"H3 flame". Velocity, mizing, species mass fractions, and temperature
profiles are compared with experiments and show agreement. Finally,
scatter plots are consistent with the infinitely fast chemistry hypothesis,
which in turn validates the combustion model.

6.1 Introduction

The increased availability of computational resources opens new perspectives
in the simulation of complex flow configurations. It is in particular possible
to develop novel tools for the analysis of combustion instabilities. The general
objective in this field is to establish models and computational methods allowing
calculations of the combustion dynamics in model scale and more practical
systems. The present research is focused on these issues and on verification
and validations of models and simulation tools in well controlled situations.

It is established (see for example Richecoeur (2006)) that simulation based on
the averaged Navier-Stokes equations (RANS) is not suited to study combustion
instabilities (though possible in some particular conditions (Armitage et al.
2006)). The coupling between acoustics and combustion is an unsteady process
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which requires Large Eddy Simulation methodologies. Because combustion is
accompanied by large variations of density, it is important to account for these
effects. Since the coupling involves acoustic perturbations, a compressible flow
solver is needed. These different features are suitably represented in the AVBP
code which is specifically developed to deal with internal flows and in particular
those found in combustion applications. It is then natural to use this platform
in the following developement. AVBP operates on unstructured meshes which
is quite useful in the analysis of complicated geometries like those found in
practical applications.

One central issue however is the modeling of turbulent combustion. This has
been extensively investigated during the last period. Most of the work has
concerned averaged descriptions based on RANS. Current efforts are made to
develop combustion models for large eddy simulations and this topic is rapidly
evolving. Most of the developments have paralleled those derived for RANS
but with some modifications. This chapter begins with a general presenta-
tion of combustion models for LES. It contains an initial review of statistical
descriptions based on probability density function (pdf) concepts and their ap-
plication to the calculation of filtered reaction rates. The pdf can be presumed
(with S-functions for example) or transported with a balance equation but this
last approach is not often used in LES because of its complexity. Combustion
can also be described by considering that mixing is the controlling process.
This leads to some standard evaluations of the reaction rate in terms of the
scalar dissipation rate (x = 2D(VZ)?). Combustion is then described using
of a progress variable ¢ or a mixture fraction Z. Another approach which has
had considerable success in turbulent combustion modeling of practical config-
urations consists in considering that the flame is composed of reactive layers
which can be identified and described in terms of local combustion rates. The
amount of flame surface can be quantified algebraically or obtained from a bal-
ance equation for the surface density. In the premixed case, the treatment can
also be based on a level set formulation, the G-equation. The chapter begins
with a general presentation of the filtered equations. Subgrid scale modeling
is considered next. These concepts are then used to treat the case of a three-
dimensional jet flame called the "H3 flame". This flame is well documented and
data gathered from a series of experiments will be used to validate the combus-
tion model. The next chapter will be devoted to some preliminary calculations
of the interaction between the H3 flame and transverse acoustic waves.

6.2 Basic filtered equations
The mass, momentum and species balance equations are treated with a density

weighted filtering scheme. This yields the following set of equations (Poinsot
and Veynante 2001):
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e Mass
8ﬁ o __
o 87('0%) =0 (6.1)
e Momentum
dpv; a ,_. . 0 _ .
or o, PPit) = — 5 P = 75 — 7] (6.2)
e Chemical species
opY, 0 o . o —  —4  _~ _
Gt g PN = g P T 0 k=LN (63
e Energy
OpE 0 _-_ O —5——~ 4]l = A
—gt + T(PEUJ') = " [Uz’(P(Sij —7ij) + 45 +th} +wr+Q, (6.4)
J J

where p is the density, v; the i*" component of velocity, p the pressure, Tij
the shear stress tensor, 7;;* the Reynolds stress tensor, Y}, the mass fraction of
species k, J; , the ith component of species k diffusive flux, wy the production
rate of species k, mt the i*" component of species k turbulent diffusive flux,
E the total energy (the sum of internal and kinetic energies), ¢; the i’® com-
ponent of the heat flux, @* the it component of the turbulent heat flux, @, is
the radiative energy and finally wr is the heat release rate.

Fluxes and tensors are given by the following equations:

Tij = 2u(Si; — %&jsu) (6.5)
with
=3 (5 52) 6
7y = —p(viv; — Bidy) (6.7)
Jik = —pViiYe = —p (Dk?/;k %Xk ; ) (6.8)
Ti' = p(0iYe — 5:Y) (6.9)

¢ = — Jikhs 6.10
8xz+z ks ke (6.10)
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@' = pviE - HiE) (6.11)

where p is the dynamic viscosity, S;; the strain rate tensor, Vj ; the it" com-
ponent of the diffusion velocity vector of species k, Dy the diffusion coefficient
of species k, W} the molar mass of species k, W the mixture molar mass, X}
the molar fraction of species k, V¢ the correction diffusion term and hgj the
sensible enthalpy of species k.

These expressions involve subgrid scale fluxes of momentum, species and sensi-
ble enthalpy (v;v; — 0,05, v; Y}, — Y%, vihs — Dihs, ...) and require subgrid scale
models to close the filtered set of equations (Poinsot and Veynante 2001).

6.3 State of the art of non-premixed flame modeling

While Large Eddy Simulation (LES) in combustion is a relatively recent re-
search area, it is progressively becoming a mature field and there are already
remarkable demonstrations of the predictive capacities of LES based models in
simple or more complex configurations. We here consider particular conditions
in which the reactants are injected at low temperature and high pressure. These
extreme conditions must be taken into account to deal with combustion in high
performance liquid rocket engines. Reactants are liquid or transcritical oxygen
(LOx) and gaseous methane (gCH4) or hydrogen (gH2). Because oxygen is pure
the chemistry is very fast. Pressure is high (more than 100 bar under nominal
operation) and the temperature covers a wide range of values (from 100 K to
3500 K). Under these conditions injection is transcritical and combustion takes
place between a transcritical fluid (oxygen) and a supercritical combustible.
The complex features of rocket engine combustion have been extensively studied
at the EM2C laboratory, in a joint effort with the ONERA propulsion team.
Experiments were carried out on their unique cryogenic experimental bench
Mascotte (Herding et al. 1998; Juniper et al. 2000; Juniper and Candel 2003;
Singla et al. 2005; Singla et al. 2006; Singla et al. 2007; Candel et al. 2006).
These experiments indicate that flames formed under these conditions are essen-
tially of the non-premixed type. This is clearly illustrated in Fig. 6.1, obtained
by Singla et al. (2007) which shows that fuel (gCH4) and oxydizer (LOx)
are well separated by the flame sheet, even in the near vicinity of the coaxial
injector.

It is then natural to first examine non-premixed combustion models devised
during the recent years. For this it is possible to rely on the review of Pitsch
(2006) which summarizes some common approaches to non-premixed flame LES
modeling, from the simplest formulation of Cook and Riley (1994) relying on
equilibrium assumptions (or on the infinitely fast chemistry limit), to the more
complex flamelet models of Cook et al. (1997) (steady, incompressible), Cook
and Riley (1998) (steady, compressible) or Pitsch et al. (1998) (unsteady).
In these latter models one uses the so-called flamelet equation obtained by
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X

B ch4 L
LOx e _

Figure 6.1: Planar Laser Induced Fluorescence of a high pressure liquid ozy-
gen/methane flame. In this case the flame is formed between GCHJ injected at high
speed and liquid oxygen LOz injected at low speed.

performing a change of variable of the Crocco type on the species balance and
temperature equations. This process yields an equation of the form:

Y, 1 %Y. .
_ 1 o 12
ot 2Vozz YR (6.12)

where x = 2D(0Z 0z, )? represents the scalar dissipation, and z, is a coordi-
nate in the direction perpendicular to the flame front. The flamelet equation
describes the evolution of mass fractions in mixture fraction space. In the local
flame element, the chemical species depend on scalar dissipation rate, mixture
ratio, mixture fraction time, and on the chemical reaction rates through wy.
Equilibrium chemistry models consist in providing functions Y (Z) and T'(Z).
The other models quoted previously present variations around this equation.
Infinitely fast chemistry models assume that the source term is a delta function
centered on the stoichiometric surface Z = Z. In the steady flamelet mod-
els the time derivative is considered negligible while in the unsteady flamelet
models this is not assumed. Steady and unsteady models are based on the
tabulations of Y, as a function of Z, x and Z, x, ¢ respectively, where c is the
progress variable. These tables are obtained by calculating a large number of
flames using codes such as OPP diff or Flamemaster.

In Direct Numerical Simulations (DNS) the function Y3 (Z, x, ¢) is sufficient to
completely solve combustion. In LES, the variables’ fields are spatially filtered.
These filtered variables can be deduced from the instantaneous quantities by
making use of a probability density function (pdf) p:
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Ve — / Yi(n)B(n)di, (6.13)
-

T = / (n)p(n)dn. (6.14)

In these models, Y is a function of the mixture fraction Z (by assuming for
example that chemistry is infinitely fast or by considering that the final state
is defined by chemical equilibrium) and of the progress variable ¢ (in unsteady
models). The shape of the pdf p is usually presumed (a point which will be
discussed later).

There are however two difficulties if one wishes to use the previous formula-
tion in the present application. The first problem is of physical nature. Our
objective is to accurately model combustion instabilities driven by a coupling
between acoustics and combustion. This requires an explicit determination of
the unsteady reaction rate. This quantity acts as a source term in the wave
equation defining the pressure field in the thrust chamber and it also intervenes
as a source term in the balance equation governing acoustic energy:

oe’ v—1
EASRNIR v 7 ot
8t+ f D pwr

where €/, f/, p’ and W, are respectively the acoustic energy density, the acoustic
energy flux, the acoustic pressure and the unsteady heat release. The source
of acoustic energy involves the product of acoustic pressure (p’) by heat release
(@) fluctuations. These quantities must be predicted accurately.

The second issue is related to the presence of acoustic waves in the calculation.
It turns out that methods which are based on algebraic relations for the mass
fractions and temperature in terms of the mixture fraction like those used in
most non-premixed flame calculations lead to numerical instabilities in a fully
compressible code which is only weakly dissipative (as it should be for LES
calculations). This leads us to follow a different path, which consists in cal-
culating filtered reaction rates and obtaining the filtered mass fractions and
temperature from balance equations for these variables.

One possibility is to deduce the volumetric reaction rate from the reaction rate
per unit flame surface. This last quantity is obtained from the absolute value
of the mixture fraction gradient. This formulation is described in Appendix B.
Systematic calculations and validations carried out with T. Schmitt indicate
however that this approach is less easy to generalize to transcritical combustion
situations and a different track has been followed.

The general idea is to deduce first the reaction rate from the known distribu-
tions of mass fractions and from their evolution. This uses forward estimations
of the mass fractions in the absence of a source term taking into account con-
vection and diffusion. A reaction rate is then inferred by using the difference
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between these estimates and the mass fractions corresponding to the infinitely
fast chemistry limit. Details of this scheme are presented in the next section.
The model is then exploited in section 6.5 to calculate a standard non-premixed
configuration designated as the "H3 flame". The validation is carried out in
the absence of an imposed acoustic field. The situation where an acoustic wave
acts on the flame is considered in the next chapter.

6.4 Forward Estimation of Reaction rates (FER) for
LES

In this section we show how the reaction rate can be calculated explicitly. This
is first done by considering the instantaneous equations. The LES framework is
considered in a second stage. In both cases one obtains the reaction rate from
known mass fraction fields and from their predicted evolution after one time
step. This implies a forward extrapolation of mass fractions in the absence of
a chemical source term but accounting for convection and diffusion. A reaction
rate is then determined from the difference between the mass fraction estimates
and the values corresponding to the infinitely fast chemistry limit.

6.4.1 Derivation of the model in the laminar case

In the model presented subsequently, we focus on diffusion flames at the in-
finitely fast chemistry limit. To specify the method described in the previous
section to obtain the source term, three quantities are transported: species
mass fractions, mixture fraction, and Y,j, which plays the role of predictor of
mass fractions without source terms.

The transport equation for species mass fractions reads:

Y%

pﬁ + pu- VY, =V - (pDVYy) + wi, (6.15)

The classical mixture fraction is introduced. Its transport equation is:

pa—f +pu-VZ =V (pDVZ). (6.16)
The mixture fraction Z is zero in the oxidizer one in the fuel. It indicates the
local equivalence ratio in the combustion area.

It is convenient to split equation 6.15 and only consider the unsteady, convec-
tive and diffusive terms. This equation is solved over the time step t. The
initial condition is the distribution Y% (,t) calculated at the previous step. One
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obtains in this way a new distribution Y]j which accounts for convection and
diffusion.

v,F-Y

Pt bt pu- VY, =V (pDVYy). (6.17)

It is next possible to integrate the mixture fraction equation 6.16 and determine
the values of the mass fractions by assuming that chemistry is infinitely fast.
These mass fractions are designated as Y;*(Z) to distinguish them from the
transported variables Yj(x,t). The mass fractions Y;*(Z) are deduced from
the mixture fraction by using algebraic relations derived in the infinitely fast
chemistry limit (see for example Poinsot and Veynante (2001)) for a single
reaction:

0if Z < Zy
Yi(Z) =X oZ—Zs .
) T N
F1=Zy ' o
z
« Y5(1 - if Z7< Z
v(z)={ Yol Tz )2 S Za
0if Z > Zy

z
Y it Z < Zy
vi(z)=3 gt
Y

if Z > Zgy
1- st

where Y5 = YOO + (Y(g — YFO)Zst and Zg is the mixture fraction at the flame
sheet, Y2 and Yg are the mass fraction of fuel and oxidizer in injected streams.
Mass fractions Y;* are deduced from the mixture fraction using the infinitely
fast chemistry assumption.

The previous variables are used to obtain the reaction rate. Subtracting Eq. 6.15
from eq. 6.17 yields:
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aYk Y]:_(mv t) - Yk(ma t)

_ Y,H(z,t) — Vi(z,t
_ @t 0n) - Vi) Vi@ t) —Vi(@,t) o)
St ot
_ vt
_ ka(Z(m,H—c;tt)) Y, (mat). (6.20)

To determine wy, it is necessary to estimate the species mass fraction at time
t + 0t. This can be achieved by making use of the infinitely fast chemistry
assumption and replacing Yy (x, t+0t) in the previous expression by Y,*[Z(x, t+
at)]:

. Y (Z(x,t + 0t)) — Y (x,t
b = P Vi 621,

It is possible to use the previous expression by making use of the mixture
fraction calculated at time ¢ + §t. Another possibility is to use a linear approx-
imation of Z:

Z(x, t+6t) = Z(x,t)+Z, (6.22)
= Z(x,t)+ %fét, (6.23)

This can be used to estimate Y;*[Z(x,t + dt)]:

Y (Z(x,t +02)) = Y (Z+62), (6.24)
. oYy
= Y (2)+ 57 07, (6.25)
N oYy 07
= Y (Z(x,t)) + Y E(St' (6.26)
Finally, eq. 6.21 becomes
Vi (Z(z,t) = Y, (.t Yy
Gk = p p (Z(2,1)) k(m7)+ 8k8£ (6.27)

5t oz ot

Numerically, the scheme consists in computing first Y,"(z,t) (which corre-
sponds basically to the determination of convection and diffusion effects on
Yy) and 0Z/0t. Y (Z(x,t)) and 0Y}'/0Z are known exactly from the analyt-
ical functions given previously. The time 0t corresponds to the computation
time step.
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6.4.2 Derivation of spatially filtered reaction rates

The same reasoning is followed to obtain the subgrid scale model in the case
of turbulent combustion. Once again, the objective is to model the filtered
reaction rate &k

The transported equation for LES are, for species mass fraction:

0

Py P VY=V (p(D + D)VYy) + (6.28)
0z _ ~ _ ~

N +pu-VZ=V-(p(D+D,)VZ), (6.29)
YV o~ .

kTR L 54 VY, = V- (5(D + D) VY). (6.30)

The main difference compared to the laminar framework is that there are no
analytical solutions for the filtered mass fractions Y;*, which depend on Z and

Z"2 where Z"? is the subgrid scale variance of Z.

o 1
YA Z,2") = /0 Y (z, )p(Z7)dZ" (6.31)

This requires a specification of the probability density function. This can be
presumed by making use of a beta-shape which is adjusted with respect to the

mean Z and the subgrid scale variance Z”2 of the mixture fraction. It is also

necessary to specify a method allowing the estimation of Z"2 Tt is in practice
convenient to tabulate Y*(Z(x,t), Z"?(x,t)) with respect to Z ans Z"? before

integration in the 3D simulation 1//\,3‘ (one may refer to Peters (2001) for details
or to Appendix B.3.3.1 for some elements).

To obtain Z”2 in the computation, several methods are available. One possibil-
ity could be to use a scale similarity assumption introduced by Cook and Riley
(1994).

—_— — —~

2" = (2~ 7)? = C.((Z2) — (2)?) (6.32)

where fdenotes a test filter larger than the LES filter. C, is a model parameter
to be estimated. Unfortunately, in AVBP, filtering this type of quantities is not
an easy task. To avoid the problem, the variance of Z could be transported (as
in RANS simulations). Both methods require heavy modifications of the code.
To test the combustion model, a simpler technique is envisaged here.

The easiest way to close this term is to express the variance in terms of Z
and the gradient of Z. This is carried out by using the model of Pierce and
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Moin (1998), who applied the dynamic procedure to derive an expression for
the variance.

7" = CAYV Z)%, (6.33)

where A is the local filter size. In the following computations, the value of C' is
not obtained by the dynamic procedure, it is assumed constant and (C' = 0.15).
It is shown that this approximation has little effect on the present simulations.
In this framework, the filtered reaction rate reads:

Yy (Z(a: t40t), 2" (@t + 575)) — Y (1)
5t

It is possible to use this expression by integrating the filtered mixture fraction
equation and estimating the filtered variance of the mixture fraction at time

=p (6.34)

t+ dt. It is also possible to use linear approximations for A ., Z"2 and on }/}k; by
writing Taylor expansions for these variables:

ﬁ(Z(mH&) //z(mt—két)) = YHZ+dZ,Z+dZ"), (6.35)

*

— e —— Y* o
= Y(Z,Z2"?) + o YA
oZ

aY*
—k 572, (6.36)
aZ“2
~ = s OV OZ
_ * "2 -~
= YZ,72") + 3 o 0t
Y 92"
Yo 9275, (6.37)
o972 ot

The filtered reaction rate takes the final form:

:  YHZ,27) - Y (1) 8Y*8Z+ oYy 92" 6.38)
BEP 5t a7 ot [ Pom ot '

First and second terms are similar to the ones obtained in the laminar model
Tabulation gives Y;*(Z, Z"Q) and their partial derivative as a function of Z and

7"2. The subgrid variance Z’ 7" is estimated using the simple gradient model
and all other quantities are calculated.

6.5 Validation of the turbulent combustion model

As we are interested in the numerical description of non-premixed jet flames, it
is natural to use the model in a typical free jet flame geometry. Results can be
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compared in this case with experimental data. One can then use the model to
examine the effect of coupling between the jet flame and a transverse acoustic
mode.

6.5.1 Experimental configuration

A simple and well documented flame is now considered. The "H3 flame" is se-
lected for comparison, because it shares some common characteristics with the
cryogenic jet flames considered in this study. In both cases one may consider
that chemistry is infinitely fast. This flame has been investigated experimen-
tally and simulated during the second TNF! workshop. This constitutes a
standard test case for non-premixed flame modeling. The data gathered by
Robert Barlow and Andreas Dreizler are contained in the following articles:
Cheng et al. (1995), Pfuderer et al. (1996) and Renfro et al. (2004). This case
has also been used to validate large eddy simulations (see for example Pitsch
et al. (1998)).

A volumetric mixture of hydrogen and nitrogen (50%/50% vol.), is injected
through a nozzle with a diameter of 8 mm and a maximum centerline velocity
of 42.3 m.s~!. The radial fuel velocity distribution is assumed to follow the 1/7-
power law, the mean fuel velocity is thus 34.8 m/s and the Reynolds number is
Re=10,000. The fuel jet is surrounded by a large air stream injected through
a nozzle with a diameter of 140 mm and a velocity of 0.2 m.s~!. Fig. 6.2 (a)
shows the experimental setup.
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Figure 6.2: (a) H3 flame injection parameters - (b) Cut of the mesh in the inlet
nozzle area.

Turbulent Non-premixed Flames
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6.5.2 Three-dimensional jet flame calculations

Three-dimensional jet flame computations are now examined. Conditions adopted
for these simulations are these of the H3 flame. Fig. 6.2 (b) shows a part of
the mesh. The total mesh comprises 1,500,000 cells. In the diameter of the
injector, 13 cells suitably describe upstream turbulence and injection velocity
profile. Navier-Stokes Characteristic Boundary Conditions (NSCBC) to specify
all boundary conditions (Poinsot and Lele 1992). Uniform velocity, is imposed
in the main jet (v = 34.8 m.s~!) and in the coflow (v = 0.2 m.s™1), for the sake
of simplicity. Pressure outlet is imposed at atmospheric pressure. Lateral walls
are treated as slipping walls. The numerical scheme used is TTG4A and the
turbulence subgrid model is WALE. These parameters are gathered in table 6.1.

Number of cells 1,500,000
Numerical scheme TTG4A
Turbulence model WALE

Boundary conditions | NSCBC

Table 6.1: Parameters of the computation.

6.5.2.1 Visualization

Fig. 6.3 (a) and (b) show instantaneous distributions of mixture fraction, tem-
perature and heat release. An isosurface of temperature (7=1800 K) colored
by velocity is represented in Fig. 6.3 (c). The flame shape is qualitatively
satisfactory. We can see clearly the turbulent structures that destabilize the
jet.

6.5.3 Comparison between experiments and simulation

Validation is divided into three steps. First, velocity fields are compared along
the centerline and perpendicular to the jet at different locations. This step
validates the jet aerodynamics. Then, predicted species mass fractions are
compared with experiments to check mixing characteristics. Finally, temper-
ature distributions are compared to evaluate the combustion model accuracy.
To complete this study, scatter plots of the different species and temperature
are presented to check if they are consistent with the main hypothesis of the
model - infinitely fast chemistry.

6.5.3.1 Velocity profiles

Experimental and numerical velocity profiles are shown in Fig. 6.4. Beginning
of Fig. 6.4 (a) highlights one difficulty of the computations presented here. For
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Figure 6.3: Visualization of instantaneous fields for the H3 flame of (a) Mixture
fraction - (b) Temperature. - (c) Isosurface of temperature (T'=1800 K) colored by
velocity.

the sake of simplicity, the Hy /N9 mixture is injected with a uniform velocity,
instead of the 1/7-power law. This introduces an error in the initial region in
the jet, i.e. from 0 to 10 diameters in Fig. 6.4 (a). Experimental data and
numerical results slightly differ in the initial jet flow, but a good agreement is
reached after 10 diameters. The rms levels and shapes are also close along the
centerline (Fig. 6.4 (a)) and in the radial direction (Fig. 6.4 (b) and (c) at 20
and 40 diameters).
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Figure 6.4: Velocity profiles - (a) Centerline profiles - (b) Radial profiles at 20
injector diameters - (¢) Radial profiles at 40 injector diameters o exp (mean values),
o exp (rms values), — num (mean values), —— num (rms values)/.

The jet aerodynamics is modeled correctly by the code.
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6.5.3.2 Species mass fraction distributions

Mass fractions of oxygen and hydrogen are shown in Fig. 6.5. Fig. 6.5 (a)
and (d) display mass fraction distribution along the centerline. For both species,
there is a good agreement between experiment and simulation for mean values
and rms quantities. Fig. 6.5 (b,e) and (c,f) respectively show radial cuts at 20
and 40 diameters. For oxygen, results are satisfactory. The numerical simula-
tion slightly overestimates hydrogen mass fractions. This conclusion must be
moderated by the levels considered. At 40 injector diameters, little hydrogen
remains, which explains the differences with experimental data.

In conclusion, simulations of mixing yield mass fraction fields which are close
to those obtained experimentally.
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Figure 6.5: Ozygen (top) and hydrogen (bottom) profiles - (a,d) Centerline profiles
- (b,e) Radial profile at 20 injector diameters - (c,f) Radial profile at 40 injector
diameters [ exp (mean values), o exp (rms values), — num (mean values), —— num
(rms values)].

6.5.3.3 Temperature field

The temperature distribution is displayed in Fig. 6.6. Figure 6.6 (a), indicates
that the prediction along the centerline is in agreement with experiments. The
flame length is found, and the shape of the rms profile fits experimental data.
In particular, the two bumps before and after the flame tip are well reproduced.
The radial profile at 20 diameters (Fig. 6.6 (b)) shows that the temperature
is underestimated in the flame, by about 200 K. This can be caused by the
model, but it is more likely due to the mesh. It is relatively coarse in this area,
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and the flame is possibly filtered. Despite this problem, we note that the flame
location and thickness, as well as the rms level and shape, are close to those
found in the experiments. Near the end of the flame, at 40 injector diameters
(Fig. 6.6 (c)), results are also satisfactory.
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Figure 6.6: Temperature profiles - (a) Centerline profile - (b) Radial profiles at 20
injector diameters - (¢) Radial profiles at 40 injector diameters [o exp (mean values),
o exp (rms values), — num (mean values), —— num (rms values)].

6.5.3.4 Infinitely fast chemistry assumption

The model is based on an infinitely fast chemistry assumption. Fig. 6.7 shows
scatter plots of Hy, O9 and HoO mass fractions respectively as a function of
the mixture fraction. Points are close to the infinitely fast chemistry lines,
which is in agreement with the hypothesis. Near the stoichiometric mixture
fraction (Zs = 0.31), points are not exactly on the lines because of the subgrid

combustion model (Y} are filtered).

H2

Mass fraction

Figure 6.7: Scatter plots as a function of the mizture fraction for Hy, Oz and H5O.

6.6 Conclusion

In this chapter, a subgrid model for turbulent non-premixed flames is devel-
oped. It uses a predictor to estimate the heat release necessary to stay in the
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infinitely fast chemistry limit, a baseline hypothesis of the model. This model
is embedded in the numerical code AVBP and validated on the "H3 flame", for
which full experimental data exist in the literature.

The model gives satisfactory results. Velocity profiles, distribution of species
mass fractions and the temperature field provide acceptable comparisons with
experiments. Scatter plots obtained in the computation are in agreement with
the infinitely fast chemistry assumption. This study validates the combustion
model, and allows to focus on the problem of flame/acoustics interaction.






Chapter 7

Simulation of flame acoustic
interactions

In this chapter, the LES simulation of an acoustically modulated flame
1s carried out. The subgrid model for diffusion flames, FER, is used.
The HS flame, the validation test case presented in the previous chapter,
1s excited by a transverse acoustic wave at a frequency of 400 Hz. It is
tllustrated that the flame structure is modified by the velocity field. The
flame shortens and oscillates in the transverse direction, reminiscent
of what was observed during the Mascotte experiments. The Rayleigh
source term is extracted from computation and compared to predictions
given by the FAME theory. The same order of magnitude is found,
although it seems the FAME model underestimates the acoustic source
term. Several elements are provided in order to explain this discrep-
ancy.

7.1 Introduction

The model developed and validated in chapter 6 is used in the case of a flame
submitted to a transverse acoustic wave. This calculation is carried out in the
H3 flame configuration. No experimental data is available for comparison in
this case under transverse acoustic modulations. It is however possible to use
the low order theoretical model developed in chapter 4 and compare its results
with those obtained from simulation. The comparison between the theoretical
formulation and a 3D simulation is found to be quite promising. Validation
of the numerical code carried out previously already indicated that the flame
could be reliably simulated and that results could be considered with some
confidence. The theoretical low order model was also tested in various situations
and this provided information on the source term appearing in the acoustic
energy balance. It is then possible to use simulation and modeling to determine
the source term and compare the two methods in the H3 configuration. This
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gives access to an analysis of assumptions used to establish the theoretical
source term model.

7.2 Interaction calculations

Computations presented in the following sections are carried out with the AVBP
code, described in the previous chapter. As already mentioned, the following
calculations are carried out in the H3 flame configuration. The essential mod-
ification is that a transverse acoustic wave is injected in the computational
domain. To generate this wave, an acoustic oscillation is imposed on the lat-
eral sides of the domain. This technique has been developed by Rey et al.
(2005) and used, among others, by Richecoeur et al. (2010).

7.2.1 Configuration

A schematic diagram of the geometry of the problem is shown in Fig. 7.2.
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Figure 7.1: Configuration of the modulated H3 flame - (a) front view - (b) top view.

The boundary condition is imposed on the lateral sides of the computational
domain with the form:
v(t) = vosin(27 ft).

Parameters used for the calculations are gathered in table 7.1.

vo (m.s~1) | f (Hz)
10 400

Table 7.1: Acoustic modulation parameters of the lateral boundaries.
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7.2.2 Results and analysis

Tempesature
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Figure 7.2: Cut of the temperature field - (a) Without excitation - (b) With excitation:
¢ =0 - (c) With excitation: ¢ = .

Figure 7.2 shows the temperature field corresponding to the computation car-
ried out in this study. The strong effect of the acoustic field is noteworthy. The
flame oscillates in response to the incident velocity field. The distribution of
the mixture fraction is not symmetrical, "puffs" of hot gases are shed from one
side and the other side of the jet axis. The external modulation induces this
alternate pattern of reaction. Heat is released on the two sides of the centerline,
acting as a source for acoustic energy. It would be of interest to change the
excitation amplitude vy, evaluate the response of the flame and tabulate it as a
function of frequency f and transverse velocity amplitude vg. This is not done
here because of limitations in computational resources. At a fixed frequency,
it is found however that the alternate flame pattern induced by the transverse
field is more pronounced as the velocity v is augmented.

7.3 Theoretical evaluation of the acoustic energy source
term

The previous calculations may be used to evaluate the acoustic source term
(the Rayleigh term) and compare the result with an estimate obtained from
the FAME model. The problem may be first simplified by noting that there
is no growth in the amplitude of oscillation. This is what is observed in the
simulation, and it is also what is predicted by the low order model. The H3
flame heat release is relatively low compared to the jet flames formed in the



260 PART III - NUMERICAL SIMULATION

MIC. As discussed previously, even with five intense flames, the growth rate is
small. Here, it is reasonable to assume that the energy brought by the flame
will be damped by the system.

Then, the acoustic pressure corresponding to the 1T mode can be written:
p'(x,t) = po cos(my/l) cos(wit), and the acoustic energy density reads:

WL

&) = —np- 7.1
€)= 30} (71)
It is also possible to assume that po/p is small, which is also well verified in
the numerical simulation. The growth factor associated with the FAME model

then reads:

v—=1Q 57
e — —S —_— 2
QOFAME o thbln (2)7 (7 )
_ y—-19
QOFAME = "5 1Lk (7.3)

(7.4)

This growth factor may also be deduced from the ratio of the volume average
Rayleigh source term to the volume average of the energy density:

arane = 5 o (7.5

This can be used to express the average Rayleigh source term:

P

(S) = 77_1@ <p°>2 (7.6)

7.3.1 Numerical evaluation of the Rayleigh source term in the
H3 flame case

The value of Q, the power released by the flame, is deduced from the formation
enthalpy for water:

WHQOVHQO .
= —=——=Ah 7.7
Q ( Wvm, H2O | MH,, (7.7)

where vy, and vg,o are the stoichiometric coefficients of species Hy and H2O
respectively in the balance chemical equation:

2H; + Oy — 2H50. (78)
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The mass flow rate of hydrogen mpg, is given by:

g, = WY, (7.9)
nD?
= v pYH, (7.10)

where D = 0.008 m is the pipe diameter, p is the density of the Hy /N9 mixture,
and v = 34.8 m.s~'is the mean injection velocity. The density is obtained by
taking p = p/(rT) with p = 101326 Pa, T =293 K and r = R/W. To evaluate
this last quantity, we need the perfect gas constant R = 8.314 J. K~!.mol~'and
the expression: 1/W = > Y, /Wj. Since Yy, = 0.0667 and Yy, = 0.9333
(which corresponds to a 50/50 distribution in volume). This yields:

W = 15 gmol ™!, (7.11)
r = 5544 JK tgl (7.12)
p = 0.623 kgm 3, (7.13)
m = 1.091.1073 kg.s ™!, (7.14)
g, = 72.8.107% kgs™!, (7.15)
Q = 8800 W. (7.16)

The heat released by the flame in the simulation, slightly fluctuates around
the calculated value. This may be due to the fluctuations associated with the
turbulent flow. To check the validity of the theoretical expression 7.6, it is more
relevant to use the value of Q extracted from the simulation. The value of pg
is also extracted from the calculation.

7.3.2 Acoustic energy source term evaluation in the simulation

In the simulation, the term which is calculated at each time step to account for
the energy brought by the flame according to the following expression:

R@&) = =2 [ (@, 0)d (@, 0)dV. (7.17)
"o Jv
The calculation is carried out over 16 periods of oscillation. Fig. 7.3 (a) shows
R(t) (in black). After a transient regime which lasts approximately 8 periods of
oscillation and is terminated at ¢ = 0.84 s, the permanent regime is established.
During the transient regime, R(t) takes relatively high values corresponding to
the rapid modification of the flame structure. In the permanent regime, the
heat release region is more compact.
Examining Fig. 7.3 (b), one finds that the Rayleigh term from the 3D simu-
lation and the one evaluated with the FAME model are of the same order of
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Figure 7.3: (a) Fvolution of the Rayleigh source term computed from the LES sim-
ulation and with the FAME theoretical model - (b) Close-up on the stationary period.

magnitude. However there is a factor of about two between the value deduced
from the model and that obtained from the simulation.

Several hypotheses can be proposed to explain this difference. First, the com-
putation may not have been carried out for enough time, and the transient
regime may not be completely over. The second explanation is that the main
mechanism responsible for the Rayleigh source term may not be taken into ac-
count in the FAME formulation. This would mean that another phenomenon
responsible for heat release fluctuations has to be modeled. However, in this
simulation, the level of Rayleigh source term is very weak, and it is delicate to
conclude on this comparison. The effect of turbulent structures on the Rayleigh
term may be of the same order of magnitude as the one created by the jet trans-
verse motion. Another study, with a more powerful flame or/and a more intense
acoustic field, is necessary.

This example illustrates the valuable contribution that LES can bring to insta-
bility studies, in particular for the study of transient regimes, in which simple
low order models will probably fail.

7.4 Conclusion

This chapter is concerned with the analysis of the response of a non-premixed
flame interacting with a transverse acoustic mode. The H3 flame is considered
in this investigation. This flame is set into a transverse motion by an external
acoustic perturbation. The simulation is used to obtain the acoustic energy
(Rayleigh) source term. This source term is also estimated by making use
of the FAME model. The numerical estimate and theoretical model have the
same order of magnitude but differ by a factor of about two. This confirms
the validity of the modeling assumptions but also indicates that it might be
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useful to calibrate the model with respect to other simulations.The computation
also allows an analysis of transient regimes which are difficult to access with
theoretical models.






Conclusion

This investigation addresses problems of combustion instability in rocket en-
gines. Among the many different types of dynamical phenomena which appear
in such devices this research is focused on high frequency oscillations coupled
by transverse acoustic modes. This choice is made because the low frequency
oscillations, generally associated with a coupling between the propellant feed
manifold and the thrust chamber can be avoided in most cases by decoupling
these elements by assuring head losses of 10 to 15% of the chamber pressure in
the injection units. It is less easy to explain high frequency instabilities and also
more difficult to suppress these oscillations when they occur. Instabilities cou-
pled by transverse acoustic modes are specifically dangerous. Transverse modes
operate in planes perpendicular to the general flow direction in the chamber
and the damping by the nozzle is less effective. As a consequence the level of os-
cillation may reach values of the order of 20% of the chamber pressure inducing
very large heat fluxes at the chamber walls and leading in some cases to the the
melting of injectors and destruction of the engine. High frequency instabilities
are most critical as demonstrated in the past by their destructive effects. They
are also less predictable because of a lack of fundamental knowledge on the
driving processes. This is still the case despite the large scale research effort
developed for example during the development of the Saturn 5 main engine
(F1). The so-called “instability crisis" was only resolved by a very large hot
fire test program on full scale engines. The SP-194 report (Harrje and Reardon
1972), compiled after this intense period gives an account of the state of the
art at that time. Progress on this problem has continued but at a slower pace
(see for example Yang and Anderson (1995)). When the HF program was initi-
ated in the year 2000, it appeared that advances could be made by developing
fundamental research on the mechanisms involved in HF instabilities. It was
concluded that progress made in the understanding of cryogenic combustion,
model scale test facilities, optical diagnostics and in simulation methods could
help unravel the underlying processes and that this could lead to improvements
of engineering design methods.

The general objective of the present research is to contribute to the development
of a framework that will assist engineers in the design of inherently stable
propulsion systems. This needs to be preferably achieved without having to
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add acoustic dampers, such as baffles, quarter wave cavities or resonators, to
reduce the acoustic response because such devices add complexity and weight to
the engine. An understanding of the governing mechanisms and of the coupling
processes is clearly necessary if one wishes to predict stability margins of an
engine. To bring forth new elements, this research effort addresses the problem
on three different levels:

e Experiments are carried out under realistic conditions allowing a detailed
analysis of the interaction between transverse modes and cryogenic com-
bustion.

e Theoretical modeling is developed to define a low order description of
the processes identified in the experiments. A tool is constructed which
integrates knowledge in a comprehensive framework.

e Large eddy simulations are developed to gather further information on
the coupling process and to advance the state of the art in the numerical
description of combustion dynamics in rocket engines.

On the experimental side, it was concluded from previous doctoral work car-
ried out by Rey (2004) and Richecoeur (2006) that further data could be made
gathered from cold flow and hot fire tests on the Multiple Injector Combus-
tor mounted on the Mascotte facility at ONERA. This pressurized combustion
chamber equipped with 5 injectors represents to some extent the multiple in-
jector systems found in real engines. Previous experiments indicated that the
MIC did not exhibit self-sustained oscillations and that the coupling between
acoustics and combustion could only be examined by external excitation of the
resonant modes. This was initially achieved with a lateral nozzle periodically
blocked by a toothed wheel. Transverse modes could be generated in this way
but their level did not exceed about 8% of the chamber pressure which was
too weak to reproduce conditions prevailing under self-sustained oscillations in
rocket engines.

The first step in the experimental work has been to validate a novel actuator
concept allowing a stronger level of modulation. The modulator designated as
VHAM was specified and preliminary heat transfer calculations were carried
out to make sure that it was mechanically feasible. The initial application of
the VHAM is covered in the first chapter of this document, where the principle
is outlined. The configuration is a simple transparent pressurized cavity. It is
demonstrated that when a VHAM modulating the total mass flow rate of fluid
injected in this cavity yields to relatively high acoustic amplitudes. The de-
tailed properties of the acoustic field are investigated, and the spatial structure
of the associated velocity distribution is obtained through high speed PIV mea-
surements. This is then compared with numerical simulations obtained with
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an acoustic solver (AVSP), and consistency is demonstrated. Pressure signals
recorded at various places in the cavity indicate that the link between velocity
and pressure fields is that predicted by numerical simulation. The mean flow
is not influenced by the presence of the VHAM and is not taken into account
during the calculation. The VHAM is also used to examine the influence of a
transverse acoustic field on the jet of gas injected in the cavity.

The VHAM is then mounted on the MIC for cold flow experiments. Low and
high pressure experiments at 7.5 bar and 55 bar are successively investigated.
Fluids are liquid/transcritical oxygen and gaseous nitrogen, while injectors are
coaxial. In the first step, the modal resonant frequencies and spatial structures
are calculated with a numerical Helmholtz solver. Next, a linear frequency
modulation is used to identify the eigenfrequencies, and the phase difference
between the pressure transducers located in the chamber lateral walls provid-
ing the spatial distribution of pressure. Continuous wave modulation is carried
out to examine the flow response to the first transverse mode. Data obtained
with two high speed cameras, one focusing on the full accessible domain in
the chamber and the other focusing on the central jet, yield complementary
results. Under excitation by the VHAM, the first camera shows significantly
smaller dense cores, an indication that primary atomization is enhanced by the
strong acoustic field. It also features an important coherent oscillation of the
jets in the transverse direction of the chamber. The disturbances are convected
by the flow and by the transverse acoustic velocity. This modifies the distri-
bution of liquid oxygen in the chamber. The nonuniform oxygen distribution
resulting from this process intervenes in the mechanism of combustion instabil-
ity. The second camera, which focuses on the central jet, shows smaller droplets
ejected from the liquid core under resonant condition, in comparison with the
liquid inclusions observed in the absence of excitation. The transverse acoustic
mode clearly influences secondary atomization.

Hot fire tests reported in this document are carried out in the same multiple
injector combustor mounted on the Mascotte facility. The procedure followed
to predict and identify the resonant modes and frequencies is the same as that
outlined previously. Five operating points are investigated, which correspond to
three nominal pressures (10, 26 and 60 bar). Some runs correspond to the same
chamber pressure but differ by their momentum flux ratio. Flames are submit-
ted to a very high amplitude acoustic field and they respond in different ways
depending on applied operating point and frequency excitation. These tests
provide fundamental understanding on acoustic/combustion coupling, which is
quite independent of the operating point. The modification of atomization,
demonstrated with cold flow experiments, has different effects on the flame
structure. When the acoustic mode amplitude reaches its largest values near
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the backplane (1T mode), only secondary atomization is modified. The flames
expansion angle increases and the combustion process is more intense. If the
acoustic mode amplitude is important near the injection plane (like for the
1T2L mode), primary atomization is strongly modified as well. This yields
very short flames and a dramatic increase of pressure oscillations. In most of
the responding cases (at 26 bar), the pressure amplitude in the bottom of the
chambers reaches more than 7 bar, almost 30% of the mean pressure in the
chamber. Pressure oscillations in the top and bottom of the chamber are in
phase with the corresponding photomultiplers, an indication that pressure os-
cillations and heat release are in phase, both of which are characteristic of a
positive Rayleigh source term in the balance equation of acoustic energy. In
parallel, the temperature measured at the bottom wall of the chamber increases
rapidly from 400 K to 850 K. During a 6 second continuous wave modulation,
the acoustic amplitude grows and flames get shorter. These phenomena in-
dicate that the situation is close to what is observed when an actual rocket
engine becomes unstable. High speed imaging provides an additional and valu-
able piece of information. Besides the effect of acoustics on the liquid phase,
the acoustic velocity field moves flames in the transverse direction. Streak films
constructed using high speed images demonstrate that flames are oscillating in
the transverse direction and that their motion is important.

Another unusual feature is the asymmetry of the flame pattern observed during
sensitive test cases for the 1T2L mode. This is shown to be linked to an asym-
metry of the acoustic field. The cause of this asymmetry is probably related to
a modification of the injected mass flow rates which cease to be uniform. The
non-uniformity is enhanced by a complex coupling with the transverse acous-
tic field. It is argued that when acoustic levels become important, non-linear
effects arise inducing an injection inhomogeneity giving rise to temperature
non-uniformity in the chamber. It is also possible that a force associated to
radiation pressure is acting to curve the flames toward the pressure node, which
is no longer in the center of the chamber.

The second part of the study concerns low order modeling and the design of a
simple tool based on the experimental findings. In a first step (chapter 4), two
models are developed to represent unsteady heat release as a function of the
acoustic field. The objective is to devise models which would not rely on the
standard sensitive time lag description to account for the effect of acoustics on
the unsteady heat release. It is known that the sensitive time lag representa-
tion is less well justified in the case of transverse instabilities and is also too
phenomenological. It is shown that, in the case of the MIC equipped with the
VHAM, the principle cause of heat release fluctuations between the upper and
lower sides of the chamber the flame motion induced by the transverse mode. In
the first model, it is assumed that the flames rigorously follow the acoustic field
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(FAME model). This yields an expression of the heat release as a function of
the mean heat release in the flames and of the acoustic amplitude. To account
for the complete mechanism, obtained during experiments, it is necessary to
introduce the liquid phase and the effect of acoustics on atomization and spray
dynamics. Another constraint is to keep the computational costs relatively low.
To achieve this goal, the second model (SDM) assumes that the spray can be
described in terms of a single droplet diameter and follows the acoustic field
with a time lag depending on momentum relaxation between the gaseous and
liquid phases. The time lag then depends on the square of the droplet diam-
eter. Combustion is assumed to take place instantaneously after vaporization.
The sensitivity of droplets to the acoustic field is obtained by comparing their
acoustic Weber number, based on the acoustic velocity to a critical Weber num-
ber. When the acoustic Weber number is greater than this critical value, the
droplets are split in two. The inertia of the smaller droplets is reduced, and
the spray follows the acoustic field more closely. This model provides a rough
approximation of a more complex process but accounts for many observations
made during the experimental campaign as it is able to retrieve some of the
mechanisms identified experimentally.

The unsteady combustion models are introduced in a unified framework es-
tablished for the low order modeling of combustion instabilities. The software
tool is designed to carry out non-linear instability studies of complex geome-
tries, taking into account cavity coupling, damping, localized source terms, non-
trivial boundary conditions, modulation by external actuators like the VHAM,
response of injectors to pressure perturbations and combustion response to
acoustic oscillations. This integration is made possible by the modal expansion
method introduced initially by Lores and Zinn (1973) and Culick (1976). In
this treatment eigenmodes are first determined and one calculates the time evo-
lution of the modal amplitudes by integrating a system of differential equations.
First, the different submodels included in the tool are successively described.
In a second stage, the VHAM experiments are used to evaluate the different
models and validate this approach. It is shown that the source terms obtained
with FAME and SDM models provide substantial increases of the limit cycle
amplitudes (around 20% in the case of the 1T2L mode). In the final stage, we
demonstrate the applicability of the method to a real scale engine. The mecha-
nism identified during the VHAM experiments is reproduced. Sample calcula-
tions are carried out for a chosen set of damping coefficients, mean droplet sizes,
critical Weber number, etc. The intensity of the initial perturbation imposed
to the system is shown to be of primary importance. A threshold is identified:
below a certain level oscillations are damped, while above this value they grow
exponentially. Parameters used in this sample calculation would have to be
carefully evaluated a priori in the case of an engine design program.
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The last part of this research describes advances in multi-dimensional simula-
tions of acoustic flame interactions using large eddy simulation (LES). LES is
a useful tool to understand instabilities because it can in principle take into
account the governing processes and gives access to a large amount of informa-
tion which cannot be deduced from experiments. The drawback of this method
is its computational cost. A few years ago, a compressible computation of five
transcritical flames was considered to be out of reach. With the increase of
computational resources and with advances in parallel computing, it has be-
come possible to examine such problems. The present study makes a step in
this direction. It focuses on the simulation of non-premixed flame combustion
modeling for LES. It is found that models do exist for this mode of combustion
but they are usually based on assumptions which are not-compatible with full
compressible codes, and in particular may be difficult to use to analyze the
coupling between acoustics and combustion. This issue motivates the present
work. A new framework is devised in collaboration with T. Schmitt. This is
based on the infinitely fast chemistry assumption but provides an explicit repre-
sentation of the reaction rate. The infinitely fast chemistry limit is a reasonable
hypothesis in the case of rocket engine combustion. The model is validated in a
well documented non-premixed configuration known as the “H3 flame". Results
obtained are quite encouraging.

In a second stage, this flame is submitted to a transverse acoustic wave. The
flame is drastically shortened and it is made to oscillate in the transverse di-
rection. The Rayleigh source term created in this situation is calculated and
compared to the one obtained with the theoretical model FAME developed in
chapter 4. Since the flame power is small, the corresponding Rayleigh source
term is in turn small and limits the impact of a comparison. Nevertheless, the
theoretical and numerical values are of the same order of magnitude. In the nu-
merical result, one finds that during the transient regime, the Rayleigh source
term takes large values. These calculations show that numerical simulations
can be used to analyze the driving processes involved in combustion instabil-
ity in order to complement experiments and extend the analysis to more more
complex situations.



Conclusion (frangais)

Cette étude traite des problémes d’instabilité de combustion dans les moteurs-
fusée. Parmi les nombreux types de phénoménes dynamiques qui apparaissent
dans ces dispositifs, I'analyse est axée sur les oscillations a haute fréquence
couplés par des modes acoustiques transverses. Ce choix est fait car les os-
cillations basse fréquence, généralement associées & un couplage entre le dome
d’alimentation en ergols et la chambre peut étre évité dans la plupart des cas
par le découplage de ces éléments. On assure a cet effet une perte de charge
de 10 & 15 % de la pression de chambre dans les éléments d’injection. Il est
moins facile de prévoir les instabilités haute fréquence et aussi plus difficile de
supprimer ces oscillations quand elles apparaissent. Les instabilités couplées
par des modes acoustiques transverses sont les plus dangereuses. Ces modes
opérent dans un plan perpendiculaire au sens de I’écoulement dans la chambre
et amortissement par la tuyére est moins efficace. Le niveau d’oscillation peut
atteindre des valeurs de l'ordre de 20 % de la pression chambre induisant des
flux de chaleur trés importants a la paroi, ce qui conduit dans certains cas a la
destruction des injecteurs et du moteur. Les instabilités haute fréquence sont les
plus critiques et leurs effets ont été particuliérement destructeurs par le passé.
Ces instabilités sont également les moins prévisibles en raison d’un manque de
connaissances fondamentales sur les processus qui pilotent le phénomeéne. Cette
situation n’a pas vraiment changé malgré 'effort de recherche de grande enver-
gure mis en oeuvre par exemple lors du développement du moteur principal
(F1) de la fusée Saturn 5. La “crise d’instabilité" n’avait alors pu étre résolue
que par un programme trés lourd d’essais a feu sur les moteurs a taille réelle. Le
rapport SP-194 (Harrje and Reardon 1972), rédigé aprés cette période intense
rend compte de 'état de 'art a cette époque. Des progrés ont été faits par la
suite, mais & un rythme plus lent (voir par exemple (Yang and Anderson 1995)).
Lorsque le programme sur les instabilités haute fréquence a été lancé en ’an
2000, il est apparu que des avancées pouvaient étre faites en développant des
recherches fondamentales sur les mécanismes impliquées dans ces oscillations.
Il a était conclu que les progrés réalisés dans la compréhension de la combustion
cryotechnique, I'expérimentation sur des installations d’essai & échelle réduite,
les diagnostics optiques et les méthodes de simulation pouvaient aider & mieux
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identifier les processus sous-jacents. Les travaux pourraient ainsi conduire &
des améliorations des méthodes de conception.

L’objectif général de ce travail de recherche est de contribuer & 1’élaboration
de moyens permettant la conception de systémes de propulsion naturellement
stables. L’objectif étant d’obtenir ce résultat sans avoir & recourir a des amor-
tisseurs acoustiques, comme des baflles, des cavités quart d’onde ou des ré-
sonateurs, afin de réduire la réponse acoustique, tous ces dispositifs augmen-
tant la complexité et le poids du moteur. Une compréhension des mécanismes
générateurs et du couplage des processus est évidemment nécessaire si 'on veut
prévoir les marges de stabilité d’'un moteur. Pour obtenir ces éléments, cette
étude aborde le probléme a trois niveaux différents :

e L’expérimentation est effectuée dans des conditions réalistes permettant
une analyse détaillée de l'interaction entre les modes transverses et la
combustion cryotechnique.

e La modélisation théorique est élaborée pour définir une description d’ordre
réduit des processus identifiés dans les expériences. Un outil est construit,
qui intégre les connaissances dans un cadre unifié.

e Des simulations aux grandes échelles (LES) sont mises en place afin de
recueillir des informations sur le processus de couplage et de faire pro-
gresser ’état de I'art dans la description numérique de la dynamique de
la combustion dans les moteurs de fusée.

Au niveau expérimental, les travaux font suite & ceux réalisés par C. Rey et F.
Richecoeur. 1l s’agit de recueillir des données supplémentaires dans des con-
ditions d’écoulements froids et dans des essais & feu sur le foyer & injection
multiple (“Multiple Injector Combustor" ou MIC) monté sur le banc Mascotte
de 'ONERA. Cette chambre pressurisée équipée de 5 injecteurs représente dans
une certaine mesure les systémes d’injection multiple utilisés dans les moteurs
fusées actuels. Les expériences déja réalisées indiquent que le MIC ne présente
pas d’oscillations auto-entretenues et que le couplage entre I'acoustique et la
combustion ne peut étre examiné que par une excitation externe des modes de
résonance. Dans les essais effectués précédemment, la modulation était réalisée
au moyen d’une tuyére latérale bloquée périodiquement par une roue dentée
tournant & grande vitesse. Des modes transverses peuvent étre générés ainsi
mais le niveau de fluctuation n’avait pas dépassé environ 8 % de la pression de
la chambre. Cette fluctuation était trop faible pour reproduire les conditions
établies par oscillations auto-entretenues dans les moteurs de fusée.

La premiére étape du travail expérimental a été de valider un nouveau concept
d’actionneur permettant d’atteindre des niveaux de modulation plus élevés. Le
modulateur “Very High Amplitude Modulator" ou VHAM a été spécifié et des
calculs préliminaires de transfert de chaleur ont été effectués pour s’assurer qu’il
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était mécaniquement faisable. La premiére utilisation du VHAM est présentée
dans le premier chapitre de ce document, ot le principe du systéme est résumé.
La configuration étudiée est celle d’une cavité transparente pressurisée par un
injecteur unique. Il est démontré que, quand le VHAM module le débit mas-
sique total de fluide injecté dans la cavité, on obtient des modes acoustiques
transverses caractérisés par des amplitudes élevées. Les propriétés du champ
acoustique sont étudiées, et la structure spatiale de la distribution de vitesse
est obtenue par PIV & grande vitesse. Ce champ est ensuite comparé a des
simulations numériques issues d’un solveur acoustique (AVSP), et la cohérence
entre les deux approches est démontrée. Les signaux de pression enregistrés en
divers endroits dans la cavité indiquent que le lien entre la vitesse et le champ
de pression est celui prédit par la simulation numérique. Le débit moyen n’est
pas influencé par la présence du VHAM et n’est pas pris en compte lors du
calcul. Le VHAM est également utilisé pour étudier 'influence d’un champ
acoustique transverse sur le jet de gaz injecté dans la cavité.

Le VHAM est ensuite monté sur le MIC pour des expériences d’écoulement &
froid. On étudie successivement des écoulements & basse et haute pression &
7.5 et 55 bar. Les injecteurs coaxiaux sont alimentés en oxygéne liquide tran-
scritique et azote gazeux. Dans un premier temps, les fréquences de résonance
et les structures modales sont calculées avec un solveur de Helmholtz. Une
modulation linéaire de fréquence est utilisée pour identifier les fréquences pro-
pres, et déterminer la différence de phase entre les capteurs de pression situés
sur les parois latérales de la chambre. Ceci permet de remonter & la distri-
bution spatiale de pression. Une modulation & fréquence fixe permet ensuite
d’examiner la réponse de I’écoulement aux modes transverses. Les données
sont obtenues avec deux caméras a grande vitesse, I'une observant la totalité
du domaine accessible et I'autre focalisée sur le jet central. Lorsque le VHAM
fonctionne, les images indiquent que le noyau dense des jets d’oxygéne présente
une taille réduite correspondant & une atomisation primaire renforcée par le
champ acoustique intense. Les jets sont également mis en oscillation cohérente
de grande amplitude dans le sens transversal et les perturbations sont convec-
tées par I’écoulement. Une modification de la répartition de I'oxygéne liquide
dans la chambre est ainsi induite. Il en résulte une distribution non uniforme de
I’'oxygéne qui peut intervenir dans le mécanisme d’instabilité de combustion. La
cameéra, focalisée sur le jet central, montre que les gouttelettes éjectées & partir
du noyau liquide dans des conditions de résonance sont beaucoup plus petites
que les inclusions liquides crées en ’absence d’excitation. Le mode acoustique
transverse influence clairement I’atomisation secondaire.

Les essais a feu décrits dans ce document sont réalisés dans la chambre de
combustion & injection multiple montée sur le banc Mascotte. La procédure
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suivie pour prévoir et identifier les modes et les fréquences de résonance est
la méme que celle décrite précédemment. Cing points de fonctionnement sont
analysés, & trois pressions nominales (1, 2.6 et 6.0 MPa). Plusieurs points de
fonctionnement correspondant a la méme pression chambre sont différenciés par
le rapport des débits de quantité de mouvement. Les flammes sont soumises &
un champ acoustique de grande amplitude et elles réagissent de fagon différente
selon le point de fonctionnement et la fréquence d’excitation.

Ces essais fournissent des renseignements sur le couplage acoustique /combustion.
La modification de I'atomisation, démontrée dans les expériences a froid, a
plusieurs effets sur la structure des flammes. Lorsque 'amplitude du mode
acoustique atteint ses plus grandes valeurs en sortie de chambre (comme dans
le cas du mode 1T), seule I” atomisation secondaire est modifiée. Il en résulte
une augmentation de 'angle d’épanouissement de la flamme, et le processus de
combustion est plus intense. Si ’amplitude du mode acoustique est importante
a proximité du plan d’injection (comme pour le mode 1T2L), 'atomisation pri-
maire est fortement influencée. Cela conduit & des flammes trés courtes et & une
augmentation spectaculaire des oscillations de pression. Dans les expériences
réalisées a 2.6 MPa, 'amplitude des fluctuations de pression dans la partie in-
férieure de la chambre atteint plus de 7 bar, soit prés de 30 % de la pression
moyenne dans la chambre. Les variations de pression dans les parties supérieure
et inférieure de la chambre sont en phase avec les signaux des photomultipli-
cateurs correspondants. Dans ces conditions, les oscillations de pression et de
dégagement de chaleur sont en phase, et il en résulte un terme source positif
dans ’équation du bilan d’énergie acoustique. On observe dans cette méme sit-
uation une augmentation rapide de la température mesurée a la paroi inférieure
de la chambre qui passe rapidement de 400 & 850 K. Au cours d’une modulation
continue de 6 secondes, 'amplitude croit et les flammes se raccourcissent. Ces
phénomeénes indiquent que la situation étudiée est proche de celle qui prévaut
quand un moteur fusée devient instable. L’imagerie grande vitesse donne des
informations supplémentaires sur le mécanisme d’interaction. Au dela de leffet
de 'acoustique sur la phase liquide, le champ de vitesse acoustique déplace les
flammes dans le sens transversal. Des films en mode “streak" construits & partir
des images a grande vitesse démontrent que les flammes oscillent dans le sens
transversal et que leur mouvement est important.

Une autre caractéristique observée dans les essais & amplitude élevée est ’asymétrie
de la structure de la zone de combustion. Ce phénomeéne est notamment observé
dans le cas d’'une modulation par le mode 1T2L et il est lié & une asymétrie
du champ acoustique. L’ asymétrie est probablement liée & une modification
des débits de masse injectés, dont la distribution cesse d’étre uniforme. La
non-uniformité est renforcée par un couplage complexe entre la combustion
et le champ acoustique transverse. Lorsque les niveaux acoustiques devien-
nent importants, des effets non linéaires apparaissent induisant I'inhomogénéité
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d’injection et la distribution de température cesse d’étre uniforme dans la cham-
bre. Il est également possible qu'une force associée a la pression de radiation
agisse dans cette situation pour courber les flammes vers le noeud de pression,
qui n’est plus au centre de la chambre.

La deuxiéme partie de ’étude porte sur la modélisation d’ordre réduit et la
conception d’un outil simple exploitant les résultats expérimentaux. Dans un
premier temps, deux modéles sont développés pour représenter le dégagement
de chaleur instationnaire en fonction du champ acoustique. L’objectif est de
concevoir une modélisation qui ne fait pas recours a la théorie du délai sensible
pour représenter l'effet de ’acoustique sur le dégagement de chaleur instation-
naire. On sait en effet que la théorie du délai sensible est moins bien justifiée
dans le cas d’instabilités transverses. On montre ici que, dans le cas du MIC
modulé par le VHAM, la cause principale des fluctuations du dégagement de
chaleur a pour origine le déplacement des flammes induit par le mode transverse.
Dans un premier modéle, on suppose que les flammes suivent rigoureusement
la vitesse imposée par le champ acoustique (modéle FAME). On déduit ainsi
une expression du dégagement de chaleur instationnaire en fonction du dégage-
ment de chaleur moyen dans les flammes et de 'amplitude acoustique. Pour
tenir compte du mécanisme complet, observé expérimentalement, il faut tenir
compte de la phase liquide et des effets du champ acoustique sur la rupture
du jet liquide et sur ’atomisation tout en gardant des cofits de calcul réduits.
Pour cela, le second modéle (SDM) suppose que le spray peut étre décrit en
supposant que les gouttelettes ont un diamétre unique et qu’il suit le champ
acoustique avec un temps de retard fonction de I’échange de quantité de mouve-
ment entre les phases gazeuse et liquide. Le temps de retard dépend du carré du
diamétre des gouttelettes. La combustion est supposée s’effectuer instantané-
ment aprés vaporisation. La sensibilité des gouttelettes par rapport au champ
acoustique externe est obtenue en comparant le nombre de Weber basé sur la
vitesse acoustique & un nombre de Weber critique. Lorsque le nombre Weber
acoustique est supérieur a cette valeur critique, les gouttelettes sont divisées en
deux. L’inertie des gouttelettes résultant de ce processus est ainsi réduite, et
le délai entre le champ acoustique et le spray est plus réduit. Ce modéle four-
nit une premiére approximation d’un processus plus complexe, mais permet de
décrire les observations expérimentales faites au cours de la campagne d’essais.

Les modéles de combustion instationnaire décrits précédemment sont introduits
dans un cadre unifié établi pour la modélisation d’ordre réduit des instabilités
de combustion. Le logiciel est congu pour réaliser des études non-linéaires
d’instabilité dans des géométries complexes, en tenant compte du couplage en-
tre cavités, de 'amortissement, des termes sources localisés, des conditions aux
limites variées, de la modulation par des actionneurs externes comme le VHAM,
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de la réponse a la pression des injecteurs, des perturbations de la combustion en
fonction des oscillations acoustiques. Cette intégration est possible par le biais
de la méthode de projection modale introduite initialement par Zinn et Culick.
Les modes propres sont d’abord déterminés et on calcule I’évolution temporelle
des amplitudes modales en intégrant un systéme d’équations différentielles. Les
différents sous-modéles inclus dans 'outil de calcul sont passés en revue. Les
expériences réalisées avec le VHAM sont ensuite utilisées pour évaluer les mod-
¢éles et valider I’approche. Il est montré que les termes sources obtenus avec
les modéles FAME et SDM conduisent & une augmentations des amplitudes
d’oscillation (environ 20 % dans le cas du mode de 1T2L). On démontre enfin
I’applicabilité de la méthode a un moteur & échelle réelle. Le mécanisme iden-
tifié au cours des expériences VHAM est reproduit. Des calculs sont effectués
a titre d’exemple aprés avoir fait un choix de coefficients d’amortissement, de
taille moyenne des gouttelettes, de nombre de Weber critique, etc. L’intensité
de la perturbation initiale imposée au systéme se révéle étre de premiére im-
portance. Un seuil est identifié en-dessous duquel les oscillations sont amorties,
mais au-dessus duquel la croissance est exponentielle. Les paramétres utilisés
pour ce type de calcul devront étre soigneusement évalués avant application au
stade de la conception moteur.

La derniére partie de cette étude décrit les progrés réalisés dans I’analyse multi-
dimensionnelle des interactions flamme/acoustique au moyen de simulations
grandes échelles (SGE). La simulation peut étre utile & la compréhension des
instabilités car elle peut en principe prendre en compte ’ensemble des mé-
canismes impliqués et elle donne accés & une grande quantité d’informations
qui ne peuvent étre déduites des seules expériences. L’inconvénient de cette
méthode est son cofit de calcul. Un calcul compressible de cinq flammes tran-
scritiques était considéré, il y a quelques années, comme hors de portée. Avec
I’augmentation des ressources de calcul et avec les progrés de 'informatique
paralléle, il est devenu possible d’examiner ces problémes. La présente étude
fait un pas dans cette direction. Elle est axée sur la simulation de flammes
non-prémélangées pour 'analyse des instabilités. Des modéles existent pour ce
mode de combustion, mais ils sont généralement fondés sur des hypothéses qui
ne sont pas compatibles avec les codes pleinement compressibles, et en parti-
culier sont difficilement applicables a I’analyse du couplage entre I'acoustique
et la combustion qui est le centre de la présente étude. Un nouveau cadre est
formulé en collaboration avec T. Schmitt. On utilise I’hypothése de chimie in-
finiment rapide, pour déduire une représentation explicite du taux de réaction
filtré. La limite de chimie infiniment rapide est raisonnable dans le cas de la
combustion dans les moteurs fusées. Le modéle est validé sur une configuration
non prémélangée bien documentée connue sous le nom de flamme “H3". Les
résultats obtenus sont prometteurs.
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Dans une deuxiéme étape, la flamme H3 est soumise & une onde acoustique
transverse. La zone de réaction devient plus compacte et elle est mise en os-
cillation dans le sens transversal. Le terme source créé dans cette situation est
calculé et comparé a celui obtenu avec le modéle théorique développé précédem-
ment. Comme le dégagement de chaleur dans la flamme est réduit, le terme
source de Rayleigh correspondant est faible, ce qui limite 'intérét de la com-
paraison. Néanmoins, les valeurs théoriques et numériques sont du méme ordre
de grandeur. Dans le résultat numérique, on constate que durant le régime
transitoire, le terme source de Rayleigh prend de grandes valeurs. Ces calculs
montrent que les simulations numériques peuvent étre utilisées pour analyser
les processus impliqués dans les instabilités de combustion et qu’elles peuvent
étre utilisées pour compléter les expériences et étendre I'analyse a des situations
plus complexes.
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Appendix A

Equations for the coupling of

cavity

This section aims at understanding how coupling of cavities can be modeled.
First, the equations describing the acoustic of the three parts considered (in-
jection dome, injectors, combustion chamber) are given. Then, a system is

established. Eigenmodes are found by solving this system of equations.
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These equations are reported in Fig. A.1.
To establish the modal structure of the domain, we need to write boundary
conditions for each part of the domain.

The system that must be solved can then be written as follows:
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Figure A.1: Geometry, reference frame of the coupling case with acoustic equations

in each domain.
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be written as a matrix operation: A(w) = 0. w for which

det(A(w)) = 0 define the eigenfrequencies. When w corresponds to an eigen-
frequency, Ker(A(w)) defines the eigenmode, i.e. the spatial structure of the
pressure and velocity fields.






Appendix B

A combustion model based on
flame surface density

B.1 Introduction

The flame surface density concept has been developed and used most notably to
study premixed flame. The strength of this formulation is that it is based on a
simple and sensible assumption: the local heat release is written as the product
of a local consumption rate by the flame surface density. Here, a model based on
a infinitely fast chemistry assumption is developed. Probability density function
formalism is used to find relationships written by (Zhou and Mahalingam 2002)
in terms of flame surface density. Then, each term are examined and modeled
successively.

B.2 Model derivation

The filtered reaction rate reads:
. oo rl
Gy = / / (2, X P2, o) 2o (B.1)
o Jo

_ [e’) 1
o = /0 /0 (2, xat)(Z)p(xat)AZ Xt (B.2)

It is assumed that the probability density function for the stoechiometric scalar
dissipation rate is a Dirac distribution centered on Y.

. 1
O = /0 (2, X)P(2)d2, (B.3)

1 - o~
-~ wk(Z, Xst) ~
wg = /0 7|VZ| \VZ|p(Z)dZ (B.4)



292 A COMBUSTION MODEL BASED ON FLAME SURFACE DENSITY

The strong hypothesis of the model is that chemistry is infinitely fast, i.e. wy
is also a Dirac distribution centered on Z = Z. This leads to

~ _ Zat, Xst) 5 ~
IVZlyg, '

In this formulation, |VZ|, is the conditional average of |VZ| for Z = Z.
Let’s define the source term obtained by integrating a one-dimensional flamelet:

U(¥s) = /Oo (s ) (B.6)

—0o0

A change of variable leads to

1 - —~
L wk(Zv)(St)
O(xm) = | DXst) g7 B.7

and if the same assumption is made:

: wk(ZstaS(;t)

Q(Xst) = —". (B.8)
’vZ‘Zst
The model for the combustion source term reads
Wk = U (Xt)IVZ] 5, D(Zst). (B.9)

In this expression, the product between the quantity € (xs), the local con-
sumption rate of a strained diffusion flame, and |VZ|, p(Zs) appears.

Remark
A geometrical interpretation exists for this equation. The term |VZ|, p(Zs)
has the dimension of a flame surface density, while Qk(f@g) is the local consump-

tion rate. The same kind of model is developed in the flame surface density
formalism in the articles (Zhou and Mahalingam 2002) and (Zhou et al. 2004).

B.3 Mathematical modeling

I'n the expression for the filtered heat release ;'J;, three terms have to be modeled:
Qk()z\‘;t)a |VZ|ZSt7 ﬁ(ZSt) and 5&;5

B.3.1 Modeling of the local consumption rate Qf

The modeling of the local reaction rate can be based on various assumptions.
The simplest possible treatment is to consider that the local flame element is a
strained diffusion flame and that the reaction rate is infinitely fast. This yields
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simple algebraic expressions for the reaction rate. One may also consider that
the chemical kinetics is finite and that the reactive element is again a strained
diffusion flame. These two types of formulations are successively considered in
what follows.

Strained flame elements with infinitely fast chemistry

The local consumption rate per unit flame surface may be obtained by consid-
ering that the reactive elements are formed by non-premixed reactants and that
chemistry is infintely fast. This last assumption is quite suitable for the highly
reactive propellants considered in the present investigation. The reaction can
be written:

sF+0 — (1+5)P (B.10)

The analysis follows that described for example by Poinsot and Veynante (2001).
To carry out the analytic study, the density p is assumed to be constant. The
infinitely thin reactive layer extends from z_ to z:

. Y, 1" oYy
Q = —|D =D B.11
- s - EL B0
= D[aY’“] [ ] [aY’“] VZ(Z). (B.12)
9 Z_
This leads, for the fuel, to:
. Y},Q aD 7712
- _ 2Ty
QF 1— Zst o (& (B13)

where 1y = erf ™! ((¢ — 1)/(¢ + 1)) is a reduced normal coordinate defining the
flame location, ¢ = SYFO / Yg designates the global mixture ratio. In the last
expression s is the mass stoichiometric coefficient of the single step reaction
defining the chemical conversion in the flame. Note that the relation between
local consumption rate of fuel and oxidizer. It is possible to show that for
steady strain flames, the strain rate a appearing in the previous relation can be
expressed in terms of the scalar dissipation at the flame x4 using the equation:

Xst = %exp [—2n7] (B.14)

and one obtains finally:

) Y9 D
Op = ——F = /Xt B.1
F 1— Z, V2 VXt (B-15)
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Strained flame elements with finite rate chemistry

The assumption of infinitely fast chemistry is strong, and future evolution of this
model may need to consider more precisely the multiple reactions taking place in
the combustion process. Following equations show that there is no theoretical
problem in considering complex chemistry to deduce the local value of the
consumption rate. This is achieved by integrating the volumetric consumption
rate across the flame.

Qk(xst) = /OO Wiz, xst)dx (B.16)

—00

One may then use a detailed chemistry code to calculate counterflow strained
laminar flames and deduce QF(Xst) from the calculated values. The previous
expression still requires a model for x5 which can be deduced from the available
flow variables as explained in what follows. This approach was chosen by Zhou,
Pakdee, and Mahalingam (2004).

B.3.2 Extracting the scalar dissipation Y,; from the available
fields

Both finite rate and infinitely fast chemistry local consumption rate models
depend on a same variable Y5 which is the scalar dissipation rate taken at
its stoechiometric value. It is a very important physical term in non-premixed
combustion since it is directly related to the strain of the flame. If one considers
steady flamelets, the time dependent terms disappear from eq. 6.12 and one has:

1 0%Y;

For a steady one-dimensional strained diffusion flame, it is possible to write a
relation between x and Z (see for example (Poinsot and Veynante 2001)):

X = XoF(Z) = xo exp(—2[erf (1 — 22)]?) (B.18)
X = Xst FZ(ZZst)) (B.19)

where F(Z) = exp(—2[erf"}(1-22)]?). Accordingly, the scalar dissipation may
be cast in the general form x = x(Z, xst)-
The mass averaged spatially filtered scalar dissipation can be related to the
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value of the scalar dissipation on the stoichiometric surface:

% = /Z / (Z, xst)p st} Z)dx s dZ (B.20)
X
1
- Jf((ZZSt))ﬁ(z)dz (B.21)
)z;/t _ : SCVF(Zst) (B.22)

Jo F(Z)p(Z)dZ

The last formula provides an expression for the spatial average of the scalar
dissipation at the flame. Once again, the Dirac distribution for yg is assumed.
One still has to provide a rule for calculating the spatial average of the scalar
dissipation. This is accomplished for example by adopting the model proposed
by De Bruyn Kops et al. (1998). The unconditioned filtered average Y is
expressed as:

~ K Ht =12
=2 — Z B.2
=2 (4 L) v (B.23)

B.3.3 Extracting [VZ|, from the available fields

The expression of the averaged mixture fraction gradient conditioned at Zg; is
obtained by writing the definition of X5 and considering that the distribution
of xs is a Dirac:

Xst = / XstP(Xst)dXst (B.24)
——2
= / 2DV Z |, p(Xst)dxst (B.25)
= 2D[VZ]y, (B.26)
This leads to:

I~ 7| %st
2z, =\ 57 B.27
IVZl,, %) ( )

B.3.3.1 Presumed PDF to model p(Zy)

It is convenient to presume the shape of this PDF and use for that purpose a
B-function.

1

Blab) Z7 (1 -zt (B.28)

p(Z) =
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where B(a,b) is such that the sum of p(Z) over all values of Z is equal to unity,
and a and b are calculated from Z and its variance.

Z(1—-Z72
a= (N ) _ (B.29)
Zn2
a
Z (B.30)
77 =72 - 7? (B.31)

where Z”2 is the subgrid scale variance of Z. Method for determining Z"2 are
discussed in section6.

B.4 Summary

Table B.1 gathers formulas that have been implemented in the AVBP code.
Results presented in the following are based on these set of equations.

’ Term to be modeled ‘ Expression ‘
| @ | % <>zst>|VZ|Z P(Zst) |
Qp(xst) % f N
~ XF Zst)
Xst TP (2 p(Z)dz"
F(Z) exp(— [erf 1 22)}2)
% 2 (pSc pSct) |v ’
vz, \/%
ﬁ(Z) B(i,b) ‘ a (1 - Z_)b_l
. A
Z2
b L2 _—a
Z P
Zn2 CA2|VZ|2

Table B.1: Fquations of the model.
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