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## Résumé

Ce travail de thèse est essentiellement consacré au développement de la théorie de transport tunnel k.p multibandes (14, 30 et 40 bandes) pour une application à la spinorbitronique avec semiconducteur. La spinorbitronique associe généralement les effets de spin et d'orbite, qui par l'intermédiaire du couplage spin-orbite, introduit des propriétés de transport nouvelles comme les effets Hall de spin et les effets tunnel Hall anormal. Celui-ci se caractérise par une déflection de la trajectoire des porteurs polarisés en spin selon la direction transverse de leur flux. D'autres effets caractéristiques concernent i) les mécanismes de transfert de spin ('spin-transfer' ou 'spin-orbit torque') permettant de commuter une aimantation locale par transfert de moment angulaire, généralisant ainsi les processus de transfert de spin ainsi que ii) la conversion spin-charge aux interfaces médiés par les termes Rashba et/ou Dresselhaus. Dans ce cadre, notre théorie de transport tunnel est adaptable aux hétérostructures semiconductrices, magnétiques ou non, traitant d'une simple interface ou de jonctions tunnel. Elle permet de tenir compte de façon fine des interactions spinorbite de cœur et d'interface (Rashba, d'interface). Elle utilise de façon générale, l'introduction de bandes hautes supplémentaires, dites fantômes, pour traiter les états spurious inhérents à la théorie k.p multibandes. Outre l'introduction de tels états 'fantômes' ne déformant ni la structure électronique, ni le transport polarisé, notre approche utilise la continuité des composantes des fonctions d'onde à chaque interface ainsi que le raccordement des composantes du courant d'onde selon la symétrie particulière des interfaces en considérant soit 1) la continuité des composantes du courant d'onde (extension de la théorie Ben Daniel Duke), 2) les conditions de raccordement correspondant à une symétrie particulière $C_{2 v}$ introduisant un certain mélange trous lourds/trous légers dans la bande de valence (conditions d'Ivchenko) ou 3) une discontinuité des bandes p 'hautes'. Nous démontrons, en outre, l'équivalence des conditions de continuité pour le cas de puits quantiques III-V de type $\mathrm{AlAs} / \mathrm{GaAs} / \mathrm{AlAs}$ ce qui représente ainsi une généralisation de résultats précédents développés en 14 bandes.

L'ensemble de ce travail de thèse, analytique et numérique, comportent plusieurs volets et démonstrations à la fois nouveaux et importants. Nous montrons que notre théorie permet de décrire le transport de charge, de spin d'états couplés spin-orbite d'hétérostructures semiconductrices d'axe de croissance [100], [110] ou [111]. Ces résultats sont notamment matérialisés par les calculs les trois composantes du courant de spin dans les barrières semiconductrices III-V (GaAs, AlAs) jouant le rôle de déphaseur de spin. Les calculs que nous développons montrent en effet, comme le prévoit la théorie analytique, une rotation vectorielle de la matrice densité de spin dans l'épaisseur de la barrière et comme prévue par l'application d'un champ e spin-orbite effectif de Dresselhaus parallèle au plan de la barrière.

Notre théorie est également comparée avec succès aux calculs de perturbation multibandes utilisant les fonctions de Green pour le transport pour traiter les mécanismes de l'effet tunnel Hall anormal dans la bande conduction et dans la bande de valences avec des résultats remarquables en terme de fidélité ce qui montre la puissance de la technique utilisée. Nous calculons également les propriétés de courant de spin dans les jonctions tunnel ferromagnétiques de type $(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As} / \mathrm{GaAs} /(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As}$ pour en déduire le couple de transfert de spin de d'orbite responsable de la commutation de spin de l'élément ferromagnétique fin dans la tricouche. Nous montrons par exemple, comment les composantes de spin transverses du courant de spin et de spin-orbite représente le paramètre pertinent permettant de commuter une aimantation. Enfin, nous avons adapté notre théorie de transport aux structures confinées III-V pour calculer les états confinés de puits quantiques dans la bande de conduction et bande de valence pour démontrer l'anisotropie optique de l'absorption entre les directions [110] et [1 $\overline{1} 0$ ] pour le champ électrique lorsque la symétrie de l'hétérostructure est réduite à une symétrie $C_{2 v}$. Nous comparons avec succès, nos résultats multibandes à l'état de l'art obtenu précédemment en théorie 6 bandes et 14 bandes.

## Abstract

This thesis is essentially devoted to the developments of the multiband k.p tunneling theory ( 14,30 and 40 bands) for semiconductor spinorbitronic application. Spinorbitronic generally associates the effects of spin and orbit, that via spin-orbit coupling, introduces new transport properties such as spin Hall effects (SHE) and anomalous tunnel Hall effects (ATHE). This is characterized by a deflection of the trajectory of the spin polarized carriers according to the transverse direction of their flux. Other characteristic effects concern i) the spin-transfer or spin-orbit torque mechanisms, that makes it possible to switch local magnetization by transferring angular momentum, thus generalizing the spin transfer processes as well as ii) spin to charge conversion at interfaces mediated by the Rashba and/or Dresselhaus terms. In this context, our transport theory is adaptable to semiconductor heterostructures, magnetic or not, dealing with a simple interface or tunnel junctions. It allows one to take into account the spin-orbit interactions at the interface (Rashba interaction). It uses in a general way, the introduction of additional bands, called ghost bands, to treat the spurious states inherent to the multiband k.p theory. In addition to the introduction of such ghost states, which do not disturb the electronic structure or the polarized transport, our approach uses the continuity of the components of the wave functions at each interface as well as the continuity of the components of the electronic current according to the particular symmetry of the interfaces considering either 1) the continuity of the components of the wave current (extension of the Ben Daniel Duke theory), 2) the matching conditions corresponding to a particular symmetry $C_{2 v}$ introducing a certain mixture of heavy holes/light holes in the valence band (Ivchenko conditions) or 3) a discontinuity of the high bands. We also demonstrate the equivalence of the continuity conditions for the case of $\mathrm{AlAs} / \mathrm{GaAs} / \mathrm{AlAs}$ III-V quantum wells, which represents a generalization of previous results developed in 14 bands.

This thesis work, all analytical and numerical implementations, includes several components and demonstrations both new and important. We show that our theory can be used to describe the chargespin transport of spin-orbit coupled states of growth axis semiconductor heterostructures [001], [110] or [111] direction. As an example with [110] direction, the remarkable results are shown by the calculations of the three components of spin current in the III-V semiconductor barrier (GaAs, AlAs) structure acting as spin-phase rotators. The calculations that we are developing show a rotation of the vector spin according to the thickness of the barrier and as analytically predicted by the application of an effective spin-orbit field of Dresselhaus parallel to the plane of the barrier.

Our theory is also successfully compared to multiband perturbation calculations using Green functions to address the mechanisms of anomalous tunnel Hall effect in the conduction and valence bands with remarkable results in terms of chirality showing the power of the technique used. We also calculate the spin current properties in $(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As} / \mathrm{GaAs} /(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As}$ ferromagnetic tunnel junctions to derive the angular spin transfer torque responsible for the magnetization switching of the ferromagnetic element in the trilayer. We show, for example, how the transverse spin components of the spin and spin-orbit currents represent the relevant parameter for switching magnetization direction. Finally, we adapted our transport theory to the III-V confined structures to calculate confined states in quantum well for the conduction band and valence band to demonstrate the optical anisotropy of the absorption between the [110] and [110] directions when the symmetry of the heterostructure is reduced to a $C_{2 v}$ symmetry. We successfully compare our state-of-the-art multiband results obtained in theory in 6 bands and 14 bands by Ivchenko et al. and Durnev et al..
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1.8 The four different Fermi surfaces heavy hole up (a) and down (c) and light hole up (e) and down (f) of ( $\mathrm{Ga}, \mathrm{Mn}$ )As calculated in the k.p formalism for a Fermi energy equal -135 meV counted from the top of the valence band ( $p=1.7 \times 10^{20} \mathrm{~cm}^{-3}$ ) and an exchange interaction $\Delta_{\text {exc }}=120 \mathrm{MeV}$ (calculated without strain). The magnetization is along the [100] direction. The color code scales the Fermi wave vector (in $n n m^{-1}$ ) along the corresponding crystalline axis. Correspondingly, figures (b, d, f, h) are the xy plane projection of figures (a, c, e) and (g).
1.9 Panels (a) illustrates the SIA/BIA spin splitting, here $| \pm 1 / 2\rangle_{y}$ label the eigenstates with fixed y spin components. Panels (b) and (c) show schematic 2D band structure with k-linear terms for $C_{2 v}$ symmetry. The energy $\varepsilon$ is plotted as a function of $k_{x}$ and $k_{y}$ in (b) with only one type of inversion asymmetry, BIA or SIA, and in (c) for equal strength of the BIA and SIA terms in the Hamiltonian. The bottom panels ( $\mathrm{d}-\mathrm{g}$ ) show the distribution of spin orientations at the Fermi energy for different strengths of the BIA and SIA terms. Taken from [88].
1.10 Vector fields $\boldsymbol{\Omega}(\boldsymbol{k})$ on the Fermi surface (circle) for the structure inversion asymmetry (SIA) and bulk inversion asymmetry (BIA). Since $\boldsymbol{\Omega}(\boldsymbol{k})$ is also the spin quantization axis, the vector pattern is also the pattern of the spin on the Fermi surface. As the opposite spins have different energies, the Fermi circle becomes two concentric circles with opposite spins. This is shown here only for the SIA case, but the analogy extends to all examples. The field for BIA [110] lies perpendicular to the plane, with the magnitude varying along the Fermi surface. All other cases have constant fields lying in the plane. Taken from Ref. [37]
1.11 Electronic structure of interfacial Rashba states and principle of experiments. (a) Typical spin-split dispersion curves of a Rashba 2DEG for $\alpha_{R}>0$ (adapted from Nechaev et al. [96]) and (b) typical Fermi contours. An electron flow (that is, a shift of the Fermi contour in the direction of the flow) automatically induces a nonzero spin density or Rashba Edelstein effect (REE). Inversely, a nonzero spin density generated by spin injection induces an electron flow or Inverse Rashba Edelstein effect (IREE) ${ }^{1}$. (c) Scheme of the NiFe/Ag/Bi samples under resonance. The radio frequency (RF) field is along $y$, and the DC field along x ; $J_{S}$ is the vertical DC spin current injected into the $\mathrm{Ag} / \mathrm{Bi}$ interface states (back flow included), and converted into a horizontal DC charge current $I_{C}$ by the IREE. In an open circuit situation $I_{C}$ is balanced by the current associated to the DC voltage V . Taken from Ref.[97].
1.12 Members of the Hall family: (a) Hall effect. (b) Anomalous Hall effect. (c) Spin Halleffect. (d) Quantum Hall effect. (e) Quantum Anomalous Hall effect. (f) Quantum SpinHall effect. Numbers in parentheses indicate the years of each discovery. H is the externalmagnetic field, M is the intrinsic spontaneous magnetization, and S denotes spin. Takenfrom Ref.[108].27
1.13 (a) Charge-current-induced Spin Hall effect (SHE) in which the charge current $\boldsymbol{j}_{q}$ along thex-direction induces the spin current $\boldsymbol{j}_{s}^{H}$ in the y -direction with the polarization parallel tothe z-axis. (b) Inverse Spin Hall effect (ISHE) in which the spin current $\boldsymbol{j}_{s}$ flowing alongthe x-direction with the polarization parallel to the z-axis induces the charge current $\boldsymbol{j}_{q}^{H}$ inthe $y$-direction, taken from Ref.[113].27
1.14 Techniques to generate spin-polarized electrons in a non-magnetic medium. Taken from [116]. ..... 28
1.15 (a) Electrical spin injection in an epitaxially grown ferromagnetic semiconductor het-erostructure, based on GaAs.a, Spontaneous magnetization develops below the Curie tem-perature $T_{C}$ in the ferromagnetic p-type semiconductor $(\mathrm{Ga}, \mathrm{Mn})$ As, depicted by the blackarrows in the green layer. Under forward bias, spin-polarized holes from $(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As}$ and un-polarized electrons from the n-type GaAs substrate are injected into the ( $\mathrm{In}, \mathrm{Ga}$ )As quantumwell (QW, hatched region), through a spacer layer with thickness d, producing polarizedEL. (b) Total electro-luminescence (EL) intensity of the device ( $d=20 \mathrm{~nm}$ ) under forwardbias at temperature $T=6 \mathrm{~K}$ and magnetic field $H=1 \mathrm{Oe}$ is shown (black curve) with itscorresponding polarization (red curve). Current $I=1.43 \mathrm{~mA}$. Note that the polarization islargest at the QW ground state $(E=1.34 \mathrm{eV})$. The EL and polarization are plotted on semi-$\log$ and linear scales, respectively. Inset, a current-voltage plot characteristic of a $20-\mathrm{nm}$spacer layer device. Taken from [129].
1.16 (a) A schematic illustration of the band structure of GaAs and spin-polarized electrons generated by the absorption of circularly polarized light. (b) A schematic illustration of the $\mathrm{Pt} / \mathrm{GaAs}$ hybrid structure. $\theta$ is the in-plane angle between the incident direction of the illumination and the direction across the two electrodes attached to the Pt layer; $\theta=65^{\circ}$ is the angle of the light illumination to the normal axis of the film plane. (c) A schematic illustration of the inverse spin Hall effect induced by photoexcited pure spin currents in the $\mathrm{Pt} / \mathrm{GaAs}$ system. Taken from [151].
1.17 Optical selection rules for dipole radiation: (a) In the case of a bulk active medium, the HH-band and LH-band are degenerated and (b) The electron $\rightarrow$ hole recombination in a quantum well structure, the epitaxial strain and quantum confinement lift the degeneracy between the HH-band and LH-band.
1.18 (a) Schematic of an illuminated GaAs p-n junction showing the conduction and valence band edge $E_{C}$ and $E_{V}$ across the junction. Electron-hole pairs are separated in the electric field of the space charge region (see grey arrows) and generate a photo-voltage $V_{P V}$. Grey areas indicate occupied states. (b) Working principle of the spin solar cell (open circuit condition): the light-induced photo-voltage drives an electron tunneling current (blue arrow) across the gap resulting in a spin accumulation on the n-GaAs side. Photoexcited electrons are only weakly polarized. (c) Working principle of the spin photodiode (biased circuit condition): at reverse bias the width of the tunnel barrier (depletion zone) increases and tunneling is suppressed. As a consequence, photoexcited electrons from the $(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As}$, which are spin-polarized, are drifting to the $\mathrm{n}-\mathrm{GaAs}$ conduction band and generate an oppositely oriented spin accumulation. Taken from [152]
1.19 Schematic of Elliott-Yafet mechanism: relaxation by diffusion on impurities or phonons. ..... 33
1.20 Schematic of D'yakonov-Perel' mechanism: relaxation by spin precession around the effec- tive $\boldsymbol{k}$-dependent SO magnetic field as well as by diffusion on the crystalline network ..... 34
1.21 Schematic of Bir-Aronov-Pikus mechanism: Electron-Hole exchange interaction leading to fast spin relaxation through Elliot-Yafet mechanism ..... 35
1.22 Schematic of Hyperfine interaction mechanism: Electron-Nucleus exchange interaction. ..... 36
2.1 (a) Band structure of GaAs (belongs to $T_{d}$ group) calculated in framework of 30-band $\boldsymbol{k} \cdot \boldsymbol{p}$ model. The energy at the top of the filled valance bands has been taken to be zero. (b) Density of states (DOS) calculated with native 30-band $\boldsymbol{k} . \boldsymbol{p}$ method and 38-band (30 bands +8 ghost-bands detailed hereafter) which shows that the ghost-band weakly affects the DOS which is in good agreement with the experimental results and numerical results, calculated by Density Functional Theory in Ref.[46]. ..... 39
2.2 (a)The crystal structure of diamond and zinc-blende ( ZnS ). (b) the fcc lattice showing a set of primitive lattice vectors. (c) The reciprocal lattice of the fcc lattice is shown with the first Brillouin zone. Special high-symmetry points are denoted by $\Gamma$, X and L , while high-symmetry lines joining some of these points are labeled as $\Delta$, taken from Ref.[53] . ..... 49
2.3 Schematic of evolution of the atomic s- and p-states, to form the conduction and valence bands in semiconductor and the wave function at the Brillouin zone center. ..... 51
2.4 Spurious and Evanescent states in 2 band toy model. The spurious states cross the band gap at $k=2 \AA^{-1}$ and the evanescent states are located within $K=\left[0, \frac{E_{G}}{2 P}\right]$ ..... 53
2.5 Envelope functions in GaAs/AlAs 10 nm quantum well before removing spurious states: figure (a) where the spurious state makes envelope function to oscillate and after removing spurious states: figure (b) : the unphysical oscillatory features no longer appear. Results calculated by 30 -band $\boldsymbol{k} . \boldsymbol{p}$ model. ..... 54
2.6 Spurious states elimination in 2 band toy model with two different methods: (a) off-diagonal term method [164] with supplementary term $\alpha=\frac{5 \hbar^{2}}{8 m_{0}}$. (b) ghost-band method with supple- mentary term $\alpha=\frac{\hbar^{2}}{4 m_{0}}$ and the ghost band energy $E_{\Phi}=10 \mathrm{eV}$. The band structure near the $\Gamma$ point in both cases remains identical. ..... 55
2.7 (a) Resonant tunneling with spurious states: the appearance of spurious states allows thetransmission coefficient to be different of zero in the band gap (blue curve). The redcurve is the sum of transmission and reflection coefficients (= number of bands) involv-ing spurious states. (b) The same calculation after having removed spurious states byghost-band method. (c) The three components of the spin current calculated through the$(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As} / \mathrm{GaAs} /(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As}$ structure where the magnetization is along z direction in theleft electrode and along the $x$ direction in the right electrode with spurious, and (d) withoutspurious states.56
2.8 Schematic of the Hamiltonian including the ghost band to remove the spurious states. The off diagonal terms couple ghost bands and valence bands only in second order to pull down the valence band structure at large wave vector $k$. ..... 57
2.9 Schematic of band structure of Hamiltonian in Fig 2.8, the ghost bands are included at higher energy than the first conduction band for perturbation minimization. At the $A_{(1,2)}$ point, the ghost bands only couple with the VBs to ensure that the band structure at $\Gamma$ point is not affected. At the $A_{(1,2)}$ points, the CBs is almost unaffected and VBs are weakly affected.
2.10 The band structure along $K \Gamma X$ valleys calculated by native 30 bands k.p Hamiltonian, $E_{30}$, (solid lines) and after using ghost-band method, $E_{38}$, (dot lines) for GaAs (a) and A1As (b) materials. The inset figures show the relative errors $\delta E / E_{G}$ induced by ghost bands for the first conduction band, heavy and light holes band respectively $\left(\delta E=E_{38}-E_{30}\right.$ and $E_{G}$ is energy gap).
2.11 (a) The band structure of GaAs along typical [001]-direction by using ghost-band method with the couplings at $+k_{c}$ only. (b) the errors induced by the ghost bands on the dispersion of first conduction band with different coupling points $k_{c}$.
2.12 Electronic band structures of GaAs near the band gap along three characteristic directions
with native 30 band $\boldsymbol{k} \cdot \boldsymbol{p}$ method (a,b,c) and 30 bands +8 ghost bands method (d,e,f). Figure
(g,h) and (i) are the 8 -ghost bands corresponding to three characteristic directions. The
effective mass and band dispersion along the different crystal graphic directions are leaved
unchanged. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
2.13 Hole's dispersion in AlAs/GaAs 6 nm quantum well calculated by a 30 -band $\boldsymbol{k} . \boldsymbol{p}$ model using ghost-band method for the three respective growth directions [001] [110] and [111], Fig. (a), (b) and (c) respectively, in comparison with the result calculated by Eppenga et al. [202] with 6-band $\boldsymbol{k} . \boldsymbol{p}$ model, Fig. (d), and Winkler et al. [203], Fig. (e) and (f).
2.14 Transmission of carriers (in log. scale) vs. the barrier thickness d in fictitious $\mathrm{GaAs} / \mathrm{GaAs} / \mathrm{GaAs}$ trilayer barrier (a fictitious barrier height has been added in the central GaAs of -0.2 eV ) calculated in the CB (Fig. (a)) and VB (Fig. (b)) within an extended 30and 40- band $\boldsymbol{k} . \boldsymbol{p}$ framework for strictly normal incidence $\left(k_{\|}=0\right)$. The slope of the transmission in log. scale vs $d$ is related to the tunneling effective mass which remains robust under ghost-spurious coupling strength $\alpha:\left\{\alpha_{1}=1 \mathrm{eV} . \AA^{-2} ; \alpha_{2}=1.5 \mathrm{eV} . \AA^{-2} ; \alpha_{3}=2 \mathrm{eV} . \AA^{-2}\right\}$ for 30 -band $\boldsymbol{k} \cdot \boldsymbol{p}$ model and $\left\{\alpha_{1}=1.5 \mathrm{eV} . \AA^{-2} ; \alpha_{2}=1.6 \mathrm{eV} . \AA^{-2} ; \alpha_{3}=1.7 \mathrm{eV} . \AA^{-2}\right\}$ for 40 band $\boldsymbol{k} . \boldsymbol{p}$ model.
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2.16 Plot of the real energy line inside the gap for $\boldsymbol{k}=[\xi, 0, i K]=[\tan \theta, 0, i] k$ where $\xi$ and $K$
are real and positive and $\theta=\frac{\xi}{K}$. The calculations were performed using our $30 \times 30 \boldsymbol{k} . \boldsymbol{p}$
model. The presence of the spin-orbit coupling and the lack of an inversion center lead to
a splitting in the complex band structure when $\theta \neq 0$. These results are in good agreement
with results of Richard et al. in Ref.[204].

2.17 Evanescent band structure of GaAs within native 30-band (a), (c), (e) and 38-band (8 ghost
band) (b), (d) and (f) calculated for three characteristic direction [001], [110] and [111].
In comparison to native 30-band, there are additional evanescent bands at far away from $\Gamma$
point in the calculation with 38 -band method. As mentioned in Ref. [164], these additional
bands are the consequences of converting the spurious solutions with large real $k$ to the
spurious solution with large imaginary k which, as commented earlier, are harmless in the
calculations. The imaginary k landscape remains unchanged close to the $\Gamma$ point.
2.18 Energies of $\uparrow$ spin (red line) and $\downarrow$ spin (blue line) states generated by Dresselhaus terms. . 73
2.19 Quantized directions of $\uparrow$ and $\downarrow$ eigenstates as a function of the orientation of the in-plane
electron wave vector $k_{\| /}$. Taken from Ref.[54]. . . . . . . . . . . . . . . . . . . . . . . . . 74
2.20 Sketch of a three-dimensional model of electron tunneling. Transmission of electrons with the wave vector $\boldsymbol{k}=\left(k_{\|}, k_{z}\right)$ through the potential barrier V of width a grown along z . Taken from Ref.[54] ..... 75
2.21 Constant energy surface of Heavy Holes (HH) and Light Holes (LH) in the GaAs band structure with $E_{f}=-0.1 \mathrm{eV}$ and $E_{f}=-1 \mathrm{eV}$, Figure (a) and (b) respectively. ..... 78
2.22 Fermi surface of heavy hole (a,c), light hole (b,d) and SO band (e,f) with $E_{f}=-0.1 \mathrm{eV}$ $(\mathrm{a}, \mathrm{b}), E_{f}=-1 \mathrm{eV}(\mathrm{b}, \mathrm{d}, \mathrm{e})$ and $E_{f}=-1.5 \mathrm{eV}(\mathrm{f})$. ..... 79
2.23 Valence band structure of (Ga,Mn)As along [001] direction via 30 - band $\boldsymbol{k} . \boldsymbol{p}$ model with exchange energy equal 0.05 eV for two cases of magnetization direction: perpendicular and parallel to the growth direction. ..... 82
2.24 Scheme of construction in k-space to calculate the density of states in three dimensions. The shells have radii $k$ and $k+\delta k$ corresponding to energies $E$ and $E+\delta E$. ..... 86
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3.1 Sketch of the tunnel geometry with notations. The spin-orbit-split barrier material of thick- ness a (medium II is located between two free-electron like materials (media I and III). The tunnel axis, normal to the barrier, is the z axis. In the free-electron like materials, the real normal incident electron wave vector in the z direction is referred to as $\boldsymbol{q}$. In the barrier ma- terial, the evanescent wave vector along the z axis is referred to as $\boldsymbol{Q}+\boldsymbol{i} \boldsymbol{K}$, where $\boldsymbol{Q}$ and $\boldsymbol{K}$ are real quantities. The transverse wave-vector component is in the barrier plane. Then, the overall wave vectors in the three media are, respectively, $\boldsymbol{k}_{I}=\boldsymbol{k}_{I I I}=\boldsymbol{q}$ and $\boldsymbol{k}_{I I}=\boldsymbol{Q}+\boldsymbol{i} \boldsymbol{K}$. ..... 105
3.2 The derivative of wave function close to the interface between GaAs on the left and GaAs barrier (by adding a fictitious barrier height) one the right sides. This figure show the jumps of derivative wave function at the interface in a good agreement between analytical formula and numerical calculation. ..... 107
3.3 (a) Square amplitude of wave function (in log. scale) of an electron with incident energy 0.1 eV above the bottom of CBs , tunneling through a $\mathrm{GaAs}(40 \AA) / \mathrm{AlAs}(20 \AA) / \mathrm{GaAs}(40 \AA)$ simple barrier structure grown along [110]-direction. The blue curve is 30 bands k.p calcu- lation whereas the red curve is plotted from the analytical formula in Eq. 3.141 showing a great match between the two. The result in real scale are plotted in the inset figure. (b) The corresponding derivative of wave function in figure (a) close to the interface between GaAs and AlAs materials. Figure (b) show the jumps of derivative wave function at the interface in a good agreement between analytical formula and numerical calculation. ..... 109
3.4 (a) The zoom in of the wave function in Fig 3.3a close to the interface between GaAs and AlAs showing the jump in both analytical formula $\Delta \psi_{1}$ and numerical calculations $\Delta \psi_{2}$ with 30 bands k.p Hamiltonian. The same calculations have been performed for wave function at InAs/GaAs interface (b) and InAs/AlAs interface (c). ..... 110
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3.7 Reflected and transmitted wave at the junction. ..... 119
3.8 (a) Scheme of GaAs/AlAs quantum well structures by sandwiching the middle GaAs layer between two AlAs barriers. (b) Resonant tunneling through GaAs/AlAs quantum well struc- ture together with the corresponding amplitude of the waves. (c) Indication of transmission and reflection coefficients as well as propagation inside the considered quantum well structure. 123
3.9 Calculation of transmission coefficient (blue) and sum of transmission and reflection coeffi- cient (red) for resonant tunneling through GaAs/AlAs quantum wells with growth directions along three characteristic directions: [001], [110] and [111] (figures (a), (b) and (c) respec- tively) with normal incidence $k_{\|}=0$ via 30 -band $\boldsymbol{k} . \boldsymbol{p}$ method. ..... 124
3.10 Scheme of bounded motion or bound state of an electron in a quantum well structure. $\Psi_{i n t}$ is the initial wavefunction of the electron and $\Psi_{\text {end }}$ is the ending wavefunction of the electron after one (or many) period of motion; $r_{1}^{\prime}$ and $r_{2}$ are the reflection coefficient of the left barrier and right barrier, respectively; $P_{0}$ is the propagation within quantum well (thank to the inversion time symmetry, the propagation from left to right and from right to left are the same and denoted by $P_{0}$ ). ..... 126
3.11 Scheme of bound state wavefunction in quantum well. Outside of quantum well, the wave function decays exponentially which means that $\boldsymbol{a}_{0}=\boldsymbol{b}_{N}=[0]$. ..... 127
3.12 Resonant tunneling (red curve) and $\operatorname{Det}[S(0, N)]$ (blue curve) in arbitrary units as the func- tions of energy of an electron in (In,Ga)As/GaAs 10 nm quantum well structure. The posi- tions of the maximum points corresponding to the bound state solutions of blue curve are exactly the same as the resonant peaks of red curve excepts the first maxima (of blue curve) which is not a bound state solution, but a tuning point of current from pure evanescent to propagating states. ..... 128
3.13 Scattering wavefunction (left pannel) and bound state wavefunction (right pannel) corre- spond to LH1 energy level in (In,Ga)As/GaAs 10 nm quantum well. The blue curves are the $\Gamma_{8 v, 1 / 2}$ subband wave function and the red curves are the $\Gamma_{8 v, 3 / 2}$ subband wave function. 129
3.14 Scheme of a quasi-bound state in a quantum well structure. An electron with maximum occupation probabilities at the middle of quantum well decrease with time since each time the electron hits the barriers, it may tunnel through barrier with a small probability. ..... 131
3.15 (a) The $\operatorname{Det}[S(0, N)]$ as function of energy with different ratios $r=\frac{E_{r}}{E_{i}}$ where $E_{r}$ and$E_{i}$ are the real and imaginary part of generalized energy $E$, respectively, of an electronin ( $\mathrm{In}, \mathrm{Ga}$ )As/GaAs 10 nm quantum well structure. As the same as previous argumentwith bound state solutions, the first maximum of the curves here are not bound state so-lutions. (b) The quasi bound state wave function corresponding to the LH1 energy level in(In,Ga)As/GaAs 10 nm quantum well structure with different values of $r$.131
3.16 Schematics of the nearest neighbors of an As interface atom of GaAs/AlAs quantum well structure where the point symmetry $C_{2 v}$ of a single heterosjunction contains the twofold rotation axis $C_{2}$ parallel to the growth direction [001] and two mirror planes [110] and [110] 133
3.17 Spin splitting in resonant tunneling through GaAs/GalAs quantum well structures [31]where the mixing between the heavy hole and light hole in figure (b) $\left(t_{l h}=0.5\right)$ allowssplitting to become larger than the splitting caused only by Dresselhaus term in figure (a)$\left(t_{l h}=0\right)$. In figure (b) are the calculations with two boundary conditions proposed byDurnev [31] and Ivchenko [30] which were adapted to 30-band $\boldsymbol{k} . \boldsymbol{p}$ model. The sum oftransmission and reflection coefficients (red curve) for both two adapting boundary condi-tion in 30-band $\boldsymbol{k} . \boldsymbol{p}$ model are almost constantly and are equal to number of bands includedin tunneling. This mean that the wave current is conserved.136
3.18 The current wave through GaAs/AlAs quantum well with different matching conditions:(a,b,c) standard matching condtion. (d,e,f) Ivchenko's matching condition, $t_{l-h}=0.5$. ($\mathrm{g}, \mathrm{h}, \mathrm{i})$ Durnev's matching condition $\tilde{t}=0.07$ and with different in-plane wave vectors $k_{\|}$(kpa) depict in the figure.138
3.19 The envelope function $\left|f_{n j, N}^{(+)}\right|^{2}$ (solid lines) and $\left|f_{n j, N}^{(-)}\right|^{2}$ (dashed lines) for $n=h h 1(H H 1)$ (a,b) and $n=\operatorname{lh} 1(L H 1)(\mathrm{c}, \mathrm{d})$ in $G a A s / A l_{0.35} G a_{0.75} A s 100 \AA$ quantum well. Here, (+) and $(-)$ are labeled for spin up and spin down and the calculations was done for $k_{\|}=\left[\begin{array}{ll}0 & 0\end{array}\right]$ $(\mathrm{a}, \mathrm{c})$ and $k_{\|}=\left[10^{6} \mathrm{~cm}^{-1} 0\right](\mathrm{b}, \mathrm{d})$ and for $t_{l-h}=0$ for all. Taken from Ref.[249]
3.20 The envelope function $\left|f_{n j, N}^{(+)}\right|^{2}$ (solid lines) and $\left|f_{n j, N}^{(-)}\right|^{2}$ (dashed lines) for $L H_{1}$ (h+) with $t_{l h}=0.5$ and $k_{\| \mid}=0$ in $G a A s / A l_{0.35} G a_{0.75} A s 100 \AA$ quantum well. In the right panel enlarged images of two envelopes of the upper conduction band are shown. Taken from Ref.[249]

3.21 The envelope functions in a GaAs/AlAs quantum well calculated in the framework of 30
band $\boldsymbol{k} . \boldsymbol{p}$ theory with standard matching condition $\left(t_{l-h}=\tilde{t}=0\right)$ and normal incidence
$\boldsymbol{k}_{\| \mid}=0$ for corresponding $L H_{1}(\mathrm{~h}+)$ energy level. The calculated wavefunctions are the
scattered waves propagating from left to right.

3.22 The envelope functions in a GaAs/AlAs quantum well calculated in the framework of 30
band $\boldsymbol{k} . \boldsymbol{p}$ theory with Ivchenko's matching conditions $t_{l-h}=0.5(\mathrm{a}-\mathrm{d})$ and Durnev's match
ing condition $\tilde{t}=0.07$ (c-f) with normal incidence $\boldsymbol{k}_{\| \mid}=0$ for corresponding $L H_{1}$ (h+)
energy level. The calculated wavefunctions are the scattered waves propagating from left to
right.

3.23 Dispersion (a, c) and spin splitting (b, d) of valence subbands for $\mathrm{GaAs} / A l_{0.35} G a_{0.65} A s$
10 nm QW. The calculations are done for two cases: mixing parameter $t_{l-h}=0$ [panels (a)
and (b)] and $t_{l-h}=0.5$ [panels (c) and (d)]. The spin splitting of conduction subband e1 is
presented in (b) for comparison. Taken from Ref.[31].

3.24 Valence subbands dispersion in $\mathrm{GaAs} / \mathrm{AlAs} 10 \mathrm{~nm}$ QW calculated with different $\boldsymbol{k} . \boldsymbol{p}$ plat
forms (indicated in the figures), for two values of the mixing term $t_{l-h}=0$ and $t_{l-h}=0.5$
with two sets of boundary conditions proposed by Ivchenko et al. [30] and Durnev et al. [31].145

3.25 Splitting of valence subbands in GaAs/AlAs 10 nm QW calculated with different $\boldsymbol{k} . \boldsymbol{p}$ plat
forms (depicted in the figure), for two values of the mixing term $t_{l-h}=0$ and $t_{l-h}=0.5$
with two sets of boundary conditions proposed by Ivchenko et al. [30] and Durnev et al. [31].146

3.26 The results of calculations for valence subbands spin splitting as a function of the interface
mixing strength for GaAs/GaAs and GaAs/AlAs $85 \AA$ quantum well (a,b) respectively. The
insets in (a,b) present heavy-hole (HH1) spin splitting for comparison with the result from
Durnev et al. in figure (c) [31].

3.27 Spin-orbit k-linear term $\beta_{1}$ for the HH1 subband in a $G a A s / A l_{0.35} G a_{0.65} A s$ QW. (a) 14
band numerical calculation is shown for two sets of parameters (solid and dashed lines) and
for two values of the interface mixing parameter: $t_{l-h}=0$ and 0.5 . The inset represents
the results for $\mathrm{h}+$ and h - subbands at $t_{l-h}=0$ for the parametrization (I); (b) Analytical
calculation of $\beta_{1}$. Three bottom curves are obtained in the limit of infinitely-high barriers
from Eq.(8) of Ref. [251] the solid curve represents the parametrization (I), the dotted and
dashed curves are calculated for the parametrization (II). (c,d) Numerical calculations for
$\mathrm{GaAs} / \mathrm{GaAs}$ and GaAs/AlAs QW respectively, with Ivchenko's matching condition, mixing
paramter $t_{l-h}=0$ and 0.5 , in the framework of a 30 -band $\boldsymbol{k} . \boldsymbol{p}$ method.

4.1 Scheme of Green function where $\hat{t}_{1}$ and $\hat{t}_{2}$ symbols design scattering evens at the interfaces
of a heterostructure.
4.2 Schematic fundamental solutions of the Schrödinger equation $\left(\mathcal{E}-H_{0}\right) \Psi=0$ for a scalar particle in a homogenous potential $U_{1}$ for $z<0$, and $U_{2}$ for $z>0$. ..... 168
4.3 (a). The sketch of a symmetric tunnel barrier with the [110] crystallographic orientation. The point-group symmetry elements of the structure include the two-fold rotation axis $C_{2} \| y$ and the mirror planes $\sigma_{x y} \|(110)$ and $\sigma_{y z} \|(1 \overline{1} 0)$; (b) Model of spin injection via (110)grown barrier. The spin component $S_{x}>0$ of electrons transmitted through the barrier with different in-plane wave vectors emerges due to i) anisotropic spin filtering caused by the Dresselhaus spin-orbit coupling in the barrier interior followed by ii) spin rotation in the interface-induced Rashba effective magnetic field $\boldsymbol{\Omega}_{R}$. Taken from Ref.[56].
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5.6 Profiles of the z-component of the spin current within $(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As} / \mathrm{GaAs} /(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As}$ junc-
tions. The magnetization of the thick layer to the left is along z , whereas the one to the
right is transverse that is along $x$ for the calculation of the STT. The calculations have been
performed with the energy of holes $\epsilon=-0.03 \mathrm{eV}$ from the middle of the $(\mathrm{Ga}, \mathrm{Mn})$ As band.
Here, the necessary heavy hole - light hole mixing parameter $t_{l-h}$ varies from 0 to 1 . This
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5.7 Scheme of spin transfer torque: the spin polarized currents were prepared by the fixed fer
romagnetic layer before entering the free ferromagnetic layer. Because of the conservation
of angular momentum, the lost spin part acts like a torque on the magnetization in the free
layer and then may switch the direction of magnetization in this layer.

5.8 (a) Structure used for the investigation of the Tunneling Magnetoresistance. (b) Tunneling
Magnetoresistance (TMR) obtained on the structure shown in this figure a at temperature
of 12 K and at bias of 20 mV . The $(\mathrm{Ga}, \mathrm{Mn})$ As layers where made different to promote a
different reversal of the two $(\mathrm{Ga}, \mathrm{Mn})$ As layers and a clear antiparallel (AP) plateau. ..... 195

5.9 (a) Tunneling magneto resistance TMR as the function of bias voltage: The TMR reaches
very high values at low bias ( $120 \%$ ) and reduces to zero at bias 1 V . (b) The I-V curve of
our sample.

5.10 (a) Spin torque experiment performed on the same nanopillars revealing magnetic reversal
for a critical current density of $j_{c+}=2.1 \times 10^{5} \mathrm{~A} . \mathrm{cm}^{-2}$ and $j_{c+}=-1.9 \times 10^{5} \mathrm{~A} . \mathrm{cm}^{-2}$
respectively. The applied field is 55 Oe in the in-plane direction; (b) The magnetization
diagram switching for this spin torque experiment.

5.11 Shematic structure of the MTJ, consisting of left and right FM leads separated by a non
magnetic spacer. The magnetization $\boldsymbol{M}_{2}$ of the right FM lead is along the z axis, whereas
the magnetization $\boldsymbol{M}_{1}$ of the left lead is rotated by an angle $\theta$ around the y axis with respect
to $\boldsymbol{M}_{2}$.

5.12 The angular dependence of (a) $T_{\perp}$ and (b) $T_{| |}$for SFMJ with bias of 0.2 V . The solid points
are analytical calculation and the solid lines are the sine curve fit, taken from Ref.[309]. . . ..... 197

5.13 Angular dependence of spin transfer torque, for nomal incident electron (a,b)
and oblique incident electron (c,d,e,f) with different hole's energies, through the
$(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As} / \mathrm{GaAs} /(\mathrm{Ga}, \mathrm{Mn})$ As tunnel junction depicted in Fig. 5.11.
5.14 Transmission coefficient as function of $k_{\|}$wavevector for the maximum spin transfer torque configuration $(\theta=\pi / 2)$ depicted in Fig. 5.11. The strong asymmetry in the transmission coefficient for the opposite incidence leads to a difference in the angular dependence of the torque upon two opposite incident direction depicted in Fig. 5.13(c-f).
5.15 (a) Sketch of the $\mathrm{Pt} / \mathrm{Ge}$ junction and experimental geometry: $\theta$ is defined as the angle between the direction of the incident photons $\boldsymbol{u}_{\boldsymbol{k}}$ and the normal to the sample surface $\boldsymbol{n}$, whereas $\varphi$ is the angle in the xy plane between the projection of $\boldsymbol{u}_{\boldsymbol{k}}$ in the xy plane and the x axis. (b) Schematic representation of the spin current density $J_{S}$, photo induced by optical orientation at the $\mathrm{Pt} / \mathrm{Ge}$ Schottky junction under illumination. (c) Voltage difference $\Delta V$ as a function of $\varphi$ angle at fixed at $\theta=65^{\circ}$ for the sample with a Pt thickness of $t_{P t}=7.2 \mathrm{~nm}$, taken from Ref. [322].
5.16 (a) Schematic of a ferromagnet-semiconductor-normal metal tunnel junction. The tunneling
current flowing in the z direction generates the anomalous Hall voltage $\left(V_{H}\right)$ in the nonmag
netic electrode; (b) Side view of (a).Taking the [110] axis as a reference, the magnetization
direction $(\boldsymbol{m})$ and the direction along which the Hall voltage is measured $(\boldsymbol{t})$ are determined
by the angles $\phi$ and $\varphi$, respectively. Spin-dependent momentum filtering resulting from tun
neling through a barrier with Bychkov-Rashba SOC for majority channel (c), and minority
channel (d). Taken from Ref. [11].

5.17 Scheme of Anomalous Tunnel Hall effect with ferromagnetic semiconductor (Ga,Mn)As
junction in anti parallel configuration of magnetization. The spin current is injected along
the z direction allowing to obtain the charge current along the y direction if the magnetiza
tion direction is along the x axis. The efficiency of ATHE may be described through the
tunnel Hall angle $\theta$ which is depicted in the right figure.
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\begin{aligned}
& \text { 5.18 Scheme of the transmission process at an exchange SOI step (left) and SOI barrier (right) } \\
& \text { junction with AP magnetization along the } \mathrm{x} \text { cubic crystal axis. The propagation direction of } \\
& \text { carriers is along } \mathrm{z} \text { with propagating wavevector } k_{I} \text { whereas the in-plane incident component } \\
& +\xi \text { (heavy line) and }-\xi \text { (dashed line) is along the y axis; xyz forms a direct frame. The } \\
& \text { dash-dot curve denotes the evanescent waves, either reflected or transmitted. Carriers with } \\
& +\xi \text { in-plane wavevector component are more easily transmitted than those with }-\xi \text {. . . . } 207
\end{aligned}
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5.19 a) Universal asymmetry coefficient $\mathcal{A}=\frac{T(t, \eta)-T(-t, \eta)}{T(t, \eta)+T(-t, \eta)}$ vs. reduced energy $\eta=E / w$
obtained for an exchange-step with different values of $t=\xi / K[t=0.01$ (black; circles),
$\mathrm{t}=0.5$ (blue; squares), $\mathrm{t}=1$ (red; stars), and $\mathrm{t}=2$ (purple; triangles) by 2-band analytical (full
line) and numerical (symbols) calculations. (b) Transmission coefficients and asymmetry
coefficient $\mathcal{A}$ vs.reduced energy $\eta=E / w$ obtained for a 3 nm tunnel junction (TJ) with
different values of $t=\xi / K[\mathrm{t}=1$ (black), $\mathrm{t}=2$ (red), by perturbative scattering (pert.: full
lines) method and numerical $\boldsymbol{k} . \boldsymbol{p}$ calculations (Calc.: symbols). Taken from Ref.[57] . . . 5.20 The transmission coefficient as a function of in-plane wave vector $k_{\|}=\left(k_{x}, k_{y}\right)$ through
an exchange-SOI tunnel barrier junction with AP magnetizations. Carriers with plus $k_{y}$
in-plane wave vector component are more easily transmitted than those carrying minus $k_{y}$.
These calculations were done for CB within the different $\boldsymbol{k} . \boldsymbol{p}$ framework: $2 \times 2,14 \times 14$,
$30 \times 30$, and $40 \times 40$ band model and a good agreement among them shows that the
numerical code is robust. The exchange strength is 0.3 eV and the total kinetic energy
$E=0.23 \mathrm{eV}$, the barrier thickness is 3 nm . . . . . . . . . . . . . . . . . . . . . . 210
5.21 Scheme of a $\downarrow$-spin electron, $\Psi_{R}^{\downarrow 0}$ (a) and $\uparrow$-spin electron, $\Psi_{R}^{\uparrow 0}$ (b), tunneling through an exchange step of height $2 w$ from the left to the right side.
5.22 (a) Asymmetry coefficient $\mathcal{A}$ vs. reduced energy calculated in the VB of $(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As} / \mathrm{GaAs} /(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As} 3 \mathrm{~nm}$ thick tunnel junction with AP magnetizations for $k=0.05 \mathrm{~nm}^{-1}$ and (b) the transmission coefficient as function of in-plane wave vector $k_{\| \mid}=\left(k_{x}, k_{y}\right)$. Carriers with plus $k_{y}$ in-plane wavevector component are more easily trans- mitted than those carrying minus $k_{y}$. These calculations were done for VB within the dif- ferent $\boldsymbol{k} . \boldsymbol{p}$ framework: 6-, 14-, 30-, and 40- band model and a good agreement among them showing that the numerical code is robust. The exchange strength is 0.3 eV and the total kinetic energy $E=0.23 \mathrm{eV}$, the barrier thickness being 3 nm . ..... 218
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| Vacuum electric permittivity | $\epsilon_{0}=8.8541878128 \times 10^{-12} \mathrm{Fm}^{-1}$ |
| Planck constant | $h=6.62607015 \times 10^{-34} \mathrm{~J} \mathrm{~s}$ |
| Reduced Planck constant | $\hbar=1.054571817 \times 10^{-34} \mathrm{~J} \mathrm{~s}$ |
| Boltzmann constant | $k_{B}=1.380649 \times 10^{-23} \mathrm{~J} \mathrm{~K}^{-1}$ |
| Bohr magneton | $\mu_{B}=9.2740100783 \times 10^{-24} \mathrm{~J} \mathrm{~T}^{-1}$ |
| Newtonian constant of gravitation | $G=6.67430 \times 10^{-11} \mathrm{~m}^{3} \mathrm{~kg}^{-1} \mathrm{~s}^{-2}$ |
| Standard acceleration of gravity | $g=9.80665 \mathrm{~ms}^{-2}$ |
| Stefan-Boltzmann constant | $\sigma=5.670374419 \times 10^{-8} \mathrm{Wm}^{-2} \mathrm{~K}^{-4}$ |
| Molar gas constant | $R=8.314462618 \mathrm{~J} \mathrm{~mol}^{-1} \mathrm{~K}^{-1}$ |
| Rydberg constant | $R_{\infty}=10973731.568160 \mathrm{~m}^{-1}$ |
| Nuclear magneton | $\mu_{N}=5.0507837461 \times 10^{-27} \mathrm{~J} \mathrm{~T}^{-1}$ |
| Bohr radius | $a_{0}=5.29177210903 \times 10^{-11} \mathrm{~m}$ |
| Magnetic flux quantum | $\Phi_{0}=2.067833848 \times 10^{-15} \mathrm{~Wb}$ |
| Inverse conductance quantum | $G_{0}^{-1}=12906.40372 \Omega$ |
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## Introduction, motivation and goals of this thesis

Electrons possess both charge and spin that, until the discovery of Giant Magnetoresistance (GMR) in magnetic multilayers in 1988 in Orsay [1] and Julich [2], have been considered separately. The involvement of spin in devices has opened the way to efficiently control the motion and mobilities of electrons via the orientation of magnetization. Those discovery rapidly triggered the development of a new field of research and technology, nowadays referred to spintronics and brought the 2007 Nobel Prize in Physics to A. Fert and P. Grünberg.


Figure 1: Three cornerstones of spintronics: the creation, manipulation and detection of spin polarization. Taken from [3].

Spintronics generally offers better or alternative performances to their conventional charge-only counterpart, offering new functionalities like nonvolatility for memories application. Starting from 1988, spintronics gets first essentially interest in metals and metallic multilayers with the development of highly-sensitive magnetoresistive devices. In the consecutive years, important research efforts toward the control and manipulation of the electron spin in devices have been employed. Fields of studies such as magnetic tunnel junctions and tunnel magnetoresistance phenomena (TMR), spin transfer torque (STT) and STT-based devices and oscillators, and development of materials (2D- materials, Rashba interface states or topological states in particular) strategy and developments have been impressively investigated or employed to boost efficiency and performances. Impressive research achievements enabled to rapidly reach a high technological maturity for the first spintronics based hardware devices leading to the commercialization of hard drives using GMR (IBM, 1997) and TMR (Seagate, 2006), GMR-based galvanic isolators, Magnetic Random Access Memories (MRAM) and in a near future the Spin Transfer Torque Random Access Memories (STT-RAM).

Nowadays, the involvement of spin-orbit interactions (SOI) ${ }^{2}$ and potentials in electronic states and related devices makes important scientific step ahead in the novel scientific area named spinorbitronics.

[^1]Since typically beginning 2010, spinorbitronics represents a real emerging multidisciplinary research field, thanks to the ability to generate efficient spin-currents without the need of magnetic field or magnetic materials [4]. The use of high spin-orbit metallic or semiconducting materials, heterostructures or interfaces, allows one to foresee new fundamental issues and prospects. For instance, the use of spin-orbit fields within III-V semiconductors, e. g. involving the ( $\mathrm{Ga}, \mathrm{Mn}$ )As ferromagnetic semiconductors, allows one to switch the magnetization direction in a single thin ferromagnetic layer using the property of angular momentum current [5]. Those currents are now essential to control the magnetization state of a magnet, or moving a domain wall in III-V materials [6-9]. This is made possible via the spin-transfer torque generated by a spincurrent or by the spin-orbit torque (SOT) generated by the spin-Hall effect possibly involving interfacial Rashba and/or bulk Dresselhaus potentials arising from inversion asymmetry properties of $\mathrm{T}_{d}$ symmetry group [4].


Figure 2: The tremendously active field of spinorbitronics: the various sub-fields in which magnetization and spin directions can be manipulated electrically via the spin orbit coupling in systems broken inversion symmetry which reveals novel states of matter. Taken from [10].

From a fundamental point of view, the interplay between particle spin and orbital motion is also at the basis of a new family of effects like spin-galvanic effects or the tunnel anomalous Hall effect [11, 12] leading to transverse (spin) currents at surface or interfaces. Concomitantly with the numerous literature devoted to spin-Hall effects in metals and conductors, a mechanism of tunneling planar Hall effect emerging at ferromagnet FM/TI junctions has recently been proposed. Those qualitatively differ from the SHE in terms of the relevant geometry, the forward/backward scattering in the present case, and/or the magnetization configuration. These phenomenon manifest themselves by a left/right asymmetry in the scattering process of spin-polarized carriers along the transverse direction of their flow, giving rise to spin-to-charge
conversion and vice versa whose manipulation will become essential in a new generation of devices. Indeed, those ensemble of properties may offer new functionalities in the next future, like the ability for spin-orbit materials in contact with a thin ferromagnet to emit pulsed THz waves in the time-domain area.


FIGURE 3: The working principle of a spin-laser with a built-in spin filtering mechanism. a, A bucket model of a conventional laser. Water added to the bucket represents the carriers and the water coming out the emitted light. When water is added slowly, the system is analogous to an ordinary light source (spontaneous emission). When water is added at a faster rate the bucket overfills and water pours out. In a semiconductor laser, this regime corresponds to the emission of coherent photons (stimulated emission). b, A bucket model of a spin-laser. The two halves represent two spin populations (hot and cold water in the analogy) and are filled separately. The partition between them is not perfect: spin relaxation can cause the two populations to mix. The difference between uneven water levels represents the spin imbalance in the laser. c, The spin filtering effect at the semiconductor/nanomagnet ( $\mathrm{GaN} / \mathrm{Fe}_{3} \mathrm{O}_{4}$ ) interface is responsible for spin imbalance, even without spin pumping (equal amount of hot and cold water poured in each half in b). The spin-selective interface (here represented by the traffic lights) allows spin-down electrons to move across, while spin-up electrons get stuck behind it, resulting in the spin imbalance of GaN being transferred to the photons to produce polarized emitted light. For such a spin-laser to operate, all nanomagnets have to be aligned in the same direction. This effect is accomplished by applying a magnetic field. Taken from [13]

Besides, even if the science and technology behind passive spintronics devices is well mastered today, the realization of active devices such as spin-orbit based transistors or spin-lasers for optical communication still remains an important challenge. The intense research towards such components is motivated by the potentiality of combining residual magnetic storage of binary information with electronic or optical readout in a single device. One could envisage to propagate the information contained in a magnetic bit over
large distances after having converted the spin into light polarization or helicity by using spin-laser devices [13, 14]. The injection, transport, and detection of spins in such III-V materials, optically active, like (GaAs, InAs) [15] are then the three key points to master. A continuous research effort has been led in that perspective in Spin-Light Emitting Diodes (Spin-LEDs) devices as soon as the 'impedance mismatch' issue between metals and semiconductors was known to be detrimental. The addition of a thin tunneling oxide barrier [16] like played by magnesium oxide (MgO) with efficiency larger than $40 \%$, has been considered at UM $\phi$ CNRS-Thales. Spin-Light Emitting Diodes (Spin-LEDs) involves optically active recombination regions (quantum wells) where electrons are injected by electrical means or by optical pumping into an active region where they can recombine radiatively with unpolarized holes to emit preferentially rightor left- circularly polarized light. This information transfer happens through the optical quantum selection rules for dipole radiation associated with the conservation of angular momentum z-projections $m_{z}$ occurring in confined strained active medium or quantum wells (QWs) [17]. In that type of experiments, the degree of circular-polarization of the light emitted serves as a fingerprint of the initial spin-polarization of carrier injected electrically. The first functional Spin-LED was proposed by Fiederling et al. in 1999 [18]. Such carrier-to-photon angular momentum transfer and information conversion have been demonstrated now e.g. in Naval Research Lab (Washington) Hanover, Bochum [19]. The device must provide a coherent light emission with switchable polarization state and an output polarization degree as high as possible in order for instance to robustly encode a bit of information [20-22]. Spin-lasers (spin-VECSELs) are devices using the same properties but with the enhanced quality of a coherent light emitted (spatially and temporally). The amplification effects induced by the combination of a gain medium and a resonant optical cavity give a unique opportunity to maximize the conversion efficiency of the carrier spin-information into light polarization information. On the other hands, spin-lasers would provide a number of advantages over conventional VCSELs for future optical communication systems such as spin driven reconfigurable optical interconnects [23], fast modulation dynamics [23], polarization control [24, 25] as well as higher performances such as laser threshold reduction [25, 26], improved laser intensity, and polarization stability. In terms of device implementation, III-V semiconductor based Vertical Cavity Surface Emitting Lasers (VCSEL) emerged as perfect candidates for a spin-laser implementation, thank to their vertical geometry. Additionally, they exhibit a polarization emission much more isotropic than the conventional side-emitting laser diodes. Outstanding optical [24,25] and electrical [25,27] spin-injection results were already achieved in monolithic VCSEL structures in the past few years. From a physically fundamental point of view, a detailed knowledge, of the electronic and photonic spin-current profiles (polarized electromagnetic wave) and this information transfer by relevant optical selection rules in active media embedded in a multilayer structure is generally required to gain in performance. The latter calculations should take into account all the physical ingredients that are e.g. circular dichroism, circular and anisotropic gain, linear birefringence and local strain field at surfaces and interfaces. These ingredients are generally needed to model the light emission in semiconducting multilayers inside optical cavities constituted by one or two Bragg mirrors and/or external mirror ( $1 / 2$ VECSEL). However, concerning spin-lasers functionalities, additional in-plane linear anisotropies strongly impact the performance and properties of spin operations. Theoretical as well as experimental investigations have allowed experimentalists to separate several different contributions [28]: i) a linear birefringence originating from interfaces between ternary quantum wells and barriers and ii) possible local surface strain of III-V materials after surface crystal reconstruction and iii) a magneto-optical anisotropy. However, a full theoretical physical description of such in-plane linear anisotropies is still missing today.

Overall, the ensemble of those complex phenomenon mentioned above, requires now a clear description of the spin-currents anatomy with advanced calculation tools and modeling platforms. This can be hardly fulfilled by ab-initio methods because of the needs to treat multilayered systems. In term of semiconductors
based structure, the k.p technique is a convenient and efficient method for the treatments of multilayered systems. Therefore, this thesis is devoted to the theoretical, analytical and computational studies of III-V semiconductor and related materials based structures from fundamental to experimental understandings and analyses associated with multiband k.p method. In particular, we focus on theoretical study of the electronic and photonic spin-current profiles in hybrid heterostructures by taking into account the relevant spin-orbit potentials involved. Together with the analytical developments in this manuscript, we have developed numerical tools and platforms based on $\boldsymbol{k} . \boldsymbol{p}$ methods for tunneling issues and adapted to many type of multilayers. Beside the $2 \times 2$ conduction and $6 \times 6$ valence bands effective models describing the band structures of materials in a hetererostructure, the simultaneous treatment of electrons and holes needs a 8 -band $\boldsymbol{k} . \boldsymbol{p}$ whereas the inclusion of odd-parity symmetry effect requires at least a $14 \times 14$ bands $\boldsymbol{k} . \boldsymbol{p}$ treatment [29] and for a full Brillouin zone description that is useful for the indirect band gap semiconductor like silicon, one needs to deal with $30 \times 30$ [29] or $40 \times 40$ bands $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonian. However, the difficulty to treat with a multiband like $8-, 14-, 30$ - and 40 -band $\boldsymbol{k} . \boldsymbol{p}$ model for spin transport is to get rid of the wellknown unphysical spurious electronic states making the tunneling calculation unfeasible due to tunneling shortcuts within the first Brillouin zone. One of the real peculiarity and difficulty is to treat correctly the tunneling elastic transport in heterostructures occurring at a constant energy, and not at a constant wave vector $\boldsymbol{k}$. Generally, it allows for a spurious or unphysical character to be away from the validity zone of the $\boldsymbol{k} . \boldsymbol{p}$ treatment. Thus, this makes the tunneling problem to become much more complex than the electronic band structure calculations as well as band to band optical transition estimations. This work, therefore, provides one of the most advanced implementation of numerical $\boldsymbol{k} . \boldsymbol{p}$ tunneling transport codes (from 14, up to 30 and 40 bands) to investigate the spin-orbit field effects in carrier transport in a new class of spintronics and spinorbitronics structures possibly involving also Si and Ge and their group IV semiconductor alloys.

## The organization of this thesis

The layouts of this thesis are:
The first part of this thesis is devoted to six chapters starting with chapter 1 where we review the fundamental properties of the III-V semiconductors and related materials. In this chapter, we start firstly with the concept of spin and spin-orbit interaction of electrons in crystal lattice. Afterward, the properties of III-V semiconductor compounds like GaAs or $(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As}$ is presented and linked to the symmetry of crystal. Then, the chapter discusses the spin Hall phenomenon via spin-orbit interaction in semiconductors as well as the generation of spin polarization for spin injection into a semiconductor. Finally, this chapter closes by giving some main points for the spin relaxation mechanisms in semiconductors.

Chapter 2 describes in details the electronic band structure of $O_{h}$ and $T_{d}$ semiconductors using the $\boldsymbol{k} . \boldsymbol{p}$ technique. This chapter starts with the description of $\boldsymbol{k} . \boldsymbol{p}$ method and then discusses the scheme to build the $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonians for $O_{h}$ and $T_{d}$ semiconductors from the general symmetry point of view. Afterward, the chapter presents a "novel ghost-band method" that allows one to remove spurious states in multiband $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonians from 14 up to at least 40 bands. Finally, the chapter reviews some details on the effective Hamiltonian, exchange interaction and strain field within the $\boldsymbol{k} . \boldsymbol{p}$ framework.

Chapter 3 considers the quantum matching conditions fulfilled by the electronic wavefunctions and electronic currents at the various interfaces within multilayer structures. From the standard matching conditions for homogeneous structures to a structure involving the surface potential as well as the matching conditions with effective Hamiltonians, this chapter gives a set of consistent boundary conditions for each case allowing to describe the tunneling property of electrons, such as the resonant tunneling, bound state or quasi bound state in the quantum well. As an example of matching conditions with surface potentials, the chapter discusses the properties of wavefunctions and spin splitting energies in a AlAs/GaAs/AlAs quantum
well structure calculated with multiband k.p models in comparisons with the analytical results obtained by Ivchenko et al. [30] and Durnev et al. [31].

Chapter 4 gives a description of Green function which is a very useful mathematical and physical tool for studying the electronic, optical and transport properties of materials. In this chapter the comparisons between the numerical calculation with 30 bands $\mathbf{k} . \mathbf{p}$ model and perturbation calculations with Green function for spin dephasing of an electron in the conduction band tunnels through [110] barrier structure, is also implemented.

Chapter 5 and 6 contain the main focus of this thesis work. Chapter 5 starts with the definition of spin current and then discusses on the spin transfer torques mechanism in $(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As} / \mathrm{GaAs} /(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As}$ trilayer with antiparallel configuration of magnetization. Afterward, this chapter gives in details the anomalous tunnel Hall effect in CB and VB with perturbation calculation based on Green function technique as well as numerical calculations with multiband $\boldsymbol{k} . \boldsymbol{p}$ method. Chapter 6 starts with the introduction to spin lasers then discusses the experimental studies of surface and interfacially optical anisotropy by ellipsometry method. Finally, this chapter gives a theoretical study of optical anisotropy induced by the symmetry breaking at the interface of semiconductor heterostructure as well as the segregation effect using k.p technique together with the matching conditions.

Eventually, the last part of this thesis is devoted to conclusion and perspective as well as four appendices giving in details of all methods and techniques used: explicit matrix representation of multiband $\mathbf{k} . \mathbf{p}$ in a consistent basis set, the error estimation of ghost band method, transfer and scattering matrices formalism and the calculations of the oscillator strength and optical anisotropy for heavy and light holes.

## III-V semiconductors and related materials based structure for spintronics and optoelectronics
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# Chapter 1. III-V semiconductors and related materials based structure for spintronics and optoelectronics 

In this work, the main materials subject to investigation are III-V based ferromagnetic semiconductors. In particular, (Ga,Mn)As and related materials have attracted much attention in spintronics and spinorbitronics for decades [32-40], thank to their typical magnetic and spin-orbital properties. In the same manner as $(\mathrm{Ge}, \mathrm{Mn})$ As belonging to group IV semiconductors, $(\mathrm{Ga}, \mathrm{Mn})$ As remains a unique prototype of group III-V semiconductor. It demonstrates non-zero exchange interactions and carrier-mediated ferromagnetism [33]. This makes it possible for the development of spinorbitronics devices with their particular interest and properties appearing as soon as both exchange strengths and spin-orbit interactions (SOI) to come into play. From a fundamental point of view, the ferromagnetic semiconductor ( $\mathrm{Ga}, \mathrm{Mn}$ )As provided new opportunities to study spin-polarized transport phenomena in semiconductor heterojunctions [41]. One of the interests in $(\mathrm{Ga}, \mathrm{Mn})$ As lies in the wealth and varieties of its electronic valence band structure, location of exchange interactions, and strong spin-orbit coupling. In this vein, advantages of semiconductor tunnel junction are fourfold: (1) III-V heterostructures can be epitaxially grown in a wide variety of tunnel devices with abrupt interfaces and with atomically controlled layer thicknesses; (2) junctions can be easily integrated with other III-V structures and devices; (3) many structural and band parameters are controllable, like barrier thickness and barrier height, allowing the engineering of any band profile; and (4) one can introduce quantum heterostructures much more easily than in any other material system.

Throughout this present work, several kinds of III-V (Ga,Mn)As based tunnel junctions are used hereafter, including thin GaAs layer or (In,Ga)As quantum well, for theoretical considerations of spin transport and spin laser problems. A full understanding of the spin properties and dynamics requires knowledge of the fundamental material properties, this chapter is therefore devoted to a brief discussion on the material characteristics and the fabrication of these semiconductors and related materials. First of all, this chapter starts with a concept of the spin degree of freedom and spin-orbit interaction, the relativistic coupling of the spin to the movement of electrons in an electric field generated by an atom or a crystal lattice, which has sparked a rich variety both of fundamental research in spin physics and of new spin-based applications in technology. Then the Thomas factor, the correction factor due to the acceleration motion of the electron, is also obtained from two different ways: the relativistic kinetic point of view and the common way with Dirac equation. In the next part, the chapter gives a basic discussion on a fabrication of III-V semiconductor and their alloys using Molecular Beam Epitaxy (MBE) technique. This method provides very pure crystal structures, as well as the fabrication of a ferromagnetic semiconductor by doping the semiconductor with magnetic transition metals. From the fact that a crucial point to understand the spin transport phenomena in semiconductor and related structure is to understand the spin orbit interaction in relations to the symmetry of certain structure since the SOI plays a very important role in various spin transport processes. For instance, the interplay of electron motion and SOI may generate a spin polarization in a non-magnetic material due to Spin Hall Effect or a combination of SOI and ferromagnetic materials may give rise a spin-to-charge conversion which will be given in details in chapter 5 . Therefore, one part of this chapter gives an introduction to SOI in III-V semiconductor linking to the symmetry of crystal. Then, the chapter discusses the spin Hall family phenomenon with spin-orbit interaction in semiconductors. One of a key parts in spintronic device prospects is ascribed to the spin field effect transistor (FET), a famous proposal of Datta and Das in 1990 [42]. Their concept requires the creation of spin polarization injected from magnetized contacts into a normal semiconductor that can be implemented by electrical or optical spin injection being reviewed in the following part. However, in contrast with spin polarization generation in semiconductor, the spin orientation is not conserved due to the SOI since it will relax into thermal equilibrium after a certain spin relaxation time. Thus, this chapter will close with four relaxation mechanisms being of great importance in semiconductor spinorbitronics.

### 1.1 Electron spin and spin-orbit interaction

### 1.1.1 Electron spin

Spin is an intrinsic magnetic dipole moment $\mu$ carried by elementary particles (electrons), composite particles (hadrons), and atomic nuclei [43] . The existence of spin is inferred from experiments, such as the Stern-Gerlach experiment where the silver atoms were observed to possess two opposite angular momenta whereas no orbital angular momentum [43].


FIGURE 1.1: Stern Gerlach experiment: Silver atoms traveling through an inhomogeneous magnetic field, and being deflected up or down depending on their spin.

In quantum mechanic, the spin quantity is derived from the relativistic Dirac equation [44] and known as one of two types of the angular momentum as internal degree of freedom beside the orbital angular momentum [43]. The spin operator is defined as:

$$
\begin{equation*}
S=\frac{1}{2} \sigma \tag{1.1}
\end{equation*}
$$

where $\sigma$ is the Pauli operators acting on the up and down spin states as:

$$
\begin{array}{lc}
\sigma_{x}|\uparrow\rangle=|\downarrow\rangle, & \sigma_{y}|\uparrow\rangle=i|\downarrow\rangle,  \tag{1.2}\\
\sigma_{x}|\downarrow\rangle=|\uparrow\rangle, & \sigma_{z}|\uparrow\rangle=|\uparrow\rangle=-i|\uparrow\rangle, \\
\sigma_{z}|\uparrow\rangle=-|\uparrow\rangle
\end{array}
$$

This also refers to the electron spin $\frac{1}{2}$ as only two states $|\uparrow\rangle$ and $|\downarrow\rangle$ where $\sigma_{x}, \sigma_{y}, \sigma_{z}$ are the three Pauli matrices, given by:

$$
\sigma_{x}=\left(\begin{array}{cc}
0 & 1  \tag{1.3}\\
1 & 0
\end{array}\right) \quad \sigma_{y}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right) \quad \sigma_{z}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

### 1.1.2 Spin-orbit interactions

The magnetic moment of the electron relates to its spin:

$$
\begin{equation*}
\boldsymbol{\mu}=-\frac{1}{2} g \mu_{B} \boldsymbol{\sigma} \tag{1.4}
\end{equation*}
$$

where $\mu_{B}=\frac{|e| \hbar}{2 m_{e}}$ is the Bohr magneton and $g=2.0023 \simeq 2$.

In an uniform magnetic field $\boldsymbol{B}$, this magnetic moment is submitted to a torque:

$$
\begin{equation*}
\boldsymbol{M}=\boldsymbol{\mu} \times \boldsymbol{B} \tag{1.5}
\end{equation*}
$$



Figure 1.2: Schematic diagram depicting the spin of electron. Taken from [45]

Thus, the energy of a magnetic moment in an uniform magnetic field is described by Zeeman Hamiltonian [46]:

$$
\begin{equation*}
H=-\boldsymbol{\mu} \cdot \boldsymbol{B}=\frac{1}{2} g \mu_{B} \boldsymbol{\sigma} \cdot \boldsymbol{B} \tag{1.6}
\end{equation*}
$$

When an electron moves in a magnetic field gradient like in the Stern-Gerlach experiment, the electron interacts with magnetic field through its magnetic dipole moment by a force [46]:

$$
\begin{equation*}
\boldsymbol{F}=\nabla(\boldsymbol{\mu} \cdot \boldsymbol{B})=(\boldsymbol{\mu} . \nabla) \boldsymbol{B} \tag{1.7}
\end{equation*}
$$

Consequently, electrons with different spin orientations are therefore deflected in two opposite directions. Moreover, the spin of electrons in a crystal also interacts with electric field $\boldsymbol{E}$ generated by atoms or a crystal lattice. If we assume the atom or the crystal lattice is at rest in the inertial system, then electrons in this crystal will experience in their own rest system not only a pure electric field, but also a magnetic field in the lowest order in $v / c$, can be written as:

$$
\begin{equation*}
\boldsymbol{B}^{\prime}=\frac{1}{c^{2}} \boldsymbol{v} \times \boldsymbol{E} \tag{1.8}
\end{equation*}
$$

by using the relativistic transformation of the electromagnetic fields. We have denoted above the primed variables as the quantities in the coordinate system in which the electron is at rest. The magnetic moments in the lab frame and in the electron rest frame are the same to first order in $v / c$. The magnetic field $\boldsymbol{B}^{\prime}$ couples to the magnetic dipole moment of the electron, i.e., to the spin, via the Zeeman interaction that in the lowest order in $v / c$ reads:

$$
\begin{equation*}
H_{S O}^{\prime}=g \mu_{B} \boldsymbol{B}^{\prime} \cdot S^{\prime}=-g \mu_{B} \frac{1}{c^{2}}(\boldsymbol{v} \times \boldsymbol{E}) \cdot \boldsymbol{S}=H_{S O} \tag{1.9}
\end{equation*}
$$

However, the above argument is incomplete as it neglected complications arising due to the acceleration of the electron leading to the so-called Thomas precession. It can be exactly derived from the relativistic Dirac equation by taking the non-relativistic limit, giving:

$$
\begin{equation*}
H_{S O}=-\frac{g \mu_{B}}{2} \frac{1}{c^{2}}(\boldsymbol{v} \times \boldsymbol{E}) . \boldsymbol{S}=\frac{g \hbar}{4 c^{2} m_{e}^{2}}(\nabla V(\boldsymbol{r}) \times \boldsymbol{p}) . \boldsymbol{S} \tag{1.10}
\end{equation*}
$$

where $g$ is the Lande factor, $m_{e}$ the electron mass. This exact expression 1.10 differs only by a factor $1 / 2$
(the so-called Thomas factor) comparing to Eq. 1.9. One observes that electrons experience an effective magnetic field oriented normal to both its direction of motion and to the external electric field.

## The Thomas factor [47]

We will now review a major idea of Kroemer which allows one to derive the Thomas precession factor in the value of spin orbit strength within the framework of the relativistic kinematics. The details can be found in Ref.[47] where the main points are:

* When an electron moves with a velocity $\boldsymbol{v}$ through a space in the presence of an electric field $\boldsymbol{E}$, the electron will experience in its own frame of reference an effective magnetic field $\boldsymbol{B}^{\prime}$. However, one cannot use a Lorentz-transformed magnetic field $\boldsymbol{B}^{\prime}$ given by the familiar expression:

$$
\begin{equation*}
\boldsymbol{B}^{\prime}=\frac{(\boldsymbol{E} \times \boldsymbol{v}) / c^{2}}{\sqrt{1-(v / c)^{2}}} \Longrightarrow \frac{(\boldsymbol{E} \times \boldsymbol{v})}{c^{2}} \tag{1.11}
\end{equation*}
$$

in such a simple way since the electron's rest frame is not an inertial reference frame. Indeed an electric field with a component perpendicular to the electron velocity causes an additional acceleration of the electron along the direction perpendicular to its instantaneous velocity, leading to a curved trajectory. In a rotating frame of reference, this leads to an additional precession of the electron called the Thomas precession. Beyond, one may observe that the transformation $\boldsymbol{E} \rightarrow \boldsymbol{B}^{\prime}$ mus be linear in $\boldsymbol{E}$, and $\boldsymbol{E}$ may occur only in the combination $\boldsymbol{E} \times \boldsymbol{v}$ which reflects the fact that only the component of $\boldsymbol{E}$ perpendicular to the velocity $\boldsymbol{v}$ can play a role. In other word, $\boldsymbol{B}^{\prime}$ must be perpendicular to both $\boldsymbol{E}$ and $\boldsymbol{v}$. Generally, the magnetic field transformation admits the following form:

$$
\begin{equation*}
\boldsymbol{B}^{\prime}=\alpha \frac{(\boldsymbol{E} \times \boldsymbol{v})}{c^{2}} \tag{1.12}
\end{equation*}
$$

or in the case of a magnetic field $\boldsymbol{B}$ presents in the initial frame, Eq.1.12 may be generalized to:

$$
\begin{equation*}
\boldsymbol{B}^{\prime}=\alpha \frac{\boldsymbol{E} \times \boldsymbol{v}}{c^{2}}+\beta \boldsymbol{B} \tag{1.13}
\end{equation*}
$$

where $\alpha$ and $\beta$ are scalar factors depending on the velocity but not on either $\boldsymbol{E}$ or the magnetic field $\boldsymbol{B}$ in the initial frame.

* In order to obtain the correct magnetic field acting on the electron in its rest frame (determining the coefficient $\alpha$ and $\beta$ in Eq.1.13), one can use the Lorentz transformation taking into account the influence of a rotating frame by considering the case in which an electron moves in crossed electric field $\boldsymbol{E}$ and magnetic field $\boldsymbol{B}$ chosen such that the electric Coulomb force is balanced by the magnetic Lorentz force. For that concern: (i) the electron will move along a straight line with an uniform velocity. The electron's rest reference becomes an inertial reference frame and therefore the Lorentz transformation can be applied to obtain the magnetic field $\boldsymbol{B}^{\prime}$ experienced by the electron in this reference frame; (ii) the terms corresponding to the magnetic field $\boldsymbol{B}$ will play the role of the rotating frame in the case of a curved motion of the electron in the presence of a pure electric field $\boldsymbol{E}$.

Particularly, we are now considering a specific combination both electric and magnetic fields such that

$$
\begin{equation*}
E=-v \times B \tag{1.14}
\end{equation*}
$$

where $\boldsymbol{v}$ is the velocity of the electron, and $\boldsymbol{B}$ is chosen perpendicular to $\boldsymbol{v}$. Without loss of generality, one may choose a Cartesian coordinate system such that the velocity is along the x-direction, the magnetic field

Chapter 1. III-V semiconductors and related materials based structure for spintronics and optoelectronics
is directed along the $z$-direction, and the electric field is in the $y$-direction, to give:

$$
\begin{equation*}
E_{y}=v_{x} B_{z} \tag{1.15}
\end{equation*}
$$

Using the Lorentz transformation to obtain the magnetic field $B_{z}^{\prime}$ in the uniformly moving electron frame:

$$
\begin{equation*}
B_{z}^{\prime}=\frac{B_{z}-E_{y} v_{x} / c^{2}}{\sqrt{1-\left(v_{x} / c\right)^{2}}} \tag{1.16}
\end{equation*}
$$

Expanding the right hand side of Eq. 1.16 in powers of $v_{x}$, we obtain:

$$
\begin{equation*}
B_{z}^{\prime}=B_{z}+\frac{B_{z} v_{x}^{2}}{c^{2}}\left[\frac{1}{2}+\frac{3}{8}\left(\frac{v_{x}}{c}\right)^{2}\right]-\frac{E_{y} v_{x}}{c^{2}}\left[1+\frac{1}{2}\left(\frac{v_{x}}{c}\right)^{2}\right]+\ldots \tag{1.17}
\end{equation*}
$$

Using the relation 1.15, Eq. 1.17 can be re-written as:

$$
\begin{equation*}
B_{z}^{\prime}=B_{z}-\frac{E_{y} v_{x}}{c^{2}}\left[\frac{1}{2}+\frac{1}{8}\left(\frac{v_{x}}{c}\right)^{2}\right]+\ldots \tag{1.18}
\end{equation*}
$$

In the limit $v \ll c$, one gets:

$$
\begin{equation*}
B_{z}^{\prime}=B_{z}-\frac{1}{2} \frac{E_{y} v_{x}}{c^{2}} \tag{1.19}
\end{equation*}
$$

or in a three-dimensional vector form, it yields:

$$
\begin{equation*}
\boldsymbol{B}^{\prime}=\boldsymbol{B}+\frac{1}{2} \frac{\boldsymbol{E} \times \boldsymbol{v}}{c^{2}} \tag{1.20}
\end{equation*}
$$

which is required from Eq. 1.13 with $\alpha=\frac{1}{2}$ and $\beta=1$. Finally, we get the Thomas's factor $\alpha=\frac{1}{2}$ in a good agreement with the literature. As noted in Ref. [47] the central assumption of this derivation is the proportionality between $\boldsymbol{B}^{\prime}$ to $\boldsymbol{E} \times \boldsymbol{v}$ carried over to a rotating frame of reference. Besides, the term $B_{z} v_{x}^{2}$ in Eq. 1.17 plays an important role since this term replaces the rotating frame corrections in the case of a pure electric field. Neglecting it would be exactly equivalent to neglecting the effects of a rotating frame of reference for a general choice of fields [47]. The assemble of those general arguments developed here will also serve as the derivation of some general properties dealing with spin-orbital properties at surface or interfaces spinorbitronics materials like developed further in this thesis.

### 1.1.3 Relativistic Dirac equation [44]

As mentioned above, the electron spin was theoretically predicted by application of the special relativity principles to the quantum mechanics. It appears naturally in Dirac equation as a result of Lorentz covariance leading to a deep connection between spin and Lorentz invariance that is obscure in non relativistic quantum mechanics [48]. Now we present here the Dirac equation (without presenting how to derive it) and establish the expression of spin-orbit interaction from this equation by an approach introduced by Sakurai [43] and by Winkler [44]. First of all, let us recall the Dirac equation for an electron [43]:

$$
\begin{equation*}
\left(i \hbar \gamma^{\mu} \partial_{\mu}-e \gamma^{\mu} A_{\mu}-m_{0} c\right) \psi=0 \tag{1.21}
\end{equation*}
$$

Comparing to Schrödinger equation:

$$
\begin{equation*}
i \hbar \frac{\mathrm{~d}}{\mathrm{~d} t} \psi=H \psi \tag{1.22}
\end{equation*}
$$

one may re-write Eq. 1.21 in term of:

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \psi=H_{D} \psi \tag{1.23}
\end{equation*}
$$

where $H_{D}=\boldsymbol{\alpha} \cdot(\boldsymbol{p}-e \boldsymbol{A}) c+\beta m_{0} c^{2}+e V$. Here we have used four-dimensional Einstein summation together with following notations

$$
\begin{gather*}
\alpha=\left[\begin{array}{ll}
0 & \sigma \\
\sigma & 0
\end{array}\right], \beta=\left[\begin{array}{cc}
I_{2} & 0 \\
0 & I_{2}
\end{array}\right], \gamma^{0}=\beta, \gamma^{i}=\beta \alpha^{i}  \tag{1.24}\\
p^{\mu}=i \hbar \frac{\partial}{\partial x^{\mu}}, \quad A^{\mu}=(V / c, \boldsymbol{A}) \tag{1.25}
\end{gather*}
$$

A solution of Eq. 1.23 is a four-component spinor which can be decomposed into two two-component spinor with the normalized factor as following:

$$
\psi=e^{-i \frac{m_{0} c^{2} t}{\hbar}}\left[\begin{array}{l}
\phi  \tag{1.26}\\
\chi
\end{array}\right]
$$

Substituting 1.26 to 1.23 , one finds:

$$
i \hbar \frac{\partial}{\partial t}\left[\begin{array}{l}
\phi  \tag{1.27}\\
\chi
\end{array}\right]=\left[\begin{array}{cc}
e V & c \boldsymbol{\sigma} \cdot(\boldsymbol{p}-e \boldsymbol{A}) \\
c \boldsymbol{\sigma} \cdot(\boldsymbol{p}-e \boldsymbol{A}) & -2 m_{0} c^{2}+e V
\end{array}\right]\left[\begin{array}{l}
\phi \\
\chi
\end{array}\right]=\mathcal{H}\left[\begin{array}{l}
\phi \\
\chi
\end{array}\right]
$$

For the stationary state, one obtains

$$
\mathcal{H}\left[\begin{array}{l}
\phi  \tag{1.28}\\
\chi
\end{array}\right]=E\left[\begin{array}{l}
\phi \\
\chi
\end{array}\right]
$$

Solving this equation to get:

$$
\begin{align*}
& \chi=\frac{c \vec{\sigma} \cdot(\boldsymbol{p}-e \boldsymbol{A})}{E-e V+2 m_{0} c^{2}} \phi  \tag{1.29}\\
& {[\boldsymbol{\sigma} \cdot(\boldsymbol{p}-e \boldsymbol{A})] \frac{c^{2}}{E-e V+2 m_{0} c^{2}}[\boldsymbol{\sigma} \cdot(\boldsymbol{p}-e \boldsymbol{A})] \phi=(E-e V) \phi} \tag{1.30}
\end{align*}
$$

To the zeroth order:

$$
\begin{equation*}
\frac{E-e V}{2 m_{0} c^{2}} \propto \frac{v^{2}}{c^{2}} \tag{1.31}
\end{equation*}
$$

Finally, we obtain the well-known equation of Pauli [43]

$$
\begin{equation*}
\left[\frac{(\boldsymbol{p}-e \boldsymbol{A})^{2}}{2 m_{0}}+e V-\frac{e \hbar}{2 m_{0}} \boldsymbol{\sigma} \cdot \boldsymbol{B}\right] \phi=E \phi \tag{1.32}
\end{equation*}
$$

Besides, to the first order, one has

$$
\begin{equation*}
\frac{c^{2}}{E-e V+2 m_{0} c^{2}} \approx \frac{1}{2 m_{0}}\left(1-\frac{E-V}{2 m_{0} c^{2}}+\ldots\right) \tag{1.33}
\end{equation*}
$$

giving the following equation, which is not an eigenvalue equation:

$$
\begin{equation*}
[\boldsymbol{\sigma} \cdot(\boldsymbol{p}-e \boldsymbol{A})] \frac{1}{2 m_{0}}\left(1-\frac{E-V}{2 m_{0} c^{2}}\right)[\boldsymbol{\sigma} \cdot(\boldsymbol{p}-e \boldsymbol{A})] \phi=(E-e V) \phi \tag{1.34}
\end{equation*}
$$
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Applying the renormalization for the wavefunction 1.26, we have:

$$
\begin{align*}
1 & =\int\left(\phi^{\dagger} \phi+\chi^{\dagger} \chi\right) \mathrm{d} x^{3}=\int\left[\phi^{\dagger} \phi+\left(\frac{\boldsymbol{\sigma} \cdot(\boldsymbol{p}-e \boldsymbol{A})}{2 m_{0} c} \phi\right)^{\dagger}\left(\frac{\boldsymbol{\sigma} \cdot(\boldsymbol{p}-e \boldsymbol{A})}{2 m_{0} c} \phi\right)\right] \mathrm{d} x^{3} \\
& =\int \phi^{\dagger}\left[1+\frac{\sum_{i j}\left(p_{i}-e A_{i}\right)^{\dagger}\left(p_{j}-e A_{j}\right) \sigma_{i}^{\dagger} \sigma_{j}}{4 m_{0} c^{2}}\right] \phi \mathrm{d} x^{3}=\int \phi^{\dagger}\left[1+\frac{(\boldsymbol{p}-e \boldsymbol{A})^{2}}{4 m_{0} c^{2}}\right] \phi \mathrm{d} x^{3} \tag{1.35}
\end{align*}
$$

We renormalize then $\phi$ in the following way (to the first order):

$$
\begin{align*}
& \tilde{\phi}=\Omega \phi=\left[1+\frac{(\boldsymbol{p}-e \boldsymbol{A})^{2}}{8 m_{0}^{2} c^{2}}\right] \phi  \tag{1.36}\\
& \phi=\Omega^{-1} \tilde{\phi}=\left[1-\frac{(\boldsymbol{p}-e \boldsymbol{A})^{2}}{8 m_{0}^{2} c^{2}}\right] \tilde{\phi} \tag{1.37}
\end{align*}
$$

Substituting to the Pauli's equation to obtain:

$$
\begin{equation*}
\Omega[\boldsymbol{\sigma} \cdot(\boldsymbol{p}-e \boldsymbol{A})] \frac{1}{2 m_{0}}\left(1-\frac{E-V}{2 m_{0} c^{2}}\right)[\boldsymbol{\sigma} \cdot(\boldsymbol{p}-e \boldsymbol{A})] \Omega^{-1} \tilde{\phi}=(E-e V) \tilde{\phi} \tag{1.38}
\end{equation*}
$$

This expression can then be rewritten, after many simplifications to the order of $v^{2} / c^{2}$ [49]

$$
\begin{array}{r}
{\left[\frac{(\boldsymbol{p}-e \boldsymbol{A})^{2}}{2 m_{0}}+e V+\frac{e \hbar}{2 m_{0}} \boldsymbol{\sigma} \cdot \boldsymbol{B}-\frac{e \hbar \boldsymbol{\sigma} \cdot(\boldsymbol{p}-e \boldsymbol{A}) \times \boldsymbol{\mathcal { E }}}{4 m_{0}^{2} c^{2}}-\frac{e \hbar^{2}}{8 m_{0}^{2} c^{2}} \boldsymbol{\nabla} \cdot \boldsymbol{\mathcal { E }}\right.}  \tag{1.39}\\
\left.-\frac{(\boldsymbol{p}-e \boldsymbol{A})^{4}}{8 m_{0}^{3} c^{2}}-\frac{e \hbar(\boldsymbol{p}-e \boldsymbol{A})^{2}}{4 m_{0}^{3} c^{2}} \boldsymbol{\sigma} \cdot \boldsymbol{B}-\frac{(e \hbar B)^{2}}{8 m_{0}^{3} c^{2}}\right] \tilde{\phi}=E \tilde{\phi}
\end{array}
$$

where $\mathcal{E}=\frac{1}{e} \nabla V$ is the electric field; $\boldsymbol{B}=\nabla \times \boldsymbol{A}$ is the magnetic field. The different terms in Eq. 1.39 can be interpreted as [44]

1. $(\boldsymbol{p}-e \boldsymbol{A})^{2} / 2 m_{0}+e V$ : free electron term.
2. $e \hbar / 2 m_{0} \boldsymbol{\sigma} \cdot \boldsymbol{B}:$ Zeeman term.
3. $-e \hbar \boldsymbol{\sigma} \cdot(\boldsymbol{p}-e \boldsymbol{A}) \times \boldsymbol{\mathcal { E }} / 4 m_{0}^{2} c^{2}$ : spin-orbit coupling.
4. $-\left(e \hbar^{2} / 8 m_{0}^{2} c^{2}\right) \boldsymbol{\nabla} \cdot \mathcal{E}:$ Darwin term.
5. $-(\boldsymbol{p}-e \boldsymbol{A})^{4} / 8 m_{0}^{3} c^{2}-\left(e \hbar(\boldsymbol{p}-e \boldsymbol{A})^{2} / 4 m_{0}^{3} c^{2}\right) \boldsymbol{\sigma} \cdot \boldsymbol{B}-(e \hbar B)^{2} /\left(8 m_{0}^{3} c^{2}\right)$ : relativistic corrections to kinetic energy and Zeeman term.

Note that, mainly in the following, we are interested in the spin-orbit coupling since it introduces nonlinear coupling terms in the absence of external magnetic field. In framework of $\boldsymbol{k} . \boldsymbol{p}$ method, the spin-orbit coupling can be treated as a perturbation with the fact that this term is strictly zero when there is an inversion symmetry in the crystal [44].

### 1.2 The III-V semiconductors and related materials (ferromagnetic (Ga,Mn)As): the art of state

We now will discuss main properties dealing with III-V ferromagnetic semiconductors. Typically, we will focus on (Ga,Mn)As material.

### 1.2.1 The III-V semiconductors and their alloys: Generalities

The III-V semiconductors such as GaAs, AlAs and InAs are the basis materials for the structures considered in this work. The Molecular Beam Epitaxy providing crystal structures with sharp layer boundaries, and negligible thickness variations of the layer, is a method to fabricate them.


FIGURE 1.3: a) Schematic of a simple molecular beam epitaxial system for the growth of semiconductors. b) Schematic diagram of a MBE growth chamber, showing the effusion cells and shutters, the substrate stage, and the arrangement of the Reflection High-Energy Electron Diffraction (RHEED) system, taken from Ref. [50].


Figure 1.4: The unit cell and crystallographic planes of GaAs, taken from Ref. [51].

Figure 1.3 depicts a basis setup of a MBE chamber where the pure materials evaporate from effusion cells setting in a ultrahigh vacuum chamber. Due to the ultrahigh vacuum which is supported by cryogenic
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cooling shields to freeze out impurity atoms, the molecules do not interact with each other until they eventually condense on a substrate. This method provides a slow deposition rate allowing epitaxial growth which means that the deposited layer is congruent to the substrate. The relative fluxes out of the effusion cells is controlled by mechanical shutters, and the growth is monitored with the high energy electron diffraction technique.

Using the MBE technique, one can fabricate III-V semiconductor structures such as GaAs consisting of tetrahedral covalent bonds by each $\mathrm{Ga}(\mathrm{As})$ atom formed with four $\mathrm{As}(\mathrm{Ga})$ atoms [51]. Hence, the two interpenetrating face centered cubic (fcc) lattices of the two atom types are forming a zinc blende crystal depicted in Fig. 1.4. The space group symmetry of such crystal is symmorphic and labeled $F \overline{4} 3 m$ or $T_{d}^{2}$ [52] which contains 24 symmetry operations: the identity, eight $C_{3}$ operations (rotation by $120^{\circ}$ ), two $C_{2}$ operations (rotation by $180^{0}$ ), six $S_{4}$ operations (rotation followed by a reflection perpendicular to the rotation axis), and six $\sigma$ operations (reflection with respect to a plane) [53].

Unlike the $O_{h}$ group, the $T_{d}$ group possesses no inversion center or inversion symmetry leading to a small potential asymmetry in the lattice potential in $T_{d}$ group $V_{T_{d}}=V_{s y m}+V_{\text {antisym }}$ where $V_{\text {antisym }}$ can be considered as a perturbation [29]. When SOI, Eq. 1.10, is taken into account, the lack of inversion symmetry causes an effective internal magnetic field, experienced by the electrons and described by the Dresselhaus terms $H_{D}$ in the conduction band (CB) [52]:

$$
\begin{equation*}
H_{D}=\gamma_{D}\left[\sigma_{x} k_{x}\left(k_{y}^{2}-k_{z}^{2}\right)+\sigma_{y} k_{y}\left(k_{z}^{2}-k_{x}^{2}\right)+\sigma_{z} k_{z}\left(k_{x}^{2}-k_{y}^{2}\right)\right] \tag{1.40}
\end{equation*}
$$

where $\gamma_{D}$ is the Dresselhaus parameter, $k_{x}, k_{y}$ and $k_{z}$ are three components of wave vector $\boldsymbol{k}$ along $\mathrm{x}-, \mathrm{y}$ and z -direction respectively.

One has to emphasize that the $H_{D}$ contributes odd terms in the electron wave vector $\boldsymbol{k}$ and is responsible for a number of fascinating and important effects being actively studied recently in semiconductors and spintronic [31] such as spin filtering effect without ferromagnetism [54], spin dephasing in barrier grown along [110]-direction [55], spin injection via [110] grown semiconductor barrier [56], or anomalous tunnel Hall effect which will be largely described throughout this thesis [11, 12, 57].


Figure 1.5: (a): Energy gap vs. lattice parameter at temperature 300K (taken from Ref. [58]). (b) Conduction band offsets in strained $\operatorname{In}_{x} G a_{1-x} A s / G a A s$ QWs as function of In composition (taken from Ref. [59])

The MBE technique also allows one to fabricate the ternary alloys such as $\operatorname{In} n_{x} G a_{1-x} A s$. In these structures, one of the two fcc-lattices consists of As atoms and the other is occupied by In and Ga atoms. Because GaAs forms a band gap $E_{G}^{(G a A s)}=1.42 \mathrm{eV}$ larger than InAs $E_{G}^{(I n A s)}=0.35 \mathrm{eV}$, the band gap of the alloy may be designed by changing the content of $I n_{x}$ [60]: $E_{g}=x E_{g}^{(I n A s)}+(1-x) E_{g}^{(G a A s)}-x(1-x) C$ where C accounts for the deviation from a linear interpolation between the two binaries GaAs and InAs which is the so-called bowing parameter, in the range of $0.45-0.5 \mathrm{eV}$ [60]. It has also been proposed that
the bowing depends on the temperature, being almost flat below 100 K and decreasing rapidly at higher temperatures [60]. The energy gap as a function of the lattice parameter at room temperature for several IIIV alloys is shown in Fig. 1.5a whereas 1.5 b gives the band offset of $I n_{x} G a_{1-x} A s$. Because of the difference between the gap of GaAs and InAs, one can grow heterostructures with different potential landscapes, such as quantum wells or semiconductor barrier by stacking such layers with different band gaps. These structures are known as type I heterostructures, where the higher VB edge and the lower CB edge are both in the material with the smaller band gap.

### 1.2.2 Ferromagnetic semiconductors: Exchange interactions in GaMnAs

There is no magnetic order in a III-V semiconductor. However, ferromagnetism was introduced in III-V, [61, 62] and II-VI [63, 64] semiconductors based on proposal of Furdyna [65]: doping the semiconductors with magnetic transition metals, yielding the so-called diluted magnetic semiconductor where the magnetic moments are distributed randomly in the host, allows one to explore the physics of ferromagnetism in semiconductors [32]. In such a material as ( $\mathrm{Ga}, \mathrm{Mn}$ )As, the Mn atoms may substitute ideally a Ga atom in the lattice or locate between the atom sites in the lattice. There are different possibilities for a Mn atom to incorporate into the lattice: two tetrahedral positions between four $\mathrm{Ga} / \mathrm{As}$ atoms or hexagonal positions between three $\mathrm{Ga} / \mathrm{As}$ atoms. In the $(\mathrm{Ga}, \mathrm{Mn})$ As crystal, manganese plays the role of an acceptor, since Mn has an electron less than Ga in the 4 p shell $\left(M n=[A r] 3 d^{5} 4 s^{2} ; G a=[A r] 3 d^{5} 4 s^{2} p^{1}\right.$ and $A s=[A r] 3 d^{5} 4 s^{2} p^{3}$ ) [37]. However, this acceptor behavior may be partially or fully compensated due to interstitial Mn impurities. The 3d shell of a Mn atom is only half occupied, yielding a magnetic moment of $\frac{5}{2} \mu_{B}[37,43]$. Because these electrons are not involved in the atomic bonding, the magnetic moment is conserved in the macroscopic material.


Figure 1.6: Crystal structure of ( $\mathrm{Ga}, \mathrm{Mn}$ )As. Mn ions substituting Ga possesses a magnetic moment, and the magnetic moment of each Mn ion aligns along the same direction. This implies ferromagnetism of (Ga,Mn)As. Taken from Ref.[66].

Commonly, the MBE growth temperature for GaAs is high to ensure a pure crystal growth, however, the low solubility of Mn in GaAs would cause segregation at this high temperature, yielding a Mn accumulation on the surface [67]. Therefore, low temperatures are necessary to incorporate the Mn atoms, but also, are giving rise to the implementation of defects. The combination of growth temperature and the Mn concentration, thus, will determine the alloy's state.
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Below the Curie temperature, ferromagnetic materials posses a non-vanishing spontaneous magnetization $\boldsymbol{M}$ even in the absence of an external magnetic field. In this regime the magnetic moments are oriented parallel to each other within magnetic domains, and an external magnetic field may align the magnetization directions of the domains. Above the Curie temperature on the contrary, the magnetic moments are randomly oriented in the paramagnetic phase in such a way that the total energy consisting of the exchange energy and the kinetic energy is minimized, yielding an energy splitting in the density of states of two spin orientations. A simple model to describe ferromagnetism is the Heisenberg model in which the two nearest neighbor spins couple ferromagnetically according to the Heisenberg Hamiltonian [68]:

$$
\begin{equation*}
H_{H}=\sum_{i, j} J_{i, j} \boldsymbol{S}_{i} . \boldsymbol{S}_{j} \tag{1.41}
\end{equation*}
$$

where $\boldsymbol{S}_{i, j}$ are two nearest neighbor spins and $J_{i, j}$ is the exchange integral which is responsible for the exchange interaction. There exists various kinds of exchange interactions. For example, in the common 3d transition metals, the ferromagnetism is based on the direct exchange interaction, which is an interplay between the Coulomb interaction and the Pauli principle. In $(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As}$, due to the dilute incorporation, the average distance between the localized magnetic moments is too large to allow a direct exchange coupling, since the overlap of the wave functions of the involved spins is too small. Moreover, Ohno et al. [61, 62] observed a ferromagnetic order in $(\mathrm{Ga}, \mathrm{Mn})$ As for Mn concentration higher than $1 \%$ which indicates that the ferromagnetism in $(\mathrm{Ga}, \mathrm{Mn})$ As is caused by an indirect exchange interaction. In this case, the carriers get spin polarized and couple with other carriers by localized magnetic moments (Zener-type ferromagnetism). Consequently, the exchange integral in Eq. 1.41 possesses an oscillatory behavior $J_{i, j} \propto \frac{\cos \left(k_{F} r_{i, j}\right)}{r_{i, j}^{3}}$, where $k_{F}$ is here the Fermi wave vector and $r_{i, j}$ the distance between the two coupled magnetic moments. For the case of metallic $(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As}$, with Mn concentration in the $1 \%-12 \%$ range, the distances are small enough to assume only antiferromagnetic coupling [32]. Thus, the holes couple antiferromagnetically with the localized 3d electron spins ( $p$-dinteractions), yielding a local ferromagnetic coupling between two Mn magnetic moments. In the case where the hole concentration is large enough, the hole impurity band merges with the GaAs valence band, and the holes, which are freely propagating, align the Mn spins all over the sample. We now discuss the main properties of the $p-d$ exchange interactions within the $(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As}$ compound in both a atomic picture and in a mean-field approach.

## Atomic and chemical picture

From general group-theory arguments, in the effective mass approximation [69-71], non-magnetic shallow acceptors like played by Mn atoms can be described by hydrogenic states of fundamental symmetry term $1 S_{3 / 2}$ of binding energy equal to 28 meV for GaAs. In a spherical approximation, these are characterized by a total angular momentum $\mathbf{F}=\mathbf{L}+\mathbf{J}=3 / 2$ which is a constant of motion where $\mathbf{L}$ is the angular momentum of the envelope wavefunction. The result is that the fundamental $1 S_{3 / 2}$ wavefunction is $\Phi\left(S_{3 / 2}\right)=f_{0}(r)\left|L=0, J=3 / 2, F=3 / 2, F_{z}\right\rangle+g_{0}(r)\left|L=2, J=3 / 2, F=3 / 2, F_{z}\right\rangle$. However, according to optical studies, Mn is known to form a shallow acceptor center in GaAs with Mn level of about $A^{0}=d^{5}+h$ and electronic configuration characterized by a binding energy [72] of 110 meV due to the consideration of the central potential correction term, and an energy difference of the order of $10( \pm 3) \mathrm{meV}$ between the $J=1$ and $J=2 h-d^{5}$ states.

In this picture, the $J=S+j$ quantum number constant of motion is the sum of the $d^{5} \mathrm{Mn}$ spin angular momentum $S=5 / 2$ and the $j=3 / 2$ hole angular momentum. In the $S-j$ exchange coupling scheme where the exchange interaction is $J_{\text {exc }} \mathbf{S} \cdot \mathbf{j}$, the energy difference between the extrema $J=1$ and $J=4$ states is equal to $9 J_{\text {exc }}$ whereas it gives $2 J_{\text {exc }}$ between the two successive $J=1$ and $J=2$ states. It follows that


Figure 1.7: (a) Atomic structure near a substitutional Mn dopant (blue) in the GaAs lattice (red atoms are As). The As atoms are labeled by S1, S2, S3, and S4. (b-d) Contour surfaces of the LDOS of acceptor level at $10 \%$ if the peak value at the Mn site. The Mn spin is aligned with the (b) [001], (c) [110], or (d) [111] axis of the GaAs lattice. The symmetry is (b) $D_{2 d}$, (c) $C_{2 v}$, or (d) $C_{3 v}$. The LDOS at each atomic site is spatially distributed according to a normalized Gaussian with a $2.5 \AA$ width. The box outlines are aligned with the cubic lattice and have widths in units of the lattice constant $a=5.65 \AA$, taken from [73]. (e) Electron-picture cartoon: splitting of the isolated Mb acceptor level (top panel) and of the top of the valence-band in the many-Mn system (bottom panel) due to p-d hybridization, taken from [74].
the energy difference between the states corresponding to the spin of the bound hole respectively parallel and antiparallel to the Mn spin can be estimated to be 45 meV . This relative small $p-d$ exchange energy originates from the relative long extent of the bound hole wavefunction where the $\mathrm{Mn} d$ states are mostly localized within an effective Bohr radius $a_{0}^{*} \propto \epsilon / m^{*} \simeq 0.8 \mathrm{~nm}$ ( $\epsilon$ is dielectrical constant) and corresponding to an effective volume of $3 \mathrm{~nm}^{3}$ as well as an effective Mn concentration approaching $x_{l o c}=1.35 \%$. A direct consequence is that the average exchange integral $\Delta_{\text {exc }}$ is expected to be enhanced with increasing the Mn content $x$ above this threshold Mn concentration $x_{l o c}=1.35 \%$.

In the metallic regime and in the $\mathbf{S}$-s exchange coupling scheme, the average exchange interaction in $\left(G a_{(1-x)}, M n_{x}\right) A s$ reads $\Delta_{\text {exc }}=-5 / 2 x N_{0} \beta$, where $N_{0}$ is the concentration of cations and $N_{0} \beta=$ $-(16 / S)\left(\frac{1}{-\Delta_{\text {eff }}+U_{\text {eff }}}+\frac{1}{\Delta_{\text {eff }}}\right) \times\left(\frac{1}{3} p d \sigma-\frac{2 \sqrt{3}}{9} p d \pi\right)^{2}<0$ is the exchange integral found by treating the $p$ $d$ hybridization as a perturbation in the configuration interaction picture [75] giving rise to antiferromagnetic interactions between $p$ and $d$ shells. Here, $S$ is the localized $d$ spin, $U_{\text {ef } f}=\mathrm{E}\left(d^{n-1}\right)+\mathrm{E}\left(d^{n+1}\right)-2 \mathrm{E}\left(d^{n}\right)$ is the characteristic $3 d-3 d$ Coulomb interaction, $\Delta_{e f f}=\mathrm{E}\left(\underline{L} d^{n}\right)-\mathrm{E}\left(d^{n-1}\right)$ is the ligand-to-3d charge transfer energy. On the other hand, $(p d \sigma)$ and $(p d \pi)$ are the characteristic Slater-Koster hopping integrals [76]. The value of $N_{0} \beta=-1.2 \mathrm{eV}\left(\beta=-54 \mathrm{meV} . \mathrm{nm}^{3}\right)$ is generally admitted from core level photoemission measurements for $(\mathrm{Ga}, \mathrm{Mn})$ As with a $T_{C}$ close to 60 K [77] corresponding to an effective acceptor concentration $x_{e f f} \simeq$ $4 \%$ where $x_{e f f}=x_{0}-2 x_{D}$ ( $x_{0}$ : minimal doping; $x_{D}$ : double donors). Figure. 1.8 displays the 4different exchange-split $(\mathrm{Ga}, \mathrm{Mn})$ As subbands calculated for a hole density $p=1.7 \times 10^{20} \mathrm{~cm}^{-3}$ and an average exchange energy between up and down hole spin of $\Delta_{\text {exc }}=120 \mathrm{meV}$.

From a point of view of experiments and material properties, questions remain on the general trends of tunneling magnetoresistance (TMR) vs. exchange interactions $\Delta_{\text {exc }}=-5 / 2 x N_{0} \beta$ where $x N_{0}$ is the concentration of Mn atoms as well as hole band filling within $(\mathrm{Ga}, \mathrm{Mn})$ As. Also, what are the possible effects
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(d)



(b)


of the low-temperature (L-T) growth procedure used for the synthesis of these MTJs on the band lineup, valence band offset and related barrier heights of heterostructures integrating ( $\mathrm{Ga}, \mathrm{Mn}$ )As? Remarkably and as shown by non-linear I-V characteristics recorded on junctions both (Ga,As) and (In,Ga)As materials play the role of a tunnel barrier for holes injected from/into (Ga,Mn)As [7, 78]. The same qualitative feature have been demonstrated through optical measurement of the hole chemical potential in ferromagnetic ( $\mathrm{Ga}, \mathrm{Mn}$ ) As/GaAs heterostructures by photoexcited resonant tunneling [79]. These results favor a band-edge discontinuity due to the smaller band gap of $(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As}$ compared to GaAs [80] and indicate a pinning of the Fermi level deep inside the band gap of the (Ga,As) host. A part of the answer lies in the incorporation of $n$-type double-donor As antisites during the low temperature growth procedure that partly governs the pinning of the Fermi level at a higher energy position than expected, neighboring the midgap of GaAs. The second reason is due to the positive coulombic-exchange potential experienced by holes and introduced by Mn species playing the role of hydrogen centers for holes orbiting around it. This is at the origin of an impurity-band formation at smaller or intermediate doping level in the host bandgap and an intense debate remains about the position of the Fermi level relative to the impurity band [81]. While infrared measurements [82] as well as magnetic circular dichroism (MCD) [83] experimental and theoretical studies [84] seem to support the scenario of a detached impurity band, recent low-temperature conductivity measurements [85] validate the approach of a VB picture more compatible with a $\boldsymbol{k} . \boldsymbol{p}$ treatment of its electronic properties.

## Averaging in media: mean-field approach

In 2000, Dietl et al developed a mean field Zener model to describe the ferromagnetism in ( $\mathrm{Ga}, \mathrm{Mn}$ ) As in detail in Ref. [86, 87]. In this approach, the p-d interaction is considered as an effective magnetic field which causes a spin splitting in the valence band. In the picture given by Dietl, the exchange interaction with the hole and $p-d$ hybridization is described by [87]:

$$
\begin{equation*}
H_{e x c}=\frac{\beta \boldsymbol{s} \cdot \boldsymbol{M}}{g \mu_{B}}=3 B_{G} \boldsymbol{s} \cdot \boldsymbol{M} \tag{1.42}
\end{equation*}
$$

where $\beta$ is the average exchange integral, $\boldsymbol{s}$ is the electron spin, $\boldsymbol{M}$ is a localized spin, $g$ is the Lande factor, and $\mu_{B}$ is the Bohr magneton. For the sake of simplicity, in this work we will assume that Eq. 1.42 can be applied to the exchange interaction between electrons and localized magnetic moments.

### 1.3 Spin-orbit interactions and their symmetry in semiconductors: Larmor frequency

We now turn on the description of specific spin-orbital properties of III-V semiconductor and related materials. In the structure of semiconductors belonging to the $O_{h}$ group, there is an existing space inversion symmetry which implicates that the spin up and spin down states are degenerate. This can be understood as the consequence of the time-reversal symmetry and space inversion symmetry.

In the system lacking of a space inversion center, the spin degeneracy is lifted because of the presence of an electric field resulting from an asymmetric charge distribution inside the semiconductor unit cell, or an electric field applied along a certain crystal axis [29, 37]. According to Eq 1.10, the potential gradient would lead to a spin splitting in the energy dispersion of electron in the conduction band even in the absence of any external magnetic field. An external magnetic field would break the time inversion symmetry and therefore would cause a Zeeman splitting in the energy dispersion. The SO splitting may be considered
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Figure 1.9: Panels (a) illustrates the SIA/BIA spin splitting, here $| \pm 1 / 2\rangle_{y}$ label the eigenstates with fixed y spin components. Panels (b) and (c) show schematic 2D band structure with k-linear terms for $C_{2 v}$ symmetry. The energy $\varepsilon$ is plotted as a function of $k_{x}$ and $k_{y}$ in (b) with only one type of inversion asymmetry, BIA or SIA, and in (c) for equal strength of the BIA and SIA terms in the Hamiltonian. The bottom panels ( $\mathrm{d}-\mathrm{g}$ ) show the distribution of spin orientations at the Fermi energy for different strengths of the BIA and SIA terms. Taken from [88].
as an intrinsic effective $\boldsymbol{k}$ dependent magnetic field $\boldsymbol{B}_{\boldsymbol{e f f}}(\boldsymbol{k})$ in which an electron spin precesses with the Larmor frequency. Consequently, we can re-write 1.10 as:

$$
\begin{equation*}
H_{S O}=\frac{\hbar}{2} \boldsymbol{\Omega}(\boldsymbol{k}) \cdot \sigma \tag{1.43}
\end{equation*}
$$

where $\boldsymbol{\Omega}(\boldsymbol{k})=\frac{g \mu_{B}}{\hbar} \boldsymbol{B}_{\text {eff }}(\boldsymbol{k})$ is the Larmor frequency. The effective SO field must vanish at $k=0$ because Kramer's theory requires that $\boldsymbol{\Omega}(\boldsymbol{k})=\boldsymbol{\Omega}(-\boldsymbol{k})$ thus, leading to no spin splitting at $\boldsymbol{k}=0$. When $\boldsymbol{k} \neq 0$, the splitting energy is $\Delta E_{S O}=2 \hbar|\boldsymbol{\Omega}(\boldsymbol{k})|$.

There exist several kinds of space inversion asymmetries:

* The bulk inversion asymmetry BIA.
* The structure inversion asymmetry SIA.
* The natural interface asymmetry NIA.

In the following, we are going to discuss on BIA and SIA which represent very common space inversion asymmetries in III-V semiconductor heterostructures considered in this work.

### 1.3.1 Bulk inversion asymmetry

In III-V semiconductors of a zinc-blende structure, there is no inversion center leading to a bulk inversion asymmetry (BIA) in the crystal lattice. In 1955, G. Dresselhaus used general group theoretical arguments to give an expression for the spin splitting in zinc-blende structures [89]. In this case, the Larmor precession vector can be written in the well-known form as Dresselhaus field (Eq. 1.40) according to:

$$
\begin{equation*}
\boldsymbol{\Omega}(\boldsymbol{k})_{B I A}=\frac{\gamma_{D}}{\hbar}\left[k_{x}\left(k_{y}^{2}-k_{z}^{2}\right), k_{y}\left(k_{z}^{2}-k_{x}^{2}\right), k_{z}\left(k_{x}^{2}-k_{y}^{2}\right)\right] \tag{1.44}
\end{equation*}
$$

where the $x$-direction is along the [100]-direction; $y$ - the direction along [010]; $z$ - the direction along [001] and the spin-splitting parameter $\gamma_{D}$ is expressed as [37, 90, 91]

$$
\begin{equation*}
\gamma_{D}=\frac{\alpha \hbar^{3}}{m^{*} \sqrt{2 m^{*} E_{g}}} \tag{1.45}
\end{equation*}
$$

here $m^{*}$ is the electron effective mass, and $E_{g}$ is the energy gap. One may observe that the magnitude of the Dresselhaus SOI depends on the material and is expressed through a dimensionless parameter $\alpha_{D}$. In the literature, there exists several publications which have determined the value of $\gamma_{D}$ for the bulk semiconductors shown in Table 1.1.

Table 1.1: Dresselhaus parameter of some bulk semiconductors taken from litera-
ture.

| $\gamma_{D}\left(\mathrm{eV} . \AA^{3}\right)$ | Vurgaftman et al. [60] | Jancu et al. [92] | Perel et al [54] | T.H.Dang et al. [93] |
| :---: | :---: | :---: | :---: | :---: |
| GaAs | $17.4-26$ | 24.4 | 24 | 23.5 |
| GaSb | 185 | 176 | 187 | 180 |
| InAs | - | 48.6 | 130 | 130 |
| InSb | 226 | 465 | 220 | 335 |
| AlAs | - | 11.2 | 11.4 | 17 |



Figure 1.10: Vector fields $\boldsymbol{\Omega}(\boldsymbol{k})$ on the Fermi surface (circle) for the structure inversion asymmetry (SIA) and bulk inversion asymmetry (BIA). Since $\boldsymbol{\Omega}(\boldsymbol{k})$ is also the spin quantization axis, the vector pattern is also the pattern of the spin on the Fermi surface. As the opposite spins have different energies, the Fermi circle becomes two concentric circles with opposite spins. This is shown here only for the SIA case, but the analogy extends to all examples. The field for BIA [110] lies perpendicular to the plane, with the magnitude varying along the Fermi surface. All other cases have constant fields lying in the plane. Taken from Ref. [37]

In the 2-dimensional electron system, $\gamma_{D}$ depends on the confinement energy in the quantum well. The value of $\gamma_{D}$ decreases as the confinement energy increases. Moreover, the penetration of the wave function in the barrier material also results in a change of the parameter $\gamma_{D}$ [44]. The sign of the parameter is determined by the coordinate system used. For example, in the case of GaAs in which the cation Ga is
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placed at the origin of a GaAs primitive cell and the anion As is located at $a\left(\frac{1}{4}, \frac{1}{4}, \frac{1}{4}\right), \gamma_{D}$ is negative [94]. The confinement of the electron wave function in 2D semiconductor systems implicates that the quantization of the momentum is along the growth direction (z-direction). In the first order perturbation theory, the terms $k_{z}$ and $k_{z}^{2}$ in Eq 1.44 may be replaced by their expectation values. The shape and orientation of the Dresselhaus field now depends on the direction of the quantization axis as depicted in figure 1.10 [37, 91].

In the case of [110]-grown quantum well, one may re-write the Eq.1.44 in a coordinate system $x\|[1 \overline{1} 0], y\|[00 \overline{1}, z \|[110]]$ with a special attention that in quantum wells, since $\left\langle k_{z}^{2}\right\rangle$ is much larger than the in-plane momentum $k_{\|}^{2}$ [91], thus one may neglect the term $\left(k_{x}^{2}-2 k_{y}^{2}\right)$ in comparison with $\left\langle k_{z}^{2}\right\rangle$ to get:

$$
\begin{equation*}
\boldsymbol{\Omega}_{\boldsymbol{D}}^{[110]}(k)=\frac{2 \beta}{\hbar}\left[0,0, k_{x}\right] \tag{1.46}
\end{equation*}
$$

where $\beta=\gamma_{D}\left\langle k_{z}^{2}\right\rangle$ is the so-called the Dresselhaus parameter. Furthermore, the other components are obtained by cyclic permutation of the indices and one may easily obtain the Dresselhaus fields for both [001] and [111] direction given by [37, 91, 95]:

$$
\begin{align*}
& \boldsymbol{\Omega}_{D}^{[001]}(\boldsymbol{k})=\frac{\beta}{\hbar}\left[-k_{x}, k_{y}, 0\right]  \tag{1.47}\\
& \boldsymbol{\Omega}_{D}^{[111]}(\boldsymbol{k})=\frac{2 \beta}{\sqrt{3} \hbar}\left[k_{y},-k_{x}, 0\right] \tag{1.48}
\end{align*}
$$



Figure 1.11: Electronic structure of interfacial Rashba states and principle of experiments. (a) Typical spin-split dispersion curves of a Rashba 2DEG for $\alpha_{R}>0$ (adapted from Nechaev et al. [96]) and (b) typical Fermi contours. An electron flow (that is, a shift of the Fermi contour in the direction of the flow) automatically induces a nonzero spin density or Rashba Edelstein effect (REE). Inversely, a nonzero spin density generated by spin injection induces an electron flow or Inverse Rashba Edelstein effect (IREE) ${ }^{1}$. (c) Scheme of the $\mathrm{NiFe} / \mathrm{Ag} / \mathrm{Bi}$ samples under resonance. The radio frequency (RF) field is along y, and the DC field along x ; $J_{S}$ is the vertical DC spin current injected into the $\mathrm{Ag} / \mathrm{Bi}$ interface states (back flow included), and converted into a horizontal DC charge current $I_{C}$ by the IREE. In an open circuit situation $I_{C}$ is balanced by the current associated to the DC voltage V. Taken from Ref.[97].

[^2]
### 1.3.2 Structure inversion asymmetry

In a heterostructure such as quantum well or semiconductor barrier, an external or internal electric field may break the space inversion symmetry [101, 102] resulting in the Bychlov-Rashba spin-orbit interaction which is proportional to the average of the sum of the external and internal field [103]. Moreover, the confinement potential is described in the first order, by an electric field $\boldsymbol{E}$. Thus, similarly to the BIA, the contribution of the SIA to the Hamiltonian in 1.43 can be considered as an effective field, which can be expressed in the lowest order in $\boldsymbol{k}$ and $\boldsymbol{E}$ as $[44,104]$ :

$$
\begin{equation*}
\boldsymbol{\Omega}_{B R}(\boldsymbol{k})=\frac{2 \alpha_{0}}{\hbar} \boldsymbol{k} \times \boldsymbol{E} \tag{1.49}
\end{equation*}
$$

where $\alpha_{0}$ is a material parameter ( $\alpha_{0}=5.2 e A^{2}$ for GaAs [44]). Typically, the electric field and the material parameters are averaged over barrier and quantum well, if $\boldsymbol{E}=\left(0,0, E_{z}\right)$ and we put $\alpha=\left\langle\alpha_{0} E_{z}\right\rangle$ to find:

$$
\begin{equation*}
\boldsymbol{\Omega}_{B R}(\boldsymbol{k})=\frac{\alpha}{\hbar}\left[k_{y},-k_{x}, 0\right] \tag{1.50}
\end{equation*}
$$

This gives a spin splitting in the conduction band $\Delta E_{B R}=\alpha k_{\|}$which is linear in $k_{\|}=\left(k_{x}, k_{y}, 0\right)$ and $E_{z}$ for small $k_{\|}$. The Rashba field 1.49 does not depend on the growth direction of the heterostructure. It is always oriented in the plane and along the direction orthogonal to the electron in plane wave vector. When $k_{\|}$becomes large, the parabolic approximation of the band structure no longer holds, and consequently, the spin splitting converges towards a constant [104].

### 1.4 Spin Hall phenomena via spin-orbit interaction in semiconductors

The spin Hall effect (SHE), a member of the Hall family (see figure 1.12), was predicted by M. I. Dyakonov and V. I. Perel in 1971 [105] and then observed in semiconductors in 2004 by using Kerr notation microscopy technique [106, 107]. This effect consists in the appearance of a spin accumulation on the lateral surfaces of an electric current-carrying sample, the signs of the spin directions being on the opposite boundaries. Therefore, an electrical current flowing through a sample may lead to a spin transport along the direction perpendicular direction as well as a spin accumulation at lateral boundaries. These purely electrical mechanisms require neither external magnetic field nor ferromagnets and can be observed in materials with strong spin-orbit as the SO coupling acts like an effective magnetic field on the spin of the electrons. Eventually, SHE gives us the way to generate a spin accumulation like a source of pure spin currents needed for spin injection.

### 1.4.1 Spin Hall effects

The spin Hall effect originates from the spin-orbit interaction which couples the electron spin to the orbital motion [109]. The origin of the SHE is classified as:

* Intrinsic: if SO effects on the wave functions of the conducting band are predominant.
\& Extrinsic: if SO effects originates from the scattering potential of impurities or defects.
In a nonmagnetic conductor, the SOI generates a pure spin current $J_{\text {spin }}$ which is orthogonal to the charge current $J_{\text {charge }}$. The conversion efficiency of the charge current density into spin current density is
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Figure 1.12: Members of the Hall family: (a) Hall effect. (b) Anomalous Hall effect. (c) Spin Hall effect. (d) Quantum Hall effect. (e) Quantum Anomalous Hall effect. (f) Quantum Spin Hall effect. Numbers in parentheses indicate the years of each discovery. H is the external magnetic field, M is the intrinsic spontaneous magnetization, and S denotes spin. Taken from Ref.[108].
characterized by the spin Hall angle $\theta_{S H E}$ given by:

$$
\begin{equation*}
\theta_{S H E}=\frac{J_{\text {spin }}}{J_{\text {charge }}} \tag{1.51}
\end{equation*}
$$

The use of SHE, eventually, leads to the development of experiments and concepts involving the switching of magnetization in ferromagnetic materials via spin-transfer torque or spin-orbit torque [110], spin torque ferromagnetic resonance [111] and the SHE transistors [112].


Figure 1.13: (a) Charge-current-induced Spin Hall effect (SHE) in which the charge current $\boldsymbol{j}_{q}$ along the x-direction induces the spin current $\boldsymbol{j}_{s}^{H}$ in the y -direction with the polarization parallel to the $z$-axis. (b) Inverse Spin Hall effect (ISHE) in which the spin current $\boldsymbol{j}_{s}$ flowing along the x-direction with the polarization parallel to the
z-axis induces the charge current $\dot{j}_{q}^{H}$ in the y-direction, taken from Ref.[113].

### 1.4.2 Inverse Spin Hall effects and Tunneling Anomalous Hall Effects

The inverse spin-Hall effect (ISHE), displayed in figure 1.13a, qualifies the mechanism reciprocal to the SHE, in which a pure spin current can be converted into a charge current and a charge accumulation. The ISHE is caused by the bending of electron orbits of up and down spins into opposite directions normal to their group velocity, owing to the spin-orbit interactions [114, 115].

Furthermore, the interplay of SOI and exchange interactions at interfaces and tunnel junctions may result in a large difference of transmission for carriers, depending on the sign of their incident in-plane wave vector. This leads to an interfacial skew-tunneling effect that is referred to as anomalous tunnel Hall effect (ATHE) [12,57] or tunnel anomalous Hall effect (TAHE) [11] which allows one to convert pure spin currents to charge currents as well. Anomalous Tunnel Hall effect based on ferromagnetic semiconductors is one of the main focus of this work and will be discussed in detail in Chapter 5.

### 1.5 Generation of spin polarization for spin injection into a semiconductor

In conventional (non-magnetic) semiconductors, spin up and spin down populations are balanced macroscopically since they are randomly oriented. Finding an effective manner to generate a spin imbalance has been a great challenge in the spintronics and semiconductor community.


Figure 1.14: Techniques to generate spin-polarized electrons in a non-magnetic medium. Taken from [116].

A common way to proceed is an electrical spin injection from a ferromagnetic electrode or via optical pumping with a circularly polarized light source (laser). There are also other ways to create a spin imbalance based on the Spin Seebeck effect [117], where the spin imbalance arises due to the generation of a thermal gradient, or the spin Hall effect [109], where an electrical current driven through a material with a strong spin orbit interaction yields a spin imbalance at the edges of the conducting channel.
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### 1.5.1 Electrical injection

The electrical injection is well known for a wide application in spintronics devices because of its ability for integrating in the compact devices. This method has already been realized experimentally by Clark and Feher [118], who drove a direct current through a sample of $\operatorname{InSb}$ in the presence of a constant applied magnetic field. Then, Aronov [119, 120], and Aronov and Pikus [121] established several key concepts in electrical spin injection giving the way to inject a spin polarization from a ferromagnet into a semiconductor, electrically.

In a ferromagnetic material, the exchange interaction causes the spin up and spin down subbands to be split, yielding the differential density of states at the Fermi energy for the two spin subbands. This leads to a strong difference in the mobility of the two spin species. The total current through a ferromagnet, thus, can be described by two independent currents [122, 123] with different mobilities, leading to a net spin polarization injected into a semiconductor layer [124-128].


Figure 1.15: (a) Electrical spin injection in an epitaxially grown ferromagnetic semiconductor heterostructure, based on GaAs.a, Spontaneous magnetization develops below the Curie temperature $T_{C}$ in the ferromagnetic p-type semiconductor ( $\mathrm{Ga}, \mathrm{Mn}$ )As, depicted by the black arrows in the green layer. Under forward bias, spin-polarized holes from (Ga,Mn)As and unpolarized electrons from the n-type GaAs substrate are injected into the (In,Ga)As quantum well (QW, hatched region), through a spacer layer with thickness d, producing polarized EL. (b) Total electro-luminescence (EL) intensity of the device ( $d=20 \mathrm{~nm}$ ) under forward bias at temperature $T=6 \mathrm{~K}$ and magnetic field $H=1 \mathrm{Oe}$ is shown (black curve) with its corresponding polarization (red curve). Current $I=1.43 \mathrm{~mA}$. Note that the polarization is largest at the QW ground state ( $E=1.34 \mathrm{eV}$ ). The EL and polarization are plotted on semi-log and linear scales, respectively. Inset, a current-voltage plot characteristic of a $20-\mathrm{nm}$ spacer layer device. Taken from [129].

However, the conductivity mismatch between a ferromagnetic material and a semiconductor leads to a very low spin-injection efficiency [130-132]. A solution for this issue is to introduce a spin dependent interface resistance by using tunnel barriers in which the transmission is proportional to the product of the density of states on both sides [127, 133]. Thus, the resistivity for majority spin is lower than for minority spin, leading to a dependence of spin accumulation on the polarization at the tunnel barrier [68, 127, 134, 135]. Various kinds of tunnel barriers have been proposed, such as the "vacuum" tunnel barriers proposed by Alvaro et al. [136] with an efficiency about $30 \%$, or Schottky barriers which are naturally formed between a semiconductor and metal [137-139]. Analyzing degree of the circular polarization of the observed electroluminescence, Hanbicki et al [138] observed the spin efficiency up to $32 \%$ for the $\mathrm{Fe} / \mathrm{AlGaAs}$ contact. However, intermixing between a ferromagnetic material and semiconductor layer during growth process might lead to reduced interface quality, which plays an important role in spin injection. Therefore, the tunnel barrier which is created by inserting an isolating material between ferromagnetic contact and semiconductor may be an alternative solution. Motsynie et al [140] used $A l_{2} O_{3}$ as insulating material which
shows very high spin injection efficiency even at room temperature: $21 \%$ and $16 \%$ at 80 K and 300 K , respectively. Besides, a MgO tunnel barriers seem to be very an attractive way for spin injection into a semiconductor since the spin polarization reaches $57 \%$ at 100 K and $47 \%$ at 290 K , respectively [141].

Finally, a different approach to solve the conductivity mismatch problem is to use device based on ferromagnetic semiconductor/semiconductor like ( $\mathrm{Ga}, \mathrm{Mn}$ )As/GaAs Esaki zener diode structure [142] where the spin polarization could be achieved up to $80 \%$ [143-146]. This approach has attracted tremendous attention [67, 143, 147-149] for decades and is one of the main theoretical focuses of this work. For that concern, one needs to know the band structure of the involved materials. Typically, a complex band structure needs to be considered together with the matching conditions of the wave function at the interface. Note that the parallel components of the wave vectors $k_{\|}$of the electrons are preserved during tunneling process, and in the case of $(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As} / \mathrm{GaAs}$ based structure, only states close to the $\Gamma$-point with matching $k_{\| \mid}$are involved in the tunneling. Sankowski et al. [150] showed that the spin polarization increases as $k_{\| \mid}$increases and achieves the maximum value when $k_{\| \mid}$is parallel to the magnetization $\boldsymbol{M}$. Hence, rising the Mn content and the doping concentration would increase the spin polarization. However, in contrast, the spin lifetime in the GaAs decreases for high doping concentration leading to a decrease of spin polarization. Thus, in order to get high spin polarization, one needs to optimize the parameters to obtain the proper doping concentration.

### 1.5.2 Optical spin injection

Beside the electrical injection, the optical injection is also widely used for devices because of its simple design and allowance for a uniform carrier excitation over a large area of active region as well as an absorption in a broad wavelength region. The physical basis of optical injection is based on the interaction of light with a semiconductor crystal that can be described through the transition probabilities between two states given by Fermi's golden rule [43]:


Figure 1.16: (a) A schematic illustration of the band structure of GaAs and spinpolarized electrons generated by the absorption of circularly polarized light. (b) A schematic illustration of the $\mathrm{Pt} / \mathrm{GaAs}$ hybrid structure. $\theta$ is the in-plane angle between the incident direction of the illumination and the direction across the two electrodes attached to the Pt layer; $\theta=65^{\circ}$ is the angle of the light illumination to the normal axis of the film plane. (c) A schematic illustration of the inverse spin Hall effect induced by photoexcited pure spin currents in the Pt/GaAs system. Taken from [151].

$$
\begin{equation*}
\left.w_{i \rightarrow f}=\frac{2 \pi}{\hbar} \sum_{f}\left|\langle f| V_{f i}\right| i\right\rangle\left.\right|^{2} \delta\left(E_{f}-E_{i} \pm \hbar \omega\right) \tag{1.52}
\end{equation*}
$$

where $|i\rangle$ and $|f\rangle$ are the initial and final states and $V_{f i}$ is the perturbation operator. The delta function term indicates the conservation of energy, where an incident photon creates an electron-hole pair in conduction and valence bands for $\hbar \omega \geq E_{g}$. Because the momentum of the photon is small compared to the electron
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momentum, then one has $k_{e} \approx k_{h}$ which implicates a vertical transition in $\boldsymbol{k}$-space. In the first order, $V_{i j}$ may be approximated by an electrical dipolar potential, which does not depend on the spin, in the limit of weak SOI given by:

$$
\begin{equation*}
V_{f i}=\vec{d} \cdot \vec{E}=d_{x} E_{x}+d_{y} E_{y}+d_{z} E_{z} \tag{1.53}
\end{equation*}
$$

where $\vec{d}$ is the dipole moment and $\vec{E}$ is the electric field of the light wave in which the components of the electric field $E_{x}, E_{y}$ and $E_{z}$ are considered constant as the electric field variations are small compared to the periodical variation of the lattice potential. Note that the vector $\vec{d}$ is expressed as a spherical tensor $d_{ \pm}$for $\sigma^{ \pm}$optical transition. The conservation of angular momentum in interband transitions leads to selection rules applying for the total angular momentum $J=0, \pm 1$ and its projection on the quantization axis $m_{J}= \pm 1$, providing a way to directly convert a circularly polarized light to spin-polarized carriers. Typically, these selection rules are satisfied by left $\sigma^{+}$or right $\sigma^{-}$circularly polarized photons incident along the quantization axis which are emitted from a $\Delta m_{J}=-1$ transition.


Figure 1.17: Optical selection rules for dipole radiation: (a) In the case of a bulk active medium, the HH-band and LH-band are degenerated and (b) The electron $\rightarrow$ hole recombination in a quantum well structure, the epitaxial strain and quantum confinement lift the degeneracy between the HH-band and LH-band.

Figure 1.17 depicts the relative transition probabilities for $\sigma^{ \pm}$light in a bulk semiconductor and quantum well active medium at the $\Gamma$-point where the CB-HH transitions are three times greater than the CB-LH transition regardless to the active medium. In a bulk semiconductor, the HH and the LH bands are degenerated at the $\Gamma$-point leading to a limitation of the spin polarization injected into devices. The maximum of the spin polarization in this case can theoretically reach about $50 \%$. Whereas the spatial confinement in quantum well may lift the degeneracy of HH and LH bands leading to very high spin polarization efficiency, theoretically $100 \%$ of polarization could be achieved. One has to note that the optical selection rules are only strictly valid at the $\Gamma$-point. Moving away from this point may lead to an admixture of HH and LH yielding reduced net spin polarization. Nevertheless, the optical circular polarization in the active medium is not immediately converted to a spin polarization since this process is governed by a recombination time and the depolarization mechanism occurring during the transport which would provide a limit value for the spin injection efficiency.

In term of (Ga,Mn)As materials based structures, Endres et al. [152] has demonstrated that an efficient optical spin injection can be achieved with unpolarized light by illuminating a p-n junction where the ptype region consists of a (Ga,Mn)As ferromagnet semiconductor (see Fig. 1.18b, c). When a p-n junction based on GaAs (Fig 1.18a) is illuminated by photons with an energy exceeding the band gap, electronhole pairs are generated and will be separated in the built-in electric field of the p-n junction giving rise to a photo-voltage (photo-current). In a device employing the ferromagnetic semiconductor $(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As}$ on


Figure 1.18: (a) Schematic of an illuminated GaAs p-n junction showing the conduction and valence band edge $E_{C}$ and $E_{V}$ across the junction. Electron-hole pairs are separated in the electric field of the space charge region (see grey arrows) and generate a photo-voltage $V_{P V}$. Grey areas indicate occupied states. (b) Working principle of the spin solar cell (open circuit condition): the light-induced photovoltage drives an electron tunneling current (blue arrow) across the gap resulting in a spin accumulation on the n-GaAs side. Photoexcited electrons are only weakly polarized. (c) Working principle of the spin photodiode (biased circuit condition): at reverse bias the width of the tunnel barrier (depletion zone) increases and tunneling is suppressed. As a consequence, photoexcited electrons from the (Ga,Mn)As, which are spin-polarized, are drifting to the n -GaAs conduction band and generate an oppositely oriented spin accumulation. Taken from [152]
the p-side, a highly doped $n$-side will result in a narrow depletion zone and enables tunneling across the gap. The band bending region of this structure is mostly confined to the $n-G a A s$ because of the heavily p-doped $(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As}$. If such a p-n junction is illuminated, the resulting photo-current will mostly consist of photoexcited electrons from the $n-G a A s ~ s i d e ~ a n d ~ t h u s ~ o n l y ~ a ~ s m a l l ~ f r a c t i o n ~ o f ~ s p i n-p o l a r i z e d ~ e l e c t r o n s ~$ is created in the $(\mathrm{Ga}, \mathrm{Mn})$ As leading to the small spin polarization of the photo-current [152]. The charge accumulation in the n-GaAs leads to a photo-voltage which in turn causes electrons to tunnel across the narrow barrier into the $(\mathrm{Ga}, \mathrm{Mn})$ As. Due to the different tunneling probabilities for spin-up and spin-down electrons, spins accumulate in the n-GaAs, that is, light-induced spin extraction occurs (Fig 1.18b) that overcompensates the photo-current-induced spin accumulation [152]. This leads to the central working principle of spin solar cell in this case: the energy of the incident light is not only converted into a voltage (current) but also into a spin accumulation [152]. In not too highly n-doped junctions where tunneling is suppressed in reverse direction leading to another mode of operation, depicted in Fig. 1.18c. When a negative voltage is applied to the p-side of the junction (reverse bias), this would increase the depletion width and suppresses tunneling. Photoexcited electrons on the p -side are, due to the spin-dependent density of states in the valence band, spin-polarized and drift in the electric field of the junction into the conduction band of n-GaAs. This well-known spin photodiode effect, was theoretically predicted in 2001 by Žutić et al.
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[153, 154], results in a spin accumulation, however, with the spin orientation reversed in comparison to the spin solar cell effect. Consequently, light-induced spin injection occurs. The spin photodiode effect and its related phenomenon are now under theoretical and experimental efforts in the studies in our group at LSI Ecole Polytechnique and CNRS Thales as well.

### 1.6 Spin relaxation mechanisms in semiconductors

Spin relaxation is of great importances for spintronics since a spin polarization in a nonmagnetic material returns to its thermal equilibrium within the spin lifetime. In the case of III-V semiconductors, one may expect four mechanisms for spin relaxation of conduction electrons: Elliott-Yafet mechanism; D'yakonovPerel' mechanism; Bir-Aronov-Pikus mechanism; and Hyperfine interaction. The details of these four mechanisms can be found in Ref. [37]. Here, we just present the main points and consequences of these mechanisms.

### 1.6.1 Elliott-Yafet mechanism

In this mechanism, the spin relaxation is induced by the ordinary momentum scattering requiring a spin orbit interaction to couple the electron spin wave function with the lattice wave function. The SO coupling is described by:

$$
\begin{equation*}
V_{S O}=\frac{\hbar}{4 m^{2} c^{2}}\left(\nabla V_{S C} \times \boldsymbol{p}\right) \cdot \boldsymbol{\sigma} \tag{1.54}
\end{equation*}
$$

where m is the free-electron mass, $V_{S C}$ is the scalar periodic lattice potential, $\boldsymbol{p}$ is the linear momentum operator and $\sigma$ are the Pauli matrices. The Bloch wave functions are not the eigenstates of $\sigma_{z}$ but a combination of Pauli spin up $|\uparrow\rangle$ and spin down $|\downarrow\rangle$ states. In the case of III-V semiconductors, the spin relaxation of conduction electron with energy $E_{\boldsymbol{k}}$ is characterized by a spin lifetime $\tau_{s}\left(E_{\boldsymbol{k}}\right)$ given by [37]

$$
\begin{equation*}
\frac{1}{\tau_{s}\left(E_{\boldsymbol{k}}\right)}=A\left(\frac{\Delta_{S O}}{E_{g}+\Delta_{S O}}\right)^{2}\left(\frac{E_{\boldsymbol{k}}}{E_{g}}\right)^{2} \frac{1}{\tau_{p}\left(E_{\boldsymbol{k}}\right)} \tag{1.55}
\end{equation*}
$$

where $\tau_{p}\left(E_{\boldsymbol{k}}\right)$ is the momentum scattering time at energy $\left(E_{\boldsymbol{k}}\right), E_{g}$ is the energy gap, and $\Delta_{S O}$ is the spin-orbit splitting of the valence band. The coefficient A depends on the dominant scattering mechanism.


Figure 1.19: Schematic of Elliott-Yafet mechanism: relaxation by diffusion on impurities or phonons.

Equation 1.55 implicates that the Elliott-Yafet mechanism is important for small-gap semiconductor with large SO interaction. For a degenerate semiconductor, $E_{\boldsymbol{k}}=E_{f}$ whereas for a nondegenerate semiconductor $E_{\boldsymbol{k}} \simeq k_{B} T$. However, $\tau_{s} \sim \tau_{p}$ in both cases. Besides, the temperature dependence of $\tau_{s}$ and $\tau_{p}$ are similar for degenerate semiconductors, while for a non degenerate semiconductor, one has $\frac{1}{\tau_{s}(T)} \sim \frac{T^{2}}{\tau_{p}(T)}$ except in the case of scattering by charged impurities [37]: $\frac{1}{\tau_{s}(T)} \sim T^{1 / 2}$ and $\tau_{p}(T) \sim T^{3 / 2}$.

### 1.6.2 D'yakonov-Perel' mechanism

The D'yakonov-Perel' mechanism is a particular mechanism of spin relaxation of systems lacking inversion symmetry such as the bulk III-V semiconductors or the interfaces between different materials. In these systems, the two spin up and spin down states are split: $E_{\boldsymbol{k} \uparrow} \neq E_{\boldsymbol{k} \downarrow}$. This splitting can be described by introducing the intrinsic effective $\boldsymbol{k}$-dependent field (see section 1.3) which is well known as D'yakonov-Perel' effective field. The corresponding Hamiltonian describing the precession of electrons in the conduction band is given by Eq. 1.43 with the Larmor frequency defined in Eq. 1.44.


FIGURE 1.20: Schematic of D'yakonov-Perel' mechanism: relaxation by spin precession around the effective $\boldsymbol{k}$-dependent SO magnetic field as well as by diffusion on the crystalline network

If we characterize the momentum scattering by momentum relaxation time $\tau_{p}$ and put $\Omega_{a v}$ as the average magnitude of Larmor frequency, then one may consider two limiting cases:

* $\tau_{p} \Omega_{a v} \geq 1$ : In this limit, the spin dephasing rate is proportional to the bandwidth $\Delta \Omega$ of the Larmor frequencies such that $\frac{1}{\tau_{s}} \approx-\Delta \Omega$ leading to $\tau_{s} \sim \tau_{p}$ [37].
* $\tau_{p} \Omega_{a v} \leq 1$ : In this case, one has $\frac{1}{\tau_{s}}=\Omega_{a v}^{2} \tau_{p}$, or in other word, the spin lifetime is inversely proportional to the momentum relaxation time [37].

In comparison with the Elliott-Yafet mechanism, one observes that the relation of the dephasing rate to the momentum scattering time is opposite. Additionally, in the Elliott-Yafet mechanism the relaxation takes place during the scattering event, whereas in the D'yakonov-Perel' mechanism, the relaxation is between the scattering events.

### 1.6.3 Bir-Aronov-Pikus mechanism

The electron-hole exchange scattering, which was first shown by Bir et al. in 1975, may also cause spin relaxation [155, 156]. This mechanism is very important, typically for p-doped semiconductors at low temperature. The exchange interaction between electrons and holes is given by the following Hamiltonian [37]:

$$
\begin{equation*}
H_{B A P}=A_{x} \boldsymbol{S} . \boldsymbol{J}_{h} \delta(\boldsymbol{r}) \tag{1.56}
\end{equation*}
$$

where $A_{x}$ is proportional to the matrix element of the Coulomb exchange interaction between conduction and valence band states. $\boldsymbol{S}$ is the electron spin operator and $\boldsymbol{J}_{h}$ is the operator of the total angular momentum of the hole, $\delta(\boldsymbol{r})$ depicts the relative position of the electron and hole.


Figure 1.21: Schematic of Bir-Aronov-Pikus mechanism: Electron-Hole exchange interaction leading to fast spin relaxation through Elliot-Yafet mechanism

This exchange interaction acts like an effective magnetic field and entails a spin exchange during the scattering process. Consequently, the long range interaction provides the spin-flip since the SOI induces the splitting of the valence band. The spin-flip scattering probability, thus, depends mainly on the states of holes, then, results in the spin relaxation.

For a non degenerate hole system, the spin relaxation resulting from Bir-Aronov-Pikus mechanism is given by $[37,103,156]$ :

$$
\begin{equation*}
\frac{1}{\tau_{s}}=\frac{2}{\tau_{0}} N_{a} a_{B}^{3} \frac{v_{\boldsymbol{k}}}{v_{B}}\left[\frac{P}{N_{a}}|\psi(0)|^{4}+\frac{5}{3} \frac{N_{a}-P}{N_{a}}\right] \tag{1.57}
\end{equation*}
$$

where $N_{a}$ is the density of acceptor, $a_{B}=\frac{\hbar^{2} \epsilon}{e^{2} m_{c}}$ the exciton Bohr radius, $m_{c}$ is the effective mass of electron in the conduction band, p is the density of free holes, $\tau_{0}$ is an exchange splitting parameter: $\frac{\hbar}{\tau_{0}}=\frac{3 \pi}{64} \frac{\Delta_{e x}^{2}}{E_{B}}$ (with $E_{B}=\frac{\hbar^{2}}{2 m_{c} a_{B}^{2}}$ is the Bohr exciton energy and $\Delta_{e x}$ is the exchange splitting of the excitonic ground state), and $v_{B}=\frac{\hbar}{m_{c} a_{B}} ;|\psi(0)|^{2}$ is the Sommerfeld's factor, which enhances the free hole contribution and is given by:

$$
\begin{equation*}
|\psi(0)|^{2}=\frac{2 \pi}{\kappa}\left[1-\exp \left(-\frac{2 \pi}{\kappa}\right)\right]^{-1} \tag{1.58}
\end{equation*}
$$

for an un-screened Coulomb potential, where $\kappa=\frac{E_{k}}{E_{B}}\left(|\psi(0)|^{2}=1\right.$ for a completely screened potential)
For a degenerate hole system, the spin dephasing rate is given by [37, 103]

$$
\begin{equation*}
\frac{1}{\tau_{s}}=\frac{3}{\tau_{0}} p a_{B}^{3} \frac{\left\langle v_{k}\right\rangle}{v_{B}} \frac{k_{B} T}{E_{F h}} \tag{1.59}
\end{equation*}
$$

where $E_{F h}$ is the hole Fermi energy and $|\psi(0)|^{2}=1$ for degenerate holes. Note that Bir-Aronov-Pikus mechanism dominates in n-doped 2D heterostructures with optical spin injection [157, 158] where the Bir-Aronov-Pikus dephasing rate is proportional to the hole density which is proportional to the laser intensity in the case of optical spin injection.

### 1.6.4 Hyperfine interaction

The hyperfine interaction comes from the exchange interaction between the spin of electrons and nuclear spin of atoms in the crystalline lattice where the total nuclear spin is non-zero $S_{n} \neq 0$ [37]. The effective Hamiltonian for the hyperfine interaction is given by [37]:

$$
\begin{equation*}
H=\frac{8 \pi}{3} \frac{\mu_{0}}{4 \pi} g_{0} \mu_{B} \sum_{i} \hbar \gamma_{n, i} \boldsymbol{S} . \boldsymbol{I}_{\boldsymbol{i}} \delta\left(\boldsymbol{r}-\boldsymbol{R}_{\boldsymbol{i}}\right) \tag{1.60}
\end{equation*}
$$

where $\mu_{0}$ is the vacuum permeability, $g_{0}=2.0023$ is the free electron g factor, $\mu_{B}$ is the Bohr magneton, $\boldsymbol{i}$ is the label for nuclei at positions $\boldsymbol{R}_{\boldsymbol{i}}, \boldsymbol{S}$ and $\boldsymbol{I}_{\boldsymbol{i}}$ are electron and nuclear spin operators, respectively, expressed in the units of $\hbar$, and $\gamma_{n, i}$ is the nuclear gyromagnetic ratio. The Hamiltonian 1.60 implicates that the spin of an electron experiences an effective magnetic field, which is generated by the hyperfine interaction, given by [37]

$$
\begin{equation*}
\boldsymbol{B}_{n}=\frac{2 \mu_{0}}{3} \frac{g_{0}}{g} \mu_{B} \sum_{i} \hbar \gamma_{n, i} \boldsymbol{S} \boldsymbol{I}_{i} \delta\left(\boldsymbol{r}-\boldsymbol{R}_{i}\right) \tag{1.61}
\end{equation*}
$$



Figure 1.22: Schematic of Hyperfine interaction mechanism: Electron-Nucleus exchange interaction.

Commonly in semiconductors, the influence of the hyperfine interaction on the global spin relaxation is small compared to the impact of mechanisms originating from SO like Elliott-Yafet mechanism or D'yakonov-Perel' mechanism. However, its contribution may become significant when the nucleus polarization increases in case of optical pumping.
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Calculating the electronic structure and band dispersion of a single and many body systems (multilayers) is a very complex task which still requires modern computer hardware. Commonly, material science computational methods for the band structure calculation fall into two general approaches [53]:

* The first approach involves ab-initio methods, such as Density Functional Theory (DFT) or HartreeFock method from first principle techniques without the need of empirical parameters except in a LSDA + U approach [159].
* The second approach, less consuming, consists of far more computationally efficient semi-empirical methods such as the empirical pseudopotential method (EPM) [160, 161], Tight-binding (TB) and the $\boldsymbol{k} \cdot \boldsymbol{p}$ method, according to which energy band structure is obtained from a set of parameters: the energy gaps at $\Gamma$ point, the momentum matrix elements and the strength of the spin-orbit (SO) coupling. The number of energy bands (or levels) effectively implemented is related to the precision chosen for the results.


Figure 2.1: (a) Band structure of GaAs (belongs to $T_{d}$ group) calculated in framework of 30-band $\boldsymbol{k} . \boldsymbol{p}$ model. The energy at the top of the filled valance bands has been taken to be zero. (b) Density of states (DOS) calculated with native 30-band $\boldsymbol{k} . \boldsymbol{p}$ method and 38 -band ( 30 bands +8 ghost-bands detailed hereafter) which shows that the ghost-band weakly affects the DOS which is in good agreement with the experimental results and numerical results, calculated by Density Functional Theory in Ref.[46].

In the present work, our main focus is to develop a multiband $\boldsymbol{k} . \boldsymbol{p}$ framework to describe the electronic structure within the Brillouin zone (BZ) of semiconductors and related heterostructures. It consists in applying a perturbation approach from the unique knowledge of those parameters at the $\Gamma$ point. We first describe the main issues of DFT fundamentals before discussing the semi-empirical tight-binding and $\boldsymbol{k} . \boldsymbol{p}$ schemes.

Description of the k.p method First, we start with the description of the $\boldsymbol{k} . \boldsymbol{p}$ method and obtain the $\boldsymbol{k} . \boldsymbol{p}$ equation for the envelope function by using the Bloch theorem. We then discuss the way how to build $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonians for $O_{h}$ and $T_{\boldsymbol{d}}$ semiconductors from the point of view of symmetry using Linear Combination of Atomic Orbital (LCAO) and Tight-Binding (TB) principle. To exactly match the true band structure, one has to work with an infinite basis set (infinite dimensional Hamiltonian) which has to be restricted to a finite number of bands: 2-band effective model may be employed to describe the
conduction states near the $\Gamma$ point whereas a 6 -band Luttinger-Kohn model may describe the valence band of p-symmetry in an effective Hamiltonian approach using the Luttinger-Kohn parameters [162]. Furthermore, a 8-band $\boldsymbol{k} . \boldsymbol{p}$ model is needed to describe the coupling between the conduction and valence bands, whereas a 14-band $\boldsymbol{k} . \boldsymbol{p}$ model becomes mandatory to property describe spin-orbit interactions (SOI) coupled to the absence of inversion symmetry involving Dresselhaus terms [94]. Beyond, a 30-band $\boldsymbol{k} . \boldsymbol{p}$ or 40-band $\boldsymbol{k} . \boldsymbol{p}$ is mandatory to describe the spin injection properties in the full BZ , as required for an indirect band gap group IV semiconductors like $\mathrm{Si}, \mathrm{Ge}$, and their compounds alloys and related heterostructures. These finite multiband Hamiltonians are detailed in this chapter and Appendix A.

However, the price to pay for such simplification within finite dimensional basis like pointed out in Ref. [163], is that spurious or unphysical states emerge at large wave vectors as a consequence of the truncation of the remote bands necessary to recover the Bloch periodicity. These states are unphysical and have to be removed in the electronic structure to restore the relevant physical properties. We suggest here a new method based on an extension to Kolokolov's proposal [164] and called "Ghost band" method. We will show that this novel method is very robust and can be adapted to very wide cases, from 8-band up to, at least, 40 band $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonian.

Finally, we review some details on the effective Hamiltonian for both CB and VB (conduction and valence bands) by including SOI and the effect of exchange interactions within possible strain field accounted for the framework of $\boldsymbol{k} . \boldsymbol{p}$ theory before investigating the main transport properties.

### 2.1 Density Functional Theory (DFT)

We give here some insight about the Density Functional Theory (DFT) technique which is a powerful technique to solve many-body problems in solid state physics by reducing the complexity to an effective single-particle equations. The advantage of DFT is that, unlike the $\boldsymbol{k} . \boldsymbol{p}$ method, it represents an ab initio technique without any further needed input than atomic parameters (and positions) which makes it straightforwardly applicable to many systems with high predictivity. The representation of the a priori unknown exchange-correlation functional, described hereafter, has been improved from the local density via the generalized gradient approximation to more sophisticated functions allowing for an accurate description of strongly correlated systems [165, 166].

## Born-Oppenheimer approximation

In detail, the general free Schrödinger Hamiltonian describing the full interactions of the electronic system, which constitutes a complex many-body problem, cannot, generally, be solved numerically nor analytically. In this case, the well-known Born-Oppenheimer approximation makes an important simplification. Here, the assumption is that the motion of atomic nuclei and electrons in a molecule can be treated separately. Accordingly, the nuclei coordinates are fixed within the Born-Oppenheimer approximation and the Hamiltonian is solved for that particular set of atomic positions.

## Hohenberg-Kohn theorems

The basic idea of DFT has been developed in the 1960 by Hohenberg and Kohn [167]. They proved for a system with a non-degenerate groundstate that the potential and therefore the Hamiltonian is a unique functional of the electron density $n(\boldsymbol{r})$ alone. A generalized proof was given by Levy [168]. This yields the famous Hohenberg-Kohn theorem:

* All ground state properties of a given many-body system are unique functionals of the electron density $n(\boldsymbol{r})$.
* The total energy functional $E[n]$ underlies the variational principle:

$$
\begin{equation*}
\frac{\partial E[n]}{\partial n(\boldsymbol{r})}=\mu \tag{2.1}
\end{equation*}
$$

where $\mu$ is a Lagrange-multiplicator and that will correspond to the Femi level, consuming the particle conversation

$$
\begin{equation*}
N-\int n(\boldsymbol{r}) d \boldsymbol{r}=0 \tag{2.2}
\end{equation*}
$$

and where the ground state density $n_{0}$ minimizes the energy functional:

$$
\begin{equation*}
E[n] \geq E\left[n_{0}\right]=E_{0} \tag{2.3}
\end{equation*}
$$

## Kohn-Sham equation

The basic idea of Kohn and Sham [169] is to represent an interacting system by a non-interacting system with the same electron density to obtain a good approximation for the contribution of the kinetic energy to the energy functional $E[n]$. The functional $E[n] 2.3$ then can be split into several parts and written as [170]:

$$
\begin{equation*}
E[n]=T_{0}[n]+\iint d \boldsymbol{r} d \boldsymbol{r}^{\prime} \frac{n(\boldsymbol{r}) n(\boldsymbol{r})^{\prime}}{\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|}+E_{x c}[n]+\int d \boldsymbol{r} n(\boldsymbol{r}) V_{e x t}(\boldsymbol{r}) \tag{2.4}
\end{equation*}
$$

where $n(\boldsymbol{r})$ is the electron density, $V_{\text {ext }}$ is the external potential, and $T_{0}[n]$ describes the kinetic energy of a system of non-interacting particles with the same electron density. The second term denotes the Coulomb interaction of the electrons in the Hartree approximation and $E_{x c}$ is the exchange correlation energy arising due to the exchange and correlation effects of the electron density itself.

For the following discussion it is intuitive to introduce a wave-function representation. Then the electron density can be expressed by:

$$
\begin{equation*}
n(\boldsymbol{r})=\sum_{i=1}^{N}\left|\phi_{i}(\boldsymbol{r})\right|^{2} \tag{2.5}
\end{equation*}
$$

where the summation extends over the N orbitals with the lowest eigenvalues. The functional for the kinetic energy $T_{0}$ reads in that basis:

$$
\begin{equation*}
T_{0}[n]=\sum_{i=1}^{N} \int \nabla \phi_{i}^{*}(\boldsymbol{r}) \nabla \phi_{i}(\boldsymbol{r}) d \boldsymbol{r} \tag{2.6}
\end{equation*}
$$

The next important step is to apply the variational principle, which is stated in the Hohenberg-Kohn theorems, to the energy functional 2.4 under the Lagrange constraint that the normalization of the wavefunction $\phi_{i}$ is conserved:

$$
\begin{equation*}
\sum_{i} \epsilon_{i}\left(\int \phi_{i}^{*}(\boldsymbol{r}) \phi_{i}(\boldsymbol{r}) d \boldsymbol{r}-1\right) \tag{2.7}
\end{equation*}
$$

where $\epsilon_{i}$ are the Lagrange-parameters. The variation of the energy functional $E[n]$ then yields the pseudo Schrödinger equation according to:

$$
\begin{equation*}
\left(-\nabla^{2}+V_{e f f}[n]\right) \phi_{i}=\epsilon_{i} \phi_{i} \tag{2.8}
\end{equation*}
$$

The effective potential $V_{\text {eff }}$ covers all previously discussed contributions to the energy and reads:

$$
\begin{equation*}
V_{e f f}[n]=\int \frac{n\left(\boldsymbol{r}^{\prime}\right)}{\boldsymbol{r}^{\prime}-\boldsymbol{r}} d \boldsymbol{r}^{\prime}+V_{e x t}(\boldsymbol{r})+\frac{\partial E_{x c}[n]}{\partial n} \tag{2.9}
\end{equation*}
$$

and the determination of the kinetic energy $T_{0}$ :

$$
\begin{equation*}
T_{0}[n]=\sum_{i=1}^{N} \epsilon_{i}-\int V_{e f f}^{\prime}\left[n^{\prime}\right] n(\boldsymbol{r}) d \boldsymbol{r} \tag{2.10}
\end{equation*}
$$

where $V_{\text {eff }}^{\prime}$ is the effective potential for a trial electron density $n^{\prime}$. The total energy functional then reads:

$$
\begin{equation*}
E[n]=\sum_{i=1}^{N} \epsilon_{i}-\int V_{e f f}^{\prime}(\boldsymbol{r}) n(\boldsymbol{r})+\int V_{e x t}(\boldsymbol{r}) n(\boldsymbol{r})+\iint \frac{n(\boldsymbol{r}) n\left(\boldsymbol{r}^{\prime}\right)}{\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|}+E_{x c}[n] \tag{2.11}
\end{equation*}
$$

where the first term accounts the single-particle contribution.
It is worth to point out that the eigenvectors $\phi_{i}$ of the Kohn-Sham equation 2.8 have to be obtained self-consistently as the effective potential is a functional of the density itself.

## Spin-density functional theory

For the purpose of incorporating magnetic effects, DFT has to be generalized for two spin channels. Going a step beyond the Hohenberg-Kohn approach, independently Hedin [166] and Pant and Rajagopal [171] extended the method by including spin-dependent electron densities or alternatively a magnetization density $m(\boldsymbol{r})$ and generalized the Hohenberg-Kohn theorem to the spin-polarized case. Within the later notation the variational principle becomes:

$$
\begin{equation*}
E[n(\boldsymbol{r}), m(\boldsymbol{r})] \geq E\left[n_{0}(\boldsymbol{r}), m_{0}(\boldsymbol{r})\right]=E_{0} \tag{2.12}
\end{equation*}
$$

where the electron and magnetization density are defined by:

$$
\begin{align*}
n(\boldsymbol{r}) & =n^{\uparrow}(\boldsymbol{r})+n^{\downarrow}(\boldsymbol{r})  \tag{2.13}\\
m(\boldsymbol{r}) & =n^{\uparrow}(\boldsymbol{r})-n^{\downarrow}(\boldsymbol{r}) \tag{2.14}
\end{align*}
$$

where $n^{\uparrow}$ and $n^{\downarrow}$ are spin up and spin down densities, respectively.
In general, the two-component Pauli spinors or the spin-density matrix $\rho_{\alpha, \beta}$ as originally proposed [166, 171] are used to derive the spin-dependent Kohn-Sham equations. Analogously the derivations of the Kohn and Sham for DFT [169], the basic equations of SDFT turn out to be effective single-particle Pauli-Schrödinger equations:

$$
\begin{equation*}
\left\{-\nabla^{2}+V_{e f f}^{\sigma}[n, m]\right\} \phi_{i}^{\sigma}=\epsilon_{i}^{\sigma} \phi_{i}^{\sigma} \tag{2.15}
\end{equation*}
$$

where the two components $\phi^{\sigma}$ are coupled to each other and optionally to an external magnetic field, which can enter the effective potential $V_{\text {eff }}$. It is important to note that we did not take into account here any possible non-collinearity or relativistic effects like spin-orbit coupling.

## Exchange-interaction potential.

The most important approaches to find accurate approximations to the exchange-correlation potential are the local-density approximation (LDA) and the generalized gradient approximation (GGA).

In the LDA - or, in the spin-polarized case, local spin density approximation (LSDA) - the function $E_{x c}^{L D A}$ is assumed to be locally approximated by the exchange-correlation energy of a homogeneous electron gas of the density $n(\boldsymbol{r})$ [172]. This procedure is similar to the Thomas-Fermi-approximation for the kinetic energy of an inhomogeneous electron system. Integrating the locally defined function of spin dependent electron densities over then whole space yields the total exchange-correlation energy according to:

$$
\begin{equation*}
E_{x c}^{L S D}\left[n_{\uparrow}(\boldsymbol{r}), n_{\downarrow}(\boldsymbol{r})\right]=\int\left[\epsilon_{x}^{h o m}\left(n_{\uparrow}(\boldsymbol{r}), n_{\downarrow}(\boldsymbol{r})\right)+\epsilon_{c}^{h o m}\left(n_{\uparrow}(\boldsymbol{r}), n_{\downarrow}(\boldsymbol{r})\right)\right] d \boldsymbol{r} \tag{2.16}
\end{equation*}
$$

While the exchange energy $\epsilon_{x}^{h o m}$ is known exactly for the homogeneous electron liquid, developing a parametrization of the correlation energy $\epsilon_{c}^{h o m}$ is a highly non-trivial problem.

Due to the fact that any real system has a spatially varying electron density, the LSDA approach can be improved by considering gradient corrections to give

$$
\begin{equation*}
E_{x c}^{G G A}\left[n_{\uparrow}(\boldsymbol{r}), n_{\downarrow}(\boldsymbol{r})\right]=\int f\left(n_{\uparrow}(\boldsymbol{r}), n_{\downarrow}(\boldsymbol{r}), \nabla n_{\uparrow}(\boldsymbol{r}), \nabla n_{\downarrow}(\boldsymbol{r})\right) d \boldsymbol{r} \tag{2.17}
\end{equation*}
$$

There are many different ways to construct the function $f$, one of the most reliable ones has been developed by Perdew et al. [173]. Besides this most commonly used LDA and GGA functionals, part of the additional correlation effects can be described within the LDA + U - approach [174].

### 2.2 The tight-binding method [175]

We are now going to review the general procedure of the Tight-Binding (TB) method. The ideas of TB are closely related to the Linear Combination of Atomic Orbitals (LCAO) method which is based on the superposition of wave functions of isolated atoms located at each atom site in the lattice. If we assume that $V(\boldsymbol{r})$ is the periodic potential formed by the atoms in the lattice, then in the framework of TB method, $V(\boldsymbol{r})$ may be written as a sum of atomic potentials at each site and the potentials from neighbors [46, 76, 176]:

$$
\begin{equation*}
V(\boldsymbol{r}) \simeq \sum_{m} U\left(\boldsymbol{r}-\boldsymbol{R}_{\boldsymbol{m}}\right)+\sum_{l \neq m} U\left(\boldsymbol{r}-\boldsymbol{R}_{\boldsymbol{l}}\right) \tag{2.18}
\end{equation*}
$$

here, $U\left(\boldsymbol{r}-\boldsymbol{R}_{\boldsymbol{m}}\right)$ is the atomic potential at $\boldsymbol{r}$ contributed by an atom which is located at $\boldsymbol{R}_{\boldsymbol{m}}$ and $\sum_{l \neq m} U\left(\boldsymbol{r}-\boldsymbol{R}_{\boldsymbol{l}}\right)$ is the potential from its neighbors which is considered as perturbative potential.

The Schrödinger equation for an electron in the crystal is given by:

$$
\begin{equation*}
\left[-\frac{\hbar^{2}}{2 m} \nabla^{2}+V(\boldsymbol{r})\right] \psi(\boldsymbol{r})=E \psi(\boldsymbol{r}) \tag{2.19}
\end{equation*}
$$

Substituting 2.18 to 2.19 one may re-write Eq. 2.19 in terms of:

$$
\begin{equation*}
\left[-\frac{\hbar^{2}}{2 m} \nabla^{2}+\sum_{m} U\left(\boldsymbol{r}-\boldsymbol{R}_{\boldsymbol{m}}\right)+\sum_{l \neq m} U\left(\boldsymbol{r}-\boldsymbol{R}_{\boldsymbol{l}}\right)\right] \psi(\boldsymbol{r})=E \psi(\boldsymbol{r}) \tag{2.20}
\end{equation*}
$$

Equation 2.19 gives rise a meaning that the electron at each side feels not only the atomic potential at the same side but also the potential from its neighbors which is given by the perturbative potential $\sum_{l \neq m} U\left(\boldsymbol{r}-\boldsymbol{R}_{\boldsymbol{l}}\right)$.

Let us now assume that the solutions for the Schrödinger equation of the free atoms that form the crystal:

$$
\begin{equation*}
\left[-\frac{\hbar^{2}}{2 m} \nabla^{2}+U(\boldsymbol{r})\right] \chi_{i}(\boldsymbol{r})=E_{i} \chi_{i}(\boldsymbol{r}) \tag{2.21}
\end{equation*}
$$

are known, where $U(\boldsymbol{r})$ is the atomic potential of a free atom and $\chi_{i}(\boldsymbol{r})$ is the eigentstate of an electron in the atomic energy level $E_{i}$.

If there are $a$ atoms in the primitive cell and their coordinates are given by:

$$
\begin{equation*}
\boldsymbol{R}_{\boldsymbol{m}}+\boldsymbol{r}_{\alpha} \tag{2.22}
\end{equation*}
$$

where $\boldsymbol{r}_{\alpha}$ represents the position of one atom inside the primitive cell. Then Eq.2.20 or Eq.2.19 may admit a solution in the form of linear combination of Bloch function which can be constructed as [176]:

$$
\begin{equation*}
\psi_{n, \boldsymbol{k}}(\boldsymbol{r})=\frac{1}{\sqrt{N}} \sum_{n=1}^{N} \sum_{\alpha=1}^{a} e^{i \boldsymbol{k} \cdot \boldsymbol{R}_{\boldsymbol{m}}} \chi_{n}\left(\boldsymbol{r}-\boldsymbol{R}_{\boldsymbol{m}}-\boldsymbol{r}_{\alpha}\right) \tag{2.23}
\end{equation*}
$$

where N is the number of primitive cells in the crystal, $\boldsymbol{k}$ is the wave vector within the first Brillouin zone whose values are determined by the periodic boundary conditions. However, the atomic orbitals $\chi_{j}(\boldsymbol{r})$ on different atomic sites are not orthogonal to one another. Thus, Löwdin et al. [177] has proposed an orthogonal set which is obtained from this nonorthogonal one in Eq. 2.23 in such a way it preserves the symmetry properties of the original set. The relation between Löwdin functions and 2.23 functions is given by the transformation [176]:

$$
\begin{equation*}
f_{n}\left(\boldsymbol{r}-\boldsymbol{R}_{\boldsymbol{l}}-\boldsymbol{r}_{\alpha}\right)=\sum_{i, \boldsymbol{R}_{\boldsymbol{m}}} S_{j \boldsymbol{R}_{\boldsymbol{l}}, i \boldsymbol{R}_{\boldsymbol{m}}}^{1 / 2} \chi_{i, \boldsymbol{R}_{\boldsymbol{m}}} \tag{2.24}
\end{equation*}
$$

where $S$ is the overlap matrix which has a greater extent in space than the atomic orbitals, implying that the Hamiltonian matrix will have elements significantly different from zero between atoms that are second or third nearest neighbors. The orthogonal basis set for building TB Hamiltonian can then be formed from these Löwdin functions as:

$$
\begin{equation*}
\Phi_{n, \boldsymbol{k}}=\frac{1}{\sqrt{N}} \sum_{m} \sum_{\alpha} e^{i \boldsymbol{k} \cdot \boldsymbol{R}_{\boldsymbol{m}}} f_{n}\left(\boldsymbol{r}-\boldsymbol{R}_{\boldsymbol{m}}-\boldsymbol{r}_{\alpha}\right) \tag{2.25}
\end{equation*}
$$

The wave function of an electron in crystal can be written in terms of basis set 2.25 as:

$$
\begin{equation*}
\Psi_{m, k}=\sum_{m} c_{m n} \Phi_{n, \boldsymbol{k}} \tag{2.26}
\end{equation*}
$$

Note that, the matrix elements of the TB Hamiltonian built from the Löwdin functions are not the same as the atomic energies. However, this is not important since after all, the tight-binding Hamiltonian is formed in a parametrization scheme. Using the Löwdin functions to replace the atomic orbitals, the orthogonality properties are fulfilled. Therefore, substituting Eq. 2.26 and Eq. 2.25 to Eq.2.19, multiplying by $\Psi_{\boldsymbol{k}}^{*}$ from the left and integrating over space, gives the coupled equations for the expansion coefficients $c_{m, n}$ as:

$$
\begin{equation*}
\sum_{m, n}\left(H_{m n, m^{\prime} n^{\prime}}-E(\boldsymbol{k}) \delta_{m m^{\prime}} \delta_{n n^{\prime}}\right) c_{m^{\prime}, n^{\prime}}(\boldsymbol{k})=0 \tag{2.27}
\end{equation*}
$$

where:

$$
\begin{equation*}
H_{m n, m^{\prime} n^{\prime}}=\frac{1}{N} \sum_{m, m^{\prime}} e^{i\left(\boldsymbol{R}_{\boldsymbol{m}}-\boldsymbol{R}_{\boldsymbol{m}^{\prime}}\right)} \int f\left(\boldsymbol{r}-\boldsymbol{R}_{\boldsymbol{m}}-\boldsymbol{r}_{\boldsymbol{n}}\right) H f\left(\boldsymbol{r}-\boldsymbol{R}_{\boldsymbol{m}^{\prime}}-\boldsymbol{r}_{\boldsymbol{n}^{\prime}}\right) d \boldsymbol{r} \tag{2.28}
\end{equation*}
$$

The $H_{m n, m^{\prime} n^{\prime}}$ depend on the overlap integral of the Löwdin functions on the different sites which up to the nearest neighbors is good enough to give satisfactory results for some cases, but sometime one has to include the next nearest neighbors also to get more accurate results.

### 2.3 The k.p methods [29, 163]

In 1970, Bir and Pikus [29, 178, 179] observed an interesting result that, first of all, only the neighborhoods of the band extrema are important for the semiconductors because their electronic properties like transport are governed by the shape of the extrema of the various energy band. Secondly, the qualitative physics should be governed by the shape of those energy surface which means that a property should be readily obtainable from symmetry arguments. The first observation has led to the common view of the $\boldsymbol{k} . \boldsymbol{p}$ scheme
as a perturbation theory which was developed by Dresselhaus et al. [89] and Kane [180]. The second observation has manifested itself through the power of symmetry analysis like in the method of invariants introduced by Luttinger [162]. In fact, one can treat well beyond the neighborhood of band extrema which was already demonstrated by Cardona and Pollak in 1966 [181]. In this work, they obtained realistic band structure for Si and Ge using a full-zone $\boldsymbol{k} . \boldsymbol{p}$ theory. However, due to the fact that the $\boldsymbol{k} . \boldsymbol{p}$ method is a consequence of basic equations of quantum mechanic, therefore in the following, we will review the general case of an electron in a crystal which is described by a Schrödinger equation admitting Bloch solutions to get the general equation for the $\boldsymbol{k} . \boldsymbol{p}$ method.

### 2.3.1 Schrödinger equation and Bloch theorem. General views of $k . p$ method

Starting with the Schrödinger equation for one electron in the crystal's structure involving spin-orbit interactions 1.10 one has:

$$
\begin{equation*}
H \Psi=E \Psi \tag{2.29}
\end{equation*}
$$

where the Hamiltonian $H$ writes:

$$
\begin{equation*}
H=\frac{p^{2}}{2 m_{0}}+V(\boldsymbol{r})+\frac{g \hbar}{4 c^{2} m_{0}^{2}}(\nabla V(\boldsymbol{r}) \times \boldsymbol{p}) \boldsymbol{\sigma} \tag{2.30}
\end{equation*}
$$

here $V(\boldsymbol{r})$ represents the periodic potential within the crystal, $m_{0}$ is the effective mass of electron in the crystal, $\boldsymbol{p}$ is the momentum operator, $\boldsymbol{\sigma}$ the Pauli operator, and $g$ the Lande factor.

$$
\begin{equation*}
V(\boldsymbol{r})=V\left(\boldsymbol{r}+\boldsymbol{R}_{\boldsymbol{j}}\right) \tag{2.31}
\end{equation*}
$$

for a set of translation vectors $\left\{\boldsymbol{R}_{\boldsymbol{j}}\right\}$ of the lattice.
Note that, concerning the tunneling issue (elastic process) within an inhomogeneous heterostructure, in order to construct the overall heterostructure wave function, one has to match, at interfaces, the states of different symmetry at the same elastic energy $E$ and same component of wave function parallel to the interface $\boldsymbol{k}_{\| \mid}$[163]. Therefore, it is necessary to calculate the different eigenstates in the bulk materials for fixed $E$ and $\boldsymbol{k}_{\| \mid}$. Possible values of the wave vector perpendicular to the interfaces $\boldsymbol{k}_{\perp}$, are generally found. For convenience of notation, throughout the manuscript, we will use the symbol $k_{z}$ to refer to the normal component of the wave vector and the symbol $\boldsymbol{k}$ to refer to a three dimensional wave vector.

Complex values of $k_{z}$ corresponding to evanescent states, are also possible. We will refer to this issue as the generalized "complex band-structure problem". To solve this problem, a basis set $\left\{\Phi_{n, \boldsymbol{k}}(\boldsymbol{r})\right\}$ is chosen, and the solutions of the equation 2.29 are sought by expanding in terms of the basis set according to [163]:

$$
\begin{equation*}
\Psi_{m, k}=\sum_{n} C_{m n} \Phi_{n, k} \tag{2.32}
\end{equation*}
$$

For the usual band structure determination, wave vectors are generally fixed, the energies $E$ and wave functions $\Psi_{m, \boldsymbol{k}}$ are found via a diagonalization procedure. This problem leads to the usual form of an eigenvalue equation. In the complex band structure problem, given $E$ and $\boldsymbol{k}_{\| \mid}$, different values of $k_{z}$ and wave functions $\Psi_{m, k}$ are found. This problem does not immediately lead to the usual form of an eigenvalue equation depending on the form of the matrix elements:

$$
\begin{equation*}
\bar{H}_{n n^{\prime}}(\boldsymbol{k})=\left\langle\Phi_{n, \boldsymbol{k}}\right| H\left|\Phi_{n^{\prime}, \boldsymbol{k}}\right\rangle \tag{2.33}
\end{equation*}
$$

However, it may be possible to cast 2.29 into a form of an eigenvalue equation. It becomes mandatory to build a numerically efficient method to solve the complex band structure problem. Let us consider three possible forms for the basis set [163].
(1) The plane wave basis :

$$
\begin{equation*}
\Phi_{\boldsymbol{G} \boldsymbol{k}}=\frac{1}{\sqrt{\mathscr{V}}} e^{[i(\boldsymbol{k}+\boldsymbol{G}) \boldsymbol{r}]} \tag{2.34}
\end{equation*}
$$

(2) The basis of Bloch functions:

$$
\begin{equation*}
\Phi_{n, \boldsymbol{k}}=\frac{1}{\sqrt{N}} e^{(i \boldsymbol{k} \cdot \boldsymbol{r})} \psi_{n, \boldsymbol{k}}(\boldsymbol{r}) \tag{2.35}
\end{equation*}
$$

(3) The basis of Tight - binding functions

$$
\begin{equation*}
\Phi_{n, \boldsymbol{k}}=\frac{1}{\sqrt{N}} \sum_{j} \sum_{\alpha} e^{\left(i \boldsymbol{k} \cdot \boldsymbol{R}_{\boldsymbol{j}}\right)} f_{n}\left(\boldsymbol{r}-\boldsymbol{R}_{\boldsymbol{j}}-\boldsymbol{r}_{\alpha}\right) \tag{2.36}
\end{equation*}
$$

Here $\mathcal{V}$ is the sample volume, $N$ the number of unit cells, $\boldsymbol{G}$ is a reciprocal lattice vector, and $\psi_{n, \boldsymbol{k}}$ is a Bloch function; $r_{\alpha}$ specifies an atomic position within the unit cell ( j is the unit cell index), $f_{n}$ is a local function centered at the atom located at $r_{\alpha}$. The tight-binding basis functions posses the property:

$$
\begin{equation*}
\Phi_{k+G}=\Phi_{k} \tag{2.37}
\end{equation*}
$$

unlike the plane waves and Bloch function basis functions. Using a tight binding basis, the individual Hamiltonian matrix elements satisfy

$$
\begin{equation*}
\bar{H}_{n n^{\prime}}(\boldsymbol{k}+\boldsymbol{G})=\bar{H}_{n n^{\prime}}(\boldsymbol{k}) \tag{2.38}
\end{equation*}
$$

unlike plane waves and Bloch function basis. Using plane waves and Bloch function basis, the infinite dimensional matrices $H(\boldsymbol{k}+\boldsymbol{G})$ and $H(\boldsymbol{k})$ are related by a unitary transformation [163]. Using a plane wave basis, $H(\boldsymbol{k}+\boldsymbol{G})$ is related to $H(\boldsymbol{k})$ by relabeling rows and columns. Thus the infinite dimensional matrices $H(\boldsymbol{k}+\boldsymbol{G})$ satisfy translation property invariance in all three basis sets. However, once the basis sets are truncated, $H(\boldsymbol{k}+\boldsymbol{G})$ and $H(\boldsymbol{k})$ become no longer equivalent, unlike the tight-binding basis because each individual matrix element satisfies here Eq. 2.38. As a result, in the last case using a truncated tight-binding basis, the solutions will be still periodic,

$$
\begin{equation*}
\Psi_{n, \boldsymbol{k}+\boldsymbol{G}}=\Psi_{n, \boldsymbol{k}} \tag{2.39}
\end{equation*}
$$

unlike truncated plane wave and Bloch function bases. For the usual band structure issue, this lack of periodicity is not a major problem. The mesh in $k$-values is fixed in the first Brillouin zone whereas enough basis functions are chosen for eigenfunctions so that eigenenergies be accurately determined in the energy range of interest. For the complex band structure problem, the lack of periodicity causes major difficulties. In principle, solutions in which $k_{z}$ takes a value such that $\boldsymbol{k}\left(=\left[\boldsymbol{k}_{\| \mid}, k_{z}\right]\right)$ lies outside the Brillouin zone map onto an equivalent solution inside of Brillouin zone. However, because of the lack of the periodicity, such mapping does not occur in the truncated plane wave and Bloch function bases. As a result, out-ofzone spurious solutions occur in the complex band structure calculations. Those spurious solutions have caused considerable confusion in the application of pseudopotential and $\boldsymbol{k} . \boldsymbol{p}$ methods (based on plane waves and Bloch functions bases respectively), applied to super-lattice and interface problems [163]. Similar difficulties occur when one uses other basis sets that do not satisfy 2.37 and whose Hamiltonian matrix elements therefore do not satisfy 2.38 . Solving the equation 2.29 with the Bloch functions basis set 2.35 ,
after several transformations, Eq. 2.29 becomes:

$$
\begin{equation*}
\left[H_{S C}+\check{k}^{2}+\frac{\hbar^{2}}{m_{0}} \boldsymbol{k} \cdot \boldsymbol{p}+\frac{\hbar^{2}}{4 m_{0}^{2} c^{2}}(\nabla V \times \boldsymbol{k}) \boldsymbol{\sigma}\right] \psi_{n, \boldsymbol{k}}(\boldsymbol{r})=E_{n, \boldsymbol{k}} \psi_{n, \boldsymbol{k}}(\boldsymbol{r}) \tag{2.40}
\end{equation*}
$$

where $\breve{k}^{2}=\frac{\hbar^{2}}{2 m_{0}^{2}} k^{2}$ and

$$
\begin{equation*}
H_{S C}=\frac{p^{2}}{2 m_{0}}+V+\frac{\hbar}{4 m_{0}^{2} c^{2}}(\nabla V \times \boldsymbol{p}) \cdot \boldsymbol{\sigma} \tag{2.41}
\end{equation*}
$$

Besides, as pointed out in a work of Kane et al. in Ref. [182], we may neglect the term $\frac{\hbar^{2}}{4 m_{0}^{2} c^{2}}(\nabla V \times \boldsymbol{k}) . \boldsymbol{\sigma}$ on the left hand of Eq. 2.40 since it turns out to be very small in the far interior of the atom where most of the spin-orbit interaction occurs in $T_{d}$ group [182]. Afterward, we obtain Eq. 2.40 in the form:

$$
\begin{equation*}
\left[H_{S C}+\check{k}^{2}+\frac{\hbar^{2}}{m_{0}} \boldsymbol{k} \cdot \boldsymbol{p}\right] \psi_{n, \boldsymbol{k}}(\boldsymbol{r})=E_{n, \boldsymbol{k}} \psi_{n, \boldsymbol{k}}(\boldsymbol{r}) \tag{2.42}
\end{equation*}
$$

Note: When $\boldsymbol{k} \longrightarrow 0$ then $H_{\boldsymbol{k} . \boldsymbol{p}} \longrightarrow H_{S C}$ where $H_{\boldsymbol{k} . \boldsymbol{p}}=H_{S C}+\check{k}^{2}+\frac{\hbar^{2}}{m_{0}} \boldsymbol{k} . \boldsymbol{p}$, so we can consider the term $\breve{k}^{2}+\frac{\hbar^{2}}{m_{0}} \boldsymbol{k} . \boldsymbol{p}$ as the perturbed term of $H_{\boldsymbol{k} . \boldsymbol{p}}$ in the vicinity of the point $\boldsymbol{k}=0$. For a number of semiconductor materials, the extreme point is located at the $\Gamma$ point or the center of Brillouin zone corresponding to $\boldsymbol{k}=0$. Furthermore, the group of the $\Gamma$ point corresponds to the point group of the crystal. By analyzing the symmetry of the wave function at the $\Gamma$ point in framework of LCAO, we can derive the suited basis function $\psi_{n, \boldsymbol{k}}$ to construct the Hamiltonian $H_{\boldsymbol{k} . \boldsymbol{p}}$ (we will discuss in detail in the next section).

Assuming that the functions $\psi_{m, \boldsymbol{k}}(\boldsymbol{r})$ at $\boldsymbol{k}=0$ are well known and denoting $\psi_{m}=\psi_{m, \boldsymbol{k}=0}(\boldsymbol{r})$ as well as the energies $E_{m}=E_{m, \boldsymbol{k}=0}$, one obtains $H_{S C} \psi_{m}=E_{n} \psi_{m}$. The functions $\psi_{n, \boldsymbol{k}}(\boldsymbol{r})$ with $\boldsymbol{k} \neq 0$ can be expanded onto the basis $\psi_{m}$ as:

$$
\begin{equation*}
\psi_{n, \boldsymbol{k}}(\boldsymbol{r})=\sum_{m} C_{n, \boldsymbol{k}}^{m} \psi_{m} \tag{2.43}
\end{equation*}
$$

Then the equation 2.42 can be re-written as:

$$
\begin{equation*}
\left[H_{S C}+\check{k}^{2}+\frac{\hbar^{2}}{m_{0}} \boldsymbol{k} \cdot \boldsymbol{p}\right]\left(\sum_{m} C_{n, \boldsymbol{k}}^{m} \psi_{m}\right)=E_{n, \boldsymbol{k}}\left(\sum_{m} C_{n, \boldsymbol{k}}^{m} \psi_{m}\right) \tag{2.44}
\end{equation*}
$$

In an ideal case, the dimension of the basis set $\left\{\psi_{m}\right\}$ is infinite and the Hamiltonian $H_{S C}$ together with its eigenfunctions satisfy the periodicity properties of the crystal. It results that one can restrict ourselves to the resolution of 2.44 to the unit cell region only. We multiply both sides of 2.44 by $\psi_{n}^{*}$ and integrate over the unit cell using the following orthonormality properties $\oint \psi_{n}^{*} \psi_{m} d V=\left\langle\psi_{n} \mid \psi_{m}\right\rangle=\delta_{n, m}$. We thus obtain the equation determining the $C_{n, \boldsymbol{k}}^{m}$ coefficients according to:

$$
\begin{equation*}
\sum_{m}\left[\left\langle\psi_{n}\right| H_{S C}+\frac{\hbar}{m_{0}} \boldsymbol{k} \cdot \boldsymbol{p}\left|\psi_{m}\right\rangle+\check{k}^{2} \delta_{n, m}-E_{n, \boldsymbol{k}} \delta_{n, m}\right] C_{n, \boldsymbol{k}}^{m}=0 \tag{2.45}
\end{equation*}
$$

which corresponds to the secular equation to solve.
Note that the sum in 2.45 is generally infinite so that an infinite set of equations has to be fulfilled for the determination of $\psi_{n, \boldsymbol{k}}(\boldsymbol{r})$ in 2.43. It results that the energies $E$ for every bands are the solution of the following secular equation:

$$
\begin{equation*}
\operatorname{det}[H-E \mathbb{I}]=0 \tag{2.46}
\end{equation*}
$$

where $\mathbb{I}$ is the identity matrix and the matrix elements of $H$ are determined by:

$$
\begin{equation*}
\bar{H}_{n m}=\left\langle\psi_{n}\right| H_{S C}+\frac{\hbar}{m_{0}} \boldsymbol{k} \cdot \boldsymbol{p}\left|\psi_{m}\right\rangle+\breve{k}^{2} \delta_{n, m} \tag{2.47}
\end{equation*}
$$

For our purpose with the choice of solving the complex band structure where values of $\boldsymbol{k}_{\| \mid}$and $E$ are fixed and values of $k_{z}$ have to be found, it is convenient to rewrite 2.47 according to the more general following form:

$$
\begin{equation*}
\bar{H}_{n m}=\bar{H}_{n m}^{2} k_{z}^{2}+\bar{H}_{n m}^{1} k_{z}+\bar{H}_{n m}^{0} \tag{2.48}
\end{equation*}
$$

Then the secular equation 2.46 becomes:

$$
\begin{equation*}
\operatorname{det}\left[H^{2} k_{z}^{2}+H^{1} k_{z}+H^{0}-E \mathbb{I}\right]=0 \tag{2.49}
\end{equation*}
$$

and the Eq 2.45 can be cast in a matrix block form, as a equation for $k_{z}$ by:

$$
\left[\begin{array}{cc}
0 & 1  \tag{2.50}\\
-\left(H^{2}\right)^{-1}\left(H^{0}-E \mathbb{I}\right) & -\left(H^{2}\right)^{-1} H^{1}
\end{array}\right]\binom{C}{k_{z} C}=k_{z}\binom{C}{k_{z} C}
$$

One observes that the matrix in Eq 2.50 is non-Hermitian. Therefore the k-eigenvalues may be complex numbers. These complex values of $k$ correspond to evanescent solutions which do not result from the truncation of the basis set. Besides, the form of $H^{j}(j=1,2,3)$ in Eq. 2.49 implies that if $k_{z}$ satisfy Eq 2.49 then $k_{z}^{*}$ does also (see also in the references [183, 184]). We thus have the important result that complex eigenvalues always occur in pairs, $k_{z}$ and $k_{z}^{*}$. That is, evanescent states come in growing and decaying pairs with identical real part of $k$ and imaginary parts of $k$ with opposite signs. On the other hand, solving the eigenvalue equation 2.50 for fixed $\boldsymbol{k}_{| |}$and $E$ determines the possible values of $k_{z}$ and the expansion coefficients $C_{n, \boldsymbol{k}}^{m}$. Relationships between $k_{z}$ and $k_{z}^{*}$ and the corresponding eigenvectors are discussed in detail in Ref. [184].

Note that, in framework of $\boldsymbol{k} . \boldsymbol{p}$ method, the solutions for $\boldsymbol{k}$ will not satisfy periodicity conditions for a finite basis set [163]. This means that for whatever a finite basis set is, spurious states will always appear in the band structure calculated from $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonian. If a larger basis set is used, the periodicity conditions are maintained to somewhat larger values of $k$. However, they eventually break down completely. Moreover, as the basis set is expanded, even more such spurious states occur [163].

### 2.3.2 k.p Hamiltonian for $O_{h}$ and $T_{d}$ semiconductors

In order to solve the secular equation 2.46 to obtain the electronic band structure of materials, one needs to choose a proper basis set $\left\{\left|\psi_{n}\right\rangle\right\}$ at $\boldsymbol{k}=0$ and then determines the matrix elements 2.47. It can be performed by analogy to LCAO and Tight-Binding methods based on symmetry arguments. This section is devoted to the description of the basis set to construct the $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonian for semiconductors belonging to the $O_{h}$ or $T_{d}$ group.

## Structure of $O_{h}$ and $T_{d}$ groups

Crystals of diamond or zinc-blende semiconductors are constructed from two face-centered cubic (fcc) sub-lattice (A) and (B), shifted by one forth of the cube main diagonal. The atoms are placed at each sublattice point. If we take the three $\mathrm{Ox}, \mathrm{Oy}$ and Oz axes and their corresponding unit vectors $\boldsymbol{e}_{\boldsymbol{x}}, \boldsymbol{e}_{\boldsymbol{y}}$ and $\boldsymbol{e}_{z}$, respectively, parallel to the [100], [010] and [001] directions of the crystal, an atom of sub-lattice (A) at the point $\boldsymbol{R}_{\boldsymbol{j}}^{\prime}=\boldsymbol{R}_{\boldsymbol{j}}+\boldsymbol{a}$ possesses four nearest neighbors at sites $\boldsymbol{R}_{\boldsymbol{j}}+\boldsymbol{a}_{\boldsymbol{n}}$ where $\boldsymbol{a}=a\left(\frac{1}{4}, \frac{1}{4}, \frac{1}{4}\right) ; n=0,1,2,3$; $\boldsymbol{a}_{0}=0, \boldsymbol{a}_{1}=a\left(\frac{1}{2}, \frac{1}{2}, 0\right), \boldsymbol{a}_{\mathbf{2}}=a\left(\frac{1}{2}, 0, \frac{1}{2}\right), \boldsymbol{a}_{3}=a\left(0, \frac{1}{2}, \frac{1}{2}\right)$, where a is the length of the unit cell (see Fig. 2.2).


$$
\begin{aligned}
\Gamma & =\frac{2 \pi}{a}(0,0,0) \\
X & =\frac{2 \pi}{a}(1,0,0)
\end{aligned}
$$

$$
L=\frac{2 \pi}{a}\left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right)
$$

$$
K=\frac{2 \pi}{a}\left(\frac{3}{4}, \frac{3}{4}, 0\right)
$$


$K^{\prime}=\frac{2 \pi}{a}\left(1, \frac{1}{4},-\frac{1}{4}\right)$
$U=\frac{2 \pi}{a}\left(\frac{1}{4}, 1, \frac{1}{4}\right)$
$W=\frac{2 \pi}{a}\left(1, \frac{1}{2}, 0\right)$

Figure 2.2: (a)The crystal structure of diamond and zinc-blende (ZnS). (b) the fcc lattice showing a set of primitive lattice vectors. (c) The reciprocal lattice of the fcc lattice is shown with the first Brillouin zone. Special high-symmetry points are denoted by $\Gamma, \mathrm{X}$ and L , while high-symmetry lines joining some of these points are labeled as $\Delta$, taken from Ref.[53]

If the two atoms in the two sub-lattices are identical, one obtains the diamond structure. In that case, an inversion center exists in the middle of the segment joining these two atoms. These semiconductors belong to the $O_{h}$ group. This is the case of semiconductors of group IV such as silicon, germanium and carbon. Otherwise, if the two atoms are different, one obtains the zinc-blende structure. This is the case of III-V compounds such as GaAs, AlAs, InAs or II-VI such as ZnTe . These structures belong to the $T_{d}$ group, where the inversion symmetry is removed. The reciprocal lattice of this structure is the body centered cubic lattice (bcc) describing the common first Brillouin zone of $O_{h}$ and $T_{d}$ groups, bounded by eight regular hexagonal faces and six square faces. The symmetry points are defined as in Fig 2.2 where the $\Gamma$ point is the center of the Brillouin zone. The other symmetry points: $\mathrm{K}, \mathrm{K}$ ' and U points are equivalent from the point of view of crystallography. The $\Delta$ line connecting $\Gamma$ and X , the $\Lambda$ line connecting $\Gamma$ and L , and the $\Sigma$ line connecting $\Gamma$ and K are three principal directions.

## Wave function at the Г point. Basis set for k.p Hamiltonians

In order to build up the $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonian, the basis set $\left\{\psi_{m}\right\}$ in 2.43 has to be known. Note that $\psi_{m}$ is the wave function at $\boldsymbol{k}=0$ ( $\Gamma$ point) where the symmetry group matches with the symmetry group of the crystal itself.

The unit cell of $O_{h}$ and $T_{d}$ groups contains two atoms. Therefore in the framework of LCAO and Tight-Binding methods, the wave function at the center of the Brillouin zone is a linear combination of the wave functions of the two atoms which, in the present case, results from the overlap and hybridization of s and p atomic orbitals. We first consider two identical atoms of respective energy state $E_{s}$ and $E_{p}$ and corresponding to atomic wave functions or orbitals $s_{a}$ and $p_{a}=x_{a}, y_{a}, z_{a}$ of the form $|n\rangle=f(r) \mathcal{Y}_{l m}(\theta, \phi)$ where $l=0,1,2,3, \ldots ; m=-l, \ldots, l$ and $\mathcal{Y}_{l m}(\theta, \phi)$ is the spherical harmonic given by [43]:

TABLE 2.1: $|j, m\rangle$ states developed on $|l, s\rangle$ basis

| $\|3 / 2,3 / 2\rangle=\left\|y_{11} \uparrow\right\rangle$ | $\|3 / 2,-3 / 2\rangle=\left\|y_{1-1} \downarrow\right\rangle$ |
| :--- | :--- |
| $\|3 / 2,1 / 2\rangle=\left\|\sqrt{\frac{2}{3}} y_{10} \uparrow+\frac{1}{\sqrt{3}} y_{11} \downarrow\right\rangle$ | $\|1 / 2,1 / 2\rangle=\left\|\frac{1}{\sqrt{3}} y_{10} \uparrow-\sqrt{\frac{2}{3}} y_{11} \downarrow\right\rangle$ |
| $\|3 / 2,-1 / 2\rangle=\left\|\frac{1}{\sqrt{3}} y_{1-1} \uparrow+\sqrt{\frac{2}{3}} y_{10} \downarrow\right\rangle$ | $\|1 / 2,-1 / 2\rangle=\left\|\sqrt{\frac{2}{3}} y_{1-1} \uparrow-\frac{1}{\sqrt{3}} y_{10} \downarrow\right\rangle$ |

$$
\begin{equation*}
\mathcal{Y}_{l m}(\theta, \phi)=(-1)^{\frac{m+|m|}{2}} \sqrt{\left(\frac{2 l+1}{4 \pi}\right) \frac{(l-|m|)!}{(l-|m|)!}} P_{l}^{m}(\cos \theta) e^{i m \phi} \tag{2.51}
\end{equation*}
$$

where $P_{l}^{m}(\cos \theta)$ are Associated Legendre Functions:

$$
\begin{equation*}
P_{l}^{m}(\cos \theta)=\sin ^{m} \theta \frac{d^{m}}{d(\cos \theta)^{m}} P_{l}(\cos \theta) \tag{2.52}
\end{equation*}
$$

with:

$$
\begin{equation*}
P_{l}(\cos \theta)=\sqrt{\frac{\theta}{\sin \theta}} \cos \left(\left(l+\frac{1}{2}\right) \theta+\frac{\pi}{4}\right)+O\left(l^{-1}\right) \tag{2.53}
\end{equation*}
$$

The angular dependence of the s- and p-state wave functions are related to spherical harmonics according to:

$$
\begin{align*}
y_{00} & =\frac{1}{\sqrt{4 \pi}}=s  \tag{2.54}\\
y_{10}(\theta, \phi) & =\sqrt{\frac{3}{4 \pi}} \cos \theta=\sqrt{\frac{3}{4 \pi}} \frac{z}{r}=i z_{a}  \tag{2.55}\\
\mathcal{Y}_{1 \pm 1}(\theta, \phi) & =\mp \sqrt{\frac{3}{4 \pi}} \sin \theta e^{ \pm i \phi}=\mp \sqrt{\frac{3}{4 \pi}} \frac{x \pm i y}{r}=i \frac{\left(x_{a}\right) \pm i y_{a}}{2} \tag{2.56}
\end{align*}
$$

Note that the spherical harmonics do not include the spin degree of freedom. When the spin $s=1 / 2$ is considered, then the total angular momentum is defined as $\boldsymbol{j}=\boldsymbol{l}+\boldsymbol{s}$. The projection of $\boldsymbol{j}$ on the z axis takes the respective values $m=j_{z} \in\{-j, \ldots, j\}$. It is more convenient to use the $|j, m\rangle$ states which satisfy:

$$
\begin{equation*}
|j, m\rangle=\sqrt{j(j+1)-m(m-1)}|j, m-1\rangle \tag{2.57}
\end{equation*}
$$

where
$\oplus$ For $s_{a}, l=0$ and $j=1 / 2$ to obtain $|s+\rangle=|1 / 2,1 / 2\rangle_{s}$ and $|s-\rangle=|1 / 2,-1 / 2\rangle_{s}$.

- For $l=1$, then four states $|3 / 2,-3 / 2\rangle,|3 / 2,-1 / 2\rangle,|3 / 2,1 / 2\rangle$ and $|3 / 2,3 / 2\rangle$ corresponding to $j=3 / 2$ and two states $|1 / 2,-1 / 2\rangle,|1 / 2,1 / 2\rangle$ corresponding to $j=1 / 2$ where exact expressions are given in Table 2.1.

When two identical atoms, A and A', are put in contact closely, their wave functions overlap and consequently, new energies levels are formed with the final wave functions becoming linear a combinations of the atomic functions $s_{a}$ and $p_{a}$, respectively. The wave functions at the zone center are displayed in Fig. 2.3 where the $S, X_{C}, Y_{C}$ and $Z_{C}$ functions of the CB are fully antisymmetric, whereas the $S_{V}, X, Y$ and $Z$ functions are fully symmetric in the $O_{h}$ group. It is well known that in the $O_{h}$ group, the $S$ function possesses an $x y z$ symmetry (the three axes play the same role), changing their sign when $\boldsymbol{r}$ is changed into $-\boldsymbol{r}$. $\mathrm{X}, \mathrm{Y}$ and Z functions possess respectively $y z, z x$ and $x y$ symmetry, respectively, keeping their sign when $\boldsymbol{r}$ is changed into $-\boldsymbol{r}$. The function $S_{V}$ has the $s$ symmetry whereas the $X_{C}, Y_{C}$ and $Z_{C}$ functions have $x, y$ and $z$ symmetry under $O_{h}$ operations. For the $T_{d}$ group, where the centro-symmetry no longer exists, wave


Figure 2.3: Schematic of evolution of the atomic s- and p-states, to form the conduction and valence bands in semiconductor and the wave function at the Brillouin zone center.
functions are identical to those of $O_{h}$ except an additional part of orbital mixing arising from the perturbation asymmetric potential. The Table 2.2 gathers the different wave funtions and their symmetry where $\epsilon$ is a small mixing coefficient. This coefficient represents the effect of the spatial antisymmetric potential contribution $V_{a}$ with $V=V_{S}+V_{a}\left(V_{S}(\boldsymbol{r})=V_{S}(-\boldsymbol{r})\right.$ symmetric part in both $O_{h}$ and $T_{d}, V_{a}(\boldsymbol{r})=-V_{a}(-\boldsymbol{r})$ for $T_{d}$ only) originating from the non-identical A and A' atoms.

TABLE 2.2: Wave functions at zone center in the $T_{d}$ group, taken from Ref. [29].

| Function | LCAO | Group | Symmetry |
| :---: | :---: | :---: | :---: |
| $X_{C}$ | $\left(x_{a}+x_{a}^{\prime}\right)+\epsilon\left(x_{a}-x_{a}^{\prime}\right)$ | $\Gamma_{5}$ | $x+\epsilon y z$ |
| $Y_{C}$ | $\left(y_{a}+y_{a}^{\prime}\right)+\epsilon\left(y_{a}-y_{a}^{\prime}\right)$ | $\Gamma_{5}$ | $y+\epsilon z x$ |
| $Z_{C}$ | $\left(z_{a}+z_{a}^{\prime}\right)+\epsilon\left(z_{a}-z_{a}^{\prime}\right)$ | $\Gamma_{5}$ | $z+\epsilon x y$ |
| $S$ | $\left(s_{a}-s_{a}^{\prime}\right)+\epsilon\left(s_{a}+s_{a}^{\prime}\right)$ | $\Gamma_{1}$ | $x y z+\epsilon s$ |
| $X$ | $\left(x_{a}-x_{a}^{\prime}\right)+\epsilon\left(x_{a}+x_{a}^{\prime}\right)$ | $\Gamma_{5}$ | $y z+\epsilon x$ |
| $Y$ | $\left(y_{a}-y_{a}^{\prime}\right)+\epsilon\left(y_{a}+y_{a}^{\prime}\right)$ | $\Gamma_{5}$ | $z x+\epsilon y$ |
| $Z$ | $\left(z_{a}-z_{a}^{\prime}\right)+\epsilon\left(z_{a}+z_{a}^{\prime}\right)$ | $\Gamma_{5}$ | $x y+\epsilon z$ |
| $S_{V}$ | $\left(s_{a}+s_{a}^{\prime}\right)+\epsilon\left(s_{a}-s_{a}^{\prime}\right)$ | $\Gamma_{1}$ | $s+\epsilon x y z$ |

The $X_{C}, Y_{C}, Z_{C}, S, X, Y, Z$ and $S_{V}$ states above do not include the spin degree of freedom and, moreover, the electron now does not possess a true orbital momentum $l$ as in the case of single atom but only a pseudoorbital momentum "L". The S function corresponds to $L=0$ while $\mathrm{X}, \mathrm{Y}$ and Z correspond to $\boldsymbol{L}=1$. When the spin is taken into account, the sum $\boldsymbol{J}=\boldsymbol{L}+\boldsymbol{S}$ is, now, no longer well defined. However, starting with $\boldsymbol{L}=0$ we can write $\boldsymbol{J}=1 / 2$ for the $\Gamma_{6}$ band, and for $\boldsymbol{L}=1$ we can define $\boldsymbol{J}=1 / 2$ for the $\Gamma_{7}$ and $\boldsymbol{J}=3 / 2$ for the $\Gamma_{8}$ band [185]. By analogy with atomic physics, one can construct the wave functions for the two atoms in the unit cell by replacing the spherical harmonic $\mathcal{Y}_{l m}$ by cubic harmonics $Y_{l m}$, the atomic functions $x_{a}, y_{a}$ and $z_{a}$ being replaced by the $X, Y$ and Z functions. Therefore, we define:

$$
\begin{equation*}
Y_{10}=i Z ; \quad Y_{11}=-i \frac{X+i Y}{\sqrt{2}} ; \quad Y_{1-1}=i \frac{X-i Y}{\sqrt{2}} \tag{2.58}
\end{equation*}
$$

And similarly to the $|j, m\rangle$ functions given in the case of single atom, we can write out the functions used as the basis set $\left\{\psi_{m}\right\}$ in 2.43 to expand the $\boldsymbol{k} . \boldsymbol{p}$ matrix elements as in the Table 2.3. Thus the $|J, M\rangle$ basis set is usually used to build the $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonian [29, 53, 179]. However, the $|L, S\rangle$ basis is sometimes
more convenient if one considers formulation and analyses involving boundary conditions at interfaces of heterojunctions [29-31]. The table 2.3 gives the relationship between the $|J, M\rangle$ and $|L, S\rangle$ basis set allowing the unitary transformation from one representation to the other. Note that, the matrix elements of $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonian built from cubic harmonic functions $Y_{l m}$ are not the same as atomic energies. However, again, it is not a big issue since after all, like tight-binding technique, the $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonian is formed in parametrization scheme from DFT calculations or from experimental measurements.

Table 2.3: $|j, m\rangle$ states for $\mathbf{k} . \mathbf{p}$ matrix elements [29]

### 2.4 Evanescent states and spurious states elimination in the framework of the multiband k.p method (14, 30, and 40 bands)

### 2.4.1 Simple example of 2-band toy model without spin:

In order to give an insight on the appearance and impact of the spurious states on the electric band structure and tunneling properties, we are going to consider firstly a simple 2-band $\boldsymbol{k} . \boldsymbol{p}$ toy model involving a single CB and VB states coupled by the off-diagonal $\boldsymbol{k} . \boldsymbol{p}$ terms. In this model, the 2-band Hamiltonian then writes:

$$
H=\frac{\hbar^{2} k^{2}}{2 m_{0}} \mathbb{I}+\left(\begin{array}{cc}
E_{G} & P k \\
P k & 0
\end{array}\right)=\left(\begin{array}{cc}
|C\rangle & |V\rangle  \tag{2.59}\\
E_{G}+\check{k}^{2} & P k \\
P k & \check{k}^{2}
\end{array}\right)
$$

where the energy origin is at the top of the valence band, $E_{G}$ is band gap and $P=\frac{\hbar}{m_{0}}\langle C| \boldsymbol{p}|V\rangle$, the coupling parameter between $|C\rangle$ and $|V\rangle$. The energy E , solution of the secular equation 2.46 then reads:

$$
\begin{equation*}
E=\breve{k}^{2}+\frac{E_{G} \pm \sqrt{E_{G}^{2}+4 E_{P} \breve{k}^{2}}}{2} \tag{2.60}
\end{equation*}
$$

with $E_{P}=\frac{2 m_{0}}{\hbar^{2}} P^{2}$.
When $k$ is very small, one may neglect the term $P^{2} k^{2}$ since $P^{2} k^{2} \ll E_{G}^{2}$ to get $E=\check{k}^{2}\left(1+\frac{E_{P}}{E_{G}}\right)+E_{G}$ for electrons in the CB and $E=\breve{k}^{2}\left(1-\frac{E_{P}}{E_{G}}\right)$ for holes in the VB. Usually, the term $\frac{E_{P}}{E_{G}}$ is of the order of 10 , and the electron effective mass $m_{e}^{*}=\left(1+E_{P} / E_{G}\right)^{-1}$ is positive whereas the hole effective mass $m_{h}^{*}=\left(1-E_{P} / E_{G}\right)^{-1}$ is negative as expected.

However when $k$ becomes large enough, the term $k^{2}$ increases faster than the $\sqrt{E_{G}^{2}+4 E_{P} \check{k}^{2}}$ term which makes the energy in the VB to increase before crossing the band gap as depicts in Fig. 2.4. These


Figure 2.4: Spurious and Evanescent states in 2 band toy model. The spurious states cross the band gap at $k=2 \AA^{-1}$ and the evanescent states are located within $K=\left[0, \frac{E_{G}}{2 P}\right]$
unphysical states are called "spurious states". They appear as a natural consequence of the truncation of the remote bands necessary to recover the overall Bloch periodicity. Spurious states with large real wave vectors are problematic since they mix and interact with real states, making then difficult to identify and remove them in numerical calculations. Spurious states with larger imaginary wave vector components are rapidly decaying and therefore harmless. Back to the solution 2.60 , when $k$ is purely imaginary, i.e, $k=i K$, where $K$ is real, then:

$$
\begin{equation*}
E=-\frac{\hbar^{2}}{2 m_{0}} K^{2}+\frac{E_{G} \pm \sqrt{E_{G}^{2}-4 P^{2} K^{2}}}{2} \tag{2.61}
\end{equation*}
$$

Note that E is real only if $|K| \leq \frac{E_{G}}{2 P}$. Then if this condition is satisfied, evanescent solutions exist as depicts in Fig. 2.4. For GaAs, $P=9.3 \mathrm{eV} . \AA$ and $E_{G}=1.52 \mathrm{eV}$ then $|K| \leq 0.1 \AA^{-1}$. The evanescent states are localized within about $0.1 \AA^{-1}$, i.e., the evanescent states are confined within a small region of the k-space (Fig. 2.4).

### 2.4.2 Method of spurious states elimination in multiband k.p method

Spurious states [186] have been more than a numerical headache for researchers in the community of theoretician of semiconductors, particularly because it appears difficult to discriminate them from true physical states [164, 186-190].

Furthermore, the wave function mixing between real and spurious states renders the envelope functions approach useless in calculating dipole matrix elements because of the unphysical oscillatory features. This is also particularly true for transport properties. More generally, the spurious solutions with large imaginary k are related to the wing-band solutions discussed in Ref. [191]. The wing-band solutions are rapidly decaying in nature and therefore considered to be harmless in contrast to the oscillatory solutions with large real k , which are the main issues of this section. The problem is not new but no fully satisfactory fixed and widely used solutions exist. So far, several approaches have been suggested.

The first one is to modify the Hamiltonian by discarding the terms responsible for the spurious solutions [191-194]. This costs some accuracy in the band structure, since it is no longer possible to fit all


FIgURE 2.5: Envelope functions in GaAs/AlAs 10 nm quantum well before removing spurious states: figure (a) where the spurious state makes envelope function to oscillate and after removing spurious states: figure (b) : the unphysical oscillatory features no longer appear. Results calculated by 30-band $\boldsymbol{k} . \boldsymbol{p}$ model.
experimental effective masses correction. The idea of Foreman [186, 188] to avoid this trouble is that one just sets some of the coefficients corresponding to the $k^{2}$ term in the conduction band matrix elements to zero and fits the CB mass using a spatially varying momentum matrix elements as well as the coefficients corresponding to the $k^{2}$ term in VB. The other idea from Kolokolov et al. [164] is instead of modifying the coefficient of $k^{2}$, to introduce additional off-diagonal terms $i \alpha k^{2}$ in the Hamiltonian. This supplementary coupling will contribute to a positive term $\alpha^{2} k^{4}$ in the dispersion relation able to pull down the valence band structure at large wave vector, removing thus the spurious characters. This technique has been applied to the 8 -bands $\boldsymbol{k} . \boldsymbol{p}$ method [164] and adapted to 14-band by Dang et al. [93]. However, when one increases the number of bands, e.g., dealing with the 30-band $\boldsymbol{k} \cdot \boldsymbol{p}$ method, the number of spurious states increases as well, with the result that the perturbations on the conduction band caused by the additional terms becomes more and more significant, making the method to be no longer accurate enough to deal with indirect band gap semiconductors like silicon for example.

A second possibility is to keep the original Hamiltonian (that is accurate near the $\Gamma$ point) but reject the unphysical large k-solutions [193, 195-198]. This technique is problematic in heterostructures, since the discarded solutions are needed to be considered to satisfy the general boundary conditions. It would become unclear to determine which boundary conditions should be eliminated for mathematical consistency.

A third approach therefore consists in retaining all solutions on the grounds that spurious bands admit negligible influence on the properties of bound-state eigenfunctions [199]. This is better justified but still runs into trouble with oscillatory modes [186].

In the next part, we review the major idea of Kolokolov et al. [164] and then propose to extend this proposal to our novel ghost-band method in order to adapt it to both 30 -band and 40 -band $\boldsymbol{k} . \boldsymbol{p}$ models.

## Adding off diagonal terms: the Kolokolov method [164]

Coming back to the 2-band toy model and Eq. 2.60, ideally to pull down the VB in the large wave vector region, one would need to increase the value of $E_{G}^{2}+4 E_{P} \check{k}^{2}$ by possibly adding a positive term $\alpha^{2} k^{4}$ larger than $P^{2} k^{2}$ [164]. This is the role of the off-diagonal supplementary term $i \alpha k^{2}$ giving an overall Hamiltonian


Figure 2.6: Spurious states elimination in 2 band toy model with two different methods: (a) off-diagonal term method [164] with supplementary term $\alpha=\frac{5 \hbar^{2}}{8 m_{0}}$. (b) ghost-band method with supplementary term $\alpha=\frac{\hbar^{2}}{4 m_{0}}$ and the ghost band energy $E_{\Phi}=10 \mathrm{eV}$. The band structure near the $\Gamma$ point in both cases remains identical.

$$
H=\left(\begin{array}{cc}
|C\rangle & |V\rangle \\
E_{G}+\check{k}^{2} & P k-i \alpha k^{2}  \tag{2.62}\\
P k+i \alpha k^{2} & \check{k}^{2}
\end{array}\right)
$$

We assume that $E_{G}^{2}+4 E_{P} \check{k}^{2} \ll \alpha^{2} k^{4}$ in the large wave vector region. The eigenenergy for the VB becomes now:

$$
\begin{equation*}
E_{\text {hole }}=\left(\frac{\hbar^{2}}{2 m_{0}}-\alpha\right) k^{2} \tag{2.63}
\end{equation*}
$$

If $\alpha>\hbar^{2} / 2 m_{0}$, the hole effective mass is always negative as expected. With the supplementary terms, one obtains, from the energy, the electron effective mass at small wave vectors according to:

$$
\begin{align*}
E_{\text {electron }} & =\breve{k}^{2}+\frac{\sqrt{E_{G}^{2}+4 E_{P} \breve{k}^{2}+\alpha^{2} k^{4}}}{2}+\frac{E_{G}}{2} \approx \breve{k}^{2}+\frac{E_{G}}{2}\left(1+\frac{4 E_{P} \breve{k}^{2}+\alpha^{2} k^{4}}{E_{G}^{2}}\right)^{0.5}+\frac{E_{G}}{2}  \tag{2.64}\\
& =E_{G}+\breve{k}^{2}+\frac{E_{P}}{E_{G}} \breve{k}^{2}+\frac{\alpha^{2}}{4 E_{G}} k^{4}
\end{align*}
$$

Since $\alpha^{2} k^{4} / E_{G} \ll k^{2}$ and because of the $k^{4}$ dependence, the electron effective mass weakly depends on the added terms. We can derive similar results for the hole band. This method was improved to remove the spurious states within the 8 -band $\boldsymbol{k} . \boldsymbol{p}$ model [164] and has been adapted recently to 14 band $\boldsymbol{k} . \boldsymbol{p}$ model by Dang et al. [93].

In this work, we also managed to remove spurious states by adapting the so-called ghost-band method which appears as an extension of the original idea of Kolokolov [164]. We discuss now in much details, the Ghost-band method employed here.


FIgURE 2.7: (a) Resonant tunneling with spurious states: the appearance of spurious states allows the transmission coefficient to be different of zero in the band gap (blue curve). The red curve is the sum of transmission and reflection coefficients (= number of bands) involving spurious states. (b) The same calculation after having removed spurious states by ghost-band method. (c) The three components of the spin current calculated through the (Ga,Mn)As/GaAs/(Ga,Mn)As structure where the magnetization is along z direction in the left electrode and along the x direction in the right electrode with spurious, and (d) without spurious states.

## Our novel ghost-band approach.

The appearance of spurious states at large $\boldsymbol{k}$ in the $\boldsymbol{k} \cdot \boldsymbol{p}$ scheme naturally arises from the inherent truncation procedure. In order to extend the procedure of Ref. [164] to a wider region in the $k$ space away from $\Gamma$ to almost cover the full Brillouin zone, we propose the so-called ghost-band method (see the detailed introduction of this method in the appendix B). It consists in adding supplementary fictitious upper bands (ghost-band) and off-diagonal coupling terms of the form:

$$
H_{\Phi}=\left[\begin{array}{cccccc}
\Phi & & & 0 & &  \tag{2.65}\\
\hline & 0 & \ldots & 0 & \ldots & 0 \\
0 & \vdots & \ldots: & \vdots & \because: & \vdots \\
& 0 & \ldots & 0 & \ldots & 0 \\
& \vdots & \ldots: & \vdots & : \because: & \vdots \\
& 0 & \ldots & 0 & \ldots & 0
\end{array}\right] ; \hat{V}_{o f f}=\left[\begin{array}{cccccc}
0 & & & i \hat{\alpha} k^{2} & \\
\hline & 0 & \ldots & 0 & \ldots & 0 \\
\vdots & \because: & \vdots & \because: & \vdots \\
-i \hat{\alpha}^{\dagger} k^{2} & 0 & \ldots & 0 & \ldots & 0 \\
& \vdots & \ldots: & \vdots & : \because & \vdots \\
& 0 & \ldots & 0 & \ldots & 0
\end{array}\right]
$$

in the extended $N \times N\left(\mathrm{~N}=14,30\right.$ or 40) Hamiltonian via a set of $\alpha^{i j}$ parameters and ghost band energy levels $\Phi$ conveniently chosen. The spirit is to extend the off-diagonal $k^{2}$ formalism [164] at the edge of the first Brillouin zone with chosen parameters $\alpha^{i j}$ perturbing the less the correct electronic band structure. In order to do that one must minimize the perturbation at specific $k$ points (A) where the supplementary
$\hat{V}_{\text {off }}=\alpha^{i j} k^{2}$ off diagonal terms are being operated. Then, the set of $\alpha^{i j}$ matrices (parameters) may be conveniently chosen by the optimization procedure for energies (depicts in figure 2.9) and wave functions. We describe here the main issues:


Figure 2.8: Schematic of the Hamiltonian including the ghost band to remove the spurious states. The off diagonal terms couple ghost bands and valence bands only in second order to pull down the valence band structure at large wave vector k .
(1) Supplementary fictitious bands (8 supplementary bands in the case of the 30-band method, 18 in the case of the 40-band method), the so-called "ghost-bands" (GB) of adequate symmetry, are introduced in the basis states in order to branch on the off-diagonal coupling $\left(\hat{V}_{o f f}\right)$. The coupling strength is calculated so as to leave unchanged the physical bands in the vicinity of the different CB valleys ( $\Gamma, X, K$ or $L$ valleys) and at the VB, $\Gamma$-valley, all relevant for the carrier transport. In short, the GB represent the average of all the other remote bands truncated by a finite size Hamiltonian. Their mean position in energy lies in a region higher than the $S$-type CB by approximately 15 eV without the need of a strong accuracy. The $\hat{V}_{o f f}$ coupling allows to invert the concavity of the spurious bands in the VB at large $k$ avoiding thus any gap-crossing.
(2) New $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonian $\mathcal{H}_{\boldsymbol{k} . \boldsymbol{p}}$ including the ghost-bands has form:

$$
\mathcal{H}_{k . p}=\left[\begin{array}{c|c}
\Phi & 0  \tag{2.66}\\
\hline 0 & H_{k . p}
\end{array}\right]
$$

where $H_{\boldsymbol{k} . \boldsymbol{p}}$ is the original $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonian which involves the spurious states. The new $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonian $\mathcal{H}_{k . p}$ is then changed into a perturbed Hamiltonian $\tilde{\mathcal{H}}_{k . p}$ with $\tilde{\mathcal{H}}_{k . p}=\mathcal{H}_{k . p}+C_{k_{c}} \hat{V}_{o f f} \mathcal{C}_{k_{c}}^{-1}$ where $C_{k_{c}}$ is the unitary matrix of eigenstates of the new Hamiltonian 2.66 calculated at a certain point $k_{c}$ close to the Brillouin zone (where $\hat{V}_{\text {of } f}$ operates). The shape of new Hamiltonian 2.66 (the ghost-band $\Phi$ is uncoupled) make it possible to write $C_{k_{c}}$ in the form:

$$
C_{k_{c}}=\left[\begin{array}{cccc}
I & 0 & \ldots & 0  \tag{2.67}\\
0 & & & \\
\vdots & & \hat{\omega}_{k_{c}} & \\
0 & & &
\end{array}\right]
$$

where $\hat{\omega}_{k}$ is also a unitary matrix and $I$ is the identity matrix with the same dimension as ghost-band $\Phi$; $k_{c}$ may be found by minimization procedure without the need of a very high accuracy because leading to only moderate errors on the effective mass and tunneling current properties. It can be shown that the procedure leaves unchanged the electronic structure of the conduction band at this particular $k_{c}$ point by our construction method.


Figure 2.9: Schematic of band structure of Hamiltonian in Fig 2.8, the ghost bands are included at higher energy than the first conduction band for perturbation minimization. At the $A_{(1,2)}$ point, the ghost bands only couple with the VBs to ensure that the band structure at $\Gamma$ point is not affected. At the $A_{(1,2)}$ points, the CBs is almost unaffected and VBs are weakly affected.
(3) The $\alpha^{i j} k^{2}$ coupling leaves unchanged the bare Hamiltonian at the $\Gamma$ point $(k=0)$ because of its specific $k^{2}$ form. By an effective Hamiltonian analysis (see more detail in Appendix B), the Hamiltonian is only slightly perturbed by the coupling (perturbation $\hat{V}_{\text {off }}$ varying like $k^{q}$ with $q \geqslant 4$ by construction):
$\star$ At the first order of the theory of perturbation:

$$
\begin{equation*}
\Delta \epsilon_{C B}^{(1)}=\langle C B| V_{o f f}|C B\rangle=\langle C B|\left(C_{k_{c}}^{-1}\right)_{c v} V_{\nu \Phi}^{o f f}\left(C_{k_{c}}\right)_{\Phi c}|C B\rangle+. c . c=0 \tag{2.68}
\end{equation*}
$$

Similarly, one has the same for the first order of energy in VB:

$$
\begin{equation*}
\Delta \epsilon_{V B}^{(1)}=\langle V B| V_{o f f}|V B\rangle=0 \tag{2.69}
\end{equation*}
$$

$\star$ At the second order of the theory of perturbation:

$$
\begin{equation*}
\Delta \epsilon_{C B}^{(2)}=\frac{\langle C B| V_{o f f}|\Phi\rangle\langle\Phi| V_{o f f}|C B\rangle}{E_{\Phi}-E_{C}}=\sum_{\Phi} \frac{\langle C B|\left(C_{k_{c}}^{-1}\right)_{c v} \alpha_{\nu \Phi}|\Phi\rangle\langle\Phi| \alpha_{\Phi v}\left(C_{k_{c}}\right)_{v c}|C B\rangle}{E_{\Phi}-E_{C}} k^{4} \tag{2.70}
\end{equation*}
$$

with $\left|\left(C_{k_{c}}\right)_{v c}\right|<1$ and $\left|\left(C_{k_{c}}^{-1}\right)_{c v}\right|<1$, and:

$$
\begin{equation*}
\Delta \epsilon_{V B}^{(2)}=\sum_{\Phi} \frac{\langle V B|\left(C_{k_{c}}^{-1}\right)_{V v} \alpha_{\nu \Phi}|\Phi\rangle\langle\Phi| \alpha_{\Phi v}\left(C_{k_{c}}\right)_{v V}|V B\rangle}{E_{\Phi}-E_{V}} k^{4} \tag{2.71}
\end{equation*}
$$

(the effective Hamiltonian is analyzed in detail in Appendix B).


Figure 2.10: The band structure along $K \Gamma X$ valleys calculated by native 30 bands k.p Hamiltonian, $E_{30}$, (solid lines) and after using ghost-band method, $E_{38}$, (dot lines) for GaAs (a) and AlAs (b) materials. The inset figures show the relative errors $\delta E / E_{G}$ induced by ghost bands for the first conduction band, heavy and light holes band respectively ( $\delta E=E_{38}-E_{30}$ and $E_{G}$ is energy gap).
(4) The $\alpha^{i j}$ parameters are chosen to leave unchanged the current-operator $(1 / \hbar)\left(\partial \hat{H} / \partial k_{z}\right)$ (here $k_{z}$ is directed along the current flow ( $z$ is the crystal growth direction) for a geometry of perpendicular spinpolarized current) at the $\Gamma$ point and mostly unchanged near the $\Gamma$ point from the $2 \alpha^{i j} k \ll P$ relationship at small $k$ where $P$ is the dipolar coupling energy term.
(5) Due to (3), the effective mass is left unchanged near the $\Gamma$ point, the perturbative Hamiltonian varying like $k^{q}$ with $n \geqslant 4$. This property favors the treatment of the tunneling process due to the fact that the evanescent waves are mostly kept unchanged by the perturbation applied: the relevant evanescent waves that expand near the $\Gamma$ point are the ones corresponding to the smaller imaginary wave vectors lying rather close to the $\Gamma$ point


FIgure 2.11: (a) The band structure of GaAs along typical [001]-direction by using ghost-band method with the couplings at $+k_{c}$ only. (b) the errors induced by the ghost bands on the dispersion of first conduction band with different coupling points $k_{c}$.
(6) The ensemble of the previous points (1)-(5) can be rigorously demonstrated from the derivation of an effective Hamiltonian at the second order of the perturbation theory close to the $\Gamma$ point for the respective
valence band and conduction bands. Those demonstrations are given in Appendix B. The effective perturbative Hamilonian $\mathcal{H}_{o f f}$, arising from a perturbative potential $\alpha$, and projected on a reduced block basis $\Gamma_{n}$ writes in the present case:

$$
\begin{equation*}
\left(\mathcal{H}_{o f f}\right)_{m, m^{\prime}}=\frac{k^{4}}{2}\left[\frac{\alpha_{\Gamma_{m} \Gamma_{l}} \alpha_{\Gamma_{l} \Gamma_{m^{\prime}}}}{\mathcal{E}_{\Gamma_{m}}-\mathcal{E}_{\Gamma_{l}}}+\frac{\alpha_{\Gamma_{m} \Gamma_{l}} \alpha_{\Gamma_{l} \Gamma_{m^{\prime}}}}{\mathcal{E}_{\Gamma_{m^{\prime}}}-\mathcal{E}_{\Gamma_{l}}}\right] \tag{2.72}
\end{equation*}
$$

where $\mathcal{E}_{\Gamma}$ is the energy of the corresponding block that are $\left\{m, m^{\prime}\right\}=\left\{\Gamma_{7,8}\right\}$ and where the $l$ subscript represents all the other blocks. This leads to a $k^{4}$ variation because of the cancellation of the first order energy term in $k^{2}$.


FIGURE 2.12: Electronic band structures of GaAs near the band gap along three characteristic directions with native 30 band $\boldsymbol{k} \cdot \boldsymbol{p}$ method (a,b,c) and 30 bands +8 ghost bands method (d,e,f). Figure (g,h) and (i) are the 8 -ghost bands corresponding to three characteristic directions. The effective mass and band dispersion along the different crystal graphic directions are leaved unchanged.

And consequently, it results that:
$\star$ ) The electronic and transport properties are not affected at the vicinity of the $\Gamma$ point for all the CB, VB, HH, LH, and SO bands by $V_{\text {off } f}$.
$\star$ ) The electronic and transport properties of the CB are not affected at the vicinity of the point where $V_{o f f}$ is introduced (close to the first Brillouin zone edge). The tunneling current mediated by a finite evanescent wave vectors will be only weakly affected by the present treatment method. Those ghost-band evanescent states correspond to very large evanescent wave vectors.

We can expect that the tunneling transport properties corresponding to the involvement of evanescent states from the bottom of the CB to the top of the VB ( $\Gamma$ point) will be only weakly affected and particularly
to the 30 -band or 40 -band case. Then the interest of this procedure is that one can readily transpose the method to a full multiband approach where spurious states originating from the VB arise in the first BZ boundary (the L valley of Ge , or nearly the X valleys of Si ). The symmetry of the corresponding states at the first BZ boundary generally admits a well defined character possibly rendering the correction more convenient. Note that the Hamiltonian in the CB is unchanged at the $A_{(1,2)}$ points depicts in Fig.2.9.

Figures 2.10 shows the band structure of GaAs and AlAs within first Brillouin zone along two typical direction [001]-direction ( $\Gamma \times$ ) and [110]-direction $(\Gamma К)$ calculated with native 30 bands k.p Hamiltonian (solid lines) and after using ghost-band method (dot lines). The inset figures represent the relative errors $\delta E / E_{G}$ induced by the ghost-band method for first conduction, heavy hole and light hole subband. While the relative errors of first CB are very small (about $0.1 \%$ for GaAs and $0.2 \%$ for AlAs), the relative errors of heavy hole and light hole subbands vary slowly around $\Gamma$ point from zero at the zone center and reach maximum values at the edge of the zone with highest values are about $11 \%$ for GaAs and $8 \%$ for AlAs.

Note that the cost to pay for this ghost-band method is to introduce at least two different couplings at two points $+\boldsymbol{k}\left(A^{+}\right)$and $-\boldsymbol{k}\left(A^{-}\right)$along a particular direction (for example along [001]-direction) instead of a single one for the BZ center treatment in order to keep a fact that the evanescent waves appear as a pair and share the same decaying constant and decay toward opposite directions, regardless of the crystal symmetry [184]. Indeed, in contrast to the Bloch states, for any evanescent state with energy $\varepsilon$, complex wave vector ( $k, i K$ ) ( $k$ and $K$ are real and imaginary part of wave vector, respectively) and eigenvector $\boldsymbol{\phi}_{1}$, there is a solution with energy $\varepsilon$, complex wave vector $(k,-i K)$ and eigenvector $\phi_{2}$. The importance is that in general, the two vectors $\phi_{1}$ and $\phi_{2}$ are not related to each other by any simplified operator in the presence of spin-orbit interaction [184]. That makes it difficult to introduce the same couplings at two points $+\boldsymbol{k}$ ( $\boldsymbol{A}^{+}$) and $-\boldsymbol{k}\left(A^{-}\right)$leading to non-zero errors (but very small) of energy in CB at the coupling points as in inset figure in Figures 2.10.

For example, Fig 2.11(a) shows the band structure of GaAs along [001]-direction after using ghost-band method but with the introduction of couplings only at $+k_{c}$ and not at $-k_{c}$ points. The spurious states do not occur in the positive but still exist in negative region. Fig 2.11(b) are the errors as a function of wave vector of the first conduction band induced by ghost-band method with couplings only at singular $+k_{c}$ calculated for different values of $+k_{c}$ showing that the errors are zero at $\Gamma$ point and at the couplings points as expected.

In the figure 2.12, we show the band structure of GaAs along 3 characteristic directions [001], [110] and [111] calculated with native 30 bands $\boldsymbol{k} . \boldsymbol{p}$ method (Fig 2.12 a,b,c) and 30 bands +8 ghost bands (Fig 2.12 $\mathrm{d}, \mathrm{e}, \mathrm{f})$. The spurious states at large wave vector $\boldsymbol{k}$ in native 30 band $\boldsymbol{k} . \boldsymbol{p}$ method are then removed after using our novel ghost band method which keeps the band structure almost unchanged within the first Brillouin zone. Figure 2.12 (g,h,i) are the 8 ghost bands along 3 characteristic directions [001], [110] and [111]. These ghost band energies are proportional to $k^{n}$ where $n \geq 5$ since the coupling terms of the phantom band are proportional to $k^{2}$.

## Estimation of the error on the effective mass introduced by the ghost-band method

In order to check validity of our 30- and 40-band 'ghost-band' approaches, we consider several situations:
First, we have calculated the in-plane energy dispersion of holes along the $X, K$ directions in an $\mathrm{AlAs} / \mathrm{GaAs} / \mathrm{AlAs}$ quantum well (QW) grown along the [001] directions (Fig 2.13a) with our 30-band k.p tunneling code with parameters extracted from Richard et al. [200, 201]. Those are compared with the results obtained with an effective 6-band k.p model for the two $X$ and $K$ directions [202] with a resulting excellent agreement. We focus on the particular point that the AlAs barriers admit an indirect gap along the $X$-valley which is perfectly taken into account in our modified 30 -band k.p tunneling model. The same


Figure 2.13: Hole's dispersion in AlAs/GaAs 6 nm quantum well calculated by a $30-$ band $\boldsymbol{k} \cdot \boldsymbol{p}$ model using ghost-band method for the three respective growth directions [001] [110] and [111], Fig. (a), (b) and (c) respectively, in comparison with the result calculated by Eppenga et al. [202] with 6-band k.p model, Fig. (d), and Winkler et al. [203], Fig. (e) and (f).
calculations for the AlAs/GaAs/AlAs quantum well grown along [110] (Fig 2.13b) and [111] (Fig 2.13c) directions are also done in comparison with 6-band model in Ref.[203] giving good agreements.


Figure 2.14: Transmission of carriers (in log. scale) vs. the barrier thickness d in fictitious GaAs/GaAs/GaAs trilayer barrier (a fictitious barrier height has been added in the central GaAs of -0.2 eV ) calculated in the CB (Fig. (a)) and VB (Fig. (b)) within an extended 30- and 40- band $\boldsymbol{k} . \boldsymbol{p}$ framework for strictly normal incidence $\left(k_{\|}=0\right)$. The slope of the transmission in log. scale vs d is related to the tunneling effective mass which remains robust under ghost-spurious coupling strength $\alpha:\left\{\alpha_{1}=1 \mathrm{eV} . \AA^{-2} ; \alpha_{2}=1.5 \mathrm{eV} . \AA^{-2} ; \alpha_{3}=2 \mathrm{eV} . \AA^{-2}\right\}$ for 30 -band $\boldsymbol{k} \cdot \boldsymbol{p}$ model and $\left\{\alpha_{1}=1.5 \mathrm{eV} . \AA^{-2} ; \alpha_{2}=1.6 \mathrm{eV} . \AA^{-2} ; \alpha_{3}=1.7 \mathrm{eV} . \AA^{-2}\right\}$ for 40 band $\boldsymbol{k} \cdot \boldsymbol{p}$ model.

Moreover, we presently consider the tunneling transmission of electrons and holes in the $\mathrm{GaAs} / \mathrm{GaAs} / \mathrm{GaAs}$ structure, by adding a fictitious potential for the central GaAs layer for the sake of simplicity, vs. the GaAs barrier thickness $d$ for the respective CB (see Fig 2.14 a) and VB (see Fig 2.14 b). We have performed the calculations for different "ghost-spurious" coupling strength $\left|\alpha_{i j}\right|$ varying in the range of [1-2] $\mathrm{eV} . \AA^{-2}$ and [1.5-1.7] eV. $\AA^{-2}$ for the 30 and 40-band method, respectively. The results are that the carrier transmission and tunneling effective mass, extracted from the slope of transmission vs. $d$ (see more details in the Appendix B), either for electrons or holes, is not affected by the off-diagonal coupling strength $\alpha$. One can show that the calculations are also robust $v s$. the exact application of the coupling point $k_{c}$. With the following procedure, the effective mass in the CB is correctly found to be $m_{e, 30 b}^{*}=0.06$ and $m_{e, 40 b}^{*}=0.064$ for the respective 30 and 40 -band method near the $\Gamma$ point at about 0.2 eV above the gap. In the same way, the extracted light hole effective mass was found $m_{L H, 30 b}^{*} \simeq m_{L H, 40 b}^{*}=0.07$ very close to the expectation values 0.08 . The relative errors calculated on the dispersion of the effective mass at the $\Gamma$ point (barrier height of -0.2 eV ) and introduced by the perturbative spurious-ghost band procedure are the following ones:

$$
\begin{align*}
\left(\frac{\Delta m_{e}^{*}}{m_{e}^{*}}\right)_{30 b} \simeq 2.3 \times 10^{-6},\left(\frac{\Delta m_{e}^{*}}{m_{e}^{*}}\right)_{40 b} \simeq 1.5 \times 10^{-5}, \\
\left(\frac{\Delta m_{L H}^{*}}{m_{L H}^{*}}\right)_{30 b} \simeq 1.5 \times 10^{-5},\left(\frac{\Delta m_{L H}^{*}}{m_{L H}^{*}}\right)_{40 b} \simeq 4.0 \times 10^{-5} \tag{2.73}
\end{align*}
$$

where $L H$ stands here for the light-hole index corresponding to the smaller hole tunneling wavevector as discussed previously. In Table 2.4, we show that the effective mass and the errors which were done in the same way as in GaAs, for different materials. Note that, the errors in the Table 2.4 are the relative differences between the effective mass calculated with different ghost-band coupling strength, not the relative

|  | $m_{e}^{*} / m_{0}$ |  | $\delta m_{e}^{*} / m_{e}^{*}$ | $m_{L H}^{*} / m_{0}$ |  | $\delta m_{L H}^{*} / m_{L H}^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Cal. | Lit. |  | Cal. | Lit. |  |
| Si | - | - | - | 0.1652 | 0.16 | $1.6 \times 10^{-5}$ |
| Ge | - | 0.041 | - | 0.0417 | 0.043 | $5.6 \times 10^{-6}$ |
| GaAs | 0.064 | 0.063 | $1.5 \times 10^{-5}$ | 0.07 | 0.082 | $4 \times 10^{-5}$ |
| InAs | 0.0238 | 0.023 | $1.4 \times 10^{-7}$ | 0.0258 | 0.026 | $1.6 \times 10^{-6}$ |
| AlAs | - | 0.16 | - | 0.1749 | 0.18 | $1 \times 10^{-4}$ |
| In $n_{0.25} G a_{0.75} A s$ | 0.0617 | - | $2.9 \times 10^{-6}$ | 0.0733 | - | $1.8 \times 10^{-5}$ |
| InSb | 0.0144 | 0.014 | $1 \times 10^{-7}$ | 0.0161 | 0.015 | $3 \times 10^{-6}$ |
| InP | 0.0703 | 0.08 | $3.6 \times 10^{-7}$ | 0.0904 | 0.089 | $1 \times 10^{-6}$ |
| GaP | - | 0.09 | - | 0.1504 | 0.14 | $6 \times 10^{-5}$ |

TABLE 2.4: Effective mass at the $\Gamma$ point of several semiconductors extracted from our numerical calculations (Cal.) in comparison with literature (Lit.) (taken from Ref.[53]) and the relative error of our numerical calculations induced by the phantom treatment.
differences between the effective mass calculated with our method and the literature value. One can observe that those errors remain very small leading to the fact that the ghost-band method weakly affect on the effective mass which is very important quantity for the tunneling problems. We are now going to compare these results on the effective mass (extracted by numerical calculation) with analytical calculations.

We consider here the energy dispersion up to the second order of the theory of perturbation, one has:

$$
\begin{equation*}
\epsilon=\frac{\hbar^{2} k^{2}}{2 m_{0}^{*}}+\frac{\alpha^{2}\left|\omega_{k_{c}}\right|^{2} k^{4}}{E_{\Phi}-E_{S}}=\frac{\hbar^{2} k^{2}}{2 m^{*}} \tag{2.74}
\end{equation*}
$$

where $m^{*}$ is the effective mass:

$$
\begin{align*}
& \frac{1}{m^{*}}=\frac{1}{\hbar^{2}} \frac{\partial^{2} \epsilon}{\partial k^{2}}=\frac{1}{m_{0}^{*}}+\sum_{\Phi} \frac{12 \alpha^{2}\left|\omega_{k_{c}}\right|^{2} k^{2}}{\hbar^{2}\left(E_{\Phi}-E_{S}\right)}  \tag{2.75}\\
& \frac{1}{m^{*}}-\frac{1}{m_{0}^{*}} \approx \frac{m_{0}^{*}-m^{*}}{\left(m_{0}^{*}\right)^{2}}=\sum_{\Phi} \frac{12 \alpha^{2}\left|\omega_{k_{c}}\right|^{2} k^{2}}{\hbar^{2}\left(E_{\Phi}-E_{S}\right)} \tag{2.76}
\end{align*}
$$

When considering the tunneling through simple barrier structure, one has $\frac{\hbar^{2} k^{2}}{2 m_{0}^{*}} \cong \Delta$ the barrier height in the gap or $k^{2}=\frac{2 m_{0}^{*} \Delta}{\hbar^{2}}$.

$$
\begin{equation*}
\frac{\Delta m^{*}}{m^{*}} \simeq \frac{m_{0}^{*}-m^{*}}{m_{0}^{*}}=\sum_{\Phi} \frac{24\left(m_{0}^{*}\right)^{2} \Delta}{E_{\Phi}-E_{S}} \frac{\alpha^{2}\left|\omega_{k_{c}}\right|^{2}}{\hbar^{2}} \tag{2.77}
\end{equation*}
$$

If we call $N_{\Phi}$ : number of ghost bands, then one has:

$$
\begin{equation*}
\frac{\Delta m^{*}}{m^{*}}<N_{\Phi} \frac{24\left(m_{0}^{*}\right)^{2} \Delta}{\left|E_{\Phi}-E_{S}\right|} \frac{\alpha^{2}\left|\omega_{k_{c}}\right|^{2}}{\hbar^{2}}=N_{\Phi}\left|\omega_{k_{c}}\right|^{2} \frac{24 \Delta}{\left|E_{\Phi}-E_{S}\right|}\left(\frac{m \alpha}{\hbar}\right)^{2} \tag{2.78}
\end{equation*}
$$

For the numerical calculations based on 30-band $\boldsymbol{k} . \boldsymbol{p}$ model above, one has: $N_{\Phi}=8 ;\left|\omega_{k_{c}}\right|^{2} \simeq 1$ (since $\omega_{k_{c}}$ is unitary matrix); $\Delta=0.2 \mathrm{eV} ;\left|E_{\Phi}-E_{S}\right| \approx 15 \mathrm{eV} ; \alpha=1.5 \mathrm{eV} . \AA^{-2}$ and $m^{*} \simeq m_{0}$ then, one can get the result that:

$$
\begin{equation*}
\frac{\Delta m^{*}}{m^{*}}<10^{-5} \tag{2.79}
\end{equation*}
$$

which is very good agreement in comparison with the numerical results in Table 2.4.


Figure 2.15: The 3 spin-current components through (Ga,Mn)As/GaAs/(Ga,Mn)As trilayer structure, the magnetization in the left and in the right electrode are aligned respectively along the z and x directions, within an extended 30-band $\boldsymbol{k} . \boldsymbol{p}$ framework calculated for strictly normal incidence ( $k_{\| \mid}=0$ ) and for different ghost-spurious coupling strength $\alpha: \alpha_{1}=1.5 \mathrm{eV} . \AA^{-2}$ Figs. (a,b) and $\alpha_{2}=2 e \mathrm{~V} . \AA^{-2}$ Figs. (c,d) and at different coupling points $k_{c}$ as depicted in the figure.

Finally, figure. 2.15 shows that the calculated profiles of the spin-current components remain mostly unchanged by the procedure adapted (see Fig 2.15). That makes our calculation scheme and strategy extremely robust.

### 2.4.3 Evanescent states

While a real wave vector corresponds to a propagating state, a complex wave vector describes an evanescent state localized close to the crystal surface or interface or in the forbidden band gap of a bulk semiconductor [55, 183, 185]. In the $\boldsymbol{k} . \boldsymbol{p}$ framework, the evanescent states are found by solving the secular equation 2.49 when the wave vector $\boldsymbol{k}$ now possesses an imaginary part. Heine [205] has studied the properties of the real energy lines for the diamond structure ( $O_{h}$ group) in the framework of the group theory. He proved several theorems for these real energy lines and observed that neither the real-energy lines can branch nor terminate, nor can they coalesce more than one time. Moreover, they can cross each other only at real wave vector $\boldsymbol{k}$. Energies at the crossing point are extrema of E when plotted in the real wave-vector space. The conclusion of Heine is that there are only two possibilities for the evanescent states, one is that the real energy line crosses the bandgap, connecting the maximum of one band to the minimum of a higher band, another is that these lines monotonically vary and run to infinity. This prediction was confirmed by Jones [206] with a numerical calculation for determining the evanescent states of silicon, taking into account only the bands in the neighborhood of the band gap. Using the tight-binding method, Chang [207] has calculated the structure of the evanescent states in several materials with diamond structure $\left(O_{h}\right)$ or with zinc-blende structure $\left(T_{d}\right)$, but without taking into account the spin-orbit coupling. In 1985, Schuurmans and 't Hooft


Figure 2.16: Plot of the real energy line inside the gap for $\boldsymbol{k}=[\xi, 0, i K]=$ $[\tan \theta, 0, i] k$ where $\xi$ and $K$ are real and positive and $\theta=\frac{\xi}{K}$. The calculations were performed using our $30 \times 30 \boldsymbol{k} . \boldsymbol{p}$ model. The presence of the spin-orbit coupling and the lack of an inversion center lead to a splitting in the complex band structure when $\theta \neq 0$. These results are in good agreement with results of Richard et al. in Ref.[204].
[208] studied the band structure of GaAs and AlAs ( $T_{d}$ ) using the Kane model. The spin orbit coupling was taken into account, but these authors supposed that the contribution of $k^{3}$ terms to the bands structure is minor, and they disregarded the linear $k$ term in the band dispersion. That means GaAs and AlAs were considered as if they belonged to the $O_{h}$ group. Consequently, the evanescent states are spin degenerated, no splitting is found for evanescent states in any direction.

The spin-orbit coupling and the absence of inversion symmetry were both considered for the first time by Richard et al. [201, 204] and Rougemaille et al. [209] using the $14 \times 14$ and $30 \times 30 \boldsymbol{k} . \boldsymbol{p}$ matrices. A more recent discussion can be found in Ref. [184]. Here we recovered the calculation of Richard et al. with our $30 \times 30$ band $\boldsymbol{k} . \boldsymbol{p}$ method in Fig. 2.16 where the original topology of evanescent states is found along the $[\tan \theta, 0, i]$ k-direction with $\theta=\xi / K$ defined in the figure. Our result is in good agreement with the results of these authors [55, 183, 185, 201, 204]. According to these numerical calculations, the evolution of the evanescent lines is depending on $\theta$. Along the [001] direction when $\theta=0$, one observes an evanescent loop connecting the $\Gamma_{6}$ conduction band and $\Gamma_{8}$ light-hole bands, with two-fold degeneracy. When increasing $\theta(\theta>0$ but still small), the appearance of D'yakonov-Perel' field leads to a small energy splitting. The evanescent line is, then, represented by a loop that connects two spins subbands inside the forbidden band gap. The splitting between these two evanescent subbands increases as $\theta$ increases, until $\theta=\pi / 6$, an angle beyond which the evanescent state extension starts to decrease. An energy region exists in the band gap where no states are allowed: a forbidden band gap appears inside the bandgap and the
evanescent loop no longer reaches the valence band [185]. At larger $\theta$, one observes a smaller extension of the evanescent loops in wave vector space and energy. The loop totally disappears at the value $\theta=\pi / 2$ [185, 201, 204]. Such band diagrams are the consequence of the spin-orbit coupling and the lack of inversion symmetry [183]. For a complex wave vector $\boldsymbol{k}$ we have $E\left(\boldsymbol{k}^{*}\right)=[E(\boldsymbol{k})]^{*}[205]$. Then, with Kramers 's


Figure 2.17: Evanescent band structure of GaAs within native 30-band (a), (c), (e) and 38 -band ( 8 ghost-band) (b), (d) and (f) calculated for three characteristic direction [001], [110] and [111]. In comparison to native 30-band, there are additional evanescent bands at far away from $\Gamma$ point in the calculation with 38 -band method. As mentioned in Ref. [164], these additional bands are the consequences of converting the spurious solutions with large real $k$ to the spurious solution with large imaginary k which, as commented earlier, are harmless in the calculations. The imaginary k landscape remains unchanged close to the $\Gamma$ point.
conjugate, one finds four states corresponding to $\boldsymbol{k}, \boldsymbol{-} \boldsymbol{k}^{*}, \boldsymbol{k}^{*}$ and $\boldsymbol{-} \boldsymbol{k}$ at the same energy.
Finally, figure 2.17 shows the calculations of the evanescent states along three characteristic direction in the whole first Brillouin zone with native 30 bands and 38 bands ( 8 ghost bands) $\boldsymbol{k} . \boldsymbol{p}$ method. The evanescent band structures calculated by native 30 bands and 38 bands are the same in the region close to the $\Gamma$ point where $k$ is small. This shows that the tunneling processes inside the barrier are the same for
both approaches, i.e, using the complex band structure calculated by a native 30 bands $\boldsymbol{k} . \boldsymbol{p}$ Hamtilonian or by a 30 bands +8 ghost bands method. Besides, at larger wave vector $k$, there are additional bands which are the consequences of converting the spurious solutions with larger real $k$ to the spurious solutions with large imaginary k in the framework of ghost-band theory. However, this is less important since the states corresponding to well larger imaginary wave vectors are harmless in their possible tunneling contributions because they will decay very quickly.

### 2.5 The envelope function approximation and Burt-Foreman Approach [179]

The k.p theory or the theory of Luttinger-Kohn describing an effective equation for the wave function of a Bloch electron is generally valid in the presence of a slowly-varying perturbative potential. In the presence of atomically-abrupt heterostructures, the potentials are no longer slowly varying and the questions arises to develop more refined models accounting for the presence of potentials confined at the vicinity of the interfaces. Those potentials however need not to be local in space although close to the interface. In that view, in heterostructures, the material is position dependent and its properties do not generally commute with the spatial differential operators appearing in the 'effective mass' approach (k.p method) and in the envelope function approximation (EFA) [210-212]. Unlike those two latter approaches requiring rules for operator ordering process, the more recent envelope-function theory of Burt and Foreman [213-215] attempts to derive an effective Hamiltonian from first principles.

### 2.5.1 Envelope function approximation (EFA) [212]:

The main idea of the EFA is to consider that, in each separate layer of any heterostructures (typically named A and B), the wave function can be expanded in terms of the periodic part of the Bloch functions (cellular part) at a given wave vector $k_{0}$ (e.g. at the $\Gamma$ point), of the type [210-212]:

$$
\begin{equation*}
\psi(\boldsymbol{r})=\sum_{n} f_{n}^{(A, B)}(\boldsymbol{r}) u_{n \boldsymbol{k}_{0}}^{(A, B)}(\boldsymbol{r}) \tag{2.80}
\end{equation*}
$$

and then match the solutions across boundaries. This method, largely developed in the present manuscript, is exact in the case where the perturbation varies slowly in the landscape of the junctions. The boundary conditions for the wave functions, which generally corresponds to abrupt potential leads to specific matching conditions which can largely depart from the BenDaniel-Duke ones as one involves the local potentials thus describing an effective interfacial Hamiltonian. We largely discuss those specific matching condition in this manuscript. In the EFA method, we assume that the periodic (cellular) functions in the layers are the same. This appears to be a good approximation, in particular, if the chemical species belongs to the same column ( $\mathrm{Ga}, \mathrm{As}, \mathrm{Al)}$ ) or similar and if the crystalline structure is the same ( Oh or Td symmetry group). Moreover, it also comes that the dipolar coupling terms remain almost unchanged for III-V elements with the result that the main available or free parameters from material to material are the different energy gaps between energy levels and band offsets.

In the quasi one dimensional tunneling problem, one can use Bloch periodicity in term of:

$$
\begin{equation*}
f_{n}^{(A, B)}(\boldsymbol{r})=f_{n}^{(A, B)}\left(\boldsymbol{r}_{\|}, z\right)=\frac{1}{\sqrt{S}} e^{i \boldsymbol{k}_{\|} \boldsymbol{r}_{\|}} \chi_{n}^{(A, B)}(z) \tag{2.81}
\end{equation*}
$$

where z-direction is the tunneling direction, $\boldsymbol{r}_{\| \mid}$is a position vector in the in-plane and $S$ is the surface area in this plane. This theory was used at length for quantum well structure by Bastard et al. [210-212] giving
rise an accuracy up to 0.3 eV or $10 \%$ of the first Brillouin zone for $\mathrm{GaAs} / \mathrm{AlAs}$ quantum well structures. Note that, in terms of the envelope functions, they are continuous but their first derivatives may be not. For example, in a material system whereby the effective mass changes sign, there are discontinuities in the first derivatives of the envelope functions at the interfaces.

### 2.5.2 Burt-Foreman Theory [213-215]:

A first-principle envelope function theory was firstly formulated by Burt in the 1980 [214, 215], followed more recently by B. Foreman [213], which makes the advantage of not imposing a particular symmetrization of the effective 6-band and 8-band multiband Hamiltonian. Before discussing some details of the theory, the main difference between the previous EFA approaches and that one is the ability to consider, from the first principles, the exact effect of the local varying potentials (effective interface Hamiltonian) on the wave function itself more than in the boundary conditions.

The essence of the theory is that the wavefunction can be written as an envelope-function expansion according to:

$$
\begin{equation*}
\psi(z)=\sum_{n} F_{n}(z) U_{n}(z) \tag{2.82}
\end{equation*}
$$

where $F_{n}(z)$ is the envelope function which has to be a smooth continuous function with Fourier-component lying in the first Brillouin zone (FBZ) and the $U_{n}(z)$ represents a complete set of orthogonal periodic function, strongly localized, over the whole structure.

Like in the EPM approach, one starts by expanding the wave function in terms of plane waves according to:

$$
\begin{equation*}
\psi(z)=\sum_{k G} \tilde{\psi}_{G}(k) e^{i(k+G) z} \tag{2.83}
\end{equation*}
$$

where k is the wave vector in the FBZ and G is vector of the reciprocal space. We have to consider now the fact that a plane-wave expansion is unique and complete on the Burt-Foreman basis. Indeed, since $U_{n}(z)$ are periodic functions, they can be written as a sum in the Fourier space according to:

$$
\begin{equation*}
U_{n}(z)=\sum_{G} U_{n G} e^{i G z} \tag{2.84}
\end{equation*}
$$

If the $U_{n}(z)$ are chosen completely and linearly independent, plane waves can be uniquely expanded in terms of them to give:

$$
\begin{equation*}
e^{i G z}=\sum_{n}\left(U^{-1}\right)_{G n} U_{n}(z) \tag{2.85}
\end{equation*}
$$

where:

$$
\begin{equation*}
\sum_{G} U_{n G}\left(U^{-1}\right)_{G m}=\delta_{n m} \tag{2.86}
\end{equation*}
$$

We have then

$$
\begin{equation*}
F_{n}(z)=\sum_{k G} \tilde{\psi}_{G}(k) e^{i k_{z}}\left(U^{-1}\right)_{G n} \tag{2.87}
\end{equation*}
$$

showing that the $F_{n}(z)$ are uniquely determined by a Fourier expansion of plane waves within the FBZ and furthermore we can show that this expansion is unique as well [179].

Starting from the Schrödinger equation for one dimensional tunneling along z-direction:

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m_{0}} \frac{d^{2} \psi}{d z^{2}}+V(z) \psi=E \psi \tag{2.88}
\end{equation*}
$$

we are now going to perform the equation for the envelope function 2.82 by considering separately kinetic and potential terms as following.

### 2.5.3 Kinetic Energy:

Using the envelope function expansion 2.82, the kinetic energy term becomes:

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m_{0}} \frac{\partial^{2} \psi}{\partial z^{2}}=-\frac{\hbar^{2}}{2 m_{0}} \sum_{n}\left[F_{n}^{\prime \prime} U_{n}+2 F_{n}^{\prime} U_{n}^{\prime}+F_{n} U_{n}^{\prime \prime}\right] \tag{2.89}
\end{equation*}
$$

where one has the periodicities of $U_{n}^{\prime}$ and $U_{n}^{\prime \prime}$ :

$$
\begin{align*}
& U_{n}^{\prime}(z+a)=U_{n}^{\prime}(z)  \tag{2.90}\\
& U_{n}^{\prime \prime}(z+a)=U_{n}^{\prime \prime}(z) \tag{2.91}
\end{align*}
$$

leading to:

$$
\begin{equation*}
-i \hbar \frac{\partial U_{n}}{\partial z}=\sum_{m} p_{m n} U_{m} \tag{2.92}
\end{equation*}
$$

One can now obtain the coefficients $P_{m n}$ by multiplying each side of equation by $U_{n}^{*}$ integrate over z , and use orthonormality. Besides, one has:

$$
\begin{align*}
\int \frac{d z^{\prime}}{a} \sum_{m} U_{m}^{*}\left(z^{\prime}\right)\left(-i \hbar \frac{d U_{n}\left(z^{\prime}\right)}{d z^{\prime}}\right) U_{m}(z) & =\int \frac{d z^{\prime}}{a}\left(-i \hbar \frac{d U_{n}\left(z^{\prime}\right)}{d z^{\prime}}\right) \sum_{m} U_{m}^{*}\left(z^{\prime}\right) U_{m}(z)  \tag{2.93}\\
& =\int \frac{d z^{\prime}}{a}\left(-i \hbar \frac{d U_{n}\left(z^{\prime}\right)}{d z^{\prime}}\right) \delta\left(z-z^{\prime}\right)=-i \hbar \frac{d U_{n}}{d z}
\end{align*}
$$

yielding an alternative solution for the Eq 2.92 if we define:

$$
\begin{equation*}
p_{m n}=\int \frac{d z}{a} U_{m}^{*}(z)\left(-i \hbar \frac{\partial}{\partial z}\right) U_{n}(z) \tag{2.94}
\end{equation*}
$$

Similarly, one can define:

$$
\begin{equation*}
T_{m n}=\int \frac{d z}{a} U_{m}^{*}(z)\left(-\frac{\hbar^{2}}{2 m_{0}} \frac{\partial^{2}}{\partial z^{2}}\right) U_{n}(z) \tag{2.95}
\end{equation*}
$$

and show that:

$$
\begin{equation*}
\sum_{m} T_{m n} U_{m}=-\frac{\hbar^{2}}{2 m_{0}} \frac{\partial^{2} U_{n}}{\partial z^{2}} \tag{2.96}
\end{equation*}
$$

Then, the kinetic energy term for envelope function can be obtained as:

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m_{0}} \frac{d^{2} \psi}{d z^{2}}=\sum_{n}\left[-\frac{\hbar^{2}}{2 m_{0}} \frac{d^{2} F_{n}}{d z^{2}}-\frac{i \hbar}{m_{0}} \sum_{m} p_{n m} \frac{d F_{m}}{d z}+\sum_{m} T_{n m} F_{m}\right] U_{n} \tag{2.97}
\end{equation*}
$$

### 2.5.4 Potential energy:

We start by Fourier transforming the potential $\mathrm{V}(\mathrm{z})$ (the periodic part and possible non periodic part close to the interface) and expanding $\psi(z)$ in the envelope function expansion and also replace the envelope function $F_{n}(z)$ and $U_{n}(z)$ by their respective Fourier transform to derive:

$$
\begin{equation*}
V(z) \psi(z)=\sum_{n}\left[\sum_{m} \int d z^{\prime} V_{n m}\left(z, z^{\prime}\right) F_{m}\left(z^{\prime}\right)\right] U_{n}(z) \tag{2.98}
\end{equation*}
$$

where:

$$
\begin{equation*}
V_{n m}\left(z, z^{\prime}\right)=\frac{1}{L} \sum_{k k^{\prime}} \sum_{G G^{\prime}} U_{n, G+G^{\prime}}^{*} \tilde{V}_{G-G^{\prime}}(k) U_{m G^{\prime}} e^{i\left(k z+k^{\prime} z^{\prime}+\right)} \tag{2.99}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{V}_{G-G^{\prime}}(k)=\int_{L} \frac{d z}{L} V(z) e^{-i(k+G) z} \tag{2.100}
\end{equation*}
$$

is the Fourier components of the potential.

### 2.5.5 Envelope function equation and effective Hamiltonian:

Putting the kinetic energy and potential energy terms into Schrödinger equation, one has:

$$
\begin{equation*}
\sum_{n}\left[-\frac{\hbar^{2}}{2 m_{0}} \frac{\partial^{2} F_{n}}{\partial z^{2}}-\frac{i \hbar}{m_{0}} \sum_{m} p_{n m} \frac{\partial F_{m}}{\partial z}+\sum_{m} T_{n m} F_{m}+\sum_{m} \int d z^{\prime} V_{n m}\left(z, z^{\prime}\right) F_{m}\left(z^{\prime}\right)\right] U_{n}=E \sum_{n} F_{n}(z) U_{n}(z) \tag{2.101}
\end{equation*}
$$

giving rise exact envelope function equation:

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m_{0}} \frac{\partial^{2} F_{n}}{\partial z^{2}}-\frac{i \hbar}{m_{0}} \sum_{m} p_{n m} \frac{\partial F_{m}}{\partial z}+\sum_{m} \int d z^{\prime} H_{n m}\left(z, z^{\prime}\right) F_{m}\left(z^{\prime}\right)=E F_{n}(z) \tag{2.102}
\end{equation*}
$$

where:

$$
\begin{equation*}
H_{n m}\left(z, z^{\prime}\right)=T_{n m} \delta\left(z-z^{\prime}\right)+V_{n m}\left(z, z^{\prime}\right) \tag{2.103}
\end{equation*}
$$

This envelope-function equation can be simplified to reproduce multiband Hamiltonians for arbitrary nanostructures as we will see in the next chapter dealing with matching conditions for tunneling within heterostructures.

### 2.6 Effective Hamiltonian in the k.p framework involving spinorbit interactions (relation to the envelope function approximation (EFA)).

In many physical systems and in particular for the investigation of physical effects related to the relativistic spin-orbit coupling in bulk semiconductors or at their interfaces, building an effective reduced Hamiltonian projected on a smaller block may reveal particularly interesting. The advantage of such Hamiltonian reduced within a smaller size on blocks of particular symmetry (e.g. $2 \times 2$ CB Hamiltonian or $4 \times 4$ or $6 \times 6$ VB Hamiltonian) is the ability to handle with the envelope function approximation (EFA) for describing wavefunction symmetries and developing analytical algebra methods for solving particular transport issues and phenomena. The EFA method also allows to describe electron and hole states in the presence of electric fields that vary slowly on the length scale of the lattice constant. Those fields can be internal, such as the crystal field, or external by means of the application of an electric field e.g. a gate voltage. This generally leads to a system of coupled differential equations, the eigenstates of which are the multi-component envelope functions or spinors-like functions described within the manuscript.

The standard method to realize the projection of the starting $N \times N$ multiband k.p Hamiltonian on a reduced basis states of a given Bloch symmetry is called the Löwdin perturbation theory like described in many textbooks [29, 44]. It will result that, in the reduced basis, the $\boldsymbol{k} . \boldsymbol{p}$ interactions with the remote bands
that are not taken exactly into account will, in counterpart, lead to new terms at higher order of k (typically $k^{2}$ terms), and connected to the effective mass of carriers.

Moreover, the reduction of a multiband Hamiltonian of size $N \times N$ to a reduced size, is also interesting from the symmetry point-of-view. Indeed, another complementary approach for the construction of a finite size Hamiltonian is based on the theory of invariants (Ref. [44]). This approach utilizes, the fact, that independently of any microscopic details, the Hamiltonian must be invariant under all the symmetry operations, and thus associated to well-known representation forms for its corresponding block Hamiltonian part of given point-group symmetries. This also serves to check the final form of the application of Löwdin's perturbation techniques in a subset of the corresponding levels.

### 2.6.1 The effective Hamiltonian in the conduction band of $T_{d}$ symmetry group semiconductors

The effective Hamiltonian for the electrons in the first CB is:

$$
\begin{equation*}
H_{C}=\frac{\hbar^{2}}{2 m^{*}} k^{2} \mathbb{I}+H_{D} \tag{2.104}
\end{equation*}
$$

where $m^{*}$ is the electron effective mass in the crystal, $\mathbb{I}$ is the identity matrix, $H_{D}$ is the Dresselhaus Hamiltonian 1.40:

$$
H_{D}=\gamma_{D}\left[\begin{array}{cc}
k_{z}\left(k_{x}^{2}-k_{y}^{2}\right) & k_{x}\left(k_{y}^{2}-k_{z}^{2}\right)-i k_{y}\left(k_{z}^{2}-k_{x}^{2}\right)  \tag{2.105}\\
k_{x}\left(k_{y}^{2}-k_{z}^{2}\right)+i k_{y}\left(k_{z}^{2}-k_{x}^{2}\right) & -k_{z}\left(k_{x}^{2}-k_{y}^{2}\right)
\end{array}\right]
$$

with

$$
\begin{equation*}
\gamma_{D}=\gamma_{D}^{(3)}+\gamma_{D}^{(4)} \tag{2.106}
\end{equation*}
$$

$\gamma_{D}^{(3)}$ represents here the Dresselhaus coefficient obtained to the third-order perturbation series, whereas $\gamma_{D}^{(4)}$ corresponds to the fourth-order contribution [31]. Both terms originate from antisymmetric coupling terms $P^{\prime}$ and $\Delta^{\prime}$ present in the $T_{d}$ group and are zeros in the $O_{h}$ group. According to the parameters in the literature [92], $\left|\gamma_{D}^{(4)}\right|$ is much larger than $\left|\gamma_{D}^{(3)}\right|$, meaning that, counterintuitively, the contribution of the fourth-order term is larger than the third order one. This nontrivial property makes then difficult to anticipate the consequence of a truncation, possible higher-order development could give significant Dresselhaus contributions. One need to note that the SOI in an effective Hamiltonian model originates from the core spin-orbit potential ( $\Delta$ and $\Delta^{C}$ ) and from the lack of inversion center ( $\Delta^{\prime}$ and $P^{\prime}$ ) [31]. In the $O_{h}$ group, $P^{\prime}=0$ and $\Delta^{\prime}=0$ resulting in $\gamma_{D}^{(3)}=0, \gamma_{D}^{(4)}=0$ and more generally $\gamma_{D}^{(n)}=0$ resulting in the cancellation of the Dresselhaus interaction.

For the sake of convenience, we define the $\chi$ vector, $\chi=\left(\chi_{x}, \chi_{y}, \chi_{z}\right)$ where, $\chi_{x}=k_{x}\left(k_{y}^{2}-k_{z}^{2}\right)$, $\chi_{y}=k_{y}\left(k_{z}^{2}-k_{x}^{2}\right), \chi_{z}=k_{z}\left(k_{x}^{2}-k_{y}^{2}\right)$. The Dresselhaus Hamiltonian admits then the form:

$$
H_{D}=-\gamma_{D} \chi \cdot \sigma=-2 \gamma_{D} \chi \cdot S=-\gamma\left[\begin{array}{cc}
\chi_{z} & \chi_{x}-i \chi_{y}  \tag{2.107}\\
\chi_{x}+i \chi_{y} & -\chi_{z}
\end{array}\right]
$$

where $S=\frac{\sigma}{2}$. The $H_{D}$ in Eq.2.107 is the so-called the D'akonov-Perel's Hamiltonian [90, 105, 109]. The expression of $H_{D}$ shows that the electron spin experiences a magnetic field proportional to $\chi$, which depends on the $\boldsymbol{k}$-direction. Therefore, $\boldsymbol{\chi}$ is called the internal magnetic field or D'yakonov-Perel's field. The internal magnetic field varies both in magnitude and direction and this is known to lead to a spin


Figure 2.18: Energies of $\uparrow$ spin (red line) and $\downarrow$ spin (blue line) states generated by Dresselhaus terms.
relaxation mechanism of conduction electrons (D'yakonov-Perel's mechanism). The electron's energies in the CB are eigenvalues of the Hamiltonian 2.104 can be written in different ways:

$$
\begin{equation*}
\varepsilon=\frac{\hbar^{2}}{2 m^{*}} k^{2} \pm \gamma_{D} \sqrt{\chi_{x}^{2}+\chi_{y}^{2}+\chi_{z}^{2}} \tag{2.108}
\end{equation*}
$$

or equivalently:

$$
\begin{align*}
\varepsilon & =\frac{\hbar^{2}}{2 m^{*}} k^{2} \pm \gamma_{D} \sqrt{k_{z}^{2}\left(k_{x}^{2}-k_{y}^{2}\right)^{2}+k_{x}^{2}\left(k_{y}^{2}-k_{z}^{2}\right)^{2}+k_{y}^{2}\left(k_{z}^{2}-k_{x}^{2}\right)^{2}}  \tag{2.109}\\
& =\frac{\hbar^{2}}{2 m^{*}} k^{2} \pm \gamma_{D} \sqrt{k^{2}\left(k_{x}^{2} k_{y}^{2}+k_{y}^{2} k_{z}^{2}+k_{z}^{2} k_{x}^{2}\right)-9 k_{x}^{2} k_{y}^{2} k_{z}^{2}}
\end{align*}
$$

The degeneracy of the conduction band is lifted along some peculiar directions but, e.g., neither along the [001] nor the [111] directions. Along the [110] direction, $\varepsilon=\frac{\hbar^{2}}{2 m^{*}} k^{2} \pm \gamma_{D} k^{3}$, is associated to the maximum spin-splitting [94].

This effective Hamiltonian model in the CB is known to be convenient for analytical development adapted to III-V semiconductors. However, situations possibly involving interfaces and/or heterostructures with III-V can be much more complex to solve and implement due to the appearance of higher order terms. For example, if one considers tunneling along the [110] direction, the appearance of $k$ cubic terms leads to the discontinuity of the envelope function and requires a re-definition of the current operator and current flux at the interface in an effective Hamiltonian approach [56, 183, 185]. Generally, it is not easy to find the new relevant matching conditions for the wavefunction and/or current for electrons tunneling along the [110] direction.

In order to illustrate that particular point, we will address now several examples and situations involving III-V heterostructures with Dresselhaus interactions in the CB that we can list as below.

Spin-orbit effect in $T_{d}$ symmetry group materials: The Dresselhaus Hamiltonian [54]

When the quantization direction is along [001], the two terms $\sigma_{x} k_{x}\left(k_{y}^{2}-k_{z}^{2}\right)$ and $\sigma_{y} k_{y}\left(k_{z}^{2}-k_{x}^{2}\right)$ are called in-plane Dresselhaus components, whereas the term $\sigma_{z} k_{z}\left(k_{x}^{2}-k_{y}^{2}\right)$ is the out-of-plane Dresselhaus
component. In almost all previous work concerning spin filtering effects working with small oblique incidences leading to a small value of in-plane wave vector $k_{x}^{2}$ and $k_{y}^{2}$ in comparison to $k_{z}^{2}$, the Dresselhaus Hamiltonian in Eq. 2.107 is simplified, getting rid of the out-of plane to give [54]:

$$
\begin{equation*}
\hat{H}_{D}=\gamma_{D}\left[\sigma_{x} k_{x}-\sigma_{y} k_{y}\right] \frac{\partial^{2}}{\partial z^{2}} \tag{2.110}
\end{equation*}
$$

corresponding to a perfect two-dimensional electron gas (2D electron gas) or at the limit of a grazing incidence of electrons. By far, this reduced Dresselhaus form has been used to study the spin-dependent tunneling [11, 56, 216, 217]. Note that, in Eq. 2.110, the out-of-plane Dresselhaus component has been totally neglected. In Chapter 5, we will show that the out-of plane Dresselhaus component plays an important role in the Anomalous Tunnel Hall Effect (ATHE) [11, 12, 57] and is connected to a new type of chiral phenomena.

The quantized direction of $\uparrow$ - and $\downarrow$-spins for various directions of the in-plane electron wave vectors $\mathbf{k}_{\| \|}$in the crystal are shown in Fig. 2.19. If $\mathbf{k}_{\|}$is directed along a cubic crystal axis ([100] or [010]) then the spins are parallel (or antiparallel) to $\mathbf{k}_{\|}$, while the spin directions are perpendicular to $\mathbf{k}_{\| \mid}$if the in-plane wave vector is directed along the $[1 \overline{1} 0]$ or [110] axes.


Figure 2.19: Quantized directions of $\uparrow$ and $\downarrow$ eigenstates as a function of the orientation of the in-plane electron wave vector $k_{\| \mid}$. Taken from Ref.[54].

## Spin filtering effect without ferromagnetism [54]

The Dresselhaus interaction allows one to get a polarized spin current free of the application of external magnetic field by considering the case of spin-dependent tunneling transmission in the presence of a spinorbit Dresselhaus field (Fig.2.19 ) localized within a "thin" tunnel barrier, (Fig. 2.20) [54].

We present here the ideas of Perel'et al of spin-filtering effect. In 2003, Perel' et al. [54] studied the electronic transmission with an initial wave vector $\mathbf{k}=\left(\mathbf{k}_{\|}, k_{z}\right)$ through a rectangular barrier grown along the $z \|[001]$ direction. For the sake of simplicity, the authors assumed that the inversion symmetry is broken only inside the barrier. The eigenvectors of Eq. 2.110 read:

$$
\begin{equation*}
\chi_{ \pm}=\frac{1}{\sqrt{2}}\binom{1}{\mp e^{i \varphi}} \tag{2.111}
\end{equation*}
$$



Figure 2.20: Sketch of a three-dimensional model of electron tunneling. Transmission of electrons with the wave vector $\boldsymbol{k}=\left(k_{\|}, k_{z}\right)$ through the potential barrier V of width a grown along z. Taken from Ref.[54]
where $\mathbf{k}=\left(k_{x} \cos \varphi, k_{y} \sin \varphi, k_{z}\right)$. This introduces a correction to the effective mass for $\uparrow$ - and $\downarrow$ - spins in the barrier according to

$$
\begin{equation*}
m_{ \pm}=m_{2}\left(1 \pm \frac{2 \gamma_{D} k_{\|} m_{2}}{\hbar^{2}}\right)^{-1} \tag{2.112}
\end{equation*}
$$

where $m_{2}$ is the electron effective mass in the barrier with no SOI included. The energy and in-plane wave vector are conserved upon electron tunneling. The electronic wave functions are,

$$
\begin{equation*}
\Psi_{ \pm}(\mathbf{r})=u_{ \pm}(z) \exp \left(i \mathbf{k}_{\|} \rho\right), \tag{2.113}
\end{equation*}
$$

where $\mathbf{k}_{\|}=\mathbf{k}_{x}+\mathbf{k}_{y}$, and $\rho=(\mathbf{x}, \mathbf{y})$. The functions $u_{ \pm}(z)$ are solutions of the Schrödinger equations in each layer: left electrode, barrier, and right electrode according to:

$$
\begin{align*}
u_{ \pm}^{(I)}(z) & =\exp \left(i k_{z} z\right)+r_{ \pm} \exp \left(i k_{z} z\right),  \tag{2.114}\\
u_{ \pm}^{(I I)}(z) & =A_{ \pm} \exp \left(-q_{ \pm} z\right)+B_{ \pm} \exp \left(q_{ \pm} z\right),  \tag{2.115}\\
u_{ \pm}^{(I I I)}(z) & =t_{ \pm} \exp \left(i k_{z} z\right), \tag{2.116}
\end{align*}
$$

where $q_{ \pm}$are the wavevectors in the barrier for the spin $\uparrow$ and spin $\downarrow$ populations, respectively:

$$
\begin{align*}
& q_{ \pm}=\sqrt{\frac{2 m_{ \pm} V}{\hbar^{2}}-k_{z}^{2} \frac{m_{ \pm}}{m_{1}}-k_{\|}^{2}\left(\frac{m_{ \pm}}{m_{1}}-1\right)},  \tag{2.117}\\
& q_{ \pm}=\sqrt{\left(\frac{2 m_{2} V}{\hbar^{2}}-k_{z}^{2} \frac{m_{2}}{m_{1}}\right)\left(1 \pm \frac{2 \gamma_{D} k_{\|} m_{2}}{\hbar^{2}}\right)^{-1}-k_{\|}^{2}\left[\frac{m_{2}}{m_{1}}\left(1 \pm \frac{2 \gamma_{D} k_{\|} m_{2}}{\hbar^{2}}\right)^{-1}-1\right]} . \tag{2.118}
\end{align*}
$$

In the limit where $\left(2 \gamma k_{\|} m_{2} / \hbar^{2}\right) \ll 1$, we get:

$$
\begin{align*}
& q_{ \pm} \approx \sqrt{\left(\frac{2 m_{2} V}{\hbar^{2}}-k_{z}^{2} \frac{m_{2}}{m_{1}}\right)\left(1 \pm \frac{2 \gamma_{D} k_{\|} m_{2}}{\hbar^{2}}\right)^{-1}-k_{\|}^{2}\left(\frac{m_{2}}{m_{1}}-1\right)\left(1 \pm \frac{2 \gamma_{D} k_{\|} m_{2}}{\hbar^{2}}\right)^{-1}}  \tag{2.119}\\
& q_{ \pm} \approx \sqrt{\left(\frac{2 m_{2} V}{\hbar^{2}}-k_{z}^{2} \frac{m_{2}}{m_{1}}\right)-k_{\|}^{2}\left(\frac{m_{2}}{m_{1}}-1\right)}\left(1 \pm \frac{2 \gamma_{D} k_{\|} m_{2}}{\hbar^{2}}\right)^{-1 / 2}=q_{0}\left(1 \pm \frac{2 \gamma_{D} k_{\|} m_{2}}{\hbar^{2}}\right)^{-1 / 2} \tag{2.120}
\end{align*}
$$

where $q_{0}=\sqrt{\left(\frac{2 m_{2} V}{\hbar^{2}}-k_{z}^{2} \frac{m_{2}}{m_{1}}\right)-k_{\|}^{2}\left(\frac{m_{2}}{m_{1}}-1\right)}$ is the wave vector in the barrier when the Dresselhaus term is neglected.

To anticipate the discussions on the matching conditions needed for the description of interface crossing, the BenDaniel Duke (BDD) [218] matching conditions are used here in the case of the CB: $u$ and $(1 / m)(\partial u / \partial z)$ are continuous at the interface. Note that the small spin-dependent renormalization of the effective mass induced by the Dresselhaus Hamiltonian can be neglected in the boundary conditions, since it produces only a small correction to the pre-exponential factor in the final expressions, thus leading to:

$$
\begin{align*}
t_{ \pm} & =-4 i \frac{m_{2}}{m_{1}} \frac{k_{z} q_{ \pm}}{\left(q_{ \pm}-i k_{z} m_{2} / m_{1}\right)} \exp \left(-q_{ \pm} a-i k_{z} a\right)  \tag{2.121}\\
& \approx-4 i \frac{m_{2}}{m_{1}} \frac{k_{z} q_{0}}{\left(q_{0}-i k_{z} m_{2} / m_{1}\right)} \exp \left(-q_{0} a-i k_{z} a\right) \exp \left( \pm \frac{\gamma_{D} k_{\|} m_{2}}{\hbar^{2}}\right) \\
& \approx t_{0} \exp \left( \pm \frac{\gamma_{D} k_{\|} m_{2}}{\hbar^{2}}\right)
\end{align*}
$$

where

$$
\begin{equation*}
t_{0}=-4 i \frac{m_{2}}{m_{1}} \frac{k_{z} q_{0}}{\left(q_{0}-i k_{z} m_{2} / m_{1}\right)^{2}} \exp \left(-q_{0} a-i k_{z} a\right) \tag{2.122}
\end{equation*}
$$

is the transmission amplitude when the SOI is neglected in the barrier. Equation. 2.121 presents the difference of transmission between $\uparrow$ - and $\downarrow$ - spin electrons. The spin polarization [54] is then:

$$
\begin{equation*}
P=\frac{\left|t_{+}\right|^{2}-\left|t_{-}\right|^{2}}{\left|t_{+}\right|^{2}+\left|t_{-}\right|^{2}}=\tanh \left(2 \gamma_{D} \frac{m_{2} k_{\|}}{\hbar^{2}} a q_{0}\right) \tag{2.123}
\end{equation*}
$$

which clearly depends on the barrier thickness. Using a systematic expansion to the first order in $\gamma$, Nguyen et al. [183] considered that Dresselhaus terms do not re-normalize the effective masses of $\uparrow$ - and $\downarrow$ - spinors in the barrier but a renormalization of effective mass alters the wave vectors. In the limit of a small in-plane wave vector they recovered Eq. 2.123. From these results, it is possible to state that the in-plane Dresselhaus components play a very important role for spin filtering, whereas the out-of-plane component may be neglected in this particular case. In contrast, the latter one will make the specificity of the Anomalous Tunnel Hall effect (transmission asymmetry of opposite in-plane wave vectors) via a new type of chiral phenomena, that we will discuss in the next part. We now turn on to the case and description of the VB admitting also an effective Hamiltonian up to the second order of the perturbation (or higher).

### 2.6.2 The effective Hamiltonian in the valence band [29]

We now describe the effective model in the valence band that we need to describe spin-transport phenomena in $(\mathrm{Ga}, \mathrm{Mn})$ As based heterostructure. Similarly to the conduction band, the second order Löwdin's perturbation method in $\left\{\Gamma_{7}, \Gamma_{8}\right\}$ described by a $6 \times 6 \boldsymbol{k} . \boldsymbol{p}$ Hamiltonian for VB in $|J, M\rangle=$ $\{|3 / 2\rangle,|1 / 2\rangle,|-1 / 2\rangle,|-3 / 2\rangle,|7 / 2\rangle,|-7 / 2\rangle\}$ leads to the following Hamiltonian form [29, 53, 93, 185]

$$
H_{V B}=\left(\begin{array}{cccccc}
|3 / 2\rangle & |1 / 2\rangle & |-1 / 2\rangle & |-3 / 2\rangle & |7 / 2\rangle & |-7 / 2\rangle  \tag{2.124}\\
-\gamma_{1} \breve{k}^{2}+\mathfrak{U} & \mathfrak{B} & \mathfrak{C} & 0 & \frac{1}{\sqrt{2}} \mathfrak{B}_{\Delta} & \sqrt{2} \mathfrak{C}_{\Delta} \\
c c & -\gamma_{1} \breve{k}^{2}-\mathfrak{U} & 0 & \mathfrak{C} & -\sqrt{2} \mathfrak{U}_{\Delta} & -\sqrt{\frac{3}{2}} \mathfrak{B}_{\Delta} \\
c c & c c & -\gamma_{1} \breve{k}^{2}-\mathfrak{U} & -\mathfrak{B} & -\sqrt{\frac{3}{2}} \mathfrak{B}_{\Delta}^{*} & \sqrt{2} \mathfrak{U}_{\Delta} \\
c c & c c & c c & -\gamma_{1} \breve{k}^{2}+\mathfrak{U} & -\sqrt{2} \mathfrak{C}_{\Delta}^{*} & \frac{1}{\sqrt{2}} \mathfrak{B}_{\Delta}^{*} \\
c c & c c & c c & c c & -\Delta-\gamma_{\Delta 1} \breve{k}^{2} & 0 \\
c c & c c & c c & c c & c c & -\Delta-\gamma_{\Delta 1} \breve{k}^{2}
\end{array}\right)
$$

where the Luttinger-Kohn parameters in the matrix 2.124 are introduced in Ref [29]. These Luttinger-Kohn parameters in the VB possess no specific contribution arising from the lack of inversion center. It means that this effective Hamiltonian applies for both $O_{h}$ and $T_{d}$ symmetry groups as well. In this picture, the SOI in VB is introduced through the core spin-orbit parameter $\Delta$. This particular shape of the $6 \times 6$ projected Hamiltonian was firstly proposed by Luttinger-Kohn from general arguments of invariant theory [219]. Note that one can also use the effective Hamiltonian for VB in the $|L, S\rangle=|X \uparrow\rangle,|Y \uparrow\rangle,|Z \uparrow\rangle,|X \downarrow\rangle,|Y \downarrow\rangle,|Z \downarrow\rangle$ basis set given by the transformation:

$$
\left(\begin{array}{c}
|3 / 2\rangle  \tag{2.125}\\
|1 / 2\rangle \\
|-1 / 2\rangle \\
|-3 / 2\rangle \\
|7 / 2\rangle \\
|-7 / 2\rangle
\end{array}\right)=i\left[\begin{array}{cccccc}
-\frac{1}{\sqrt{2}} & -\frac{i}{\sqrt{2}} & 0 & 0 & 0 & 0 \\
0 & 0 & \sqrt{\frac{2}{3}} & -\frac{1}{\sqrt{6}} & -\frac{i}{\sqrt{6}} & 0 \\
\frac{1}{\sqrt{6}} & -\frac{i}{\sqrt{6}} & 0 & 0 & 0 & \sqrt{\frac{2}{3}} \\
0 & 0 & 0 & \frac{1}{\sqrt{2}} & -\frac{i}{\sqrt{2}} & 0 \\
0 & 0 & \frac{1}{\sqrt{3}} & \sqrt{\frac{2}{3}} & i \sqrt{\frac{2}{3}} & 0 \\
\frac{1}{\sqrt{3}} & -\frac{i}{\sqrt{3}} & 0 & 0 & 0 & -\frac{1}{\sqrt{3}}
\end{array}\right]\left(\begin{array}{c}
|X \uparrow\rangle \\
|Y \uparrow\rangle \\
|Z \uparrow\rangle \\
|X \downarrow\rangle \\
|Y \downarrow\rangle
\end{array}\right)
$$

Sometimes for convenience, we also use the transformation below:

$$
\left(\begin{array}{l}
|3 / 2\rangle  \tag{2.126}\\
|1 / 2\rangle \\
|-1 / 2\rangle \\
|-3 / 2\rangle \\
|7 / 2\rangle \\
|-7 / 2\rangle
\end{array}\right)=i\left[\begin{array}{cccccc}
-\frac{1}{\sqrt{2}} & 0 & -\frac{i}{\sqrt{2}} & 0 & 0 & 0 \\
0 & -\frac{1}{\sqrt{6}} & 0 & -\frac{i}{\sqrt{6}} & \sqrt{\frac{2}{3}} & 0 \\
\frac{1}{\sqrt{6}} & 0 & -\frac{i}{\sqrt{6}} & 0 & 0 & \sqrt{\frac{2}{3}} \\
0 & \frac{1}{\sqrt{2}} & 0 & -\frac{i}{\sqrt{2}} & 0 & 0 \\
0 & \sqrt{\frac{2}{3}} & 0 & i \sqrt{\frac{2}{3}} & \frac{1}{\sqrt{3}} & 0 \\
\frac{1}{\sqrt{3}} & 0 & -\frac{i}{\sqrt{3}} & 0 & 0 & -\frac{1}{\sqrt{3}}
\end{array}\right]\left(\begin{array}{c}
|X \uparrow\rangle \\
|X \downarrow\rangle \\
|Y \uparrow\rangle \\
|Y \downarrow\rangle \\
|Z \uparrow\rangle \\
|Z \downarrow\rangle
\end{array}\right)
$$

One observes that, within the small k regime, the matrix 2.124 may be divided into two matrices comprising an upper left $4 \times 4$ matrix and lower right $2 \times 2$ matrix [53,220] since the blocks of $2 \times 4$ give rise to an error of the order of $\frac{k^{4}}{\Delta}$. The $2 \times 2$ matrix gives the energy of the doubly degenerate $J=\frac{1}{2}$ ( $\Gamma_{7}$ band)


Figure 2.21: Constant energy surface of Heavy Holes (HH) and Light Holes (LH) in the GaAs band structure with $E_{f}=-0.1 \mathrm{eV}$ and $E_{f}=-1 \mathrm{eV}$, Figure (a) and (b) respectively.

Table 2.5: Valence band parameters A and B in units of $\frac{\hbar^{2}}{2 m}$. Taken from [53].

|  | A | B | $\|C\|^{2}$ | $\Delta_{0}(\mathrm{eV})$ | $m_{H H} / m_{0}$ | $m_{L H} / m_{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Si | -4.28 | -0.68 | 24 | 0.044 | 0.50 | 0.15 |
| Ge | -13.38 | -8.5 | 173 | 0.295 | 0.43 | 0.041 |
| GaP | -4.05 | -0.98 | 16 | 0.08 | 0.51 | 0.16 |
| GaAs | -6.9 | -4.4 | 43 | 0.341 | 0.73 | 0.08 |
| GaSb | -13.3 | -8.8 | 230 | 0.75 | 0.98 | 0.04 |
| InP | -5.15 | -1.9 | 21 | 0.11 | 0.44 | 0.11 |
| InAs | -20.04 | -16.6 | 167 | 0.38 | 0.4 | 0.026 |
| InSb | -36.41 | -32.5 | 43 | 0.81 | 0.48 | 0.013 |

as [53]

$$
\begin{equation*}
E_{s o}=\frac{\hbar^{2} k^{2}}{2 m}+\frac{1}{3}\left(2 M^{\prime}+L^{\prime}\right) k^{2}-\Delta_{0}=-\Delta_{0}+\frac{\hbar^{2} k^{2}}{2 m}\left[1-\frac{2}{3}\left(\frac{P^{2}}{m\left(E_{0}+\Delta_{0}\right)}+\frac{2 Q^{2}}{m\left(E_{0}^{\prime}+\Delta_{0}\right)}\right)\right] \tag{2.127}
\end{equation*}
$$

Thus, the constant energy surface for the $j=\frac{1}{2}$ split-off valence band is spherical and the band dispersion parabolic. The $4 \times 4$ matrix gives the solution for energy:

$$
\begin{equation*}
E_{ \pm}=A k^{2} \pm\left[B^{2} k^{4}+C^{2}\left(k_{x}^{2} k_{y}^{2}+k_{y}^{2} k_{z}^{2}+k_{z}^{2} k_{x}^{2}\right)\right] \tag{2.128}
\end{equation*}
$$

The Eq. 2.128 was first derived by Dresselhaus et al. [89]. Here, the constants A, B and C in 2.128 are related to the electron momentum matrix elements and energy gaps which are given by [53]

$$
\begin{align*}
& \frac{2 m}{\hbar^{2}} A=1-\frac{2}{3}\left[\frac{P^{2}}{m E_{0}}+\frac{2 Q^{2}}{m E_{0}^{\prime}}\right] \\
& \frac{2 m}{\hbar^{2}} B=\frac{2}{3}\left[-\frac{P^{2}}{m E_{0}}+\frac{Q^{2}}{m E_{0}^{\prime}}\right]  \tag{2.129}\\
& \left(\frac{2 m}{\hbar^{2}} C\right)^{2}=\frac{16 P^{2} Q^{2}}{3 m E_{0} m E_{0}^{\prime}}
\end{align*}
$$

For convenience, one may define the constants $\mathrm{A}, \mathrm{B}$ and C in the units of $\hbar^{2} / 2 m$. In the table 2.5 , we have listed the values of the constants $\mathrm{A}, \mathrm{B}$ and C for several semiconductors taken from [53].

Equation 2.128 gives the dispersion of the $\Gamma_{8}$ bands near the zone center $\Gamma$ and valids only for energies small compared to the spin-orbit splitting. Moreover, from Eq. 2.129 both A and B are negative since the


Figure 2.22: Fermi surface of heavy hole (a,c), light hole (b,d) and SO band (e,f) with $E_{f}=-0.1 e V(\mathrm{a}, \mathrm{b}), E_{f}=-1 e V(\mathrm{~b}, \mathrm{~d}, \mathrm{e})$ and $E_{f}=-1.5 \mathrm{eV}(\mathrm{f})$.
leading term in Eq. 2.129 is $\frac{2 P^{2}}{3 m E_{0}} \gg 1$. Consequently, the effective masses of those bands are negative. Since the valence band represented by $E_{+}$in Eq 2.128 is characterized by a smaller dispersion and hence a larger mass, it is generally referred to as the heavy hole band, while the band represented by $E_{-}$in Eq. 2.128 is known as the light hole band $[29,53]$. We now denote these two hole bands energies as $E_{H H}$ and $E_{L H}$ given by:

$$
\begin{align*}
E_{H H} & =-A k^{2}-\left[B^{2} k^{4}+C^{2}\left(k_{x}^{2} k_{y}^{2}+k_{y}^{2} k_{z}^{2}+k_{z}^{2} k_{x}^{2}\right)\right]  \tag{2.130}\\
E_{L H} & =-A k^{2}+\left[B^{2} k^{4}+C^{2}\left(k_{x}^{2} k_{y}^{2}+k_{y}^{2} k_{z}^{2}+k_{z}^{2} k_{x}^{2}\right)\right] \tag{2.131}
\end{align*}
$$

The constant energy surfaces of heavy hole and light hole for GaAs calculated by $\boldsymbol{k} . \boldsymbol{p}$ method are shown in Fig 2.21, where $k_{x}, k_{y}$ and $k_{z}$ are along [100], [010] and [001] directions, respectively. The shape of these constant energy surfaces are referred to as warped spheres [53]. This warping occurs along the [100] and [111] directions because of the cubic symmetry of the zinc-blende crystal. One may argue that these warped spheres are the only possible shapes for constant energy surfaces described by a second-order equation in cubic crystals. The hole band dispersion along the [100] and [111] directions are parabolic, however, the hole effective masses are different along the two directions. For the [100] direction, one has:

$$
\begin{align*}
& \frac{1}{m_{H H}}=\frac{2}{\hbar^{2}}(-A+B)  \tag{2.132}\\
& \frac{1}{m_{L H}}=\frac{2}{\hbar^{2}}(-A-B) \tag{2.133}
\end{align*}
$$

whereas along the [111] direction, one has:

$$
\begin{align*}
& \frac{1}{m_{H H}}=\frac{2}{\hbar^{2}}\left[-A+B\left(1+\frac{|C|^{2}}{3 B^{2}}\right)^{\frac{1}{2}}\right]  \tag{2.134}\\
& \frac{1}{m_{L H}}=\frac{2}{\hbar^{2}}\left[-A-B\left(1+\frac{|C|^{2}}{3 B^{2}}\right)^{\frac{1}{2}}\right] \tag{2.135}
\end{align*}
$$

One observes that the warping of the valence bands is caused by the term $|C|^{2}$, which is proportional to $Q^{2}$. If the term $B^{2}$ is much larger than $|C|^{2} / 3$, then the warping can be neglected and one obtains $m_{L H} \approx 3 m_{c}^{*} / 2$. Note that $Q^{2}$ is crucial to $m_{H H}$, because if one puts $Q^{2}=0$ then we obtain the incorrect result $m_{H H}=-m_{0}$. For simplicity, one may assume that the valence band masses are isotropic [53]. In such cases, average heavy and light hole masses $m_{H H}^{*}$ and $m_{L H}^{*}$ can be obtained by averaging 2.133 and 2.135 over all possible directions of $\boldsymbol{k}$ to obtain:

$$
\begin{align*}
& \frac{1}{m_{H H}^{*}}=\frac{1}{\hbar^{2}}\left[-2 A+2 B\left(1+\frac{2|C|^{2}}{15 B^{2}}\right)\right]  \tag{2.136}\\
& \frac{1}{m_{L H}^{*}}=\frac{1}{\hbar^{2}}\left[-2 A-2 B\left(1+\frac{2|C|^{2}}{15 B^{2}}\right)\right] \tag{2.137}
\end{align*}
$$

The constant energy surfaces for the valence bands as described by Eq. 2.128 possess inversion symmetry: $E(\boldsymbol{k})=E(-\boldsymbol{k})$ (see Figure 2.22), even though the crystal may not posses such symmetry. This is a consequence of time reversal symmetry: two Bloch waves corresponding to $\boldsymbol{k}$ and $-\boldsymbol{k}$ wavevector, admit the same energy [29]. Furthermore, in the four-band approximation, only the heavy holes and light holes are taken into account while the spin orbit-off bands are neglected. This four-band model has been proved to be a very good approximation for not only the optical matrix elements but also the energy levels in $\mathrm{GaAs} / \mathrm{AlGaAs}$ quantum well structure [221]. This because in $\mathrm{GaAs} / \mathrm{AlGaAs}$ quantum well, the spin-orbit
splitting energy $\Delta_{0}$ is larger than the quantum confinement energy of holes. However, the effect of SO bands should be incorporated for rigorous calculations of the valence band structure. This effect becomes significant in strained quantum wells such as InGaAs/GaAs quantum well [221].

Finally, one has to point out that there is an alternative approach to describe the valence band dispersion for diamond and zinc-blende semiconductors which was proposed by Luttinger. Using the group theory, Luttinger derived an effective $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonian appropriate for the $\Gamma_{4}$ valence bands:

$$
\begin{equation*}
H_{L}=\frac{\hbar^{2}}{2 m}\left[\left(\gamma_{1}+\frac{5}{2} \gamma_{2}\right) \nabla^{2}-2 \gamma_{3}(\nabla . J)^{2}+2\left(\gamma_{3}-\gamma_{2}\right)\left(\nabla_{x}^{2} J_{x}^{2}+c . p\right)\right] \tag{2.138}
\end{equation*}
$$

where $\gamma_{1}, \gamma_{2}$ and $\gamma_{3}$ are the well known Luttinger-Kohn parameters; $\boldsymbol{J}=\left(J_{x}, J_{y}, J_{z}\right)$ is an operator whose effects on the $\Gamma_{8}$ valence bands are identical to those of the pseudo-angular momentum operator on the $J=3 / 2$ atomic states, and c.p stands for cyclic permutations. The first two terms in 2.138 possess spherical symmetry while the last one represents the effect of the lower, cubic symmetry. One may observe that the warping of the valence band is directly proportional to the difference between $\gamma_{2}$ and $\gamma_{3}$. The LuttingerKohn parameters are related to the coefficients A, B and C in Eq.2.128 by:

$$
\begin{align*}
& \frac{\hbar^{2}}{2 m} \gamma_{1}=-A  \tag{2.139}\\
& \frac{\hbar^{2}}{2 m} \gamma_{2}=-B / 2  \tag{2.140}\\
& \frac{\hbar^{2}}{2 m} \gamma_{3}=\left[\frac{B^{2}}{4}+\frac{C^{2}}{12}\right]^{1 / 2} \tag{2.141}
\end{align*}
$$

### 2.7 Exchange interactions and strain field.

We have already described the p-d exchange interactions in chap 1 . In the following section, we present here the mathematical and physical description of the interactions of p-d exchange which is compatible with k.p platform technique largely used in this work.

### 2.7.1 Exchange interactions

The $p-d$ exchange interactions appearing in the VB are introduced through the Hamiltonian matrix as proposed by Dietl et al. [87] as well as in [222] in different approaches:

$$
\begin{equation*}
H_{\text {exc }}=3 B_{G} \boldsymbol{s} . \boldsymbol{m} \tag{2.142}
\end{equation*}
$$

In this work, we expand the model proposed by Dietl in Ref.[87] for electrons in the CB with different values of $B_{G}$ like classically considered. Using the Bloch functions basic set based on $|j, m\rangle$ states, one may write the exchange Hamiltonian in $n-$ band $\boldsymbol{k} . \boldsymbol{p}$ model as:

$$
H_{e x c}=\left[\begin{array}{cc}
H_{e x c}^{C B} & 0  \tag{2.143}\\
0 & H_{e x c}^{V B}
\end{array}\right]
$$

where $H_{\text {exc }}^{C B}$ is the block exchange Hamiltonian in the CB and $H_{\text {exc }}^{V B}$ is the block exchange Hamiltonian in VB.


Figure 2.23: Valence band structure of (Ga,Mn)As along [001] direction via 30 band $\boldsymbol{k} . \boldsymbol{p}$ model with exchange energy equal 0.05 eV for two cases of magnetization direction: perpendicular and parallel to the growth direction.

For instance, if we write the exchange Hamiltonian in the 14 - band $\boldsymbol{k} . \boldsymbol{p}$ model, then:

$$
H_{e x c}^{C B}=\left[\begin{array}{cc}
H_{e x c}^{\Gamma_{5 C}} & 0  \tag{2.144}\\
0 & H_{e x c}^{\Gamma_{1}}
\end{array}\right]
$$

and

$$
\begin{equation*}
H_{e x c}^{V B}=H_{e x c}^{\Gamma_{5}} \tag{2.145}
\end{equation*}
$$

where $H_{e x c}^{\Gamma_{5 C}}$ is the block exchange Hamiltonian in the $\Gamma_{5 C}$ subspace, $H_{e x c}^{\Gamma_{1}}$ is the block exchange Hamiltonian in the $\Gamma_{1}$ subspace, and $H_{e x c}^{\Gamma_{5}}$ is the block exchange Hamiltonian in the $\Gamma_{5}$ space. If we write:

$$
\begin{equation*}
\boldsymbol{s m}=\left(s_{-} m_{+}+s_{+} m_{-}\right)+s_{z} m_{z} \tag{2.146}
\end{equation*}
$$

after having defined $s_{ \pm}=\frac{\left(s_{x} \pm i s_{y}\right)}{2}$ and $m_{ \pm}=\left(m_{x} \pm i m_{y}\right)$ then the exchange Hamiltonian in $\Gamma_{5}$ acting on the spin degree of freedom can read:

$$
H_{e x c}^{\Gamma_{5}}=B_{G}^{\Gamma_{5}}\left(\begin{array}{cccccc}
|3 / 2\rangle & |1 / 2\rangle & |-1 / 2\rangle & |-3 / 2\rangle & |7 / 2\rangle & |-7 / 2\rangle \\
3 m_{z} & \sqrt{3} m_{-} & 0 & 0 & -\sqrt{6} m_{-} & 0  \tag{2.147}\\
\sqrt{3} m_{+} & m_{z} & 2 m_{-} & 0 & 2 \sqrt{2} m_{z} & -\sqrt{2} m_{-} \\
0 & 2 m_{+} & -m_{z} & \sqrt{3} m_{-} & \sqrt{2} m_{+} & 2 \sqrt{2} m_{z} \\
0 & 0 & \sqrt{3} m_{+} & -3 m_{z} & 0 & \sqrt{6} m_{+} \\
-\sqrt{( } 6) m_{+} & 2 \sqrt{2} m_{z} & \sqrt{2} m_{-} & 0 & -m_{z} & -m_{-} \\
0 & -\sqrt{2} m_{+} & 2 \sqrt{2} m_{z} & \sqrt{6} m_{-} & -m_{+} & m_{z}
\end{array}\right)
$$

whereas the exchange Hamiltonian in $\Gamma_{1}$ is

$$
\begin{align*}
|S \uparrow\rangle & |S \downarrow\rangle \\
H_{e x c}^{\Gamma_{1}}=B_{G}^{\Gamma_{1}}\left(\begin{array}{cc}
3 m_{z} & 3 m_{-} \\
3 m_{+} & -3 m_{z}
\end{array}\right) & =3 B_{G}^{\Gamma_{1}}\left(\begin{array}{cc}
m_{z} & m_{-} \\
m_{+} & -m_{z}
\end{array}\right) \tag{2.148}
\end{align*}
$$

The exchange Hamiltonian in the second CB is similar to Eq. 2.147 but we replace the coefficient $B_{G}^{\Gamma_{5}}$
by $B_{G}^{\Gamma_{5 C}}$. Furthermore, one can easily extend this model in the same way for 30 - band or 40 - band $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonian model. Figure 2.23 displays the band structure of (Ga,Mn)As calculated via 30-band $\boldsymbol{k} \boldsymbol{p}$ giving the same results in comparison to via 6-band model [223].

### 2.7.2 Description of the strain field [224]

Today's semiconductor industry is facing lots of critical challenges such as the high gate leakage current for very thin gate dielectrics, or the high power dissipation for small transistors, etc. Therefore, an innovative techniques like strain engineering could be used to solve or circumvent the arising problems. The influence of strain on the intrinsic mobility of Si was first investigated in the early 1950 [225] and demonstrated that n-channel MOSFETs on a strained Si substrate, exhibit a $70 \%$ higher effective mobility than those on unstrained substrates, in 1992 by Welser et al.[226]. Since then, semiconductor industry has adapted several different technologies to introduce strain in the Si channel of MOSFETs. In the context of spintronics and spinorbitronics, using strain to control spin-polarized current has attracted much attention. Recently, the possibility of using strain to control electron-spin precession in zinc-blende structure semiconductors has been demonstrated [107, 227]. The spatial part of the conduction electron wavefunction is modified in the presence of strain, which affects the electron spin degrees of freedom due to spin-orbit coupling [228-230].

Theoretically, the effect of strain in semiconductor can be easily included in framework of k.p method and this section is devoted to do that. In particular, we now present the approach to treat the effect of an homogeneous strain within the $\boldsymbol{k} . \boldsymbol{p}$ framework [224]. It is worth to note that one may not treat the strain effect as a perturbation because it is not really small and besides, strain changes the periodicity of the crystal [176]. In the uniformly deformed crystal, the potential is still periodic except that the function $V(\boldsymbol{r})$ is a different potential from the undeformed potential $V_{0}(\boldsymbol{r})$ and the difference $V_{0}(\boldsymbol{r})-V(\boldsymbol{r})$ can be of the order of $V_{0}(\boldsymbol{r})$ [29, 176, 179, 224]. On the other hand, in perturbation theory, the wavefunction of the perturbed system is expressed as a superposition of the wavefunctions of the unperturbed system. These two sets of wavefunctions satisfy the same boundary conditions defined by the lattice periodicity. However, strain would change the lattice periodicity, and, consequently, changes the periods of the lattice periodic functions $\psi_{\boldsymbol{k}}(\boldsymbol{r})$ in Bloch waves. Therefore, to avoid these difficulties, Pikus and Bir [176] have used a coordinate transformation to make the deformed and undeformed crystals to have the same boundary conditions. Under strain represented by the strain tensor $\overline{\bar{\epsilon}}$, the coordinates of the deformed and undeformed crystal are linked by the transformation [29, 176, 179, 224]

$$
\begin{equation*}
r_{i}^{\prime}=r_{i}+\sum_{j} \epsilon_{i j} r_{j} \tag{2.149}
\end{equation*}
$$

where $r_{i}, r_{j}=x, y, z$. In the vector form, one has:

$$
\begin{equation*}
\boldsymbol{r}^{\prime}=(1+\overline{\bar{\epsilon}}) \boldsymbol{r} \tag{2.150}
\end{equation*}
$$

and the inverse transformation is given by:

$$
\begin{equation*}
\boldsymbol{r}=(1-\overline{\bar{\epsilon}}) \boldsymbol{r}^{\prime} \tag{2.151}
\end{equation*}
$$

Correspondingly, the transformation for the reciprocal vectors is given by:

$$
\begin{equation*}
\boldsymbol{k}=(1+\overline{\bar{\epsilon}}) \boldsymbol{k}^{\prime} \tag{2.152}
\end{equation*}
$$

Using the above transformation, $V\left(\boldsymbol{r}^{\prime}\right)$ can be expressed as a function of $\boldsymbol{r}$ with the same boundary conditions as those of $V_{0}(\boldsymbol{r})$ :

$$
\begin{equation*}
V\left(\boldsymbol{r}^{\prime}\right)=V[(1+\overline{\bar{\epsilon}}) \boldsymbol{r}]=V_{0}(\boldsymbol{r})+\sum_{i, j} V_{i j} \epsilon_{i j} \tag{2.153}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{i j}=\lim _{\epsilon \rightarrow 0} \frac{V[(1+\overline{\bar{\epsilon}}) \boldsymbol{r}]-V_{0}(\boldsymbol{r})}{\epsilon_{i j}}=\frac{\partial V}{\partial \epsilon_{i j}} \tag{2.154}
\end{equation*}
$$

that is related to deformation potentials. The crystal potential $V(\boldsymbol{r})$ is assumed to be the sum of the potentials of the individual ions, and the deformation of the lattice causes only a displacement of lattice site $\boldsymbol{R}_{\boldsymbol{n}}$, without distorting their potentials. Thus,

$$
\begin{align*}
V[(1+\overline{\bar{\epsilon}}) \cdot \boldsymbol{r}]-V_{0}(\boldsymbol{r}) & =\sum_{n} V_{a}\left[(1+\overline{\bar{\epsilon}})\left(\boldsymbol{r}-\boldsymbol{R}_{\boldsymbol{n}}\right)\right]-V_{a}\left(\boldsymbol{r}-\boldsymbol{R}_{\boldsymbol{n}}\right) \\
& =\sum_{n} \sum_{i, j} \frac{\partial V_{a}\left(\boldsymbol{r}-\boldsymbol{R}_{\boldsymbol{n}}\right)}{\partial r_{i}} \epsilon_{i j}\left(\boldsymbol{r}-\boldsymbol{R}_{\boldsymbol{n}}\right)_{j} \tag{2.155}
\end{align*}
$$

to give:

$$
\begin{equation*}
V_{i j}=\frac{1}{2} \sum_{n}\left[\frac{\partial V_{a}\left(\boldsymbol{r}-\boldsymbol{R}_{\boldsymbol{n}}\right)}{\partial r_{i}}\left(\boldsymbol{r}-\boldsymbol{R}_{\boldsymbol{n}}\right)+\frac{\partial V_{a}\left(\boldsymbol{r}-\boldsymbol{R}_{\boldsymbol{n}}\right)}{\partial r_{j}}\left(\boldsymbol{r}-\boldsymbol{R}_{\boldsymbol{n}}\right)\right] \tag{2.156}
\end{equation*}
$$

here $V_{a}\left(\boldsymbol{r}-\boldsymbol{R}_{\boldsymbol{n}}\right)$ is the atomic potential for an ion located at $\boldsymbol{R}_{\boldsymbol{n}}$. It is appropriate to assume that $V_{a}(\boldsymbol{r})$ possesses a spherical symmetry, and thus the derivative of it with respect to $r_{i}$, is an odd function of $r_{i}$. Since

$$
\begin{equation*}
\frac{\partial}{\partial r_{i}^{\prime}}=\sum_{j} \frac{\partial r_{j}}{\partial r_{i}^{\prime}} \frac{\partial}{\partial r_{j}}=\frac{\partial}{\partial r_{i}}-\sum_{j} \epsilon_{i j} \frac{\partial}{\partial r_{j}} \tag{2.157}
\end{equation*}
$$

we have:

$$
\begin{equation*}
\boldsymbol{p}^{\prime}=\boldsymbol{p}(1-\overline{\bar{\epsilon}}) \tag{2.158}
\end{equation*}
$$

and

$$
\begin{equation*}
p^{\prime 2}=p^{2}-2 \sum_{i j} p_{i} \epsilon_{i j} p_{j} \tag{2.159}
\end{equation*}
$$

We now consider the transformation of the Schrödinger equation 2.29 in the form

$$
\begin{equation*}
\left[\frac{P^{2}}{2 m_{0}}+V(\boldsymbol{r})+\frac{\hbar}{2 c^{2} m_{e}^{2}}(\nabla V(\boldsymbol{r}) \times \boldsymbol{p}) . \boldsymbol{S}\right] \Psi_{m, \boldsymbol{k}}(\boldsymbol{r})=E \Psi_{m, \boldsymbol{k}}(\boldsymbol{r}) \tag{2.160}
\end{equation*}
$$

under the strain. In the new coordinate system, we have:

$$
\begin{equation*}
\left[\frac{P^{\prime 2}}{2 m_{0}}+V\left(\boldsymbol{r}^{\prime}\right)+\frac{\hbar}{2 c^{2} m_{e}^{2}}\left(\nabla^{\prime} V\left(\boldsymbol{r}^{\prime}\right) \times \boldsymbol{p}^{\prime}\right) \cdot \boldsymbol{S}\right] \Psi_{m, \boldsymbol{k}}\left(\boldsymbol{r}^{\prime}\right)=E \Psi_{m, \boldsymbol{k}}\left(\boldsymbol{r}^{\prime}\right) \tag{2.161}
\end{equation*}
$$

The goal is to re-express Eq. 2.161 in terms of unstrained coordinates and new terms linear in the strain tensor by using Bloch function basic set in the new coordinate system as:

$$
\begin{equation*}
\Psi_{m, \boldsymbol{k}}\left(\boldsymbol{r}^{\prime}\right)=\sum_{n} C_{m n} \Phi_{n, \boldsymbol{k}}\left(\boldsymbol{r}^{\prime}\right) \tag{2.162}
\end{equation*}
$$

with

$$
\begin{equation*}
\Phi_{n, \boldsymbol{k}}\left(\boldsymbol{r}^{\prime}\right)=e^{i \boldsymbol{k} \cdot \boldsymbol{r}^{\prime}} \psi_{n \boldsymbol{k}}\left(\boldsymbol{r}^{\prime}\right) \tag{2.163}
\end{equation*}
$$

Then one gets:

$$
\begin{align*}
& {\left[\frac{P^{\prime 2}}{2 m_{0}}+V\left(\boldsymbol{r}^{\prime}\right)+\frac{\hbar}{4 m_{0}^{2} c^{2}}\left(\boldsymbol{\sigma} \times \nabla^{\prime} V\left(\boldsymbol{r}^{\prime}\right)\right) \cdot \boldsymbol{p}^{\prime}+\frac{\hbar}{m_{0}} \boldsymbol{k} \cdot\left(\boldsymbol{p}^{\prime}+\frac{\hbar}{4 m_{0} c^{2}}\left[\boldsymbol{\sigma} \times \boldsymbol{\nabla}^{\prime} V\left(\boldsymbol{r}^{\prime}\right)\right]\right)\right] \psi_{n \boldsymbol{k}}\left(\boldsymbol{r}^{\prime}\right)}  \tag{2.164}\\
& =\left[E_{n}(\boldsymbol{k})-\frac{\hbar^{2} k^{2}}{2 m_{0}^{2}}\right] \psi_{n \boldsymbol{k}}\left(\boldsymbol{r}^{\prime}\right)
\end{align*}
$$

As we argued previously, one may neglect the term $\frac{\hbar^{2}}{4 m_{0}^{2} c^{2} \boldsymbol{k}}\left(\sigma \times \boldsymbol{\nabla}^{\prime} V\left(\boldsymbol{r}^{\prime}\right)\right)$ in comparison with $\frac{\hbar}{4 m_{0}^{2} c^{2}}\left(\boldsymbol{\sigma} \times \boldsymbol{\nabla}^{\prime} V\left(\boldsymbol{r}^{\prime}\right)\right) \cdot \boldsymbol{p}^{\prime} ;$ moreover, using Eq. 2.153, Eq. 2.158 and Eq. 2.159, after doing some calculations and neglecting spin-orbit effects in the strain energy for sake of simplicity we can re-write Eq. 2.164 as:

$$
\begin{equation*}
\left[H_{0}+\frac{\hbar}{m_{0}} \boldsymbol{k} \cdot \boldsymbol{p}+\frac{\hbar^{2} k^{2}}{2 m_{0}}+\frac{\hbar}{4 m_{0}^{2} c^{2}}(\nabla V \times \boldsymbol{p}) \boldsymbol{\sigma}+H_{\epsilon}+H_{\epsilon k}\right] \psi_{n \boldsymbol{k}}\left(\boldsymbol{r}^{\prime}\right)=E_{n}(\boldsymbol{k}) \psi_{n \boldsymbol{k}}\left(\boldsymbol{r}^{\prime}\right) \tag{2.165}
\end{equation*}
$$

where

$$
\begin{gather*}
H_{0}=\frac{p^{2}}{2 m_{0}}+V(\boldsymbol{r})  \tag{2.166}\\
H_{\epsilon}=\sum_{i j}\left(-\frac{1}{m_{0}} p_{i} p_{j}+V_{i j}\right) \epsilon_{i j}  \tag{2.167}\\
H_{\epsilon k}=-\frac{2 \hbar}{m_{0}} \sum_{i j} k_{i} \epsilon_{i j} p_{j} \tag{2.168}
\end{gather*}
$$

The term $H_{\epsilon k}=-\frac{2 \hbar}{m_{0}} \sum_{i j} k_{i} \epsilon_{i j} p_{j}$ in Eq. 2.165 accounts for the interaction between the strain and the momentum of the carriers, whereas the deformation potential operator $H_{\epsilon}=\sum_{i j}\left(-\frac{1}{m_{0}} p_{i} p_{j}+V_{i j}\right) \epsilon_{i j}$ describes the change in the potential and the kinetic energy of carriers due to the strain itself $[29,176,179]$. In this work, although we did not consider the effect of strain field but one may easily include the strain field in our 30 or 40 multiband $\boldsymbol{k} . \boldsymbol{p}$ platform and we plan to do it in the short future.

### 2.8 Density of states and Fermi energy

In the following, we are going to give some insights into important definitions and notions of the electronic band structure and correlated physical parameters that we use throughout the manuscript, the density of sates and Fermi level.

### 2.8.1 Density of states

Together with the shape of constant energy surfaces shown in Fig.2.22, the density of states is often an important quantity entering a number of physical properties. The general definition of the density of states is:

$$
\begin{equation*}
\mathcal{D}(E)=\frac{1}{V} \sum_{n, \boldsymbol{k}, \sigma} \delta\left(E-E_{n \boldsymbol{k} \sigma}\right) \tag{2.169}
\end{equation*}
$$

where V is the volume of the crystal, n is the band index, $\boldsymbol{k}$ is the wave vectors and $\sigma$ is the spin quantum number. The quantity $\mathcal{D}(E) d E$ describes the number of quantum states in the energy interval $[E, E+d E]$
normalized to the volume. The functional form of the density of states depends only on the dispersion relation $E_{n \boldsymbol{k} \sigma}$.

Integrating the density of states over energy up to a maximum energy bound results in the total number of states (per unit volume):

$$
\begin{equation*}
\int_{-\infty}^{E} d E^{\prime} \mathcal{D}\left(E^{\prime}\right)=\frac{1}{V} \int_{-\infty}^{E} d E^{\prime} \sum_{n, \boldsymbol{k}, \sigma} \delta\left(E-E_{n \boldsymbol{k} \sigma}\right)=\frac{1}{V} \sum_{n, \boldsymbol{k} \sigma \| E_{n \boldsymbol{k} \sigma}<E} 1=\mathcal{N}(E) \tag{2.170}
\end{equation*}
$$

correspondingly,

$$
\begin{equation*}
\mathcal{D}(E)=\frac{d \mathcal{N}(E)}{d E} \tag{2.171}
\end{equation*}
$$

This relation is frequently used for analytical calculations of the density of states when the dispersion relation is well known.


FIGURE 2.24: Scheme of construction in $k$-space to calculate the density of states in three dimensions. The shells have radii $k$ and $k+\delta k$ corresponding to energies $E$ and $E+\delta E$.

Otherwise, Eq. 2.169 can be solved numerically by the procedure depicted in Fig. 2.24: dividing the k-space and energy, at each $\boldsymbol{k}$, one can obtain all possible values of energy $E_{n}$ then counts the number of $E_{n}$ between $[E, E+\delta E]$.

### 2.8.2 Fermi level

The electron concentration $n_{c}$ in thermal equilibrium is expressed as:

$$
\begin{equation*}
n_{c}=\int_{0}^{\infty} \mathcal{D}(E) f(E) d E \tag{2.172}
\end{equation*}
$$

where $f(E)$ is the Fermi-Dirac distribution under thermal equilibrium (in general, $f(E)$ is the temperature dependent occupation probability under thermal nonequilibrium when one considers the electron concentration under thermal nonequilibrium) which becomes unity at absolute zero when E is less than $E_{F}$ and zero when E is greater than $E_{F}$ :

$$
\begin{equation*}
f(E)=\frac{1}{e^{\frac{E-E_{F}}{k_{B} T}}+1} \tag{2.173}
\end{equation*}
$$



Figure 2.25: The density of states (DOS) and Fermi level vs carrier concentration calculated for GaAs in framework of 30-band $\boldsymbol{k} \cdot \boldsymbol{p}$ method.

The Fermi-Dirac distribution implies that at absolute zero (ground state of a system), the largest Fermion states (electron, holes, etc.) are filled up to an energy which is called the Fermi energy. Here we specifically define the Fermi energy at absolute zero. Finally, figure 2.25 displays the DOS of GaAs and the Fermi level as function of carrier concentration in this semiconductor. These calculations were done in framework of 30-band $\boldsymbol{k} . \boldsymbol{p}$ model showing good agreement with DFT calculation in Ref [46].
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# Chapter 3. Modeling of spin-polarized transport within semiconductor heterostructures in a k.p multiband picture 

In this chapter and following subsections, we consider the quantum matching conditions fulfilled by the electronic wave functions and electronic current at the various interfaces within multilayer structures. The set of matching conditions arises from the resolution of the Schrödinger equation within each layer with correct boundary conditions depending on the particular interface properties and related symmetries such as the $\mathrm{T}_{\mathrm{d}} \rightarrow C_{2 \mathrm{v}}$ reduction at the scale of some unit cells [44]. The physical issues related to wave function and electronic current matching are of a primary importance, because the issue of interface crossing for carriers (electrons or holes) is encountered for the correct description of the quantum states of materials; e. g. to describe correctly optical properties of optically active regions (or quantum wells) as well as spinresolved Boltzmann diffusion equations for both in-plane and out-of-plane diffusion transport [231-234]. More generally, the particular matching conditions are to be generalized in order to take into account the local spin-orbit field starting from a simple $2 \times 2$ spinor vision towards a multiband approach involving the orbital degree of freedom. The reason is that the interface crossing (or scattering) derives from a pure quantum-mechanical process where spin-polarized carriers mainly behave more like waves than particles. These observations partly explain the choice of dedicating a full chapter to the matching conditions.

For the case of semiconducting heterostructures largely developed in the present manuscript, we have chosen to consider the standard multiband matching conditions possibly involving extrinsic SO surface potentials although, in the particular case of $\mathrm{T}_{\mathrm{d}}$ compounds, interfaces break the bulk symmetry group into the $\mathrm{C}_{2 \mathrm{v}}$ symmetry responsible for the mixing between heavy holes and light holes. These particular matching conditions for the $\mathrm{C}_{2 \mathrm{v}}$ symmetry have been proposed at the IOFFE institute in 1996 [30] in a first 4 -band and 6 -band approach before their generalization to a 14 -band treatment very recently [31]. These particular matching conditions have been implemented in our 14-, 30- and 40-band $\boldsymbol{k} . \boldsymbol{p}$ codes without high complexity. After having given a set of consistent matching conditions for quantum wave functions and current waves at each interface, one may easily describe the properties of an electron tunneling through multilayered structures such as resonant tunneling, bound states and quasi bound states in quantum well structures via transfer or scattering matrix approach. Besides, the well known Landauer formalism giving the relation between the electrical conductance and scattering properties of the system in the simple form will be also recovered.

In the following, we first describe the matching conditions for unpolarized electrons in the CB before generalizing to the case of the spin-polarized multiband transport involving both the CB and VB of semiconductor heterostructures. Then we discuss the matching conditions involving interface potentials and the matching condition for an effective Hamiltonian with an example of electrons in the CB tunneling through a [110] barrier structure under normal incidence as in Ref.[183]. In order to valid our multiband k.p platforms for a consideration of tunneling of an electron through a heterostructure, we will demonstrate the cancellation of the interference terms for the current as well as the negligible contributions of ghost bands on the current. Then an important Landauer formula will be recovered from the expression of the wave current performed by k.p technique. As an example of heterostructure to be considered, we present a calculation method for resonant tunneling through AlAs/GaAs/AlAs quantum well structure and give descriptions of bound states as well as quasi bound states in this quantum well structure via scattering matrix approach developed in Appendix C. For matching condition with surface potential at the interfaces, we consider the structure with reduction from $T_{2 d} \rightarrow C_{2 v}$ and adapt the matching conditions proposed by Ivchenko et. al and Durnev et al. in the framework of 6 -band and 14 -band $\boldsymbol{k} . \boldsymbol{p}$ model, to our multiband ( 30 - and 40 -band) calculations. Noting that the matching conditions should satisfy the fact that the current is conserved within whole structure, we then give a limit for the application of Durnev's matching conditions within multiband k.p Hamiltonian. Afterward, we discuss the properties of wave functions and splitting energy in quantum wells from our numerical calculations in comparison with the results of Ivchenko [30] and Durnev [31].

### 3.1 Matching conditions for tunneling within heterostructures

Tunneling and electronic transport is a starting point but it is however a complex problem in fundamental quantum physics, which is important for application. For example, electrons can be transmitted through a tunnel barrier whose the first accessible propagating electronic states lies at an energy higher than the incoming electron energy. Let us consider for instance free electrons tunneling in one dimensional system, for which the Hamiltonian in the whole space is written: [218]

$$
\begin{equation*}
H=\frac{\boldsymbol{p}^{2}}{2 m_{0}}+V_{0} \theta(x)=-\frac{\hbar^{2}}{2 m_{0}} \frac{\partial^{2}}{\partial x^{2}}+V_{0} \theta(x) \tag{3.1}
\end{equation*}
$$

where $m_{0}$ is free electron mass, $V_{0}$ is a certain constant potential and $\theta(x)$ is the Heaviside function. A possible approach is first to establish the continuity of the wave function derived by integration of the Schrödinger equation 3.1:

$$
\begin{align*}
& \int_{-\epsilon}^{+\epsilon}\left[-\frac{\hbar^{2}}{2 m_{0}} \frac{\partial^{2}}{\partial x^{2}}+V_{0} \theta(x)\right] \Psi(x) d x=\int_{-\epsilon}^{+\epsilon} E \Psi(x) d x  \tag{3.2}\\
\Leftrightarrow & \int_{-\epsilon}^{+\epsilon}-\frac{\hbar^{2}}{2 m_{0}} \frac{\partial^{2}}{\partial x^{2}} \Psi(x) d x=\int_{-\epsilon}^{+\epsilon}\left[E-V_{0} \theta(x)\right] \Psi(x) d x
\end{align*}
$$

Taking the limit when $\epsilon \rightarrow 0$ and because the term $E-V_{0} \theta(x)$ is bounded, we obtain:

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \int_{-\epsilon}^{+\epsilon}\left[E-V_{0} \theta(x)\right] \Psi(x) d x=0 \tag{3.3}
\end{equation*}
$$

Then, the Eq. 3.2 becomes:

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0}\left[\frac{\partial}{\partial x} \Psi(x)\right]_{-\epsilon}^{+\epsilon} d x=0 \tag{3.4}
\end{equation*}
$$

Eventually, the probability current has to be continuous, i.e,

$$
\begin{equation*}
\boldsymbol{J}^{f}[\Psi]=\operatorname{Re}\left[\Psi^{*} \frac{\boldsymbol{p}}{m_{0}} \Psi\right]=\frac{\hbar}{m_{0}} \operatorname{Im}\left[\Psi^{*} \frac{\partial}{\partial x} \Psi\right]=\text { const } \tag{3.5}
\end{equation*}
$$

Consequently, a sufficient condition for the charge current conservation is now given by $[\Psi]_{x=0}=0$ which provides us the standard matching condition, namely the continuity of the envelope function and of its derivative.

However, the problem becomes more complex when an electron propagates through an heterostructure made of different or inhomogeneous materials, where in each medium, the system is described by its own bulk Hamiltonian. We then need to define the proper matching conditions at each boundary. In this situation, the standard matching condition is known to be the simplest one to be considered [218]. Let us introduce the BDD ideas for the matching conditions in one dimension. Suppose that an electron tunnels through an interface delimiting two different media at $x<0$ and $x>0$. As mentioned before, each medium is characterized by its own Hamiltonian and one must find a solution of Schrödinger's equation, made of eigenvectors of relevant bands in the two bulk materials, ensuring the continuity of the probability current at the origin. In this sense, the problem is analogous to a scattering problem, where the wave functions are determined only at some distance of the scattering potential. Proper matching conditions rely on the
extension of the bulk envelope function over the whole space. In an effective mass point of view, the BDD proposed to write the Hamiltonian in the whole space as:

$$
\begin{equation*}
H(x)=\frac{p_{x}^{2}}{2 m_{(x)}}+V(x)=p_{x}\left[\frac{1}{2 m_{(x)}} p_{x}\right]+V(x)=\frac{1}{2} p_{x} \frac{\partial H}{\partial p_{x}}+V(x) \tag{3.6}
\end{equation*}
$$

where $m_{(x)}$ is the effective position-dependent mass and $V(x)$ is the potential in each medium. This procedure yields a symmetric Hermitian Hamiltonian which is mandatory. The integration of the Hamiltonian in Eq. 3.6 around the boundary automatically ensures the continuity of the probability, provided that both $\Psi(x)$ and electronic current $\left(\frac{\partial H}{\partial p_{x}}\right) \Psi$ are continuous. The BDD matching conditions are well known as standard matching conditions for electrons in the CB and have been applied with success to a variety of situations. However one must note that these conditions are not valid in the systems described by Hamiltonians including terms with momentum operator power of order larger than two, along the flux direction as well as surface potentials. When the Hamiltonian involves both first and second terms arising for Rashba-like Hamiltonians:

$$
\begin{align*}
H & =a \boldsymbol{p}+b \boldsymbol{p}^{2}+V_{0} \theta(x)=\boldsymbol{p}(a+b \boldsymbol{p})+V_{0} \theta(x)  \tag{3.7}\\
& =\frac{\hbar}{i} \frac{\partial}{\partial x}(a+b \boldsymbol{p})+V_{0} \theta(x) \tag{3.8}
\end{align*}
$$

yielding the current operator as:

$$
\begin{equation*}
\boldsymbol{J}_{x}=a+2 b \boldsymbol{p} \tag{3.9}
\end{equation*}
$$

where $a$ and $b$ are two Hermitian matrices that depend on the medium. Starting from Eq. 3.8, one can integrate the Schrödinger equation around the origin leading to:

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{-\varepsilon}^{+\varepsilon} \frac{\hbar}{i} \frac{\partial}{\partial x}(a+b \boldsymbol{p}) \psi d x=0 \tag{3.10}
\end{equation*}
$$

or

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0}\left[\frac{\hbar}{i}(a+b \boldsymbol{p}) \psi\right]_{-\varepsilon}^{+\varepsilon}=0 \tag{3.11}
\end{equation*}
$$

Note that the Hamiltonian in Eq. 3.8 may be non Hermitian if $a$ is a function of $\boldsymbol{r}$. It can be symmetrized by writing:

$$
\begin{align*}
H & =\frac{1}{2}(a \boldsymbol{p}+\boldsymbol{p} a)+\boldsymbol{p} b \boldsymbol{p}+V_{0} \theta(x)=\boldsymbol{p}\left(\frac{1}{2} a+b \boldsymbol{p}\right)+\frac{a \boldsymbol{p}}{2}+V_{0} \theta(x)  \tag{3.12}\\
& =\boldsymbol{p}(a+b \boldsymbol{p})+\frac{[a, \boldsymbol{p}]}{2}+V_{0} \theta(x) \tag{3.13}
\end{align*}
$$

Then, integrating Eq. 3.13 over the boundary indeed yields:

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0}\left[\frac{\hbar}{i}\left(\frac{a}{2}+b \boldsymbol{p}\right) \psi\right]_{-\varepsilon}^{+\varepsilon}+\lim _{\varepsilon \rightarrow 0} \int_{-\varepsilon}^{+\varepsilon} \frac{a \boldsymbol{p}}{2} \psi=0 \tag{3.14}
\end{equation*}
$$

If $\psi$ is discontinuous, $\boldsymbol{p} \psi$ contains delta $\delta$ distribution and, because $a$ is less defined at the interface in the case of a step, this expression can be problematic. On the contrary, if $\psi$ is continuous, $a \boldsymbol{p} \psi$ is bounded so that:

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{-\varepsilon}^{+\varepsilon} \frac{a \boldsymbol{p}}{2} \psi=0 \tag{3.15}
\end{equation*}
$$

leading to:

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0}\left[\frac{\hbar}{i}\left(\frac{a}{2}+b \boldsymbol{p}\right) \psi\right]_{-\varepsilon}^{+\varepsilon}=0 \tag{3.16}
\end{equation*}
$$

This last condition is the continuity of the wave current. One observed that it differs from Eq. 3.11 by a term $\frac{a}{2}$. In the limit where $a$ is a constant, Eq. 3.11 and Eq. 3.16 are equivalent because:

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0}\left[\left(\frac{a}{2}\right) \psi\right]_{-\varepsilon}^{+\varepsilon}=\frac{a}{2} \lim _{\varepsilon \rightarrow 0}[\psi]_{-\varepsilon}^{+\varepsilon}=0=a \lim _{\varepsilon \rightarrow 0}[\psi]_{-\varepsilon}^{+\varepsilon}=\lim _{\varepsilon \rightarrow 0}[a \psi]_{-\varepsilon}^{+\varepsilon} \tag{3.17}
\end{equation*}
$$

As usual, continuity of wave function $\psi$ and continuity of the wave current are used, thus, providing a simple solution. When one works with a system including e.g. $k^{3}$ terms, corresponding to Dresselhaus interactions in an effective Hamiltonian approach, it is, generally, no longer possible to treat the transport in the standard way and we must redefine the matching conditions as well as the the current operator associated with the $n^{\text {th }}$ order Hamiltonian. Besides, another solution is to increase the number of bands to consider in the general Hamiltonian form so that each matrix element of the Hamiltonian only involves off-diagonal $k$ coupling terms with power strictly lower than three.

### 3.1.1 Standard matching or boundary conditions

We now discuss the standard matching conditions in framework of the multiband $\boldsymbol{k} . \boldsymbol{p}$ methods where it is possible to include SOI and exchange interactions. This peculiar issue arises when one considers the crossing of ferromagnetic/spin-orbit layers in semiconductors as well as metallic spintronics systems like recently emphasized in papers dealing with the problem of spin-orbit transport and Spin-Orbit Torque (SOT) via the Spin Hall effect (SHE) as well as Spin-Hall magneto resistance (SMR). As mentioned before, the SOI associated to the lack of inversion center leads to the appearance of a cubic term, i.e, Dresselhaus terms, in the conduction band. It implies to modify the standard matching conditions or consider the cubic term as perturbation. Another solution, which is adapted in the present work, is to work within a larger set of basis functions to decrease the order of the momentum, for example, using 6 bands or 8 bands (not possible to describe the odd term without including perturbation of higher bands) or 14 bands, 30 bands, and 40 bands (mandatory to describe the odd potential term) model instead of a 2-band effective model. In this point of view, it becomes necessary to redefine the proper matching condition for multiband transport. Let us start with the Hamiltonian without exchange interaction given by:

$$
\begin{equation*}
H=\frac{P^{2}}{2 m_{0}}+V+\frac{\hbar}{4 m_{0}^{2} c^{2}}(\nabla V \times \boldsymbol{p}) . \boldsymbol{\sigma} \tag{3.18}
\end{equation*}
$$

For convenient, we re-write Hamiltonian 3.18 in the more general form [183, 235-237]

$$
\begin{equation*}
H=\sum_{j} a_{j} \boldsymbol{p}_{\boldsymbol{j}}+\sum_{j, k} b_{j k} \boldsymbol{p}_{\boldsymbol{j}} \boldsymbol{p}_{\boldsymbol{k}} \tag{3.19}
\end{equation*}
$$

where $\boldsymbol{p}_{\boldsymbol{j}}$ and $\boldsymbol{p}_{\boldsymbol{k}}$ are the components of momentum $\boldsymbol{p}$; whereas $a_{j}$ and $b_{j \boldsymbol{k}}$ (j, k refer to Cartesian coordinates) are $n \times n$ Hermitian matrices operating with the spin space and invariant under permutation of $j, k$. To describe the potentials independent of the momentum, e.g., the exchange potential or external magnetic field, as well as surface potential, we introduce $H_{0}$ as a supplementary term in Eq. 3.19. We have intentionally chosen to give the exact derivation for the current and spin current operators in a multiband approach. From Schrödinger equation, we obtain:
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$$
\begin{equation*}
i \hbar \frac{\partial|\Psi\rangle}{\partial t}=H|\Psi\rangle=\sum_{j} a_{j} \boldsymbol{p}_{\boldsymbol{j}}|\Psi\rangle+\sum_{j, k} b_{j k} \boldsymbol{p}_{\boldsymbol{j}} \boldsymbol{p}_{\boldsymbol{k}}|\Psi\rangle+H_{0}|\Psi\rangle \tag{3.20}
\end{equation*}
$$

Taking the Hermitian conjugate, we have:

$$
\begin{equation*}
-i \hbar \frac{\partial\langle\Psi|}{\partial t}=\sum_{j}\left\langle\boldsymbol{p}_{\boldsymbol{j}} \Psi\right| a_{j}+\sum_{j, k}\left\langle\boldsymbol{p}_{j} \boldsymbol{p}_{\boldsymbol{k}} \Psi\right| b_{j k}+\langle\Psi| H_{0} \tag{3.21}
\end{equation*}
$$

The conservation equation related to the density of probability or continuity equation follows quite straightforwardly from the following development:

$$
\begin{align*}
i \hbar \frac{\partial\langle\Psi \mid \Psi\rangle}{\partial t} & =i \hbar\left[\left\langle\Psi \left\lvert\, \frac{\partial \Psi}{\partial t}\right.\right\rangle+\left\langle\left.\frac{\partial \Psi}{\partial t} \right\rvert\, \Psi\right\rangle\right] \\
& =\sum_{j}\langle\Psi| a_{j} \boldsymbol{p}_{j}|\Psi\rangle+\sum_{j, k}\langle\Psi| b_{j k} \boldsymbol{p}_{j} \boldsymbol{p}_{\boldsymbol{k}}|\Psi\rangle-\sum_{j}\left\langle\boldsymbol{p}_{j} \Psi \mid a_{j} \Psi\right\rangle-\sum_{j, k}\left\langle\boldsymbol{p}_{j} \boldsymbol{p}_{\boldsymbol{k}} \Psi \mid b_{j k} \Psi\right\rangle  \tag{3.22}\\
& =\left[\sum_{j}\langle\Psi| a_{j} \boldsymbol{p}_{j}|\Psi\rangle-\sum_{j}\left\langle\boldsymbol{p}_{j} \Psi \mid a_{j} \Psi\right\rangle\right]+\left[\sum_{j, k}\langle\Psi| b_{j k} \boldsymbol{p}_{j} \boldsymbol{p}_{\boldsymbol{k}}|\Psi\rangle-\sum_{j, k}\left\langle\boldsymbol{p}_{j} \boldsymbol{p}_{k} \Psi \mid b_{j k} \Psi\right\rangle\right]
\end{align*}
$$

Since $\left\langle\boldsymbol{p}_{\boldsymbol{j}} \Psi \mid a_{j} \Psi\right\rangle=\langle\Psi| a_{j} \boldsymbol{p}_{\boldsymbol{j}}|\Psi\rangle^{*}$ and $\left\langle\boldsymbol{p}_{\boldsymbol{j}} \boldsymbol{p}_{\boldsymbol{k}} \Psi \mid b_{j k} \Psi\right\rangle=\langle\Psi| b_{j k} \boldsymbol{p}_{\boldsymbol{j}} \boldsymbol{p}_{\boldsymbol{k}}|\Psi\rangle^{*}$, one gets:

$$
\begin{equation*}
\frac{\partial\langle\Psi \mid \Psi\rangle}{\partial t}=\frac{2}{\hbar} I m\left[\sum_{j}\langle\Psi| a_{j} \boldsymbol{p}_{\boldsymbol{j}}|\Psi\rangle+\sum_{j, k}\langle\Psi| b_{j k} \boldsymbol{p}_{\boldsymbol{j}} \boldsymbol{p}_{\boldsymbol{k}}|\Psi\rangle\right] \tag{3.23}
\end{equation*}
$$

Moreover, let us demonstrate that:

$$
\begin{equation*}
\frac{2}{\hbar} \operatorname{Im}\left[\sum_{j}\langle\Psi| a_{j} \boldsymbol{p}_{\boldsymbol{j}}|\Psi\rangle+\sum_{j, k}\langle\Psi| b_{j k} \boldsymbol{p}_{\boldsymbol{j}} \boldsymbol{p}_{\boldsymbol{k}}|\Psi\rangle\right]=-\sum_{j} \boldsymbol{\nabla}_{j}\left(\operatorname{Re}\langle\Psi| \boldsymbol{J}_{j}|\Psi\rangle\right) \tag{3.24}
\end{equation*}
$$

where $\boldsymbol{J}_{\boldsymbol{j}}$ is the $j^{\text {th }}$ component of wave current operator $\boldsymbol{J}[235,238]$ :

$$
\begin{equation*}
\boldsymbol{J}_{j}=\frac{\partial H}{\partial \boldsymbol{p}_{j}}=a_{j}+2 \sum_{k} b_{j k} \boldsymbol{p}_{k} \tag{3.25}
\end{equation*}
$$

One obtains:

$$
\begin{equation*}
\operatorname{Re}\langle\Psi| \boldsymbol{J}_{j}|\Psi\rangle=\sum_{k}\left\langle\left.\left(\frac{a_{j}}{2}+b_{j k} \boldsymbol{p}_{k}\right) \Psi \right\rvert\, \Psi\right\rangle+\sum_{k}\langle\Psi| \frac{a_{j}}{2}+b_{j k} \boldsymbol{p}_{k}|\Psi\rangle \tag{3.26}
\end{equation*}
$$

to give

$$
\begin{equation*}
\boldsymbol{\nabla}_{j}\left(\operatorname{Re}\langle\Psi| \boldsymbol{J}_{j}|\Psi\rangle\right)=\boldsymbol{\nabla}_{j}\left\{\sum_{k}\left\langle\left.\left(\frac{a_{j}}{2}+b_{j k} \boldsymbol{p}_{k}\right) \Psi \right\rvert\, \Psi\right\rangle+\sum_{k}\langle\Psi| \frac{a_{j}}{2}+b_{j k} \boldsymbol{p}_{k}|\Psi\rangle\right\} \tag{3.27}
\end{equation*}
$$

Note that $\boldsymbol{\nabla}_{j}=\frac{i}{\hbar} \boldsymbol{p}_{j}$ and $\left(a_{j}\right)^{+}=a_{j},\left(b_{j k}\right)^{+}=b_{j k}$. We first consider the derivation of the first order components in 3.27:

$$
\begin{align*}
A_{1} & =\boldsymbol{\nabla}_{j}\left\{\left\langle\Psi \left\lvert\, \frac{a_{j}}{2} \Psi\right.\right\rangle+\left\langle\left.\frac{a_{j}}{2} \Psi \right\rvert\, \Psi\right\rangle\right\}=\frac{i}{\hbar} \boldsymbol{p}_{j} \boldsymbol{p}_{j}\left\langle\Psi \mid a_{j} \Psi\right\rangle=\frac{i}{\hbar}\left\{\left\langle\Psi \left\lvert\, \frac{a_{j}}{2} \Psi\right.\right\rangle+\left\langle\left.\frac{a_{j}}{2} \Psi \right\rvert\, \Psi\right\rangle\right\}  \tag{3.28}\\
& =\frac{i}{\hbar} \boldsymbol{p}_{j}\left\langle\Psi \mid a_{j} \Psi\right\rangle=\frac{i}{\hbar}\left\{\left\langle\Psi \mid a_{j} \boldsymbol{p}_{j} \Psi\right\rangle-\left\langle\boldsymbol{p}_{j} \Psi \mid a_{j} \Psi\right\rangle\right\}=-\frac{2}{\hbar} \operatorname{Im}\left\langle\Psi \mid a_{j} \boldsymbol{p}_{j} \Psi\right\rangle
\end{align*}
$$

And the derivation of the second order components in 3.27:

$$
\begin{align*}
A_{2} & =\boldsymbol{\nabla}_{j}\left\{\sum_{k}\left[\left\langle\Psi \mid b_{j k} \boldsymbol{p}_{k} \Psi\right\rangle+\left\langle b_{j k} \boldsymbol{p}_{k} \Psi \mid \Psi\right\rangle\right]\right\}=\frac{i}{\hbar} \sum_{k} \boldsymbol{p}_{j}\left\{\left\langle\Psi \mid b_{j k} \boldsymbol{p}_{k} \Psi\right\rangle+\left\langle b_{j k} \boldsymbol{p}_{k} \Psi \mid \Psi\right\rangle\right\} \\
& =\frac{i}{\hbar} \sum_{k}\left\{\left\langle\Psi \mid b_{j k} \boldsymbol{p}_{\boldsymbol{j}} \boldsymbol{p}_{\boldsymbol{k}} \Psi\right\rangle-\left\langle\boldsymbol{p}_{\boldsymbol{j}} \Psi \mid b_{j k} \boldsymbol{p}_{k} \Psi\right\rangle-\left\langle b_{j k} \boldsymbol{p}_{\boldsymbol{j}} \boldsymbol{p}_{\boldsymbol{k}} \Psi \mid \Psi\right\rangle+\left\langle b_{j k} \boldsymbol{p}_{\boldsymbol{k}} \Psi \mid \boldsymbol{p}_{\boldsymbol{j}} \Psi\right\rangle\right\}  \tag{3.29}\\
& =\frac{i}{\hbar} \sum_{k}\left(\left\langle\Psi \mid b_{j k} \boldsymbol{p}_{\boldsymbol{j}} \boldsymbol{p}_{\boldsymbol{k}} \Psi\right\rangle-\left\langle b_{j k} \boldsymbol{p}_{\boldsymbol{j}} \boldsymbol{p}_{\boldsymbol{k}} \Psi \mid \Psi\right\rangle\right)+\frac{i}{\hbar} \sum_{k}\left(\left\langle b_{j k} \boldsymbol{p}_{k} \Psi \mid \boldsymbol{p}_{j} \Psi\right\rangle-\left\langle\boldsymbol{p}_{\boldsymbol{j}} \Psi \mid b_{j k} \boldsymbol{p}_{k} \Psi\right\rangle\right) \\
& =-\frac{2}{\hbar} \sum_{k} \operatorname{Im}\left\langle\Psi \mid b_{j k} \boldsymbol{p}_{\boldsymbol{j}} \boldsymbol{p}_{\boldsymbol{k}} \Psi\right\rangle+\frac{i}{\hbar} \sum_{k}\left(\left\langle b_{j k} \boldsymbol{p}_{k} \Psi \mid \boldsymbol{p}_{j} \Psi\right\rangle-\left\langle\boldsymbol{p}_{\boldsymbol{j}} \Psi \mid b_{j k} \boldsymbol{p}_{k} \Psi\right\rangle\right)
\end{align*}
$$

Then, from Eq 3.28 and 3.29:

$$
\begin{equation*}
\boldsymbol{\nabla}_{j}\left(\operatorname{Re}\langle\Psi| \boldsymbol{J}_{j}|\Psi\rangle\right)=-\frac{2}{\hbar} \sum_{k} \operatorname{Im}\left\langle\Psi \mid\left(a_{j} \boldsymbol{p}_{j}+b_{j k} \boldsymbol{p}_{j} \boldsymbol{p}_{\boldsymbol{k}}\right) \Psi\right\rangle+\frac{i}{\hbar} \sum_{k}\left(\left\langle b_{j k} \boldsymbol{p}_{k} \Psi \mid \boldsymbol{p}_{j} \Psi\right\rangle-\left\langle\boldsymbol{p}_{j} \Psi \mid b_{j k} \boldsymbol{p}_{k} \Psi\right\rangle\right) \tag{3.30}
\end{equation*}
$$

to give:

$$
\begin{equation*}
\sum_{j} \boldsymbol{\nabla}_{j}\left(\operatorname{Re}\langle\Psi| \boldsymbol{J}_{j}|\Psi\rangle\right)=-\frac{2}{\hbar} \sum_{j, k} \operatorname{Im}\left\langle\Psi \mid\left(a_{j} \boldsymbol{p}_{j}+b_{j k} \boldsymbol{p}_{j} \boldsymbol{p}_{\boldsymbol{k}}\right) \Psi\right\rangle+\frac{i}{\hbar} \sum_{j, k}\left(\left\langle b_{j k} \boldsymbol{p}_{k} \Psi \mid \boldsymbol{p}_{j} \Psi\right\rangle-\left\langle\boldsymbol{p}_{j} \Psi \mid b_{j k} \boldsymbol{p}_{k} \Psi\right\rangle\right) \tag{3.31}
\end{equation*}
$$

Because:

$$
\begin{equation*}
\sum_{j, k}\left\langle b_{j k} \boldsymbol{p}_{k} \Psi \mid \boldsymbol{p}_{j} \Psi\right\rangle=\sum_{j, k}\left\langle\boldsymbol{p}_{k} \Psi \mid b_{j k} \boldsymbol{p}_{j} \Psi\right\rangle=\sum_{j, k}\left\langle\boldsymbol{p}_{j} \Psi \mid b_{j k} \boldsymbol{p}_{k} \Psi\right\rangle \tag{3.32}
\end{equation*}
$$

hence

$$
\begin{equation*}
\sum_{j, k}\left(\left\langle b_{j k} \boldsymbol{p}_{k} \Psi \mid \boldsymbol{p}_{j} \Psi\right\rangle-\left\langle\boldsymbol{p}_{j} \Psi \mid b_{j k} \boldsymbol{p}_{k} \Psi\right\rangle\right)=0 \tag{3.33}
\end{equation*}
$$

Combining Eq. 3.23 and Eq. 3.31 we get:

$$
\begin{equation*}
\frac{\partial\langle\Psi \mid \Psi\rangle}{\partial t}=-\sum_{j} \nabla_{j}\left(\operatorname{Re}\langle\Psi| \boldsymbol{J}_{j}|\Psi\rangle\right) \tag{3.34}
\end{equation*}
$$

Thus, for a stationary regime (time-independent):

$$
\begin{equation*}
\nabla_{j}\left(\operatorname{Re}\langle\Psi| \boldsymbol{J}_{j}|\Psi\rangle\right)=0 \tag{3.35}
\end{equation*}
$$

where:

$$
\begin{equation*}
\sum_{j} \boldsymbol{\nabla}_{j}\left(\operatorname{Re}\langle\Psi| \boldsymbol{J}_{j}|\Psi\rangle\right)=-\frac{2}{\hbar} \sum_{j, k} \operatorname{Im}\left\langle\Psi \mid\left(a_{j} \boldsymbol{p}_{j}+b_{j k} \boldsymbol{p}_{\boldsymbol{j}} \boldsymbol{p}_{\boldsymbol{k}}\right) \Psi\right\rangle \tag{3.36}
\end{equation*}
$$

Equation 3.35 demonstrates that the current $\langle\Psi| \boldsymbol{J}_{j}|\Psi\rangle$ is conserved, at least in each layers of the heterostructures separately. In the next section, we will show that is also true within the whole heterostructure upon requirement to define the proper current operator from the Hamiltonian and the correct boundary conditions. And finally, the continuity of both wave function $\Psi$ and current wave $\boldsymbol{J}_{j} \Psi$ are sufficient conditions which ensure that the probability current is continuous at an interface. We will show, afterwards, that the charge current remains constant in heterostructures independently of the electron coordinate within the heterostructure.

### 3.1.2 Extended matching conditions with surface potentials at interfaces

In this part, we discuss the matching conditions to be used in a heterostructures involving possible surface potential at a given interface. The surface potentials may arise from Rashba effect [37], strain [176] or symmetry breaking at the interface $[30,31]$ and are essential to be taken into account because they represent the effects of the electronic wave function originating from a possible strong potential present in the lattice at the scale on typically a few atomic cells from the interfaces in the heterostructure.

## The Tight-Binding picture

Such peculiarity can be more easily observed if one adapts a tight-binding scheme for an electron moving close to the interface between two materials, namely, A and B. For the tight binding Hamiltonian in the second quantization form:

$$
\begin{equation*}
H_{T B}=\sum_{i, j} t_{i j} \delta(x) \hat{a}_{j}^{+} \hat{a}_{i} \tag{3.37}
\end{equation*}
$$

where $\hat{a}_{i}$ and $\hat{a}_{j}^{+}$are the annihilation and creation operators for the sites (i) and (j) respectively, and from the expression of the density operator:

$$
\begin{equation*}
\rho=\sum_{i} \hat{a}_{i}^{+} \hat{a}_{i} \tag{3.38}
\end{equation*}
$$

the divergence of the current operator reads:

$$
\begin{equation*}
\frac{d \rho}{d t}=-\frac{i}{\hbar}\left[H_{T B}, \rho\right]=-\frac{i}{\hbar}\left[\sum_{i, j} t_{i j} \delta(x) \hat{a}_{j}^{+} \hat{a}_{i}, \sum_{k} \hat{a}_{k}^{+} \hat{a}_{k}\right] \tag{3.39}
\end{equation*}
$$

For the $i^{\text {th }}$ - component of current operator:

$$
\begin{equation*}
\frac{d \rho_{i}}{d t}=-\nabla \boldsymbol{J}_{i}=\frac{i}{\hbar} \sum_{j} t_{i j} \delta(x) \hat{a}_{j}^{+} \hat{a}_{i}-c . c=\frac{i}{\hbar} H_{T B}^{i}-c . c \tag{3.40}
\end{equation*}
$$

where $c . c$ is the complex conjugate; $H_{T B}^{i}$ is the local surface potential at the interface (i), giving after integration:

$$
\begin{equation*}
J_{i}^{l e f t}-J_{i}^{r i g h t}=\frac{2 i}{\hbar} H_{T B}^{i} \tag{3.41}
\end{equation*}
$$

that is the expression given in the second quantization formalism showing the discontinuity of wave current.

## The k.p picture

In framework of k.p technique, generally we can write any surface potential at a given interface defined by $x_{0}$ as:

$$
\begin{equation*}
H_{\text {surface }}=\sum_{j} V_{j} \delta\left(x_{j}-x_{0}\right) \tag{3.42}
\end{equation*}
$$

where $V_{j}$ is a amplitude of surface potential along $j^{t h}$ direction. Note that the values of $V_{j}$ may be different for different directions, but however independent of the $j^{\text {th }}$ component of momentum. Then the total Hamiltonian is:

$$
\begin{equation*}
H_{\text {total }}=H+H_{\text {surface }} \tag{3.43}
\end{equation*}
$$

where $H$ was introduced in 3.19 , the Schrödinger equation now can be re-written as:

$$
\begin{equation*}
i \hbar \frac{\partial|\Psi\rangle}{\partial t}=H_{t o t a l}|\Psi\rangle=H|\Psi\rangle+\sum_{j} V_{j} \delta\left(x_{j}-x_{0}\right)|\Psi\rangle \tag{3.44}
\end{equation*}
$$

Taking the Hermitian conjugate of this equation, one gets:

$$
\begin{equation*}
-i \hbar \frac{\partial\langle\Psi|}{\partial t}=\langle H \Psi|+\sum_{j}\left\langle V_{j} \Psi\right| \delta\left(x_{j}-x_{0}\right) \tag{3.45}
\end{equation*}
$$

The equation of conservation for the present Hamiltonian becomes now:

$$
\begin{align*}
\frac{\partial\langle\Psi \mid \Psi\rangle}{\partial t} & =\left\langle\left.\frac{\partial \Psi}{\partial t} \right\rvert\, \Psi\right\rangle+\left\langle\Psi \left\lvert\, \frac{\partial \Psi}{\partial t}\right.\right\rangle=\frac{1}{i \hbar}(\langle\Psi \mid H \Psi\rangle-\langle H \Psi \mid \Psi\rangle) \\
& +\frac{1}{i \hbar}\left[\sum_{j}\langle\Psi| V_{j} \delta\left(x_{j}-x_{0}\right)|\Psi\rangle-\sum_{j}\left\langle V_{j} \Psi\right| \delta\left(x_{j}-x_{0}\right)|\Psi\rangle\right] \tag{3.46}
\end{align*}
$$

Since:

$$
\begin{equation*}
\frac{1}{i \hbar}(\langle\Psi \mid H \Psi\rangle-\langle H \Psi \mid \Psi\rangle)=-\sum_{j} \nabla_{j}\left(\operatorname{Re}\langle\Psi| \frac{\partial H}{\partial \boldsymbol{p}_{j}}|\Psi\rangle\right) \tag{3.47}
\end{equation*}
$$

One obtains within the $\boldsymbol{k} \cdot \boldsymbol{p}$ framework:

$$
\begin{align*}
& \frac{1}{i \hbar}\left[\sum_{j}\langle\Psi| V_{j} \delta\left(x_{j}-x_{0}\right)|\Psi\rangle-\sum_{j}\left\langle V_{j} \Psi\right| \delta\left(x_{j}-x_{0}\right)|\Psi\rangle\right]  \tag{3.48}\\
& =\sum_{j} \frac{-i}{\hbar}\langle\Psi| V_{j} \delta\left(x_{j}-x_{0}\right)|\Psi\rangle+c . c=\sum_{j} \operatorname{Re}\langle\Psi| \frac{-2 i}{\hbar} V_{j} \delta\left(x_{j}-x_{0}\right)|\Psi\rangle
\end{align*}
$$

Using the fact that $\delta\left(x_{j}-x_{0}\right)=\frac{\partial \Theta\left(x_{j}-x_{0}\right)}{\partial x_{j}}$ where $\Theta$ is the Heaviside function, this yields:

$$
\begin{equation*}
\frac{\partial\langle\Psi \mid \Psi\rangle}{\partial t}=\sum_{j} \nabla_{j} \operatorname{Re}\left[-\langle\Psi| \frac{\partial H}{\partial \boldsymbol{p}_{j}}-\frac{2 i}{\hbar} V_{j} \Theta\left(x_{j}-x_{0}\right)|\Psi\rangle\right]=-\frac{1}{\hbar} \sum_{j} \nabla_{j} \operatorname{Re}\left[\langle\Psi| \frac{\partial H}{\partial \boldsymbol{k}_{j}}+2 i V_{j} \Theta\left(x_{j}-x_{0}\right)|\Psi\rangle\right] \tag{3.49}
\end{equation*}
$$

When the Hamiltonian is time-independent, one obtains thus:

$$
\begin{equation*}
\sum_{j} \boldsymbol{\nabla}_{j} \operatorname{Re}\left[\langle\Psi| \frac{\partial H}{\partial \boldsymbol{k}_{j}}+2 i V_{j} \Theta\left(x_{j}-x_{0}\right)|\Psi\rangle\right]=0 \tag{3.50}
\end{equation*}
$$

Or:

$$
\begin{equation*}
\sum_{j} \boldsymbol{\nabla}_{j} \operatorname{Re}\left[\langle\Psi| \boldsymbol{J}_{j}+2 i V_{j} \Theta\left(x_{j}-x_{0}\right)|\Psi\rangle\right]=0 \tag{3.51}
\end{equation*}
$$

where $\boldsymbol{J}_{j}=\frac{\partial H}{\partial k_{j}}$ is the $j^{t h}$ space component of the current operator to match at interfaces. This important relationship allows one to give a formal definition of the current operator to be used in each media of the heterostructure. It provides a generalization of the correct expression to use in the case of a general surface potential possibly involving Rashba, Desselhaus, exchange interactions and all other types of spin-orbit interactions.

This development then yields the new matching conditions being used as far as $\operatorname{Re}\left[\langle\Psi| J_{j}+2 i V_{j} \Theta\left(x_{j}-x_{0}\right)|\Psi\rangle\right]$ is continuous at the interface. It can be ensured by the continuity of the wave function $|\Psi\rangle$ and electronic wave like (current wave) term $\left[J_{j}+2 i V_{j} \Theta\left(x_{j}-x_{0}\right)\right]|\Psi\rangle$ at the
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interface.
Using the properties of the $\Theta$ Heaviside function: $\Theta\left(x_{j}-x_{0}\right)=0$ if $\left(x_{j}-x_{0}\right) \leq 0$ and $\Theta\left(x_{j}-x_{0}\right)=1$ if $\left(x_{j}-x_{0}\right)>0$, one can say that the new boundary conditions to adapt are the continuity of the wave function and a certain discontinuity of the electronic current at the interfaces. In particular, we derived the system of equations describing the boundary conditions to be used hereafter namely:

$$
\begin{align*}
|\Psi\rangle^{l e f t} & =|\Psi\rangle^{r i g h t} \\
{\left[\boldsymbol{J}_{j}^{\text {left }}\right]|\Psi\rangle^{\text {left }} } & =\left[\boldsymbol{J}_{j}^{\text {right }}+2 i V_{j}\right]|\Psi\rangle^{r i g h t} \tag{3.52}
\end{align*}
$$

where "left" and "right" labels refer to the wave function and current operator on the left and on the right interfaces respectively; $V_{j}$ is the surface potential at the interfaces which might be a scalar quantity (potential step) or spin-dependent operator in general. We will come back to these boundary conditions in the next part for a typical case symmetry breaking.

### 3.1.3 Boundary conditions with the effective Hamiltonians [235]

In this section, we will discuss the boundary conditions for effective Hamiltonians that may contain momentum operator order larger than two, thus, the standard boundary conditions or the BDD boundary conditions in general, are no longer applicable. Hereafter we will review a general approach to obtain the boundary conditions with an $n^{\text {th }}$ order Hamiltonian proposed by Drouhin et al [235, 238]: the matching conditions at an interface between two different domains in a heterostructure will be obtained by integrating the Schrödinger equation at the boundary to derive condition equations giving rise the wave function and its derivative being discontinuous at the interface in general. As mandatory, these conditions must be consistent with a physical requirement that the probability current is continuous in a steady state (this is the core importance!). Eventually, the matching conditions together with the continuous equation of the probability current in steady state will give a set of constraints so-called boundary conditions for the Schrödinger equation in case of $n^{t h}$ order effective Hamiltonian. However, the difficulties are not stopped here. The question immediately arises as: how the probability current operator can be defined for an $n^{t h}$ order effective Hamiltonian? Drouhin et al. [235, 238] have also given a major approach in order to define current operator associating with general $n^{\text {th }}$ order effective Hamiltonian. In addition, they distinguished the concepts of current and velocity operators: generally, while the velocity operator is simply defined by $\boldsymbol{v}=\frac{\partial H}{\partial \boldsymbol{p}}$, the definition of the probability current operator is more complex to obtain. When the highest order in wave vector $n \geq 3$ the probability current operator contains $n-2$ extra terms in comparison to the velocity operator.

## The general $n^{\text {th }}$ order Hamiltonian

We are now considering an effective Hamiltonian with general expressions given by momentum series expansion, i.e., constructed from the energy expressed as a wave vector component series expansion after the substitution $\boldsymbol{k} \rightarrow-i \nabla$. The effective Hamiltonian $H_{e f f}$ can be written as:

$$
\begin{equation*}
H_{e f f}=H_{\boldsymbol{p}}+V(\boldsymbol{r}) \tag{3.53}
\end{equation*}
$$

where $V(\boldsymbol{r})$ is a potential being here the potential of a single barrier or of a superlattice and $H_{\boldsymbol{p}}$ is such that:

$$
\begin{equation*}
H_{\boldsymbol{p}}=\sum_{\substack{l(k) \in\{x, y, z\} \\ k=1, \ldots, n}} c_{l(1), l(2), \ldots, l(n)} p_{l(1)} \ldots p_{l(n)}=\sum_{n} H^{(n)} \tag{3.54}
\end{equation*}
$$

where $p_{l(k)}$ is the momentum operator associated with the $l(k)$ Cartesian coordinate and where $c_{l(1), l(2), \ldots, l(n)}$ are Hermitian matrices that are invariant under permutation of the subscripts. Additionally, we introduce here the identification:

$$
\begin{equation*}
\underbrace{c_{x} \ldots c_{x}}_{\alpha} \underbrace{c_{y} \ldots c_{y}}_{\beta} \underbrace{c_{z} \ldots c_{z}}_{\gamma}=c_{\alpha}^{x \ldots x} \underbrace{y \ldots y}_{\beta} \underbrace{z \ldots z}_{\gamma} \tag{3.55}
\end{equation*}
$$

where $\alpha, \beta$, and $\gamma$ are integers and

$$
\begin{align*}
H^{(n)} & =\sum_{\substack{l(k) \in\{x, y, z\} \\
k=1, \ldots, n}} c_{l(1), l(2), \ldots, l(n-1)} c_{x} p_{l(1) \ldots} p_{l(n-1)} p_{x} \\
& +\sum_{\substack{l(k) \in\{x, y, z\} \\
k=1, \ldots, n}} c_{l(1), l(2), \ldots, l(n-1)} c_{y} p_{l(1) \ldots p_{l(n-1)} p_{y}} \\
& +\sum_{\substack{l(k) \in\{x, y, z\} \\
k=1, \ldots, n}} c_{l(1), l(2), \ldots, l(n-1)} c_{z} p_{l(1) \ldots} p_{l(n-1)} p_{z}  \tag{3.56}\\
& =c_{x}\left(c_{x} p_{x}+c_{y} p_{y}+c_{z} p_{z}\right)^{n-1} p_{x}+c_{y}\left(c_{x} p_{x}+c_{y} p_{y}+c_{z} p_{z}\right)^{n-1} p_{y} \\
& +c_{z}\left(c_{x} p_{x}+c_{y} p_{y}+c_{z} p_{z}\right)^{n-1} p_{z}  \tag{3.57}\\
& =\left(c_{x} p_{x}+c_{y} p_{y}+c_{z} p_{z}\right)^{n} \tag{3.58}
\end{align*}
$$

leading to

$$
\begin{equation*}
H^{(n)}=\left(c_{x} p_{x}+c_{y} p_{y}+c_{z} p_{z}\right)^{n} \tag{3.59}
\end{equation*}
$$

Note that for $n=2$, only terms like $c_{x x}$ or $c_{x y}$ are meaningful, a term such as $c_{x}$ being only a trick in the calculation. Alternatively, one may write:

$$
\begin{equation*}
H^{(n)}=\sum_{\alpha+\beta+\gamma=n} c^{\alpha, \beta, \gamma} p_{x}^{\alpha} p_{y}^{\beta} p_{z}^{\gamma} \tag{3.60}
\end{equation*}
$$

where

$$
\begin{equation*}
c^{\alpha, \beta, \gamma}=\frac{n!}{\alpha!\beta!\gamma!} c_{x}^{\alpha} c_{y}^{\beta} c_{z}^{\alpha} \tag{3.61}
\end{equation*}
$$

## Velocity operator

A general formula of velocity operator $v$ from the Ehrenfest theorem is:

$$
\begin{equation*}
\langle\boldsymbol{v}\rangle_{\psi}=\frac{d\langle\boldsymbol{r}\rangle_{\psi}}{d t}=\frac{i}{\hbar}\langle[H, \boldsymbol{r}]\rangle_{\psi} \tag{3.62}
\end{equation*}
$$

We identify as $x_{j}$ the general Cartesian coordinate and we evaluate the commutator above, taking into account that the associative property of the commutator operation, one has:

$$
\begin{align*}
v_{j} & =-\frac{1}{i \hbar}\left[H, x_{j}\right]=-\frac{1}{i \hbar}\left[\sum_{\substack{l(k) \in\{x, y, z\} \\
k=1, \ldots, n}} c_{l(1), l(2), \ldots, l(n)} p_{l(1)} \ldots p_{l(n)}, x_{j}\right]  \tag{3.63}\\
& =-\frac{1}{i \hbar} \sum_{\substack{l(k) \in\{x, y, z\} \\
k=1, \ldots, n}} c_{l(1), l(2), \ldots, l(n)}\left[p_{l(1)} \ldots p_{l(n)} x_{j}-x_{j} p_{l(1)} \ldots p_{l(n)}\right] \tag{3.64}
\end{align*}
$$

Using a test function $\phi$

$$
\begin{align*}
p_{l(1)} \ldots p_{l(n)}\left(x_{j} \phi\right) & =(-i \hbar)^{n} \partial_{i(1)} \ldots \partial_{i(n)}\left(x_{j} \phi\right)  \tag{3.65}\\
& =(-i \hbar)^{n} \partial_{i(1)} \ldots \partial_{i(n-1)}\left[\delta(i(n)-j) \phi+x_{j} \partial_{i(n)} \phi\right] \tag{3.66}
\end{align*}
$$

here $\delta(i(n)-j)$ is the delta Dirac function. Performing the derivation in such a way $n$ time and using the property of delta Dirac function with a consequence that only the terms corresponding to $i(n) \equiv j$ are nonzero. One gets:

$$
\begin{equation*}
p_{l(1) \ldots p_{l(n)}\left(x_{j} \phi\right)=(-i \hbar)^{n}\left[\prod_{i(k) \neq j} \partial_{i(k)} \phi+x \partial_{i(1)} \ldots \partial_{i(n)} \phi\right]} \tag{3.67}
\end{equation*}
$$

leading to:

$$
\begin{equation*}
p_{l(1)} \ldots p_{l(n)} x_{j}-x_{j} p_{l(1))} \ldots p_{l(n)}=\prod_{l(k) \neq j} p_{l(k)}=\frac{\partial H}{\partial p_{j}} \tag{3.68}
\end{equation*}
$$

Finally, one obtains:

$$
\begin{equation*}
\frac{i}{\hbar}\langle[H, \boldsymbol{r}]\rangle_{\psi}=\left\langle\frac{\partial H}{\partial \boldsymbol{p}}\right\rangle_{\psi} \tag{3.69}
\end{equation*}
$$

giving:

$$
\begin{equation*}
\boldsymbol{v}=\frac{\partial H}{\partial \boldsymbol{p}} \tag{3.70}
\end{equation*}
$$

for whatever the Hamiltonian $H$ because two linear operators that have the same mean values over all possible states are equal. Then in the case of a generic effective Hamiltonian, the $j^{t h}$ component $v_{j}^{(n)}$ $(j=x, y, z)$ of the velocity operator $v^{(n)}$ associated with $H^{(n)}$ is:

$$
\begin{equation*}
v_{j}^{(n)}=\frac{\partial H^{(n)}}{\partial p_{j}}=n c_{j}\left(c_{x} p_{x}+c_{y} p_{y}+c_{z} p_{z}\right)^{n-1} \tag{3.71}
\end{equation*}
$$

Time scalar product between the momentum and the velocity:

$$
\begin{align*}
\boldsymbol{p} \cdot \boldsymbol{v}^{(n)} & =p_{x} v_{x}^{(n)}+p_{y} v_{y}^{(n)}+p_{z} v_{z}^{(n)}  \tag{3.72}\\
& =n\left(c_{x} p_{x}+c_{y} p_{y}+c_{z} p_{z}\right)  \tag{3.73}\\
& =n H^{(n)} \tag{3.74}
\end{align*}
$$

leading to

$$
\begin{equation*}
\boldsymbol{p} . \boldsymbol{v}^{(n)}=\boldsymbol{p} \boldsymbol{\nabla}_{\boldsymbol{p}} H^{(n)}=n H^{(n)} \tag{3.75}
\end{equation*}
$$

which is Euler's relation for a homogenous function. Eventually, one may write the Schrödinger equation as:

$$
\begin{equation*}
H_{e f f} \psi=\left(\boldsymbol{p} \sum_{n} \frac{1}{n} \boldsymbol{v}^{(n)}\right) \psi+V(\boldsymbol{r}) \psi=E \psi \tag{3.76}
\end{equation*}
$$

## Matching conditions with general $n^{\text {th }}$ order Hamiltonian

Note that the BDD Hamiltonian is the simplest smart approach that allows one to solve the Schrödinger equation over the whole space while it ensures the conservation of the probability current at the interface in a steady state, which is mandatory from a physical point of view. However, the adjoin of the SOI term in the effective Hamiltonian makes such a procedure more complicated, but the principle procedure of BDD
approach still works. To give some insight to the approach, we consider, for example, two regions (1) and (2) made of materials with the same band parameters (only the potential $V(\boldsymbol{r})$ may take a different constant value in each region). Considering a volume $\mathbb{V}$, limited by a surface $\mathbb{S}$, that surrounds an interface portion, we integrate the Schrödinger equation 3.76 over volume $\mathbb{V}$ using Ostrogradski's theorem, then $\mathbb{V}$ tends to zero, leading to:

$$
\begin{equation*}
\lim _{\mathbb{V} \rightarrow 0} \int_{\mathbb{S}} d \boldsymbol{s}\left(\sum_{n} \frac{1}{n} \boldsymbol{v}^{(n)} \psi\right)=0 \tag{3.77}
\end{equation*}
$$

where $d \boldsymbol{s}$ is normal to the surface $\mathbb{S}$. For a 1D case with the interface at the origin, it becomes:

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0}\left[\sum_{n} \frac{1}{n} v^{(n)} \psi\right]_{-\varepsilon}^{+\varepsilon}=0 \tag{3.78}
\end{equation*}
$$

One may generate the conditions 3.77 or 3.78 for systems made from different materials with different band parameters, by

$$
\begin{equation*}
\sum_{n} \alpha^{(n)} \boldsymbol{v}^{(n)} \psi \text { continuous } \tag{3.79}
\end{equation*}
$$

where $\alpha^{(n)}$ are suitable parameters to be determined. One needs to note that equation 3.79 does not ensure either the continuity of the envelope function or the existence of derivatives at the the interface. This is the important point need to be kept in mind. When choosing a set of $\alpha^{(n)}$ parameters, one needs to take care these parameters are compatible with equation 3.78 when the two regions are made from materials with the same band parameters. In the next section, we will use this matching conditions to work with a tunneling problem involving the DP terms in an effective Hamiltonian. We remind again that it is not possible to make any hypothesis about the continuity of the wave function because if we need to ensure probability current conservation at an interface, we must accept an envelope function $\psi$ that is no longer continuous. The conditions 3.79 together with the conservation of probability current in a steady state:

$$
\begin{equation*}
\langle\psi| \boldsymbol{J}|\psi\rangle \text { continuous } \tag{3.80}
\end{equation*}
$$

give a set of boundary conditions for tunneling in a heterostructure. In the following section, we will discuss a definition of probability current operator for the $n^{t h}$ order effective Hamiltonian as widely used in this work.

## General definition of current operator

Staring from the conservation equation of probability current $\boldsymbol{J}$ in a steady state, one may obtains the divergence of the current in Eq. 3.36 in general form as following:

$$
\begin{align*}
\nabla\langle\psi| \boldsymbol{J}|\psi\rangle & =-\frac{1}{\hbar} \operatorname{Im}\langle\psi|\{\mathbb{I}, H\}|\psi\rangle \\
& =-\frac{1}{\hbar} \operatorname{Im}\langle\psi|\{\mathbb{I}, H-U\}|\psi\rangle \tag{3.81}
\end{align*}
$$

where $\mathbb{I}$ is identity matrix, $U$ is a real potential that vanishes when taking the imaginary part of the anticommutator $\{A, B\}=A B+B A$. The aim of finding a definition of probability current operator associating with $n^{t h}$ order effective Hamiltonian is that this definition should give back the relation 3.81. We will now show that for a Hamiltonian $H^{(n)}+V(\boldsymbol{r})$ the probability current operator for the $j^{t h}$-Cartesian component reads:

$$
\begin{equation*}
\boldsymbol{J}_{j}\left(\boldsymbol{r}_{0}\right)=\sum_{n} J_{j}^{(n)}\left(\boldsymbol{r}_{0}\right) \tag{3.82}
\end{equation*}
$$

Chapter 3. Modeling of spin-polarized transport within semiconductor heterostructures in a k.p multiband picture
where

$$
\begin{equation*}
J_{j}^{(n)}\left(\boldsymbol{r}_{0}\right)=\sum_{\substack{l(k) \in\{x, y, z\} \\ k=1, \ldots, n-1}} c_{j, l(1), \ldots, l(n-1)}\left[\delta_{\boldsymbol{r}_{0}} p_{l(1) \ldots} \ldots p_{l(n-1)}+p_{l(1)} \delta_{\left.\boldsymbol{r}_{0} \ldots p_{l(n-1)}+\ldots+p_{l(1)} \ldots p_{l(n-1)} \delta_{\boldsymbol{r}_{0}}\right]}\right. \tag{3.83}
\end{equation*}
$$

with $\delta_{\boldsymbol{r}_{0}} \equiv \delta\left(\boldsymbol{r}-\boldsymbol{r}_{0}\right)$ is the Dirac distribution. To do that, we evaluate every term over a generic state $\psi$, for example, the second term is of the shape:

$$
\begin{align*}
& \langle\psi| p_{l(1)} \delta_{\boldsymbol{r}_{0}} p_{l(2)} \ldots p_{l(n-1)} c_{j, l(1), \ldots, l(n-1)}|\psi\rangle  \tag{3.84}\\
& =\int d^{3} r \psi^{*} p_{l(1)} \delta_{\boldsymbol{r}_{0}} p_{l(2)} \ldots p_{l(n-1)} c_{j, l(1), \ldots, l(n-1)} \psi  \tag{3.85}\\
& =\int d^{3} r\left(p_{l(1)} \psi\right)^{\dagger} \delta_{\boldsymbol{r}_{0}} p_{l(2)} \ldots p_{l(n-1)} c_{j, l(1), \ldots, l(n-1)} \psi  \tag{3.86}\\
& =\left[p_{l(1)} \psi\left(\boldsymbol{r}_{0}\right)\right]^{\dagger} \delta_{\boldsymbol{r}_{0}} p_{l(2)} \ldots p_{l(n-1)} c_{j, l(1), \ldots, l(n-1)} \psi\left(\boldsymbol{r}_{0}\right) \tag{3.87}
\end{align*}
$$

then the $j^{t h}$ Cartesian component of the probability current for a generic state $J_{j}$ can be written as:

$$
\begin{align*}
\langle\psi| J_{j}^{n}\left(\boldsymbol{r}_{0}\right)|\psi\rangle & =\sum_{\substack{l(k) \in\{x, y, z\} \\
k=1, \ldots, n-1}}\left[\psi^{\dagger} p_{l(1)} \ldots p_{l(n-1)} c_{j, l(1), \ldots, l(n-1)} \psi+\ldots+\right.  \tag{3.88}\\
& +\left(p_{l(1) \ldots} \ldots p_{l(k-1)} \psi\right)^{\dagger} p_{l(k)} \ldots p_{l(n-1)} c_{j, l(1), \ldots, l(n-1)} \psi+\ldots+  \tag{3.89}\\
& \left.+\left(p_{l(1) \ldots} \ldots p_{l(n-1)} \psi\right)^{\dagger} c_{j, l(1), \ldots, l(n-1)} \psi\right] \tag{3.90}
\end{align*}
$$

where $\psi=\psi\left(\boldsymbol{r}_{0}\right)$. Now we can find the generic divergence term related to the derivative with respect to $p_{j}$ :

$$
\begin{align*}
& p_{j}\langle\psi| J_{j}^{(n)}|\psi\rangle=\sum_{\substack{l(k) \in\{x, y, z\} \\
k=1, \ldots, n-1}}\left[\psi^{\dagger} p_{j} p_{l(1)} \ldots p_{l(n-1)} c_{j, l(1), \ldots, l(n-1)} \psi-\right. \\
& -\left(p_{j} \psi\right)^{\dagger} p_{l(1) \ldots} \ldots p_{l(n-1)} c_{j, l(1), \ldots, l(n-1)} \psi+\ldots+ \\
& +\left(p_{l(1) \ldots} \ldots p_{l(k-1)} \psi\right)^{\dagger} p_{j} p_{l(k) \ldots} \ldots p_{l(n-1)} c_{j, l(1), \ldots, l(n-1)} \psi-  \tag{3.91}\\
& -\left(p_{j} p_{\left.l(1) \ldots p_{l(k-1)} \psi\right)^{\dagger} p_{l(k)} \ldots p_{l(n-1)} c_{j, l(1), \ldots, l(n-1)} \psi+\ldots+}+\left(p_{\left.\left.l(1) \ldots p_{l(n-1)} \psi\right)^{\dagger} p_{j} c_{j, l(1), \ldots, l(n-1)} \psi-\left(p_{j} p_{l(1)} \ldots p_{l(n-1)} \psi\right)^{\dagger} c_{j, l(1), \ldots, l(n-1)} \psi\right]}\right.\right.
\end{align*}
$$

In equation 3.91, all of the terms that have same order in $p$ (two consecutive terms except for the first and last ones) vanish after summation over $j$ :

$$
\begin{array}{r}
\sum_{j=\{x, y, z\}} \sum_{\substack{l(k) \in\{x, y, z\} \\
k=1, \ldots, n-1}}\left[-\left(p_{j} p_{l(1) \ldots} \ldots p_{l(k-1)} \psi\right)^{\dagger} p_{l(k) \ldots} \ldots p_{l(n-1)} c_{j, l(1), \ldots, l(n-1)} \psi+\right. \\
\left.+\left(p_{l(1)} \ldots p_{l(k)} \psi\right)^{\dagger} p_{j} p_{l(k+1)} \ldots p_{l(n-1)} c_{j, l(1), \ldots, l(n-1)} \psi\right]=0 \tag{3.93}
\end{array}
$$

Then the only terms will remaining in the summation are:

$$
\begin{align*}
& \boldsymbol{p}\langle\psi| J^{(n)}|\psi\rangle=\sum_{j=\{x, y, z\}} p_{j}\langle\psi| J_{j}^{(n)}|\psi\rangle  \tag{3.94}\\
& =\sum_{j=\{x, y, z\}} \sum_{\substack{(k) \in\{x, y, z\} \\
k=1, \ldots, n-1}}\left[\psi^{\dagger} p_{j} p_{l(1)} \ldots p_{l(n-1)} c_{j, l(1), \ldots, l(n-1)} \psi-\left(p_{j} p_{l(1)} \ldots p_{l(n-1)} \psi\right)^{\dagger} c_{j, l(1), \ldots, l(n-1)} \psi\right] \tag{3.95}
\end{align*}
$$

$$
\begin{equation*}
=\sum_{j=\{x, y, z\}} \sum_{\substack{l(k) \in\{x, y, z\} \\ k=1, \ldots, n-1}} 2 i \operatorname{Im}\left[\psi^{\dagger} p_{j} p_{l(1)} \ldots p_{l(n-1)} c_{j, l(1), \ldots, l(n-1)} \psi\right] \tag{3.96}
\end{equation*}
$$

leading to:

$$
\begin{equation*}
\nabla\langle\psi| J^{(n)}|\psi\rangle=-\frac{2}{\hbar} \operatorname{Im} \sum_{j=\{x, y, z\}} \sum_{\substack{l(k) \in\{x, y, z\} \\ k=1, \ldots, n-1}}\langle\psi| p_{j} p_{l(1)} \ldots p_{l(n-1)} c_{j, l(1), \ldots, l(n-1)}|\psi\rangle \tag{3.97}
\end{equation*}
$$

Eventually.

$$
\begin{equation*}
\nabla\langle\psi| J|\psi\rangle=\sum_{n} \nabla\langle\psi| J^{(n)}|\psi\rangle=-\frac{2}{\hbar} \operatorname{Im}\langle\psi| H|\psi\rangle \tag{3.98}
\end{equation*}
$$

Note that the Eq. 3.83 indeed provides a correct definition of the current operator applying for general $n^{\text {th }}$ order effective Hamiltonian. Obviously, adding a term that proportional to the curl of any vector field would not affect the result and this definition of operator current provides an unambiguous and general tool for evaluating the probability current. Provided the Hamiltonian of the whole system is known then this probability current operator ensures the requirements of the continuity equation.

Besides, it is useful to introduce the Hermitian symmetrized velocity operator $v^{(n)}$ so that the velocity $\boldsymbol{v}\left(\boldsymbol{r}_{0}\right)$ is $\boldsymbol{v}\left(\boldsymbol{r}_{0}\right)=\langle\psi| v^{(n)}\left(\boldsymbol{r}_{0}\right)|\psi\rangle$. One has:

$$
\begin{equation*}
v^{(n)}\left(\boldsymbol{r}_{0}\right)=\frac{n}{2} \sum_{\substack{l(k) \in\{x, y, z\} \\ k=1, \ldots, n-1}} c_{j, l(1), \ldots, l(n-1)}\left[\delta_{\boldsymbol{r}_{0}} p_{l(1)} \ldots p_{l(n-1)}+p_{l(1)} \ldots p_{l(n-1)} \delta_{\boldsymbol{r}_{0}}\right] \tag{3.99}
\end{equation*}
$$

For example when $n \geq 3$, it may be seen that $J_{j}^{(n)}\left(\boldsymbol{r}_{0}\right)$ contains $n-2$ extra terms in comparison to $v^{(n)}\left(\boldsymbol{r}_{0}\right)$-, which are straightforwardly obtained from $\frac{\partial H_{e f f}}{\partial p}$. For instance, with $H_{e f f}=p^{n}$, we have $\frac{\partial H_{e f f}}{\partial p}=n p^{n-1}$ such that $v^{(n)}\left(\boldsymbol{r}_{0}\right) \equiv \frac{n}{2}\left(\delta_{\boldsymbol{r}_{0}} p^{n-1}+p^{n-1} \delta_{\boldsymbol{r}_{0}}\right)$ whereas $J^{(n)}\left(\boldsymbol{r}_{0}\right) \equiv \delta_{\boldsymbol{r}_{0}} p^{n-1}+p \delta_{\boldsymbol{r}_{0}} p^{n-2}+\ldots+$ $p^{n-1} \delta_{r_{0}}$. The extra terms are especially important for evanescent waves concerning the tunneling problems.

So finally, we have in our hands the boundary conditions with complete definitions of probability current associating with general $n^{\text {th }}$ order effective Hamiltonian to describe a tunneling problems. Hereafter, we will apply those to a particular case with a heterostructure grown along [110] direction where the spin-orbit interaction induces in the effective Hamiltonian the high term higher than two.

## Tunneling along [110] direction

Let us consider effective Hamiltonian or Dyakonov-Perel (DP) Hamiltonian along [110] direction that reads:

$$
\begin{equation*}
H_{D P}=\frac{\gamma_{c}}{\hbar^{2}} p^{2} \pm \frac{\gamma_{D}}{2 \hbar^{3}} p^{3} \tag{3.100}
\end{equation*}
$$

where $\pm$ refers to the up (down) spin channel quantized along the DP field direction.

## Constant $\gamma_{D}$ solution [183]

First of all, we will now derive the matching conditions for an electron in CB tunneling through an [110]grown heterostructure made from same materials with the same band parameters. These developments will be used in the description of the spin-dephasing effects (or spin rotation effects) which are described in detail in Chap.4. It will reveal to be an unusual problem because of the appearance of a higher order term ( $k^{3}$ term) originating from the bulk Dresselhaus terms for electrons propagating along the [110]-direction [183]. To describe this novel situation, we consider the tunneling problem through a simple barrier grown along the [110]-direction, as depicted in the Figure 3.1


FIGURE 3.1: Sketch of the tunnel geometry with notations. The spin-orbit-split barrier material of thickness a (medium II is located between two free-electron like materials (media I and III). The tunnel axis, normal to the barrier, is the z axis. In the free-electron like materials, the real normal incident electron wave vector in the z direction is referred to as $\boldsymbol{q}$. In the barrier material, the evanescent wave vector along the z axis is referred to as $\boldsymbol{Q}+\boldsymbol{i} \boldsymbol{K}$, where $\boldsymbol{Q}$ and $\boldsymbol{K}$ are real quantities. The transverse wave-vector component is in the barrier plane. Then, the overall wave vectors in the three media are, respectively, $\boldsymbol{k}_{\boldsymbol{I}}=\boldsymbol{k}_{\boldsymbol{I I I}}=\boldsymbol{q}$ and $\boldsymbol{k}_{\boldsymbol{I I}}=\boldsymbol{Q}+\boldsymbol{i} \boldsymbol{K}$.

It was shown by Nguyen et al. [183, 185] that even in the simplest case, under a normal incidence, no solution can be obtained in the usual way assuming that the wave function and its derivative are both continuous. The energies $\left(\mathcal{E}_{\uparrow}\right.$ and $\left.\mathcal{E}_{\downarrow}\right)$ of the electrons along the [110] axis with normal incidence $\mathbf{k}=$ $k(1 / \sqrt{2})$ [110] are respectively for spin $\uparrow$ and spin $\downarrow$ :

$$
\begin{array}{lll}
\text { for } & \uparrow & -\operatorname{spin} \mathcal{E}_{\uparrow}=\gamma_{c} k^{2}+\frac{1}{2} \gamma_{D} k^{3} \\
\text { for } & \downarrow & -\operatorname{spin} \mathcal{E}_{\downarrow}=\gamma_{c} k^{2}-\frac{1}{2} \gamma_{D} k^{3} \tag{3.102}
\end{array}
$$

where $\gamma_{C}=\frac{\hbar}{2 m^{*}}$ and $\gamma_{D}$ is the Dresselhaus parameters $\left(e V \AA^{3}\right)$. Respectively, their eigenvectors satisfy two following equations.

$$
\begin{align*}
& {\left[-\gamma_{c} \frac{\partial^{2}}{\partial z^{2}}+\frac{1}{2} i \gamma_{D} \frac{\partial^{3}}{\partial z^{3}}\right] \Psi_{\uparrow}=[\mathcal{E}-V(z)] \Psi_{\uparrow},}  \tag{3.103}\\
& {\left[-\gamma_{c} \frac{\partial^{2}}{\partial z^{2}}-\frac{1}{2} i \gamma_{D} \frac{\partial^{3}}{\partial z^{3}}\right] \Psi_{\downarrow}=[\mathcal{E}-V(z)] \Psi_{\downarrow},} \tag{3.104}
\end{align*}
$$

where $V(z)=V$ when $0 \leq z \leq a$ and $V(z)=0$ outside. Note that the wave vector in the barrier has to be $Q \pm i K$ with the real part $Q \neq 0$, otherwise, the energy will not be real. Let us denote $\Uparrow=\uparrow e^{i Q z}$ and $\downarrow=\downarrow e^{i Q z}$. We first try to solve the problem with the usual procedure by using BDD mathcing conditions [218] for the wave function in each part of the heterostructures:

$$
\Psi=\left\{\begin{array}{c}
\Psi_{I}(z)=\left(A_{1} e^{i q z}+B_{1} e^{-i q z}\right) \uparrow+\tilde{B}_{1} e^{-i q z} \downarrow(z<0),  \tag{3.105}\\
\Psi_{I I}(z)=\left(A_{2} e^{-K z}+B_{2} e^{K z}\right) \Uparrow+\left(\tilde{A}_{2} e^{-K z}+\tilde{B}_{2} e^{K z}\right) \Downarrow(0 \leq z \leq a), \\
\Psi_{I I I}(z)=A_{3} e^{i q z} \uparrow+\tilde{A}_{3} e^{i q z} \downarrow(z>a) .
\end{array}\right.
$$

leading to

$$
\left\{\begin{array}{c}
\tilde{B}_{1}=\tilde{A}_{2}+\tilde{B}_{2},  \tag{3.106}\\
q \tilde{B}=(Q-i K) \tilde{A}_{2}+(Q+i K) \tilde{B}_{2}, \\
\tilde{A}_{2} e^{-i(Q-i K) a}+\tilde{B}_{2} e^{-i(Q+i K) a}=\tilde{A}_{3} e^{i q a}, \\
(Q-i K) \tilde{A}_{2} e^{-i(Q-i K) a}+(Q+i K) \tilde{B}_{2} e^{-i(Q+i K) a}=-q \tilde{A}_{3} e^{i q a} .
\end{array}\right.
$$

for $\downarrow$ spin channel. These equations admit a non zero solution when

$$
\begin{equation*}
\left(q^{2}-Q^{2}-K^{2}\right) \sinh K a+2 i K q \cosh K a=0 \tag{3.107}
\end{equation*}
$$

The only solution is $K=0$ but it is not relevant to our problem. Since the Dyakonov Perel term was obtained by a perturbation method, we will look for a solution of the effective Schrödinger equation to the first order in $\gamma_{D}$ only, e.g. for $\uparrow$ - $\operatorname{spin} \Psi_{\uparrow}=\Psi^{(0)}+\Psi_{\uparrow}^{(1)}$ where $\Psi^{(0)}$ is a solution when the Dresselhaus terms are discarded. The Schrödinger equation for $\uparrow$ - spin in Eq. 3.103 becomes

$$
\begin{equation*}
\left[-\gamma_{c} \frac{\partial^{2} \Psi_{\uparrow}}{\partial z^{2}}+\frac{1}{2} i \gamma_{D} \frac{\partial^{3} \Psi^{(0)}}{\partial z^{3}}\right]=[\mathcal{E}-V(z)] \Psi_{\uparrow} . \tag{3.108}
\end{equation*}
$$

Integrating this equation from one side of the interface to the other, one obtains:

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0}\left[-\left.\gamma_{c} \frac{\partial \Psi_{\uparrow}}{\partial z}\right|_{z_{0}-\varepsilon} ^{z_{0}+\varepsilon}+\left.\frac{1}{2} i \gamma_{D} \frac{\partial^{2} \Psi^{(0)}}{\partial z^{2}}\right|_{z_{0}-\varepsilon} ^{z_{0}+\varepsilon}\right]=0 \tag{3.109}
\end{equation*}
$$

Note that, in the electrodes, if the incident wave vector is $q$ then the reflected wave vector will be $-q^{\prime}$, satisfying $\gamma_{c} q^{2}+\frac{1}{2} \gamma_{D} q^{3}=\gamma_{c} q^{\prime 2}-\frac{1}{2} \gamma_{D} q^{\prime 3}$. This leads to $\delta q=q^{\prime}-q$ being a second order term in $\gamma_{D}$ that can be neglected. Consequently, there is no spin splitting in the electrodes. In the case of free electrons, one may prove that:

$$
\begin{equation*}
\left.\frac{\partial^{2} \Psi^{(0)}}{\partial z^{2}}\right|_{z_{0}-\varepsilon} ^{z_{0}+\varepsilon}=\left(K^{2}+q^{2}\right) \Psi^{(0)}\left(z_{0}\right) \tag{3.110}
\end{equation*}
$$

From Eqs.3.109 and 3.110, we have

$$
\begin{equation*}
\lim _{\varepsilon \longrightarrow 0}\left(\left.\frac{\partial \Psi_{\uparrow}}{\partial z}\right|_{z_{0}-\varepsilon} ^{z_{0}+\varepsilon}\right)=\frac{i \gamma_{D}}{2 \gamma_{c}}\left(K^{2}+q^{2}\right) \Psi^{(0)}\left(z_{0}\right) \approx 2 i Q_{\uparrow} \Psi^{(0)}\left(z_{0}\right) \tag{3.111}
\end{equation*}
$$

Equation. 3.111 clearly shows the discontinuity of the derivative of the wave function at an interface of a heterostructure grown along the [110] direction in the presence of DP field. Now, the solutions of the Schrödinger equation have to satisfy the new matching conditions, e.g. for $\uparrow$-spin that are:

$$
\begin{equation*}
\Psi \text { continuous, and } \lim _{\varepsilon \longrightarrow 0}\left(\left.\frac{\partial \Psi_{\uparrow}}{\partial z}\right|_{z_{0}-\varepsilon} ^{z_{0}+\varepsilon}\right)=2 i Q_{\uparrow} \Psi^{(0)}\left(z_{0}\right) \tag{3.112}
\end{equation*}
$$

We write $Q_{\uparrow}=Q$ for $\uparrow$-spin and $Q_{\downarrow}=-Q$ for $\downarrow$-spin. The solution of the $S$ chrödinger equation is calculated to the first order in $\gamma$ in the form

$$
\begin{equation*}
\Psi=\varphi^{s}+\varphi^{\hat{s}} \tag{3.113}
\end{equation*}
$$

where

$$
\varphi^{s}=\left\{\begin{array}{cc}
\varphi_{I}^{s}(z)=a_{1} e^{i q z}+b_{1} e^{-i q z} & (z<0),  \tag{3.114}\\
\varphi_{I I}^{s}(z)=\left(a_{2} e^{-K z}+b_{2} e^{K z}\right) e^{i Q z} & (0<z<a), \\
\varphi_{I I I}^{s}(z)=a_{3} e^{i q z} e^{i Q z} & (a<z),
\end{array}\right.
$$

and

$$
\varphi^{\hat{s}}=\left\{\begin{array}{c}
\varphi_{I}^{\hat{s}}(z)=\beta_{1} Q e^{-i q z} \quad(z<0),  \tag{3.115}\\
\varphi_{I I}^{\hat{s}}(z)=Q\left(\alpha_{2} e^{-K z}+\beta_{2} e^{K z}\right) e^{i Q z} \quad(0<z<a), \\
\varphi_{I I I}^{s}(z)=\alpha_{3}^{\prime} Q e^{i q z} \quad(a<z) .
\end{array}\right.
$$

The new matching conditions for the effective Hamiltonian along the [110] direction are the following:
(i) $\varphi^{s}$ and $\varphi^{\hat{s}}$ are continuous at the interfaces,
(ii) $\lim _{\varepsilon \rightarrow 0}\left(\left.\frac{\partial\left(\varphi^{s}+\varphi^{s}\right)}{\partial z}\right|_{z_{0}-\varepsilon} ^{z_{0}+\varepsilon}\right)=i Q \Psi_{I I}^{(0)}\left(z_{0}\right)$.


Figure 3.2: The derivative of wave function close to the interface between GaAs on the left and GaAs barrier (by adding a fictitious barrier height) one the right sides. This figure show the jumps of derivative wave function at the interface in a good agreement between analytical formula and numerical calculation.

Figure 3.2 gives a comparison between a numerical and an analytical calculations of the derivative of $\uparrow$ spin channel for the electrons in the the first CB with incident energy about 0.1 eV above the bottom of CB and under normal incidence tunneling through [110] barrier structure made from GaAs materials. The numerical results obtained from our multiband k.p platform without cubic term $\left(k^{3}\right)$ shows perfect match with analytical formula even for the jump at the interface.

## General matching conditions at [110] semiconductor based herterostructure

In the previous section, we have obtained a solution for the case of electron tunneling under normal incidence through a GaAs [110]-oriented barrier structure with constant $\gamma_{D}$. We used the standard boundary condition that the wave function has to be continuous at the interfaces. Because $\gamma_{D}$ is a constant, an integration around the interfaces leads to the discontinuity of the derivative of the wave function. However, in the more general case where $\gamma_{D}=\gamma_{D}(z)$, especially in the case where $\gamma_{D}$ is a step function, the matching as well as the solution to the tunneling problems remains a tricky matter. In this case, the expression of the velocity and the current operators are:

$$
\begin{align*}
& \boldsymbol{v}\left(\boldsymbol{r}_{0}\right)=\frac{\gamma_{c}}{\hbar^{2}}\left(p \delta_{\boldsymbol{r}_{0}}+\delta_{\boldsymbol{r}_{0}} p\right) \pm \frac{3 \gamma_{D}}{4 \hbar^{3}}\left(p^{2} \delta_{\boldsymbol{r}_{0}}+\delta_{\boldsymbol{r}_{0}} p^{2}\right)  \tag{3.116}\\
& \boldsymbol{J}\left(\boldsymbol{r}_{0}\right)=\frac{\gamma_{c}}{\hbar^{2}}\left(p \delta_{\boldsymbol{r}_{0}}+\delta_{\boldsymbol{r}_{0}} p\right) \pm \frac{\gamma_{D}}{2 \hbar^{3}}\left(p^{2} \delta_{\boldsymbol{r}_{0}}+\delta_{\boldsymbol{r}_{0}} p^{2}\right) \pm \frac{\gamma_{D}}{2 \hbar^{3}}\left(p \delta_{\boldsymbol{r}_{0}} p\right) \tag{3.117}
\end{align*}
$$

Using 3.80 with the definition of current operator 3.117 to give the first matching conditions at the interface (locates at the origin) is the continuity of the probability current:

$$
\begin{equation*}
\frac{1}{\hbar^{2}} \operatorname{Re}\left[2\langle\psi| \gamma_{c} p|\psi\rangle \pm \frac{1}{\hbar}\langle\psi| \gamma_{D} p^{2}|\psi\rangle \pm \frac{\gamma_{D}}{2 \hbar \gamma_{c}^{2}}\left\langle\gamma_{c} p \psi \mid \gamma_{c} p \psi\right\rangle\right]_{0-}^{0+}=0 \tag{3.118}
\end{equation*}
$$

Using the 3.79 with 3.116 and defining the $\alpha^{(n)}$ parameters as following: when $\gamma$ is a constant, such as condition is straightforwardly obtained by integrating the Schrödinger equation around the interface which is at the origin $(z=0)$ and we get:

$$
\begin{equation*}
\left[\frac{\gamma_{c}}{\hbar^{2}} p \psi\right]_{0-}^{0+}=\mp\left[\frac{\gamma_{D}}{2 \hbar^{3}} p^{2} \psi\right]_{0-}^{0+} \tag{3.119}
\end{equation*}
$$

giving $\alpha^{(2)}=1 / 2$ and $\alpha^{(3)}= \pm 1 / 3$ because:

$$
\begin{equation*}
\left[\alpha^{(2)} v^{(2)}+\alpha^{(3)} v^{(3)}\right] \psi=\left[2 \alpha^{(2)} \frac{\gamma_{c}}{\hbar^{2}} p \pm 3 \alpha^{(3)} \frac{\gamma_{D}}{2 \hbar^{3}} p^{2}\right] \psi \tag{3.120}
\end{equation*}
$$

where $\pm$ corresponds to $\uparrow$ and $\downarrow$ spin channels, respectively. Therefore, the second matching condition is:

$$
\begin{equation*}
\left[\alpha^{(2)} v^{(2)}+\alpha^{(3)} v^{(3)}\right] \psi \text { continuous } \tag{3.121}
\end{equation*}
$$

Note that, the cubic term may be non Hermitian if $\gamma$ is not constant and we could symmetrize it, a possible choice being:

$$
\begin{equation*}
\frac{\gamma_{D}}{2 \hbar^{3}} p^{3}+p^{3} \frac{\gamma_{D}}{2 \hbar^{3}} \tag{3.122}
\end{equation*}
$$

The symmetrization could affect the value of the $\alpha$ coefficients. However, when $\gamma_{D}$ is a constant, Eq. 3.79 has to reduce to Eq. 3.121 which is obtained in the case of a 1 D system made of two materials with the same band parameters (except for the effective masses) where the Hamiltonian is Hermitian. However, even with a constant $\gamma$ then the $v^{(2)} \psi$ and $v^{(3)} \psi$ terms are non-zero so that we have no other option than taking $\alpha^{(2)}=1 / 2$ and $\alpha^{(3)}= \pm 1 / 3$. Finally, we get a second general matching condition as:

$$
\begin{equation*}
\frac{\gamma_{c}}{\hbar^{2}} p \psi \pm \frac{\gamma_{D}}{2 \hbar^{3}} p^{2} \psi \text { continuous } \tag{3.123}
\end{equation*}
$$

or one may re-write this equation at the interface (locates at the origin) as:

$$
\begin{equation*}
\left[\frac{\gamma_{c}}{\hbar^{2}} p \psi \pm \frac{\gamma_{D}}{2 \hbar^{3}} p^{2} \psi\right]_{0-}^{0+}=0 \tag{3.124}
\end{equation*}
$$

Eventually, from Eqs. 3.118 and 3.124, the boundary conditions for tunneling problem along [110] direction with DP effective Hamiltonian read:

$$
\begin{align*}
\operatorname{Re}\left[2\langle\psi| \gamma_{c} p|\psi\rangle \pm \frac{1}{\hbar}\langle\psi| \gamma_{D} p^{2}|\psi\rangle \pm \frac{\gamma_{D}}{2 \hbar \gamma_{c}^{2}}\left\langle\gamma_{c} p \psi \mid \gamma_{c} p \psi\right\rangle\right]_{0-}^{0+} & =0  \tag{3.125}\\
{\left[\frac{\gamma_{c}}{\hbar^{2}} p \psi \pm \frac{\gamma_{D}}{2 \hbar^{3}} p^{2} \psi\right]_{0-}^{0+} } & =0 \tag{3.126}
\end{align*}
$$

## Solutions to a matching problem along [110] direction

In order to solve the set of equations 3.125 and 3.126 , let us look for a first order solution in $\gamma_{D}$ : $\psi=\psi_{0}+\psi_{1}$ by introducing a zeroth-order wave function $\psi_{0}$ which is a BDD solution to the tunneling problem when the SOI is turned off and $\psi_{1}$ is the first order in $\gamma_{D}$. Then we obtain:

$$
\begin{equation*}
p^{2} \psi_{0}=\frac{\hbar^{2}}{\gamma_{c}}(E-V) \psi_{0} \tag{3.127}
\end{equation*}
$$



FIGURE 3.3: (a) Square amplitude of wave function (in log. scale) of an electron with incident energy 0.1 eV above the bottom of CBs, tunneling through a GaAs $(40 \AA) / \operatorname{AlAs}(20 \AA) / \operatorname{GaAs}(40 \AA)$ simple barrier structure grown along [110]direction. The blue curve is 30 bands k.p calculation whereas the red curve is plotted from the analytical formula in Eq.3.141 showing a great match between the two. The result in real scale are plotted in the inset figure. (b) The corresponding derivative of wave function in figure (a) close to the interface between GaAs and AlAs materials. Figure (b) show the jumps of derivative wave function at the interface in a good agreement between analytical formula and numerical calculation.
where E is the energy, and V is the potential related to the heterostructure. We can further simplify Eq. 3.126:

$$
\begin{align*}
{\left[\gamma_{c} p \psi\right]_{0-}^{0+} } & =\mp\left[\frac{\gamma_{D}}{2 \hbar^{3}} p^{2} \psi_{0}+\frac{\gamma_{D}}{2 \hbar^{3}} p^{2} \psi_{1}\right]_{0-}^{0+} \simeq \mp\left[\frac{\gamma_{D}}{2 \hbar^{3}} p^{2} \psi_{0}\right]_{0-}^{0+}  \tag{3.128}\\
& =\mp \frac{\hbar}{2}\left[\frac{\gamma_{D}}{\gamma_{c}}(E-V)\right]_{0-}^{0+} \psi_{0} \tag{3.129}
\end{align*}
$$

leading to:

$$
\begin{equation*}
\left[\gamma_{c} p \psi\right]_{0-}^{0+}=\mp \frac{\hbar}{2}\left[\frac{\gamma_{D}}{\gamma_{c}}(E-V)\right]_{0-}^{0+} \psi_{0} \tag{3.130}
\end{equation*}
$$

Here, we have neglected the second order term in $\gamma_{D}$. Equation 3.130 define the derivative jump of the envelope function at the interface. The same procedure can be applied when considering the Eq. 3.125 to obtain:

$$
\begin{equation*}
\operatorname{Re}\left\{\left(\gamma_{c} p \psi_{0}\right)^{\dagger}\left([\psi]_{0-}^{0+} \pm \frac{1}{4 \hbar}\left[\frac{\gamma_{D}}{\gamma_{c}^{2}}\right]_{0-}^{0+}\left(\gamma_{c} p \psi_{0}\right)\right)\right\}=0 \tag{3.131}
\end{equation*}
$$

leading to:

$$
\begin{equation*}
\left(\gamma_{c} p \psi_{0}\right)^{\dagger}\left([\psi]_{0-}^{0+} \pm \frac{1}{4 \hbar}\left[\frac{\gamma_{D}}{\gamma_{c}^{2}}\right]_{0-}^{0+}\left(\gamma_{c} p \psi_{0}\right)\right)=0 \tag{3.132}
\end{equation*}
$$

or:

$$
\begin{equation*}
[\psi]_{0-}^{0+} \pm \frac{1}{4 \hbar}\left[\frac{\gamma_{D}}{\gamma_{c}^{2}}\right]_{0-}^{0+}\left(\gamma_{c} p \psi_{0}\right)=0 \tag{3.133}
\end{equation*}
$$

When $\gamma_{D} / \gamma_{c}^{2}$ is a constant, then $\psi$ is continuous, as observed in the case of constant mass and constant $\gamma_{D}$. Equation 3.133 is a fundamental relation that defines the jump of the envelope wave function at the interface. Now we are going to solve equations 3.130 and 3.133 in order to obtain the wave function over the whole space. To explicitly solve this problem in a smart way, we first note that the wave function can
always be written in the form:

$$
\begin{equation*}
\psi=\alpha e^{i \chi z}\left[\psi_{0}+\frac{\beta}{\hbar \gamma_{c} k^{2}}\left(\gamma_{c} p \psi_{0}\right)\right] \tag{3.134}
\end{equation*}
$$

where $\alpha$ and $\beta$ need to be determined in complying with the matching condition, and inserting 3.134 into Schrödinger equation:

$$
\begin{equation*}
\left[\frac{\gamma_{c}}{\hbar^{2}} p^{2} \pm \frac{\gamma_{D}}{2 \hbar^{3}} p^{3}+V\right] \psi=E \psi \tag{3.135}
\end{equation*}
$$

we find that $\chi$ verifies:

$$
\begin{equation*}
\gamma_{c}\left(2 k \chi+\chi^{2}\right) \pm \frac{\gamma_{D}}{2}\left(k^{3}+3 k^{2} \chi+3 k \chi^{2}+\chi^{3}\right)=0 \tag{3.136}
\end{equation*}
$$

leading to

$$
\begin{equation*}
\chi \simeq \mp \frac{1}{4} \frac{\gamma_{D}}{\gamma_{c}} k^{2}=\mp \frac{1}{4} \frac{\gamma_{D}}{\gamma_{c}} \frac{E-V}{\gamma_{c}} \tag{3.137}
\end{equation*}
$$

In addition, the generation of 3.130 and 3.133 when the interface is not at the origin but at $z_{0}$ reads:

$$
\begin{align*}
{\left[\gamma_{c} p \psi\right]_{z_{0}-}^{z_{0}+} } & =\mp \frac{\hbar}{2}\left[\frac{\gamma_{D}}{\gamma_{c}}(E-V)\right]_{z_{0}-}^{z_{0}+} \alpha e^{i \chi z_{0}} \psi_{0}  \tag{3.138}\\
{[\psi]_{z_{0}-}^{z_{0}+} } & =\mp \frac{1}{4 \hbar}\left[\frac{\gamma_{D}}{\gamma_{c}^{2}}\right]_{z_{0}-}^{z_{0}+} \alpha e^{i \chi z_{0}}\left(\gamma_{c} p \psi_{0}\right) \tag{3.139}
\end{align*}
$$

Inserting the wave function 3.134 into 3.138 and 3.139 we obtain:

$$
\begin{equation*}
\beta=\chi \tag{3.140}
\end{equation*}
$$

and the continuity of $\alpha e^{i \chi z}$ propagates the phase from the one region to the other. For the incident wave at $z=0$, one may take $\alpha=1$, which implies that, whatever the region, $\alpha$ is a phase factor, i.e, $|\alpha|=1$. Finally, the expression of wave function over whole structure given by:

$$
\begin{equation*}
\psi=\alpha e^{i \chi z}\left(\psi_{0}+\frac{\chi}{\hbar k^{2}} p \psi_{0}\right) \tag{3.141}
\end{equation*}
$$



Figure 3.4: (a) The zoom in of the wave function in Fig 3.3a close to the interface between GaAs and AlAs showing the jump in both analytical formula $\Delta \psi_{1}$ and numerical calculations $\Delta \psi_{2}$ with 30 bands k.p Hamiltonian. The same calculations have been performed for wave function at InAs/GaAs interface (b) and InAs/AlAs interface (c).

Figure 3.3a shows the square amplitude of wave function of electron with energy about 0.1 eV above the bottom of CB and under normal incidence, plotted within whole structure. The blue line is numerical calculation with multiband k.p platform and the red line is plotted from analytical fomula 3.141 showing good match between the two. Figure 3.3b shows correspondingly the jump of derivative of wave function in Fig 3.3a at the interface for both numerical and analytical calculation with a good agreement. Moreover, Fig
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3.4 gives the zoom in of the wave function close to the interface between two different materials indicated in the figure. It also shows that the jumps of wave function are of the same order in comparison between numerical calculation with multiband k.p technique and analytical formula developed above.

The conclusion of this section is that it seems very difficult to work with analytical solution for electron tunneling through a heterostructure grown along [110] direction. This peculiarity of the [110] direction has been also emphasized by Alekseev [56] as well as Durnev [31]. In the simplest model, the incoming electron under normal incidence was treated to the first order in $\gamma_{D}$. The difficulties do not only originate from the mathematical techniques but also from the physical point of view; the discontinuity of the wave function and its derivative caused by the $\mathbf{k}$ cubic term highlights the crucial role of the matching conditions. The consequence is that numerical computational techniques, e.g. using advanced k.p methods, like 14-band, 30 -band or 40 band tunneling codes, become mandatory in order to analyze the new properties brought by spin-orbit effects over the Brillouin zone (BZ). The techniques we have employed and developed beyond the state of the art, will also appear to be perfect numerical tools to check some analytical developments based on perturbation technique approaches.

### 3.2 Current within heterostructures: Landauer Büttiker Formalism

### 3.2.1 Current within heterostructures

In this section, we will demonstrate that the application of the matching conditions derived in the previous sections and applied to each interface within a given heterostructure, simple interfaces, tunnel junctions, quantum wells, double-barrier structures, are always associated to a conserved charge-current profile along the transport direction. This is one of the main issues to fulfill. The demonstration will be made taking into account the properties of the $S$ - scattering matrix within the multilayers. On the other hand, the same conclusions cannot be generalized to the case of the spin current profile once either bulk or interface potentials admit an Hamiltonian term not commuting with the spin operators (Pauli matrices). This effect should lead to the re-examination of the calculations of the spin-mixing conductance (real part and imaginary part) for systems involving Rashba interactions at interfaces [239].


FIGURE 3.5: Scheme of continuity of wave current at the interface of heterostructure.

Considering an interface between two materials and assuming that the electron is moving from the left to the right, then the wave function at some distance on the right interface can be a simple a linear combination of eigenstates of the asymptotic Hamiltonian, or, equivalently, a linear combination of transmitted waves at the right interface, namely:

$$
\begin{equation*}
\Psi_{R}=\sum_{n} t_{i n, n} \Phi_{n, k_{n}}(\boldsymbol{r}) \tag{3.142}
\end{equation*}
$$

where $t_{i n, n}$ are complex numbers. Note that the total Hamiltonian may also have evanescent modes, however at some distance (far enough) from the interface, these modes posses zero contribution to the wave function since they decay quickly with the distance from the interface.

At some distance to the left interface, the electrons are scattered at the interface then go back to the left. We thus get a solution without contribution from evanescent modes as:

$$
\begin{equation*}
\Psi_{L}=\Phi_{i n}(\boldsymbol{r})+\sum_{n} r_{i n, n} \Phi_{n, k_{n}}(\boldsymbol{r}) \tag{3.143}
\end{equation*}
$$

involving all possible reflected waves which admit the same energy as the incoming wave. Here $\Phi_{i n}(\boldsymbol{r})=$ $\sum_{i=1}^{N_{i}} C_{i} \Phi_{i, k_{i}}(\boldsymbol{r})$ where $N_{i}$ is the number of band used to describe the incident wave, $C_{i}$ are normalization coefficients (normally $C_{i}=1$ ), and $\left\{\Phi_{i, k_{i}}(\boldsymbol{r}\}\right.$ (or $\left\{\Phi_{n, k_{n}}(\boldsymbol{r}\}\right.$ ) is the basis function set.

Let us assume that the matching conditions at the interfaces are the continuity of the wave function $\Psi$ and of the electronic current $\operatorname{Re}\langle\Psi| \mathbf{J}|\Psi\rangle$ where $\mathbf{J}=\partial H / \partial \mathbf{p}$. These are the matching conditions that we consider throughout the present work.

The probability current at the left of the interface is:

$$
\begin{align*}
& \operatorname{Re}\left\langle\Psi_{L}\right| \mathbf{J}\left|\Psi_{L}\right\rangle=\operatorname{Re}\left\langle\Phi_{i n}+\sum_{n} r_{i n, n} \Phi_{n, k_{n}}\right| \mathbf{J}\left|\Phi_{i n}+\sum_{n} r_{i n, n} \Phi_{n, k_{n}}\right\rangle  \tag{3.144}\\
& =\operatorname{Re}\left\langle\Phi_{i n}\right| \mathbf{J}\left|\Phi_{i n}\right\rangle+\sum_{n}\left|r_{i n, n}\right|^{2} \operatorname{Re}\left\langle\Phi_{n, k_{n}}\right| \mathbf{J}\left|\Phi_{n, k_{n}}\right\rangle+\sum_{n} \operatorname{Re}\left\langle r_{i n, n} \Phi_{n, k_{n}}\right| \mathbf{J}\left|\Phi_{i n}\right\rangle  \tag{3.145}\\
& +\sum_{n} \operatorname{Re}\left\langle\Phi_{i n}\right| \mathbf{J}\left|r_{i n, n} \Phi_{n, k_{n}}\right\rangle+\sum_{n m(n \neq m)} \operatorname{Re}\left\langle r_{i n, n} \Phi_{n, k_{n}}\right| \mathbf{J}\left|r_{i n, m} \Phi_{n, k_{m}}\right\rangle \\
& =\operatorname{Re}\left\langle\Phi_{i n}\right| \mathbf{J}\left|\Phi_{i n}\right\rangle+\sum_{n}\left|r_{i n, n}\right|^{2} \operatorname{Re}\left\langle\Phi_{n, k_{n}}\right| \mathbf{J}\left|\Phi_{n, k_{n}}\right\rangle  \tag{3.146}\\
& +\sum_{n} \operatorname{Re}\left[\left\langle r_{i n, n} \Phi_{n, k_{n}}\right| \mathbf{J}\left|\Phi_{i n}\right\rangle+\left\langle\Phi_{i n}\right| \mathbf{J}\left|r_{i n, n} \Phi_{n, k_{n}}\right\rangle\right]+\sum_{n m(n \neq m)} \operatorname{Re}\left\langle r_{i n, n} \Phi_{n, k_{n}}\right| \mathbf{J}\left|r_{i n, m} \Phi_{n, k_{m}}\right\rangle
\end{align*}
$$

Noting that the term:

$$
\begin{equation*}
\sum_{n} \operatorname{Re}\left[\left\langle r_{i n, n} \Phi_{n, k_{n}}\right| \mathbf{J}\left|\Phi_{i n}\right\rangle+\left\langle\Phi_{i n}\right| \mathbf{J}\left|r_{i n, n} \Phi_{n, k_{n}}\right\rangle\right] \tag{3.147}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{n m(n \neq m)} \operatorname{Re}\left\langle r_{i n, n} \Phi_{n, k_{n}}\right| \mathbf{J}\left|r_{i n, m} \Phi_{n, k_{m}}\right\rangle \tag{3.148}
\end{equation*}
$$

with $n \neq m$ are called the interference terms. In next section we will show that the interference terms are canceled:

$$
\begin{equation*}
\sum_{n} \operatorname{Re}\left[\left\langle r_{i n, n} \Phi_{n, k_{n}}\right| \mathbf{J}\left|\Phi_{i n}\right\rangle+\left\langle\Phi_{i n}\right| \mathbf{J}\left|r_{i n, n} \Phi_{n, k_{n}}\right\rangle\right]=0 \tag{3.149}
\end{equation*}
$$

as well as :

$$
\begin{equation*}
\sum_{n m(n \neq m)} \operatorname{Re}\left\langle r_{i n, n} \Phi_{n, k_{n}}\right| \mathbf{J}\left|r_{i n, m} \Phi_{n, k_{m}}\right\rangle=0 \tag{3.150}
\end{equation*}
$$

(This result is particularly interesting when we deal with Green's function technique as we will see in chapter 4). Then, we get:

$$
\begin{equation*}
\operatorname{Re}\left\langle\Psi_{L}\right| \mathbf{J}\left|\Psi_{L}\right\rangle=\operatorname{Re}\left\langle\Phi_{i n}\right| \mathbf{J}\left|\Phi_{i n}\right\rangle+\sum_{n}\left|r_{i n, n}\right|^{2} \operatorname{Re}\left\langle\Phi_{n, k_{n}}\right| \mathbf{J}\left|\Phi_{n, k_{n}}\right\rangle \tag{3.151}
\end{equation*}
$$

The probability current at the right of the interface is:

$$
\begin{equation*}
\operatorname{Re}\left\langle\Psi_{R}\right| \mathbf{J}\left|\Psi_{R}\right\rangle=\operatorname{Re}\left\langle\sum_{n} t_{i n, n} \Phi_{n, k_{n}}\right| \mathbf{J}\left|\sum_{n} t_{i n, n} \Phi_{n, k_{n}}\right\rangle=\sum_{n}\left|t_{i n, n}\right|^{2} \operatorname{Re}\left\langle\Phi_{n, k_{n}}\right| \mathbf{J}\left|\Phi_{n, k_{n}}\right\rangle . \tag{3.152}
\end{equation*}
$$

The continuity of the probability current gives:

$$
\begin{equation*}
\operatorname{Re}\left\langle\Phi_{i n}\right| \mathbf{J}\left|\Phi_{i n}\right\rangle+\sum_{n}\left|r_{i n, n}\right|^{2} \operatorname{Re}\left\langle\Phi_{n, k_{n}}\right| \mathbf{J}\left|\Phi_{n, k_{n}}\right\rangle=\sum_{n}\left|t_{i n, n}\right|^{2} \operatorname{Re}\left\langle\Phi_{n, k_{n}}\right| \mathbf{J}\left|\Phi_{n, k_{n}}\right\rangle \tag{3.153}
\end{equation*}
$$

or

$$
\begin{equation*}
1+\sum_{n}\left|r_{i n, n}\right|^{2} \frac{\operatorname{Re}\left\langle\Phi_{n, k_{n}}\right| \mathbf{J}\left|\Phi_{n, k_{n}}\right\rangle}{\operatorname{Re}\left\langle\Phi_{i n}\right| \mathbf{J}\left|\Phi_{i n}\right\rangle}=\sum_{n}\left|t_{i n, n}\right|^{2} \frac{\operatorname{Re}\left\langle\Phi_{n, k_{n}}\right| \mathbf{J}\left|\Phi_{n, k_{n}}\right\rangle}{\operatorname{Re}\left\langle\Phi_{i n}\right| \mathbf{J}\left|\Phi_{i n}\right\rangle} \tag{3.154}
\end{equation*}
$$

## Cancellation of the interference terms for the current: where does it come from?

We now demonstrate the cancellation of the interference terms for both reflection and transmission in the framework of the $\boldsymbol{k} . \boldsymbol{p}$ theory. In order to do that, we write the Hamiltonian in the form [163]: $H=$ $\hat{A} k_{z}^{2}+\hat{B} k_{z}+\hat{C}$ and the current operator is then: $\mathbf{J}=\hat{A} k_{z}+\frac{1}{2} \hat{B}$ and its Hermitian transpose $\mathbf{J}^{\dagger}=k_{z}^{\dagger} \hat{A}^{\dagger}+\frac{1}{2} \hat{B}^{\dagger}=$ $\hat{A} k_{z}^{*}+\frac{1}{2} \hat{B}$ where we have used a fact that $\hat{A} \equiv \hat{A}^{\dagger}$ and $\hat{B} \equiv \hat{B}^{\dagger}$ since A and B are Hermitian matrices that do not depend on z-coordinate within each layer. We assume that the $n^{\text {th }}$ eigenvector at a constant tunneling energy is $|n\rangle$ which corresponds to positive or negative incidence. Since the wave function can be a linear combination of these egenvectors, thus, in order to prove 3.149 and 3.150 , one needs to calculate the interference terms of the current in the form of $\langle n| \mathbf{J}|m\rangle$ to show that $\operatorname{Re}\left(a\langle m| \mathbf{J}|n\rangle+a^{*}\langle n| \mathbf{J}|m\rangle\right)=0$, where $a$ is the expansion coefficient where $|n\rangle$ and $|m\rangle$ are two different bands ( n and m ) at the same elastic energy $\epsilon$ and described by two different wave vectors $k_{n}$ and $k_{m}$, respectively. So, we start with:

$$
\begin{align*}
& \langle m| \boldsymbol{J}|n\rangle=\langle m| \hat{A} k_{z}^{(n)}+\frac{\hat{B}}{2}|n\rangle  \tag{3.155}\\
& \langle n| \boldsymbol{J}|m\rangle=\langle n| \hat{A} k_{z}^{(m)}+\frac{\hat{B}}{2}|m\rangle \tag{3.156}
\end{align*}
$$

and:

$$
\begin{equation*}
\langle n| \boldsymbol{J}|m\rangle^{*}=\langle m| \boldsymbol{J}^{\dagger}|n\rangle=\langle m| \hat{A} k_{z}^{(m)^{*}}+\frac{\hat{B}}{2}|n\rangle \tag{3.157}
\end{equation*}
$$

where we have used the following relations:

$$
\begin{equation*}
\langle n| \boldsymbol{J}|m\rangle=\left\langle\boldsymbol{J}^{\dagger} n \mid m\right\rangle=\langle m| \boldsymbol{J}^{\dagger}|n\rangle^{*}=\langle\boldsymbol{J} m \mid n\rangle^{*} \tag{3.158}
\end{equation*}
$$

We now consider:

$$
\begin{align*}
& \langle n| \mathbf{J}|m\rangle^{*}+\langle m| \mathbf{J}|n\rangle=\langle m| \hat{A}\left(k_{z}^{(n)}+k_{z}^{(m) *}\right)+\hat{B}|n\rangle  \tag{3.159}\\
& =\langle m| \hat{A}\left(k_{z}^{(n)}+k_{z}^{(m) *}\right)+\hat{B}|n\rangle \times \frac{k_{z}^{(n)}-k_{z}^{(m) *}}{k_{z}^{(n)}-k_{z}^{(m) *}}  \tag{3.160}\\
& =\frac{1}{k_{z}^{(n)}-k_{z}^{(m) *}}\langle m| \hat{A}\left(k_{z}^{(n)^{2}}-k_{z}^{(m) *^{2}}\right)+\hat{B}\left(k_{z}^{(n)}-k_{z}^{(m) *}\right)|n\rangle \tag{3.161}
\end{align*}
$$

$$
\begin{align*}
& =\frac{1}{k_{z}^{(n)}-k_{z}^{(m) *}}\left[\langle m| \hat{A} k_{z}^{(n)^{2}}+\hat{B} k_{z}^{(n)}+\hat{C}|n\rangle-\langle m| \hat{A} k_{z}^{(m) *^{2}}+\hat{B} k_{z}^{(m) *}+\hat{C}|n\rangle\right]  \tag{3.162}\\
& =\frac{1}{k_{z}^{(n)}-k_{z}^{(m) *}}\left[\langle m| \hat{A} k_{z}^{(n)^{2}}+\hat{B} k_{z}^{(n)}+\hat{C}|n\rangle-\langle m| \hat{A} k_{z}^{(m)^{2}}+\hat{B} k_{z}^{(m)}+\hat{C}|n\rangle\right]  \tag{3.163}\\
& =\frac{\epsilon_{n}-\epsilon_{m}}{k_{z}^{(n)}-k_{z}^{(m) *}}\langle m \mid n\rangle \tag{3.164}
\end{align*}
$$

So that

$$
\begin{equation*}
\langle n| \mathbf{J}|m\rangle^{*}+\langle m| \mathbf{J}|n\rangle=\frac{\epsilon_{n}-\epsilon_{m}}{k_{z}^{(n)}-k_{z}^{(m) *}}\langle m \mid n\rangle \tag{3.165}
\end{equation*}
$$

One observes that $\langle n| \mathbf{J}|m\rangle^{*}+\langle m| \mathbf{J}|n\rangle$ is generally different from zero for $\epsilon_{n} \neq \epsilon_{m}$ corresponding to an interband transition as well as for $|n\rangle \equiv|m\rangle$. It is also important that $\langle n| \mathbf{J}|m\rangle^{*}+\langle m| \mathbf{J}|n\rangle=0$ for $|n\rangle \neq|m\rangle$ and $\epsilon_{n}=\epsilon_{m}$. For latter case, we have then to distinguish several cases in the coupling process: i) coupling between two Bloch propagating states, ii) coupling between a Bloch propagating and an evanescent wave as well as iii) coupling between two evanescent waves.
\& Case 1: $k_{z}^{(n)}$ and $k_{z}^{(m)}$ are real, then $\epsilon_{n}=\epsilon_{m}$ (elastic tunneling), we have:

$$
\begin{equation*}
\langle n| \mathbf{J}|m\rangle^{*}+\langle m| \mathbf{J}|n\rangle=0 \tag{3.166}
\end{equation*}
$$

leading to

$$
\begin{equation*}
\langle n| \mathbf{J}|m\rangle^{*}=-\langle m| \mathbf{J}|n\rangle \tag{3.167}
\end{equation*}
$$

or

$$
\begin{equation*}
\langle m| \mathbf{J}^{\dagger}|n\rangle=-\langle m| \mathbf{J}|n\rangle \tag{3.168}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(a^{*}\langle n| \mathbf{J}|m\rangle\right)^{*}=-a\langle m| \mathbf{J}|n\rangle \tag{3.169}
\end{equation*}
$$

And finally, we get:

$$
\begin{equation*}
\operatorname{Re}\left(a\langle m| \mathbf{J}|n\rangle+a^{*}\langle n| \mathbf{J}|m\rangle\right)=0 \tag{3.170}
\end{equation*}
$$

Or one can say that the interference terms for propagating waves are canceled in both the reflection and transmission region.

* Case 2: $k_{z}^{(n)}$ is purely real and $k_{z}^{(m)}$ is pure imaginary or mixed (real + imaginary) then we reach the same conclusion as in the previous case: there remains no interference term in the current.
* Case 3: $k_{z}^{(n)}$ and $k_{z}^{(m)}$ are both complex (evanescent states) and $k_{z}^{(n)} \neq k_{z}^{(m) *}$ then no interference term exists in the current.
* Case 4: $k_{z}^{(n)}$ and $k_{z}^{(m)}$ are both complex (evanescent states) and $k_{z}^{(n)}=k_{z}^{(m) *}$ then:

$$
\begin{equation*}
\langle n| \mathbf{J}|m\rangle^{*}+\langle m| \mathbf{J}|n\rangle \neq 0 \tag{3.171}
\end{equation*}
$$

In this case, the interference term results in tunneling current inside the barrier as expected.
The two equations 3.170 and 3.171 become mandatory to derive a general expression for the multiband and multilayer Green function as we will show in Chap 4. It will allow one to connect the value of a proper
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wave function at a point $z^{\prime}$ of the multilayer to the knowing wave function in a given point $z$ in another part of the multilayer. These treatments developed here are specific in the sense that one is able to find a correlation between $\langle n| \mathbf{J}|m\rangle^{*}$ and $\langle m| \mathbf{J}|n\rangle$ for the case where $|n\rangle$ and $|m\rangle$ are Bloch function or evanescent waves corresponding to the same elastic energy $\epsilon$ but different wave vectors $\boldsymbol{k}$ (or iK ). In that sense, we proved here the generalization of the validity of the $\boldsymbol{k} . \boldsymbol{p}$ framework to the case of tunneling waves involving evanescent wave [240].

## Interference terms of spin current

Doing the same for spin current $\boldsymbol{j}_{s}$ defined by:

$$
\begin{equation*}
\boldsymbol{j}_{s}=\frac{1}{2}\left[\boldsymbol{\sigma} \frac{\partial H}{\partial k_{z}}+\frac{\partial H}{\partial k_{z}} \boldsymbol{\sigma}\right] \tag{3.172}
\end{equation*}
$$

where $\frac{\partial H}{\partial k_{z}}=2 \hat{A} k_{z}+\hat{B}$, or we get:

$$
\begin{equation*}
\boldsymbol{j}_{s}=(\boldsymbol{\sigma} \hat{A}+\hat{A} \boldsymbol{\sigma}) k_{z}+\frac{1}{2}(\boldsymbol{\sigma} \hat{B}+\hat{B} \boldsymbol{\sigma}) \tag{3.173}
\end{equation*}
$$

As the same as electric current, we are now trying to calculate:

$$
\begin{align*}
& \langle m| \boldsymbol{j}_{s}|n\rangle+\langle n| \boldsymbol{j}_{s}|m\rangle^{*} \\
& =\langle m|\left[(\boldsymbol{\sigma} \hat{A}+\hat{A} \boldsymbol{\sigma}) k_{z}^{(n)}+\frac{1}{2}(\boldsymbol{\sigma} \hat{B}+\hat{B} \boldsymbol{\sigma})\right]|n\rangle+\langle n|\left[(\boldsymbol{\sigma} \hat{A}+\hat{A} \boldsymbol{\sigma}) k_{z}^{(m)}+\frac{1}{2}(\boldsymbol{\sigma} \hat{B}+\hat{B} \boldsymbol{\sigma})\right]|m\rangle^{*} \\
& =\langle m|\left[(\boldsymbol{\sigma} \hat{A}+\hat{A} \boldsymbol{\sigma}) k_{z}^{(n)}+\frac{1}{2}(\boldsymbol{\sigma} \hat{B}+\hat{B} \boldsymbol{\sigma})\right]|n\rangle+\langle m|\left[(\boldsymbol{\sigma} \hat{A}+\hat{A} \boldsymbol{\sigma}) k_{z}^{(m) *}+\frac{1}{2}(\boldsymbol{\sigma} \hat{B}+\hat{B} \boldsymbol{\sigma})\right]|n\rangle  \tag{3.174}\\
& =\langle m|\left[(\boldsymbol{\sigma} \hat{A}+\hat{A} \boldsymbol{\sigma})\left(k_{z}^{(n)}+k_{z}^{(m) *}\right)+(\boldsymbol{\sigma} \hat{B}+\hat{B} \boldsymbol{\sigma})\right]|n\rangle
\end{align*}
$$

Since we have:

$$
\begin{array}{r}
{\left[\hat{A}\left(k_{z}^{(n)}\right)^{2}+\hat{B} k_{z}^{(n)}+\hat{C}\right]|n\rangle=\epsilon_{n}|n\rangle} \\
{\left[\hat{A}\left(k_{z}^{(m)}\right)^{2}+\hat{B} k_{z}^{(m)}+\hat{C}\right]|m\rangle=\epsilon_{m}|m\rangle} \tag{3.176}
\end{array}
$$

then:

$$
\begin{align*}
& \left(k_{z}^{(n)}-k_{z}^{(m) *}\right)\left(\langle m| \boldsymbol{j}_{s}|n\rangle+\langle n| \boldsymbol{j}_{s}|m\rangle^{*}\right) \\
& =\langle m|\left[(\boldsymbol{\sigma} \hat{A}+\hat{A} \boldsymbol{\sigma})\left(\left(k_{z}^{(n)}\right)^{2}-\left(k_{z}^{(m) *}\right)^{2}\right)+(\boldsymbol{\sigma} \hat{B}+\hat{B} \boldsymbol{\sigma})\left(k_{z}^{(n)}-k_{z}^{(m) *}\right)\right]|n\rangle \\
& =\langle m|\left[(\boldsymbol{\sigma} \hat{A}+\hat{A} \boldsymbol{\sigma})\left(\left(k_{z}^{(n)}\right)^{2}-\left(k_{z}^{(m) *}\right)^{2}\right)+(\boldsymbol{\sigma} \hat{B}+\hat{B} \boldsymbol{\sigma})\left(k_{z}^{(n)}-k_{z}^{(m) *}\right)+2 \boldsymbol{\sigma} \hat{C}-2 \hat{C} \boldsymbol{\sigma}+2 \hat{C} \boldsymbol{\sigma}-2 \boldsymbol{\sigma} \hat{C}\right]|n\rangle \\
& =\langle m| 2 \boldsymbol{\sigma} \hat{A}\left(k_{z}^{(n)}\right)^{2}+2 \boldsymbol{\sigma} \hat{B} k_{z}^{(n)}+2 \boldsymbol{\sigma} \hat{C}|n\rangle+\langle m|(\hat{A} \boldsymbol{\sigma}-\boldsymbol{\sigma} \hat{A})\left(k_{z}^{(n)}\right)^{2}+(\hat{B} \boldsymbol{\sigma}-\boldsymbol{\sigma} \hat{B}) k_{z}^{(n)}+\hat{C} \boldsymbol{\sigma}-\boldsymbol{\sigma} \hat{C}|n\rangle \\
& -\langle m| 2 \boldsymbol{\sigma} \hat{A}\left(k_{z}^{(m) *}\right)^{2}+2 \boldsymbol{\sigma} \hat{B} k_{z}^{(m) *}+2 \boldsymbol{\sigma} \hat{C}|n\rangle-\langle m|(\hat{A} \boldsymbol{\sigma}-\boldsymbol{\sigma} \hat{A})\left(k_{z}^{(m) *}\right)^{2}+(\hat{B} \boldsymbol{\sigma}-\boldsymbol{\sigma} \hat{B}) k_{z}^{(m) *}+\hat{C} \boldsymbol{\sigma}-\boldsymbol{\sigma} \hat{C}|n\rangle \\
& =\frac{2}{\hbar}\left\{\epsilon_{n}\langle m| \boldsymbol{\sigma}|n\rangle-\epsilon_{m}\langle m| \boldsymbol{\sigma}|n\rangle\right\}+\frac{1}{\hbar}\left\{\langle m|\left[H_{n}, \boldsymbol{\sigma}\right]|n\rangle+\langle m|\left[H_{m}, \boldsymbol{\sigma}\right]|n\rangle\right\} \tag{3.177}
\end{align*}
$$

Since:

$$
\begin{equation*}
\left(k_{z}^{(n)}-k_{z}^{(m) *}\right)\left(\langle m| \boldsymbol{j}_{s}|n\rangle+\langle n| \boldsymbol{j}_{s}|m\rangle^{*}\right)=i \partial_{z}\left(\langle m| \boldsymbol{j}_{s}|n\rangle+\langle n| \boldsymbol{j}_{s}|m\rangle^{*}\right) \tag{3.178}
\end{equation*}
$$

then, one obtains:

$$
\begin{equation*}
i \partial_{z}\left(\langle m| \boldsymbol{j}_{s}|n\rangle+\langle n| \boldsymbol{j}_{s}|m\rangle^{*}\right)=\frac{2}{\hbar}\left(\epsilon_{n}-\epsilon_{m}\right)\langle m| \boldsymbol{\sigma}|n\rangle-i\left\{\frac{i}{\hbar}\langle m|\left[H_{n}, \boldsymbol{\sigma}\right]|n\rangle+\frac{i}{\hbar}\langle m|\left[H_{m}, \boldsymbol{\sigma}\right]|n\rangle\right\} \tag{3.179}
\end{equation*}
$$

In case $\epsilon_{n}=\epsilon_{n}$, one obtains:

$$
\begin{equation*}
i \partial_{z}\left(\langle m| \boldsymbol{j}_{s}|n\rangle+\langle n| \boldsymbol{j}_{s}|m\rangle^{*}\right)=-\frac{i}{\hbar}\left\{\langle m|\left[H_{n}, \boldsymbol{\sigma}\right]|n\rangle+\langle m|\left[H_{m}, \boldsymbol{\sigma}\right]|n\rangle\right\} \tag{3.180}
\end{equation*}
$$

This relationship shows that the spin current is not always conservation quantity.

## Cancellation of ghost-band currents

To anticipate the discussions on the matching conditions given in the previous section, we adapt here the continuity of the wave function and electronic current (the standard matching conditions) to study the consequence of the ghost-band treatment. Our conclusion will be that, through standard matching conditions, the ghost-band treatment is truly relevant to describe the full (spin-dependent) transport properties in the main conduction valleys: i.e., $\Gamma$ valley for direct-gap semiconductors for both electrons and holes, $L$ valleys for the CB in the case of indirect-gap semiconductors (e.g. AlAs). We have already checked (without formal proofs) that the symmetry of both the wave function, the wave current and the spin current remain almost unchanged at the relevant valleys following the ghost-band approach. Using a fact that the wave function can be written as:

$$
\begin{equation*}
\Psi_{T}=\sum_{a_{n}} a_{n}\left(k_{n}\right)\left|\Psi_{P}^{n}\right\rangle \exp \left(i k_{m} z\right)+\sum_{b_{m}} b_{m}\left(k_{m}\right)\left|\Psi_{G}^{m}\right\rangle \exp \left(K_{m} z\right) \tag{3.181}
\end{equation*}
$$

where $k_{n}$ and $K_{m}$ can be positive or negative corresponding to incoming or outgoing wave. For convenience, we re-write the wave function into a form

$$
\left.\left|\Psi_{T}\right\rangle=\left|\Psi_{P}\right\rangle \oplus\left|\bar{\Psi}_{G}\right\rangle=\left\lvert\, \begin{array}{c}
\Psi_{P}  \tag{3.182}\\
\bar{\Psi}_{G}
\end{array}\right.\right\}
$$

where $\Psi_{T}$ is over all full wave function of the complete Hamiltonian, $\Psi_{P}$ refers to the physical components and $\bar{\Psi}_{G}$ to the unphysical ghost part.

The boundary conditions now read:
(i) The continuity of the wave function means that $\Psi_{T}$ is continuous at each interface indicating that both of the $\Psi_{P}$ and $\bar{\Psi}_{G}$ parts are continuous. $\Psi_{P}$ is then continuous (necessary condition) at each interface and at each energy.
(ii) The continuity of the electronic current means that $\boldsymbol{J}\left(\Psi_{T}\right)$ is continuous at each interface which, however, does not necessary imply that $J \Psi_{P}$ and $J \bar{\Psi}_{G}$ are both continuous separately at each energy because of the supplementary coupling introduced.

However this important property remains true near the extrema of the valleys involved in the transport because the symmetry is conserved for both wave function and electronic current in these regions (derivation of the supplementary coupling is equal to zero). The (spin-dependent) current flux is written at the first order in wave vector $k$ (because of the highest order in $k$ of coupling terms is $k^{2}$ even between the physical and
phantom bands):

$$
\begin{align*}
& \operatorname{Re}\left\langle\Psi_{T}\right| \boldsymbol{J}\left|\Psi_{T}\right\rangle=\operatorname{Re}\left\{\begin{array}{ll}
\Psi_{P} & \bar{\Psi}_{G}
\end{array}|\boldsymbol{J}| \begin{array}{l}
\Psi_{P} \\
\bar{\Psi}_{G}
\end{array}\right\} \\
& =\operatorname{Re}\left\langle\Psi_{P}\right| \boldsymbol{J}_{P}\left|\Psi_{P}\right\rangle+\operatorname{Re}\left\langle\bar{\Psi}_{G}\right| \boldsymbol{J}_{G}\left|\bar{\Psi}_{G}\right\rangle+\operatorname{Re}\left(\left\langle\Psi_{P}\right| \boldsymbol{J}_{P G}\left|\bar{\Psi}_{G}\right\rangle+\left\langle\bar{\Psi}_{G}\right| \boldsymbol{J}_{G P}\left|\Psi_{P}\right\rangle\right) \\
& =\operatorname{Re}\left\langle\Psi_{P}\right| \boldsymbol{J}_{P}\left|\Psi_{P}\right\rangle+\operatorname{Re}\left\langle\bar{\Psi}_{G}\right| \boldsymbol{J}_{G}\left|\bar{\Psi}_{G}\right\rangle \tag{3.183}
\end{align*}
$$

where the current operator $\boldsymbol{J}$ can be written as:

$$
\boldsymbol{J}=\left[\begin{array}{cc}
\boldsymbol{J}_{P} & \boldsymbol{J}_{P G}  \tag{3.184}\\
\boldsymbol{J}_{G P} & \boldsymbol{J}_{G}
\end{array}\right]
$$

here $\boldsymbol{J}_{P}$ is block that contains components dealing with the original $\mathrm{n} \times \mathrm{n} \mathbf{k} . \mathbf{p}$ Hamiltonian, and all the other blocks concerning ghost-band as well as the coupling between the ghost-band and valence band. Note that we have neglected the interference terms in the current flux since they are canceled as demonstrated in previous section. By principle (matching conditions), $\operatorname{Re}\left\langle\Psi_{T}\right| \boldsymbol{J}\left|\Psi_{T}\right\rangle$ is continuous over the multilayer structure which means that the sum of the two terms are continuous but not necessary each term separately. The current of the supplementary ghost-bands:

$$
\begin{equation*}
\operatorname{Re}\left\langle\bar{\Psi}_{G}\right| J_{G}\left|\bar{\Psi}_{G}\right\rangle=\sum_{n, m} \frac{\epsilon_{n}^{G}-\epsilon_{m}^{G}}{k_{z}^{(n, G)}-k_{z}^{(m, G) *}}\left\langle m_{G} \mid n_{G}\right\rangle e^{i\left(k_{z}^{(n, G)}-k_{z}^{(m, G) *}\right) z} \tag{3.185}
\end{equation*}
$$

where G indicates the ghost band quantities, $k_{z}^{(n, G)}$ and $k_{z}^{(m, G) *}$ are both pure complexities; $\left|m_{G}\right\rangle$ and $\left|n_{G}\right\rangle$ describe here the ghost-band components of the total wave function. By increasing the ghost band energies, one may increase $k_{z}^{(n, G)}$ and $k_{z}^{(m, G)}$ as well. This results in the term $e^{i\left(k_{z}^{(n, G)}-k_{z}^{(m, G) *}\right) z} \approx e^{-2 K^{(n, G)} z} \rightarrow 0$ where $k_{z}^{(n, G)}=i K^{(n, G)}$, thus one may neglect the contributions originating from the ghost-band, once the ghost-bands are sufficiently high in energy compared to the bottom of the CB. So that we obtain

$$
\begin{equation*}
\operatorname{Re}\left\langle\Psi_{T}\right| \hat{J}\left|\Psi_{T}\right\rangle \simeq \operatorname{Re}\left\langle\Psi_{P}\right| \hat{J}_{P}\left|\Psi_{P}\right\rangle . \tag{3.186}
\end{equation*}
$$

The proof for the spin-dependent tunneling current can be considered but, by simple arguments, one can estimate that the result is equivalent so that one neglects the evanescent current contribution originating from the lower spurious VBs, which is generally the case.

Note that those rules derived here mainly concern charge current, they are generally not applicable to the case of spin-currents because of the non-zero commutation between Hamiltonian and Pauli matrices.

### 3.2.2 Landauer formula from the expression of the wave current

## Ballistic transport.

In mesoscopic physics, ballistic transport relates to the transport of charge carriers in a small structure where one may assume that the charge carriers move elastically, through the active medium without scattering except for a possible reflection from a barrier. In this ballistic transport, the motion of carriers is simply described by the classical Newton second law. The ballistic transport may be observed in the system where the mean free path of the carriers (typically the electrons) is much lager than the dimensions of the system. To that goal, together when reducing the system size, one has to increase the mean free path of electrons by reducing the impurities in the system or by lowering the temperature. In this regime, the conductance of the system may be described in the framework of Landauer Büttiker formalism which gives the relationship
between the electrical resistance and the scattering properties of the system, and is going to be presented in the following.

## Landauer formalism [241]

In order to derive the Landauer formula, let us now calculate the current across a given surface $S$ perpendicular to the direction x of global electron flow, carried by the wave $\Psi_{i k_{i}}(\boldsymbol{r})$. Starting with the expectation value of the current density operator $\hat{\boldsymbol{i}}(\boldsymbol{r})$ over the state $\left|\Psi_{i k_{i}}\right\rangle$, one has:

$$
\begin{equation*}
\boldsymbol{j}(\boldsymbol{r})=\left\langle\Psi_{i k_{i}} \hat{\hat{i}}(\boldsymbol{r}) \mid \Psi_{i k_{i}}\right\rangle=\frac{\hbar}{2 i m}\left[\left[\Psi_{i k_{i}}(\boldsymbol{r})\right]^{*} \frac{\partial \Psi_{i k_{i}}(\boldsymbol{r})}{\partial x}-\Psi_{i k_{i}}(\boldsymbol{r}) \frac{\partial\left[\Psi_{i k_{i}}(\boldsymbol{r})\right]^{*}}{\partial x}\right] \tag{3.187}
\end{equation*}
$$



Figure 3.6: Scheme of a closed system, electron source plus electrode-junctionelectrode structure. The electrodes are assumed to confine electrons in the $x-y$ direction.

Integrating over a plane ( $\mathrm{x}, \mathrm{y}$ ) perpendicular to the z direction, one observes the average current $I\left(E_{i}\right)$ which is carried by the state at energy $E_{i}$ :

$$
\begin{equation*}
I\left(E_{i}\right)=e \int_{-\infty}^{\infty} d x \int_{-\infty}^{\infty} d y \boldsymbol{j}(\boldsymbol{r})=\frac{e \hbar}{2 i m} \int_{-\infty}^{\infty} d x \int_{-\infty}^{\infty} d y\left[\left[\Psi_{i k_{i}}(\boldsymbol{r})\right]^{*} \frac{\partial \Psi_{i k_{i}}(\boldsymbol{r})}{\partial x}-\Psi_{i k_{i}}(\boldsymbol{r}) \frac{\partial\left[\Psi_{i k_{i}}(\boldsymbol{r})\right]^{*}}{\partial x}\right] \tag{3.188}
\end{equation*}
$$

Let us assume that our system is in a steady state. Therefore, the current does not depend on the position of the surface at which we evaluate it. Thus, one may evaluate it deep into the left electrode or deep into the right electrode, equivalently, and the resulting currents must be identical. Deep into the left and deep into the right electrode, the wave function $\Psi_{i k_{i}}(\boldsymbol{r})$ becomes:

$$
\begin{gather*}
\Psi_{i k_{i}}(\boldsymbol{r}) \rightarrow \Phi_{i k_{i}}(\boldsymbol{r})+\sum_{f=1}^{N_{c}^{L}} r_{i f} \Phi_{f k_{f}}(\boldsymbol{r})  \tag{3.189}\\
\Psi_{i k_{i}}(\boldsymbol{r}) \rightarrow \sum_{f=1}^{N_{c}^{R}} t_{i f} \Phi_{f k_{f}}(\boldsymbol{r})
\end{gather*}
$$

where $N_{c}^{L}$ and $N_{c}^{L}$ are number of channels on the Left and Right electrode, respectively.


Figure 3.7: Reflected and transmitted wave at the junction.

Deep into the left electrode, we replace 3.189 into 3.188 to obtain:

$$
\begin{equation*}
I_{L}\left(E_{i}\right)=I_{i}\left(E_{i}\right)+\sum_{f=1}^{N_{c}^{L}}\left|r_{i f}\right|^{2} I_{f}\left(E_{i}\right) \tag{3.191}
\end{equation*}
$$

where :

$$
\begin{align*}
I_{i}\left(E_{i}\right) & =\frac{e \hbar}{2 i m} \int_{-\infty}^{\infty} d x \int_{-\infty}^{\infty} d y\left[\left[\Phi_{i k_{i}}(\boldsymbol{r})\right]^{*} \frac{\partial \Phi_{i k_{i}}(\boldsymbol{r})}{\partial x}-\Phi_{i k_{i}}(\boldsymbol{r}) \frac{\partial\left[\Phi_{i k_{i}}(\boldsymbol{r})\right]^{*}}{\partial x}\right]  \tag{3.192}\\
& =\frac{v_{i}\left(k_{i}\right)}{L}
\end{align*}
$$

and

$$
\begin{align*}
I_{f}\left(E_{i}\right) & =\frac{e \hbar}{2 i m} \int_{-\infty}^{\infty} d x \int_{-\infty}^{\infty} d y\left[\left[\Phi_{f k_{f}}(\boldsymbol{r})\right]^{*} \frac{\partial \Phi_{f k_{f}}(\boldsymbol{r})}{\partial x}-\Phi_{f k_{f}}(\boldsymbol{r}) \frac{\partial\left[\Phi_{f k_{f}}(\boldsymbol{r})\right]^{*}}{\partial x}\right]  \tag{3.193}\\
& =\frac{v_{f}\left(k_{f}\right)}{L}
\end{align*}
$$

where $v_{j}\left(k_{j}\right)$ is the group velocity of an electron in $j^{t h}$ channel and $L$ is the volume of the system [43]. Due to the fact that in this case, all wave vectors $k_{f}$ are in the negative z direction with the opposite sign than the incident current $I_{i}$. So, if we introduce the quantity:

$$
\begin{equation*}
R_{i f}\left(E_{i}\right)=\left|r_{i f}\right|^{2} \frac{\left|I_{f}\left(E_{i}\right)\right|}{\left|I_{i}\left(E_{i}\right)\right|} \tag{3.194}
\end{equation*}
$$

as the reflection probability for a wave incidence on the nano structure with momentum $\hbar k_{i}$ to be scattered back into the left electrode in a state with momentum $\hbar k_{f}$ while the energy is conserved, then one obtains:

$$
\begin{equation*}
I_{L}\left(E_{i}\right)=I_{i}\left(E_{i}\right)-\sum_{f=1}^{N_{c}^{L}}\left|r_{i f}\right|^{2}\left|I_{f}\left(E_{i}\right)\right|=I_{i}\left(E_{i}\right)\left(1-\sum_{f=1}^{N_{c}^{L}} R_{i f}\left(E_{i}\right)\right) \tag{3.195}
\end{equation*}
$$

Doing the same calculation deep into the right electrode, one obtains:

$$
\begin{equation*}
I_{R}\left(E_{i}\right)=\sum_{f=1}^{N_{c}^{R}}\left|t_{i f}\right|^{2}\left|I_{f}\left(E_{i}\right)\right|=I_{i}\left(E_{i}\right) \sum_{f=1}^{N_{c} R} T_{i f}\left(E_{i}\right) \tag{3.196}
\end{equation*}
$$

where:

$$
\begin{equation*}
T_{i f}\left(E_{i}\right)=\left|t_{i f}\right|^{2} \frac{\left|I_{f}\left(E_{i}\right)\right|}{\left|I_{i}\left(E_{i}\right)\right|} \tag{3.197}
\end{equation*}
$$

is the transmission probability that the wave with initial momentum $\hbar k_{i}$ is transmitted across the nanojunction into the right electrode in a final state with momentum $\hbar k_{f}$ at the same energy. We remind again that in a steady state, the two currents $I_{L}\left(E_{i}\right)$ and $I_{R}\left(E_{i}\right)$ have to be identical. Therefore, one finds the relation between the reflection and transmission coefficients for a wave incidence from the left electrode:

$$
\begin{equation*}
\sum_{f=1}^{N_{c}^{R}} T_{i f}\left(E_{i}\right)+\sum_{f=1}^{N_{c}^{L}} R_{i f}\left(E_{i}\right)=1 \tag{3.198}
\end{equation*}
$$

which complies with the general result of Eq. 3.154. Since the motion of electrons is ballistic, then the channels are independent and the total current in the system is afterwards calculated as the sum of all currents carried by all states (channels) at all energies. Thus, one needs to integrate in energy, multiply by the density of states (number of channels per unit energy) for each momentum direction, and sum over all incident channels (both right and left motions). Since each channel represents a one-dimensional problem, the density of states per spin for the momentum $\hbar k_{i}$ of given direction is simply:

$$
\begin{equation*}
D_{i}\left(E_{i}\right) d E_{i}=\frac{L}{2 \pi} d k_{i} \tag{3.199}
\end{equation*}
$$

or

$$
\begin{equation*}
D_{i}\left(E_{i}\right)=\frac{L}{2 \pi} \frac{d k_{i}}{d E_{i}}=\frac{L}{2 \pi \hbar} \frac{1}{v_{i}\left(k_{i}\right)} \tag{3.200}
\end{equation*}
$$

where $v_{i}\left(k_{i}\right)$ is the group velocity of an electron in $i^{t h}$ channel.
Assuming that the electro-chemical potential $\Delta$ at the left and the right electrodes respectively, are $\mu_{L}$ and $\mu_{R}$, the local equilibrium distribution appropriate to the corresponding to the left and right electrodes are:

$$
\begin{align*}
& f_{L}(E)=\frac{1}{e^{\frac{E-\mu_{L}}{k_{B} t}}+1}  \tag{3.201}\\
& f_{R}(E)=\frac{1}{e^{\frac{E-\mu_{R}}{k_{B} t}}+1} \tag{3.202}
\end{align*}
$$

Note that we are dealing with a steady state, therefore, it is possible to calculate this current anywhere in space. At an arbitrary point deep into the right lead, one gets the total current:
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$$
\begin{align*}
I & =2 e \int d E\left\{\sum_{i=1}^{N_{c}^{L}} \sum_{f=1}^{N_{c}^{R}} f_{L}(E) D_{i}(E) I_{i}(E) T_{i f}(E)-\sum_{i=1}^{N_{c}^{R}} f_{R}(E) D_{i}(E) I_{i}(E)\left[1-\sum_{f=1}^{N_{c}^{L}} R_{i f}(E)\right]\right\} \\
& =2 e \int d E\left\{\sum_{i=1}^{N_{c}^{L}} \sum_{f=1}^{N_{c}^{R}} f_{L}(E) D_{i}(E) I_{i}(E) T_{i f}(E)-\sum_{i=1}^{N_{c}^{R}} \sum_{f=1}^{N_{c}^{L}} f_{R}(E) D_{i}(E) I_{i}(E) T_{i f}(E)\right\}  \tag{3.203}\\
& =\frac{2 e}{2 \pi \hbar} \int d E\left[f_{L}(E) T_{L R}(E)-f_{R}(E) T_{R L}(E)\right]
\end{align*}
$$

where from Eqs. 3.192, 3.193 and 3.200 one has

$$
\begin{equation*}
D_{i}(E) I_{i}(e)=\frac{1}{2 \pi \hbar} \tag{3.204}
\end{equation*}
$$

and we have defined the total transmission coefficient at a given energy as:

$$
\begin{equation*}
T_{R L}(E)=\sum_{i=1}^{N_{c}^{R}} \sum_{f=1}^{N_{c}^{L}} T_{i f}(E)=\sum_{i=1}^{N_{c}^{R}} \tilde{T}_{i}(E) \tag{3.205}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{L R}(E)=\sum_{i=1}^{N_{c}^{L}} \sum_{f=1}^{N_{c}^{R}} T_{i f}(E)=\sum_{i=1}^{N_{c}^{L}} T_{i}(E) \tag{3.206}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{T}_{i}(E)=\sum_{f=1}^{N_{c}^{L}} T_{i f}(E) \tag{3.207}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{i}(E)=\sum_{f=1}^{N_{c}^{R}} T_{i f}(E) \tag{3.208}
\end{equation*}
$$

Since the particle flux must be conserved, the total transmission coefficient from left to right must be equal to the total transmission coefficient from right to left.

$$
\begin{equation*}
T_{R L}(E)=T_{L R}(E) \equiv T(E) \tag{3.209}
\end{equation*}
$$

Combining 3.203 and 3.209 one gets:

$$
\begin{equation*}
I=\frac{e}{\pi \hbar} \int d E\left[f_{L}(E)-f_{R}(E)\right] T(E) \tag{3.210}
\end{equation*}
$$

## The zero-bias limit:

In the limit of zero bias or $\left(\mu_{R}-\mu_{L}\right) \rightarrow 0$ where $\mu_{L}$ and $\mu_{R}$ are equilibrium fermi energy on the left and right electrodes respectively, one may use the approximation:

$$
\begin{equation*}
f_{R}(L)-f_{R}(E)=-\frac{\partial f_{R}(E)}{\partial E}\left(\mu_{L}-\mu_{R}\right)+O\left[\left(\mu_{L}-\mu_{R}\right)^{2}\right] \tag{3.211}
\end{equation*}
$$

Then the 3.210 can be written to the first order in $\left(\mu_{L}-\mu_{R}\right)$ as:

$$
\begin{equation*}
I=\frac{e}{2 \pi \hbar}\left(\mu_{L}-\mu_{R}\right) \int d E\left(-\left.\frac{\partial f_{R}(E)}{\partial E}\right|_{\mu_{R}}\right) T(E) \tag{3.212}
\end{equation*}
$$

If we now consider the limit when the temperature $T \rightarrow 0$, then the local Fermi-Dirac distribution $f_{R}(E)$ becomes a step function and its energy derivative becomes a $\delta$ function centered at the right electro-chemical potential $\mu_{R}$. The equation 3.212 then becomes:

$$
\begin{equation*}
I=\frac{e}{2 \pi \hbar}\left(\mu_{L}-\mu_{R}\right) T\left(\mu_{R}\right)=\frac{e}{2 \pi \hbar} T\left(\mu_{R}\right) V \tag{3.213}
\end{equation*}
$$

where the transmission coefficient is evaluated at the right electro-chemical potential. Equivalently, one may choose to expand the right local Fermi-Dirac distribution to get:

$$
\begin{equation*}
I=\frac{e}{2 \pi \hbar}\left(\mu_{L}-\mu_{R}\right) T\left(\mu_{L}\right)=\frac{e^{2}}{2 \pi \hbar} T\left(\mu_{L}\right) V \tag{3.214}
\end{equation*}
$$

where now the transmission coefficient is evaluated at the left electrochemical potential. These two equations 3.213 and 3.214 are both correct since we are working in the limit in which $\mu_{L}$ and $\mu_{R}$ differ only sightly from each other. One can assume that they both differ negligibly from the Fermi energy $E_{F}$ of the electron gas at equilibrium, with $\mu_{L}$ an infinitesimal energy $\epsilon$ above and $\mu_{R}$ an infinitesimal energy $\epsilon$ below the Fermi energy:

$$
\begin{align*}
& \mu_{L} \approx E_{F}+\epsilon  \tag{3.215}\\
& \mu_{R} \approx E_{F}-\epsilon \tag{3.216}
\end{align*}
$$

The transmission coefficient evaluated at the left or the right electrochemical potential is thus:

$$
\begin{equation*}
T\left(\mu_{L}\right)=T\left(E_{F}+\epsilon\right) \approx T\left(E_{F}-\epsilon\right)=T\left(\mu_{R}\right) \approx T\left(E_{F}\right) \tag{3.217}
\end{equation*}
$$

with this approximation, one finally gets:

$$
\begin{equation*}
I=\frac{e^{2}}{\pi \hbar} T\left(E_{F}\right) V \tag{3.218}
\end{equation*}
$$

which is well known as the Landauer formula giving the conductance:

$$
\begin{equation*}
G=\frac{e^{2}}{\pi \hbar} T\left(E_{f}\right) \tag{3.219}
\end{equation*}
$$

### 3.3 Calculation method for the tunneling problem within semiconductor heterostructures

As examples of using multiband k.p platforms in the tunneling problem through a heterostructure, we describe in this part the details of the calculation techniques implemented for investigating the electronic properties of spin-orbit-split semiconductors and multilayers. These calculation techniques are based on the transfer or scattering matrix formalism which will be described in detail in Appendix C.1. The readers
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may refer to this appendix concerning the relevant definitions and notations of the scattering (or transfer) matrix.

### 3.3.1 Resonant tunneling

A typical device under investigation is a quantum well embedded between barriers with different energy gaps including possible surface potentials. Such structure displays in Fig.3.8, will be the focus of the following calculations performed using an 30- and 40-band tunneling platform codes.

(b)


(c)


Figure 3.8: (a) Scheme of GaAs/AlAs quantum well structures by sandwiching the middle GaAs layer between two AlAs barriers. (b) Resonant tunneling through GaAs/AlAs quantum well structure together with the corresponding amplitude of the waves. (c) Indication of transmission and reflection coefficients as well as propagation inside the considered quantum well structure.

Concerning resonant tunneling problems, one has to consider the transmission coefficient of an electron tunneling through a quantum well structure. In figure 3.8c, we indicate the transmission and reflection coefficients as well as the propagation within the considered GaAs/AlAs quantum well structure. If we denote the transfer matrix of left and right barriers as $T_{1}$ and $T_{2}$ respectively, the propagation matrix within quantum well as $Q$ and the total transfer matrix of the structure as $T$, then one has:

$$
\begin{gather*}
T_{1}=\left[\begin{array}{cc}
t_{1}^{-1} & -t_{1}^{-1} r_{1}^{\prime} \\
r_{1} t_{1}^{-1} & t_{1}^{\prime}-r_{1} t_{1}^{-1} r_{1}^{\prime}
\end{array}\right]  \tag{3.220}\\
T_{2}=\left[\begin{array}{cc}
t_{2}^{-1} & -t_{2}^{-1} r_{2}^{\prime} \\
r_{2} t_{2}^{-1} & t_{2}^{\prime}-r_{2} t_{2}^{-1} r_{2}^{\prime}
\end{array}\right]  \tag{3.221}\\
Q=\left[\begin{array}{cc}
P_{0}^{-1} & 0 \\
0 & P_{0}
\end{array}\right] \tag{3.222}
\end{gather*}
$$



Figure 3.9: Calculation of transmission coefficient (blue) and sum of transmission and reflection coefficient (red) for resonant tunneling through GaAs/AlAs quantum wells with growth directions along three characteristic directions: [001], [110] and [111] (figures (a), (b) and (c) respectively) with normal incidence $k_{\|}=0$ via 30-band $\boldsymbol{k} . \boldsymbol{p}$ method.
and

$$
T=\left[\begin{array}{cc}
t^{-1} & -t^{-1} r^{\prime}  \tag{3.223}\\
r t^{-1} & t^{\prime}-r t^{-1} r^{\prime}
\end{array}\right]
$$

Note that, using the multipliable properties of transfer matrix, for whole structure, the transfer matrix $T$ can be constructed from $T_{1}, T_{2}$ and $Q$ as following:

$$
\begin{equation*}
T=T_{1} * Q * T_{2} \tag{3.224}
\end{equation*}
$$
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leading to a relationship:

$$
\left[\begin{array}{cc}
t^{-1} & -t^{-1} r^{\prime}  \tag{3.225}\\
r t^{-1} & t^{\prime}-r t^{-1} r^{\prime}
\end{array}\right]=\left[\begin{array}{cc}
t_{1}^{-1} & -t_{1}^{-1} r_{1}^{\prime} \\
r_{1} t_{1}^{-1} & t_{1}^{\prime}-r_{1} t_{1}^{-1} r_{1}^{\prime}
\end{array}\right]\left[\begin{array}{cc}
P_{0}^{-1} & 0 \\
0 & P_{0}
\end{array}\right]\left[\begin{array}{cc}
t_{2}^{-1} & -t_{2}^{-1} r_{2}^{\prime} \\
r_{2} t_{2}^{-1} & t_{2}^{\prime}-r_{2} t_{2}^{-1} r_{2}^{\prime}
\end{array}\right]
$$

giving:

$$
\begin{equation*}
t^{-1}=t_{1}^{-1} P_{0}^{-1}\left[\mathbb{I}-P_{0} r_{1}^{\prime} P_{0} r_{2}\right] t_{2}^{-1} \tag{3.226}
\end{equation*}
$$

where $\mathbb{I}$ is the identity matrix.
Finally, one obtains the transmission coefficient equation for an electron tunnel through the quantum well structure in terms of transmission and refection elements of barriers as well as propagation within quantum well as following:

$$
\begin{equation*}
t=t_{2}\left[\mathbb{I}-P_{0} r_{1}^{\prime} P_{0} r_{2}\right]^{-1} P_{0} t_{1} \tag{3.227}
\end{equation*}
$$

Equation 3.227 gives rise the conditions for resonant tunneling through a quantum well structure:

$$
\begin{equation*}
\operatorname{det}\left[\mathbb{I}-P_{0} r_{1}^{\prime} P_{0} r_{2}\right]=0 \tag{3.228}
\end{equation*}
$$

This is a well-known Fabry-Pérot condition for resonant mode in optical cavity [242, 243].
Figure 3.9 displays the typical electronic resonance occurring in the valence band under normal incidence $\left(k_{\|}=0\right)$ for the three different growth directions [001], [110] and [111] of GaAs/AlAs 6nm QWs calculated by 30 bands k.p method. The zero-energy is chosen at the top of VB. One may observe resonances in transmission corresponding to resonant levels (or quantized) states, the solutions of Eq 3.228, in the quantum well ( $\mathrm{HH} 1, \mathrm{LH} 1, \mathrm{HH} 2, \mathrm{HH} 3, \ldots)$. We also checked that the sum of the reflection (R) and transmission (T) coefficient $T+R=N$ where N is the number of incoming channels (propagating waves). This relation $T+R=N$ shows a physical requirement that the current is ensured to be conserved.

### 3.3.2 Bound states and quasi bound states

## Bound states

In classical mechanics, a bounded motion is always possible for a particle near a point of stable equilibrium. However, in quantum mechanics, a bound state is not necessarily allowed, even though the potential energy function may describe an attractive force. Since the method of solution for a particular problem will often depend on whether the energy spectrum is discrete or continuous, it is useful to know in advance whether bound state exist. In this section, we are now going to describe a bound state in a quantum well structure from physical point of view with transmitted and reflected wave as well as from mathematical point of view with scattering or transfer matrix approach showing a good agreement between the two. The description of a bound state via scattering or transfer matrix approach, as we will see, can be adapted to general cases with arbitrary quasi one dimensional heterostructure.

## Physical point of views

A bound state of an electron in a quantum well can be figured out as the confinement of the electron emitting from an inner source within a quantum well structure (depicted in Fig 3.10). Without loss of generality, we may assume that the source is close to the right barrier and for convenience we consider here the one dimensional problem. At a certain time, the source emits an electron heading to the right barrier. This electron reflects at right barrier then propagates to the left barrier and reflects again at left barrier and finally propagates back to the initial position close to the source.

The condition for a bounded motion or a bound state of the electron is that the phase of wave function of the electron at the initial and the ending states at right barrier are the same. If we call $\Psi_{i n t}$ the initial wave function of the electron, then the wave function of the electron at the end of the process can be determine by following relation:

$$
\begin{equation*}
\Psi_{e n d}=\left[P_{0} r_{1}^{\prime} P_{0} r_{2}\right] \Psi_{i n t} \tag{3.229}
\end{equation*}
$$

giving rise the conditions for bound state:

$$
\begin{equation*}
\left[P_{0} r_{1}^{\prime} P_{0} r_{2}\right] \Psi_{i n t}=\Psi_{i n t} \tag{3.230}
\end{equation*}
$$

or equivalently:

$$
\begin{equation*}
\left[\mathbb{I}-P_{0} r_{1}^{\prime} P_{0} r_{2}\right] \Psi_{i n t}=0 \tag{3.231}
\end{equation*}
$$

yielding non trivial solutions if:

$$
\begin{equation*}
\operatorname{det}\left[\mathbb{I}-P_{0} r_{1}^{\prime} P_{0} r_{2}\right]=0 \tag{3.232}
\end{equation*}
$$



FIGURE 3.10: Scheme of bounded motion or bound state of an electron in a quantum well structure. $\Psi_{i n t}$ is the initial wavefunction of the electron and $\Psi_{\text {end }}$ is the ending wavefunction of the electron after one (or many) period of motion; $r_{1}^{\prime}$ and $r_{2}$ are the reflection coefficient of the left barrier and right barrier, respectively; $P_{0}$ is the propagation within quantum well (thank to the inversion time symmetry, the propagation from left to right and from right to left are the same and denoted by $P_{0}$ ).

The wave function $\Psi_{i n t}$ can be obtained as a linear combination of eigenfunctions of [ $\mathbb{I}-P_{0} r_{1}^{\prime} P_{0} r_{2}$ ] and the bound state wave function within whole quantum well structure then can be constructed from $\Psi_{\text {int }}$ via scattering or transfer matrix method.

## Description of bound state in quantum well via transfer and scattering matrix

One of the main interests of the scattering (or transfer) matrix method is that one may characterize the bound state of quantum-well structures or more complex heterostructures to calculate accurately the bound state energy and exact eigenvector symmetry components in a multiband approach [244, 245]. We propose the readers to refer to section C. 1 for the full definitions of the amplitude of the wave function $\boldsymbol{a}_{0}$ and $\boldsymbol{b}_{N}$ as well as scattering (or transfer) matrix.

The key point in this case is that the wave function decays on both sides of potential profile formed by the structure leading to a so-called outgoing wave function solution [245]. Then we may obtain the correct
solution of bound states in quantum wells by considering $\boldsymbol{a}_{0}=[0]$ and $\boldsymbol{b}_{N}=[0]$ (depicted in Fig. 3.11) where [ 0 ] indicates the vector zero. In the framework of transfer matrix $\boldsymbol{T}(0, n)$ method, one obtains:

$$
\left[\begin{array}{c}
0  \tag{3.233}\\
\boldsymbol{b}_{0}
\end{array}\right]=\boldsymbol{T}(0, N)\left[\begin{array}{c}
\boldsymbol{a}_{N} \\
0
\end{array}\right]=\left[\begin{array}{ll}
T_{11} & T_{12} \\
T_{21} & T_{22}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{a}_{N} \\
0
\end{array}\right]
$$



Figure 3.11: Scheme of bound state wavefunction in quantum well. Outside of quantum well, the wave function decays exponentially which means that $\boldsymbol{a}_{0}=\boldsymbol{b}_{N}=$ [0].

The coefficients $\boldsymbol{a}_{N}$ and $\boldsymbol{b}_{0}$ may be eliminated from above relation to give:

$$
\begin{align*}
T_{11} \boldsymbol{a}_{N} & =0  \tag{3.234}\\
T_{21} \boldsymbol{a}_{N}-\boldsymbol{b}_{0} & =0 \tag{3.235}
\end{align*}
$$

leading to:

$$
\left[\begin{array}{cc}
T_{11} & 0  \tag{3.236}\\
T_{21} & -1
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{a}_{N} \\
\boldsymbol{b}_{0}
\end{array}\right]=0
$$

The non trivial solutions of Eq. 3.236 yields to a determination equation [245]

$$
\operatorname{det}\left[\begin{array}{cc}
T_{11} & 0  \tag{3.237}\\
T_{21} & -1
\end{array}\right]=0
$$

or

$$
\begin{equation*}
\operatorname{Det}\left[T_{11}\right]=0 \tag{3.238}
\end{equation*}
$$

If we use transfer matrix $\boldsymbol{T}(n, 0)$ defined in section C.1, then we might obtain the equivalent equation for bound state as following:

$$
\begin{equation*}
\operatorname{Det}\left[\bar{T}_{22}\right]=0 \tag{3.239}
\end{equation*}
$$

Note that, in the framework of the scattering matrix formalism, it becomes more difficult to use the $\boldsymbol{S}(0, n)$ scattering matrix to describe the bound states since this requires the value of $\boldsymbol{a}_{0}$ and $\boldsymbol{b}_{n}$ that are


Figure 3.12: Resonant tunneling (red curve) and $\operatorname{Det}[S(0, N)]$ (blue curve) in arbitrary units as the functions of energy of an electron in (In,Ga)As/GaAs 10 nm quantum well structure. The positions of the maximum points corresponding to the bound state solutions of blue curve are exactly the same as the resonant peaks of red curve excepts the first maxima (of blue curve) which is not a bound state solution, but a tuning point of current from pure evanescent to propagating states.
presently unknown quantities (to describe scattering wave). Therefore, in this case, one needs to switch to the scattering matrix $S(n, 0)$ describing the scattering process for outgoing waves to obtain:

$$
\left[\begin{array}{l}
0  \tag{3.240}\\
0
\end{array}\right]=\boldsymbol{S}(n, 0)\left[\begin{array}{c}
\boldsymbol{a}_{N} \\
\boldsymbol{b}_{0}
\end{array}\right]
$$

since $\boldsymbol{a}_{0}=[0]$ and $\boldsymbol{b}_{N}=[0]$. This gives:

$$
\begin{equation*}
\operatorname{Det}[S(N, 0)]=0 \tag{3.241}
\end{equation*}
$$

Using the relation C. 26 and the properties of determinants:

$$
\begin{equation*}
\operatorname{Det}[X+A B]=\operatorname{Det}[X] \operatorname{Det}\left[\mathbb{I}+A X^{-1} B\right] \tag{3.242}
\end{equation*}
$$

where $\mathbb{I}$ is identity matrix, one might show that $3.238,3.239$ and 3.241 are equivalent. After solving the equation 3.238 or 3.241 , we can extract the eigenenergies that is the quantized energy of bound states in the quantum well and build up the bound state wave function afterward.

## The equivalence between the physical point of views and scattering matrix description of bound state in quantum well

In order to make above descriptions united, let us now prove that the Eq. 3.238 is equivalent to Eq.3.232. Indeed, from Eq. 3.226 we have:

$$
\begin{equation*}
T_{11}=t_{1}^{-1} P_{0}^{-1}\left[\mathbb{I}-P_{0} r_{1}^{\prime} P_{0} r_{2}\right] t_{2}^{-1} \tag{3.243}
\end{equation*}
$$



Figure 3.13: Scattering wavefunction (left pannel) and bound state wavefunction (right pannel) correspond to LH1 energy level in (In,Ga)As/GaAs 10 nm quantum well. The blue curves are the $\Gamma_{8 v, 1 / 2}$ subband wave function and the red curves are the $\Gamma_{8 v, 3 / 2}$ subband wave function.
then the conditions for bound states 3.238 can be re-written:

$$
\begin{equation*}
\operatorname{det}\left\{t_{1}^{-1} P_{0}^{-1}\left[\mathbb{I}-P_{0} r_{1}^{\prime} P_{0} r_{2}\right] t_{2}^{-1}\right\}=\operatorname{det}\left[t_{1}^{-1} P_{0}^{-1}\right] * \operatorname{det}\left[\mathbb{I}-P_{0} r_{1}^{\prime} P_{0} r_{2}\right] * \operatorname{det}\left[t_{2}^{-1}\right]=0 \tag{3.244}
\end{equation*}
$$

leading to:

$$
\begin{equation*}
\operatorname{det}\left[\mathbb{I}-P_{0} r_{1}^{\prime} P_{0} r_{2}\right]=0 \tag{3.245}
\end{equation*}
$$

In the other words, we obtain a fact that the physical point of view of bound state and transfer (or scattering) matrix description of bound state in quantum well are the same as expected.

Nummerical calculations of bound state for an electron in quantum well based on multiband k.p method

Note that from a numerical point of view, we can solve 3.241 by varying the energy and find the local minimum of $\operatorname{Det}[S(N, 0)]$ or local maximum of $\frac{1}{\operatorname{Det}[S(N, 0)]}=\operatorname{Det}[S(0, N)]$ v.s energy (the same for $3.232,3.238$ or 3.239 ). However, the accuracy to find the numerical local extreme points depends on the variable resolution (in particular, the energy). Therefore, the numerical extractions of local extreme points are, sometime, not accurate enough to describe the solutions of 3.241. In order to calculate $\boldsymbol{a}_{N}$ and $\boldsymbol{b}_{0}$, numerically, one notices that if $\operatorname{Det}[S(N, 0)]=0$, then, it is possible for a zero eigenvalue of $S(N, 0)$ to exist, and $\boldsymbol{a}_{N}, \boldsymbol{b}_{0}$ can be linear combination of eigenvectors corresponding to this zero eigenvalue. Thus, numerically, $a_{N}$ and $b_{0}$ are determined by solving the general eigenvalue problem:

$$
\begin{equation*}
S(N, 0) * \tilde{u}=\lambda \tilde{u} \tag{3.246}
\end{equation*}
$$

where $\tilde{u}$ and $\lambda$ are the eigenvector and eigenvalue of $S(N, 0)$, respectively. Our method then, consists in extracting the eigenvalue $\lambda$ and choosing the absolute minimum one $\lambda_{\text {min }}$ as well as the corresponding eigenvectors. One can then consider that $\boldsymbol{a}_{N}, \boldsymbol{b}_{0}$ correspond to those eigenvectors.

Figure 3.12 shows a comparison between resonant tunneling (red curve) and $\operatorname{Det}[S(0, N)]$ (blue curve) in arbitrary units as the functions of energy of an electron in (In,Ga)As/GaAs 10 nm quantum well structure. One observed that excepts the first maximum point of blue curve, the positions of three other maximum points corresponding to a bound state solutions of blue curve are exactly the same as the resonant peaks of red curve (as expected). One need to note that, mathematically, a bound state solutions will satisfy the condition 3.241 but not vice versa. Therefore one has to eliminate the bad solutions for bound states of Eq. 3.241 (by comparing with resonant tunneling). In this case, the first maxima of blue curve is not a bound state solution, but a tuning point of current from pure evanescent state inside the barrier to propagating state within the quantum well. Figure 3.13, on the other hand, shows the scattering wave function (from resonant tunneling) and bound state wave function corresponding to the LH1 energy level in (In, Ga)As/GaAs 10 nm quantum well. Excepting the amplitudes that relate to the normalization, the shapes of $\Gamma_{8 v, 1 / 2}$ subband wave functions are the same in both scattering and bound state calculations, but however the $\Gamma_{8 v, 3 / 2}$ subband wave functions within the left barrier are different. This can be understandable since the wave function from scattering method is not a true bound state wave function.

## Quasi bound states

A quasi bound state may exist in a quantum well limited by thin barriers. The electron in its fundamental state is temporarily trapped in the quantum well with a maximum of occupation probabilities at the middle of quantum well, and then escapes to the leads at a certain moment via quantum tunneling phenomena [43, 246]. In a semi-classical point of view, one can imagine the following scheme: The electron is temporarily confined between the two barriers. It moves back and forth and collides to the two barriers, however, each time the electron hits the barriers, it may tunnel through the barriers with a small probability making the state of electron in quantum well to be a quasi-bound state instead of a truly bound state [244, 246, 247].

In order to estimate the probability of an electron tunneling through a barrier to consider a quasi bound state in quantum well structure, we assume that the barrier thickness is thick enough to make the electron to feel as if it is moving between two infinite thick barriers, and therefore, the motion of an electron in quantum well possesses stable state (constructive interference). The simplest approximation to calculate the corresponding state in a confined region is to use the Bohr-Summerfeld quantization principle giving the energy spectrum of electrons in a quantum well in a familiar formula as following[43, 244]

$$
\begin{equation*}
E_{n}=\frac{\hbar \pi^{2} n^{2}}{2 m d^{2}} \tag{3.247}
\end{equation*}
$$

Now let us consider an electron in the $n^{t h}$ state associating to the classical momentum $p_{n}=\hbar k_{n}=\frac{\hbar \pi n}{d}$ and classical velocity $v_{n}=\frac{p_{n}}{m}$ between the two barriers. Each time when the electron hits the barrier's wall, it may tunnel through the barrier with a probability given by the WKB (named after Wentzel, Krammers, and Brillouin) approximation [43, 244]

$$
\begin{equation*}
P_{n}=\exp \left\{-\int_{x_{1}}^{x_{2}}|q(x)| d x\right\} \tag{3.248}
\end{equation*}
$$



FIGURE 3.14: Scheme of a quasi-bound state in a quantum well structure. An electron with maximum occupation probabilities at the middle of quantum well decrease with time since each time the electron hits the barriers, it may tunnel through barrier with a small probability.
where $x_{1}$ and $x_{2}$ are the classical tuning points, $q(x)$ is the imaginary wave number in classically forbidden. The period of motion is $\tau_{n}=\frac{d}{v_{n}}$. After the period of time $t$, the number of collision is $N \approx \frac{t}{\tau_{n}}$ then the probability to find the electron in quantum well can be estimated as:

$$
\begin{equation*}
P_{n}(t)=\left[1-P_{n}(0)\right]^{\frac{t}{\tau_{n}}} \tag{3.249}
\end{equation*}
$$



Figure 3.15: (a) The $\operatorname{Det}[S(0, N)]$ as function of energy with different ratios $r=\frac{E_{r}}{E_{i}}$ where $E_{r}$ and $E_{i}$ are the real and imaginary part of generalized energy $E$, respectively, of an electron in (In,Ga)As/GaAs 10 nm quantum well structure. As the same as previous argument with bound state solutions, the first maximum of the curves here are not bound state solutions. (b) The quasi bound state wave function corresponding to the LH1 energy level in (In,Ga)As/GaAs 10 nm quantum well structure with different values of $r$.

From a quantum mechanical point of view, one can describe this phenomena by assuming that the electron can be described by a wavefunction with a generalized imaginary energy part, however much smaller than its real part [246-248]. The existence of a imaginary part in the energy makes the probability to
find the electron in quantum well decreasing exponentially with time according to Eq. 3.249. We emphasize that the imaginary part is much smaller than the real part and plays the role of a perturbation in order to ensure the stable state of the electron.

By a similar argument, we can state that the quasi bound state in a quantum well can be described by 3.238 or 3.241 but with the imaginary part in energy. From a numerical calculation point of view, we can solve 3.238 by varying the energy $E=E_{r}+i E_{i}$ and find the local minimum of $\operatorname{Det}[S(N, 0)]$ or local maximum of $\frac{1}{\operatorname{Det}[S(N, 0)]}=\operatorname{Det}[S(0, N)]$. Here $E_{r}$ and $E_{i}$ are the real part and imaginary part of the generalized energy, respectively. Figure 3.15 displays the $\operatorname{Det}[S(0, N)]$ as function of energy (a) and the wave function (b) of an electron in a (In,Ga)As/GaAs 10 nm quantum well with different ratios $r=\frac{E_{r}}{E_{i}}$. It shows that when one increases the value of $r$ then the stable of quasi bound state decreases since the local maximum of $\operatorname{Det}[S(0, N)]$ v.s energy become smaller leading to the smaller occupation probabilities (the wave function in Fig 3.15b) of the electron in quantum well as expected from above argument: the imaginary part in the energy makes the probability to find the electron in quantum well decreasing with time.

### 3.3.3 Structures with symmetry reduction from $T_{d}\left(D_{2 d}\right)$ to $C_{2 v}$ at the interfaces

In the previous parts, we have considered transport properties of the electrons through a heterostructure based on III-V semiconductors like GaAs/AlAs quantum well structures made by sandwiching the middle GaAs layer between two AlAs barriers, but by far, neglected all interface effects. Note that the point group of III-V bulk semiconductors such as GaAs, AlAs, InAs, is the $T_{d}$ group, however, the interfaces of related heterostructures, e.g., GaAs/AlAs quantum wells grown along [001] direction (z direction), depicted in Fig. 3.16, possess a lower symmetry, which is $C_{2 v}$ [30]. The $C_{2 v}$ symmetry is lower than $T_{d}$ because a rotation which transforms $G a$ into $A l$ is missing (see Fig 3.16). Particularly, the reduced symmetry from $T_{d}$ to $C_{2 v}$ at the interface of heterostructure leads to the mixture of the heavy hole (HH) $\left| \pm \frac{3}{2}\right\rangle$ and light hole (LH) ${ }^{1}$ $\left| \pm \frac{1}{2}\right\rangle$ states with the same parity (the parity with respect to the element $S_{4 z}$ of the group $T_{d}$ ). We are now going to consider the consequence of this resulting mixture on the boundary conditions at the interface.

Within the envelope function theory presented in section 2.5.1, the wave function of an electron in the quantum structure can be expanded in the $|J, M\rangle$ and $|L, S\rangle$ basis as:

$$
\begin{equation*}
\Psi(\boldsymbol{r})=\frac{e^{i \boldsymbol{k}_{\|} \boldsymbol{\rho}}}{\sqrt{\mathfrak{M}}} \sum_{L, S} f_{L, S}|L, S\rangle=\frac{e^{i \boldsymbol{k}_{\|} \boldsymbol{\rho}}}{\sqrt{\mathfrak{M}}} \sum_{J, M} F_{J, M}|J, M\rangle \tag{3.250}
\end{equation*}
$$

Here, z is the growth axis, $\boldsymbol{k}_{\| \mid}$is the in-plane wave vector with two components $\left(k_{x}, k_{y}\right)$ and $\mathfrak{A}$ is the normalization area, $\boldsymbol{r}=\boldsymbol{\rho}+\boldsymbol{z}$ with $\boldsymbol{\rho}=\boldsymbol{x}+\boldsymbol{y}$. Note that $\boldsymbol{k}_{\| I}$ is supposed to be conserved within the whole heterostructure and the envelope functions $f_{L, S}$ or $F_{J, M}$ depend only on the coordinate $z$. Thus, the standard matching condition for wave function [218] may be written, now, in the framework of the envelope function theory according to:

$$
\begin{align*}
f_{A} & =f_{B}  \tag{3.251}\\
\left(\boldsymbol{J}_{z} \boldsymbol{f}\right)_{A} & =\left(\boldsymbol{J}_{z} \boldsymbol{f}\right)_{B}
\end{align*}
$$

for the envelope $f_{L, S}$ function, where $\boldsymbol{f}$ is the column vector with the components $f_{L, S}$ and:

$$
\begin{align*}
\boldsymbol{F}_{A} & =\boldsymbol{F}_{B} \\
\left(\boldsymbol{J}_{z} \boldsymbol{F}\right)_{A} & =\left(\boldsymbol{J}_{z} \boldsymbol{F}\right)_{B} \tag{3.252}
\end{align*}
$$
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for the envelope $F_{J, M}$ functions, where $\boldsymbol{F}$ is the column vector with the components $F_{J, M}$. The subscripts A, B indicate the different materials on the left and the right interfaces, say AlAs or GaAs; $\boldsymbol{J}_{z}=\frac{1}{\hbar} \frac{\partial H}{\partial k_{z}}$ is the z component of the current operator.


FIGURE 3.16: Schematics of the nearest neighbors of an As interface atom of GaAs/AlAs quantum well structure where the point symmetry $C_{2 v}$ of a single heterosjunction contains the twofold rotation axis $C_{2}$ parallel to the growth direction [001] and two mirror planes [110] and [110]

## Ivchenko's boundary conditions within 6 - band k.p model [30]

In the framework of 6-band $\boldsymbol{k} . \boldsymbol{p}$ model, the HH-LH mixing, or mixing between X and Y orbital states, can be described by the following coupling Hamiltonian which, written in $|L, S\rangle$ basis reads [30]:

$$
H_{X-Y}= \pm \frac{\hbar^{2} t_{X-Y}}{m_{0} a_{0}}\left[\begin{array}{cc}
\left\{I_{x}, I_{y}\right\} & 0  \tag{3.253}\\
0 & \left\{I_{x}, I_{y}\right\}
\end{array}\right] \delta\left(z-z_{i}\right)
$$

where $\left\{I_{x}, I_{y}\right\}$ is the symmetrized product of the angular momentum $I=1$ :

$$
\left\{I_{x} I_{y}\right\}=\frac{1}{2}\left(I_{x} I_{y}+I_{y} I_{x}\right)=\frac{1}{2}\left[\begin{array}{ccc}
0 & -1 & 0  \tag{3.254}\\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

which is an invariant under $C_{2 v}$ and the $\delta-f u n c t i o n$ with $z_{i}$ being the coordinate of the interface. The sign $\pm$ refers to BA or AB interfaces and the pre-factor with Planck's constant $\hbar$, free electron mass $m_{0}$, and lattice constant $a_{0}$ (assumed to be the same for A and B ) has been introduced to characterize the X-Y orbital mixing by the dimensionless real parameter $t_{X-Y}$. Taking into account $H_{X-Y}$ and using Eq. 3.52 for the surface potential terms, then the standard boundary conditions for envelope function $f_{L, S}$ have then to be changed by adding the term:

$$
i \frac{\hbar t_{X-Y}}{m_{0} a_{0}}\left[\begin{array}{cc}
2\left\{I_{x} I_{y}\right\} & 0  \tag{3.255}\\
0 & 2\left\{I_{x} I_{y}\right\}
\end{array}\right] f
$$

to $\left(\boldsymbol{J}_{z} \boldsymbol{f}\right)_{B}$ on the right hand side of Eq. 3.251 to give:

$$
\begin{align*}
f_{A} & =f_{B} \\
\left(\boldsymbol{J}_{z} \boldsymbol{f}\right)_{A} & =\left(\left\{\boldsymbol{J}_{z}+i \frac{\hbar t_{X-Y}}{m_{0} a_{0}}\left[\begin{array}{cc}
2\left\{I_{x} I_{y}\right\} & 0 \\
0 & 2\left\{I_{x} I_{y}\right\}
\end{array}\right]\right\} \boldsymbol{f}\right)_{B} \tag{3.256}
\end{align*}
$$

Or equivalently, the new matching conditions for the envelope $F_{J, M}$ functions which take into account the HH-LH mixing, have form:

$$
\begin{align*}
\boldsymbol{F}_{A} & =\boldsymbol{F}_{B} \\
\left(\boldsymbol{J}_{z} \boldsymbol{F}\right)_{A} & =\left(\boldsymbol{J}_{z} \boldsymbol{F}\right)_{B}-\frac{2}{3} i \frac{\hbar}{a_{0} m_{0}} t_{X-Y} R \boldsymbol{F}_{B} \tag{3.257}
\end{align*}
$$

Here R is the following $6 \times 6$ matrix:

$$
R=\left[\begin{array}{cc}
\left\{J_{x} J_{y}\right\} & 3 U_{x y}  \tag{3.258}\\
3 U_{x y}^{\dagger} & 0
\end{array}\right]
$$

composed of angular momentum matrices $J_{\alpha}(\alpha=x, y, z)$ for $J=3 / 2$ and $4 \times 2$ matrix $U_{x y}$ and being the corresponding $C_{2 v}$ symmetry group [44]

$$
\begin{gather*}
\left\{J_{x}, J_{y}\right\}=\frac{i}{2}\left[\begin{array}{cccc}
0 & 0 & -\sqrt{3} & 0 \\
0 & 0 & 0 & -\sqrt{3} \\
\sqrt{3} & 0 & 0 & 0 \\
0 & \sqrt{3} & 0 & 0
\end{array}\right]  \tag{3.259}\\
U_{x y}=\frac{i}{\sqrt{6}}\left[\begin{array}{ll}
0 & 1 \\
0 & 0 \\
0 & 0 \\
1 & 0
\end{array}\right] \tag{3.260}
\end{gather*}
$$

Then we get [44]

$$
R=\frac{3}{2}\left[\begin{array}{cccccc}
0 & 0 & \frac{-i}{\sqrt{3}} & 0 & 0 & i \sqrt{\frac{2}{3}}  \tag{3.261}\\
0 & 0 & 0 & \frac{-i}{\sqrt{3}} & 0 & 0 \\
\frac{i}{\sqrt{3}} & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{i}{\sqrt{3}} & 0 & 0 & i \sqrt{\frac{2}{3}} & 0 \\
0 & 0 & 0 & -i \sqrt{\frac{2}{3}} & 0 & 0 \\
-i \sqrt{\frac{2}{3}} & 0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

If the hole energy E is small compared to the spin-orbit splitting $\Delta_{\text {so }}$, then the mixing between the $\Gamma_{8}$ and $\Gamma_{7}$ subspaces can be neglected and we retain in Eq. 3.257 only the first four components $F_{j}$ and R in the $4 \times 4$ block $\left\{J_{x} J_{y}\right\}$. In this case the boundary conditions then read [30]

$$
\begin{align*}
\left(F_{j}\right)_{A} & =\left(F_{j}\right)_{B} \\
\left(\nabla^{j} F_{j}\right)_{A} & =\left(\nabla^{j} F_{j}\right)_{B}+\frac{2}{\sqrt{3}} t_{l-h}\left\{J_{x}, J_{y}\right\}_{j j^{\prime}}\left(F_{j^{\prime}}\right)_{B} \tag{3.262}
\end{align*}
$$

where $\left\{J_{x} J_{y}\right\}$ is pure imaginary. By considering the following relationship:

$$
\begin{equation*}
t_{l-h}=\frac{1}{\sqrt{3}} t_{X-Y} \tag{3.263}
\end{equation*}
$$

Here, we have defined the two gradient operators acting respectively on heavy and light holes:

$$
\begin{align*}
\nabla^{ \pm 3 / 2} & =a_{0} \frac{m_{0}}{m_{H H}} \frac{\partial}{\partial z}  \tag{3.264}\\
\nabla^{ \pm 1 / 2} & =a_{0} \frac{m_{0}}{m_{L H}} \frac{\partial}{\partial z} \tag{3.265}
\end{align*}
$$

and we used the notations $m_{H H}, m_{L H}$ for the effective masses of heavy and light holes. For convenience, one can re-write 3.262 in the form:

$$
\begin{align*}
\left(F_{j}\right)_{A} & =\left(F_{j}\right)_{B} \\
M_{A}^{-1}\left(\frac{\partial F}{\partial z}\right)_{A} & =M_{B}^{-1}\left(\frac{\partial F}{\partial z}\right)_{B}+\frac{2}{\sqrt{3}} t_{l-h}\left\{J_{x}, J_{y}\right\}(F)_{B} \tag{3.266}
\end{align*}
$$

where the matrix M is diagonal and includes the values of the heavy-hole $m_{H H}=\frac{m_{0}}{\gamma_{1}-2 \gamma_{2}}$ and the light-hole $m_{L H}=\frac{m_{0}}{\gamma_{1}+2 \gamma_{2}}$, respectively. Those boundary conditions may be applied to our $30 \times 30$, and $40 \times 40$ multiband Hamiltonian in the corresponding reduced $6 \times 6$ blocks of the $p$-symmetry components (e.g. VB). Following the general arguments developed above, the charge current will be shown to be conserved by adapting such boundary conditions.

## Durnev's boundary conditions within 14-band k.p model [31]

We remind here that the boundary conditions to adapt have to i) conserve the charge flux (current) and ii) make allowance for the heavy-to-light hole mixing in Eq. 3.257 or 3.266 . We are now interested in investigating the boundary conditions proposed by Durnev et al. [31] in the framework of the 14-multiband $\boldsymbol{k} . \boldsymbol{p}$ theory. In 2014, Durnev et al. showed that: the continuity of the wave function and discontinuity of the current-wave proposed by Ivchenko [30] in the $6 \times 6$ block of the VB may be replaced by the continuity of current wave and the five envelope functions $f_{L, S}$ corresponding to $\mathcal{S}, \mathcal{X}, \mathcal{Y}, \mathcal{Z}, \mathcal{Z}^{\prime}$, as well as the discontinuity of the envelope functions of the level of the $\Gamma_{5 C}$ p-type symmetry band as follows:

$$
\begin{align*}
& \left(\hat{f}_{\mathcal{X}^{\prime}}\right)_{A}=\left(\hat{f}_{\mathcal{X}^{\prime}}\right)_{B}+\tilde{t}\left(\hat{f}_{\mathcal{X}}\right)_{B}  \tag{3.267}\\
& \left(\hat{f}_{\mathcal{Y}^{\prime}}\right)_{A}=\left(\hat{f}_{\mathcal{Y}^{\prime}}\right)_{B}+\tilde{t}\left(\hat{f}_{\mathcal{Y}}\right)_{B}
\end{align*}
$$

where $\tilde{t}$ is a real dimensionless interface - mixing parameter and the two component spinor envelopes in 3.267 are defined as:

$$
\hat{f}_{L}=\left[\begin{array}{c}
f_{L, 1 / 2}  \tag{3.268}\\
f_{L,-1 / 2}
\end{array}\right]
$$

where $L$ refers to $\mathcal{X}^{\prime}, \mathcal{X}, \boldsymbol{Y}^{\prime}, \mathcal{Y}, \ldots\left(\mathcal{X}, \mathcal{Y}\right.$ correspond to $\Gamma_{5 v}$ and $\mathcal{X}^{\prime}, \boldsymbol{Y}^{\prime}$ to $\left.\Gamma_{5 c}\right)$. They have also showed that the proposed conditions 3.267 are in agreement with the flux continuity which is given for a 14-component envelope functions $f_{L S}$ by [31]:

$$
\begin{equation*}
\boldsymbol{S}=\frac{1}{\hbar} \sum_{L^{\prime} S^{\prime}, L S} f_{L^{\prime} S^{\prime}}^{*} \frac{\partial \mathcal{H}_{L^{\prime} S^{\prime}, L S}^{14}(\boldsymbol{k})}{\partial \boldsymbol{k}} f_{L S} \tag{3.269}
\end{equation*}
$$

or explicitly one has, e.g., for the flux $z$ component [31]

$$
\begin{equation*}
S_{z}=\frac{i}{\hbar}\left[P\left(\hat{f}_{\mathcal{Z}}^{\dagger} \hat{f}_{\mathcal{S}}-\hat{f}_{\mathcal{S}}^{\dagger} \hat{\mathcal{Z}}_{\mathcal{Z}}\right)+P^{\prime}\left(\hat{f}_{\mathcal{Z}^{\prime}}^{\dagger}, \hat{f}_{\mathcal{S}}-\hat{f}_{\mathcal{S}}^{\dagger} \hat{f}_{\mathcal{Z}^{\prime}}\right)+Q\left(\hat{f}_{\mathcal{X}^{\prime}}^{\dagger} \hat{f}_{\mathcal{Y}}-\hat{f}_{\mathcal{Y}}^{\dagger} \hat{f}_{\mathcal{X}^{\prime}}+\hat{f}_{\mathcal{Y}^{\prime}}^{\dagger} \hat{f}_{\mathcal{X}}-\hat{f}_{\mathcal{X}}^{\dagger} \hat{f}_{\mathcal{Y}^{\prime}}\right)\right] \tag{3.270}
\end{equation*}
$$

where $P, P^{\prime}$ and Q are the coupling strength [31].


Figure 3.17: Spin splitting in resonant tunneling through GaAs/GalAs quantum well structures [31] where the mixing between the heavy hole and light hole in figure (b) ( $t_{l h}=0.5$ ) allows splitting to become larger than the splitting caused only by Dresselhaus term in figure (a) ( $t_{l h}=0$ ). In figure (b) are the calculations with two boundary conditions proposed by Durnev [31] and Ivchenko [30] which were adapted to 30-band $\boldsymbol{k} . \boldsymbol{p}$ model. The sum of transmission and reflection coefficients (red curve) for both two adapting boundary condition in 30-band $\boldsymbol{k} . \boldsymbol{p}$ model are almost constantly and are equal to number of bands included in tunneling. This mean that the wave current is conserved.

Note that one can readily prove the conservation of charge flux by applying the boundary condition
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3.267 directly to flux equation 3.270 . Furthermore, the boundary conditions 3.257 or 3.266 can be obtained from Eq. 3.267 taking into account that the $Q \hat{k}_{z}$ off-diagonal matrix elements in the $14 \times 14$ Hamiltonian couple $\hat{f}_{X^{\prime}}$ with $\hat{f}_{y}$ and $\hat{f}_{y^{\prime}}$ with $\hat{f}_{X}$ according to:

$$
\begin{align*}
& \hat{f}_{X^{\prime}}=-\frac{Q}{E_{c^{\prime}}-E_{n j}} \frac{\partial \hat{f}_{y}}{\partial z}  \tag{3.271a}\\
& \hat{f}_{y^{\prime}}=-\frac{Q}{E_{c^{\prime}}-E_{n j}} \frac{\partial \hat{f}_{X}}{\partial z} \tag{3.271b}
\end{align*}
$$

Here $E_{c^{\prime}}$ is the energy position of $\Gamma_{15}^{\prime}$ conduction band, $E_{n j}$ the energy in the $n^{t h}$ electronic subband, and we replaced $\hat{k}_{z}$ by $-i \frac{\partial}{\partial z}$ acting on the smooth envelopes. Substituting $\hat{X}_{X^{\prime}}, \hat{f}_{y^{\prime}}$ from 3.271 into Eq. 3.267, transforming it into $\Gamma_{8}$ basis and making use of the explicit forms of Luttinger-Kohn parameters, we arrive in the linear $k_{z}$ approximation to the second boundary condition 3.266 with the heavy-light hole mixing coefficient:

$$
\begin{equation*}
t_{l-h}=\frac{2 m_{0} a_{0}}{\sqrt{3} \hbar^{2}} Q \tilde{t} \tag{3.272}
\end{equation*}
$$

Figure 3.17 displays the splitting of the resonant peaks in $\mathrm{GaAs} / \mathrm{GalAs}$ quantum well structure [31] where the mixture of the heavy hole and light hole (figure 3.17 b ), described via the $t_{l h}=0.5$ parameter, allows a larger splitting than the ones caused only by Dresselhaus terms $\left(t_{l h}=0\right)$ in figure 3.17b. These calculations were done with the boundary conditions proposed by Durnev [31] and Ivchenko [30] adapting to 30 band $\boldsymbol{k} . \boldsymbol{p}$ model and being now discussed in the following section.

## Adapting the Ivchenko's and Durnev's boundary conditions to the 30- and 40multiband k.p models

Let us now develop the boundary conditions that allow one to describe the symmetry reduction from $T_{d}$ to $C_{2 v}$ at the interface of III-V semiconductor heterostructure within the multiband k.p platforms. In order to do that we try to adapt the boundary conditions proposed by Ivchenko et al. [30] and Durnev et al. [31] to multiband $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonian, typically for 30 - band and 40 - band $\boldsymbol{k} . \boldsymbol{p}$ models whose details can be found in Appendix A.

First of all, for convenience we rewrite the boundary conditions proposed by Ivchenko et al. given in Eq. 3.257 in the matrix form as the following:

$$
\left[\begin{array}{c}
\boldsymbol{F}_{A}  \tag{3.273}\\
\left(\boldsymbol{J}_{Z} \boldsymbol{F}\right)_{A}
\end{array}\right]=\left[\begin{array}{cc}
\mathbb{I}_{6 \times 6} & 0 \\
-\frac{2}{3} \frac{i \hbar}{a_{0} m_{0}} t_{X-Y} R & \mathbb{I}_{6 \times 6}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{F}_{B} \\
\left(\boldsymbol{J}_{z} \boldsymbol{F}\right)_{B}
\end{array}\right]
$$

where $\mathbb{I}_{6 \times 6}$ is the $6 \times 6$ identity matrix and $R$ was defined in Eq. 3.261. The matching conditions adapted from Ivchenko's boundary conditions to the 30- and 40-band $\boldsymbol{k} . \boldsymbol{p}$ models then, may be given in a following form:

$$
\left[\begin{array}{c}
\boldsymbol{F}_{A}  \tag{3.274}\\
\left(\boldsymbol{J}_{Z} \boldsymbol{F}\right)_{A}
\end{array}\right]=\left[\begin{array}{cccc}
\mathbb{I}_{(n b+22) \times(n b+22)} & 0 & 0 & 0 \\
0 & \mathbb{I}_{6 \times 6} & 0 & 0 \\
0 & -\frac{2}{3} \frac{i \hbar}{a_{0} m_{0}} t_{X-Y} R & \mathbb{I}_{6 \times 6} & 0 \\
0 & 0 & 0 & \mathbb{I}_{(n b-28) \times(n b-28)}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{F}_{B} \\
\left(\boldsymbol{J}_{Z} \boldsymbol{F}\right)_{B}
\end{array}\right]
$$

where $\mathbb{I}_{(n b+22) \times(n b+22)}$ and $\mathbb{I}_{(n b-28) \times(n b-28)}$ are $(n b+22) \times(n b+22)$ and $(n b-28) \times(n b-28)$ identity matrices, respectively, with $n b=30$ for $30-$ band and $n b=40$ for $40-$ band $\boldsymbol{k} \cdot \boldsymbol{p}$ models.


Figure 3.18: The current wave through GaAs/AlAs quantum well with different matching conditions: (a,b,c) standard matching condtion. (d,e,f) Ivchenko's matching condition, $t_{l-h}=0.5$ ( g , h,i) Durnev's matching condition $\tilde{t}=0.07$ and with different in-plane wave vectors $k_{\| \mid}$(kpa) depict in the figure.
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The boundary conditions 3.274 show that in framework of $30-$ band and $40-$ band $\boldsymbol{k} \cdot \boldsymbol{p}$ models, one has the continuity of the wave functions at the interface, the discontinuity of 6 components of the current wave corresponding to 6 valence sub-bands $H H \uparrow, H H \downarrow, L H \uparrow, L H \downarrow, S O \uparrow, S O \downarrow$; and the continuity of the remaining components of the current wave. Here, we keep the same terms responsible for the discontinuity of current wave as in $6 \times 6$ band model. One can easily observe that this extended boundary conditions also ensure the conservation of the charge current. Indeed, note that the term $\operatorname{Re}\left[\boldsymbol{F}^{*}\left(-\frac{2}{3} \frac{i \hbar}{a_{0} m_{0}} t_{X-Y} R\right) \boldsymbol{F}\right]=0$ which can easily be proven by multiplying both side of Eq. 3.274 with $\boldsymbol{F}^{*}$ on the left.

Doing the same treatments for Durnev's boundary conditions, one may also adapt these boundary conditions to 30 - band and 40 - band $\boldsymbol{k} . \boldsymbol{p}$ models with the matching conditions defined by:

$$
\left[\begin{array}{c}
\boldsymbol{F}_{A}  \tag{3.275}\\
\left(\boldsymbol{J}_{Z} \boldsymbol{F}\right)_{A}
\end{array}\right]=\left[\begin{array}{cccc}
\mathbb{I}_{14 \times 14} & 0 & 0 & 0 \\
0 & \hat{D}_{14 \times 14} & 0 & 0 \\
0 & 0 & \mathbb{I}_{(n b-28) \times(n b-28)} & 0 \\
0 & 0 & 0 & \mathbb{I}_{n b \times n b}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{F}_{B} \\
\left(\boldsymbol{J}_{z} \boldsymbol{F}\right)_{B}
\end{array}\right]
$$

where $\mathbb{I}_{14 \times 14}$ and $\mathbb{I}_{n b \times n b}$ are $14 \times 14$ and $n b \times n b$ identity matrices respectively; $\hat{D}_{14 \times 14}=R \cdot M_{t} \cdot R^{-1}$, here $R$ is a matrix which transforms the $|J, M\rangle$ basis set to $|L, S\rangle$ basis set and $M_{t}$ is $14 \times 14$ matrix such that the diagonal elements are equal to ones, $M_{t}(1,9)=M_{t}(2,10)=M_{t}(3,11)=M_{t}(4,12)=\tilde{t}$, and the remaining terms are equal to zero.

Conveniently, one may re-write Eqs 3.274 and 3.275 as:

$$
\left[\begin{array}{c}
\boldsymbol{F}_{A}  \tag{3.276}\\
\left(\boldsymbol{J}_{\boldsymbol{z}} \boldsymbol{F}\right)_{A}
\end{array}\right]=M_{\text {mixing }}\left[\begin{array}{c}
\boldsymbol{F}_{B} \\
\left(\boldsymbol{J}_{\boldsymbol{z}} \boldsymbol{F}\right)_{B}
\end{array}\right]
$$

where:

$$
M_{\text {mixing }}=\left[\begin{array}{cccc}
\mathbb{I}_{(n b+22) \times(n b+22)} & 0 & 0 & 0  \tag{3.277}\\
0 & \mathbb{I}_{6 \times 6} & 0 & 0 \\
0 & -\frac{2}{3} \frac{i \hbar}{a_{0} m_{0}} t_{X-Y} R & \mathbb{I}_{6 \times 6} & 0 \\
0 & 0 & 0 & \mathbb{I}_{(n b-28) \times(n b-28)}
\end{array}\right]
$$

for Ivchenko's boundary conditions and

$$
M_{\text {mixing }}=\left[\begin{array}{cccc}
\mathbb{I}_{14 \times 14} & 0 & 0 & 0  \tag{3.278}\\
0 & \hat{D}_{14 \times 14} & 0 & 0 \\
0 & 0 & \mathbb{I}_{(n b-28) \times(n b-28)} & 0 \\
0 & 0 & 0 & \mathbb{I}_{n b \times n b}
\end{array}\right]
$$

for Durnev's boundary conditions.

Finally, these boundary conditions can be involved in the scattering and transfer matrix approaches by modifying the interfacial matrix in Eq. C. 14 as:

$$
\left.\boldsymbol{I M}(n+1)=\left(\begin{array}{cccc}
\psi_{n}^{1}\left(k_{n}^{1}\right) & \ldots . & \psi_{n}^{1}\left(k_{n}^{2 m}\right) \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
M_{\text {mixing }} * \\
\psi_{n}^{m}\left(k_{n}^{1}\right) & \ldots & \psi_{n}^{m}\left(k_{n}^{2 m}\right) \\
J_{z} \psi_{n}^{1}\left(k_{n}^{1}\right) & \ldots . & J_{z} \psi_{n}^{1}\left(k_{n}^{2 m}\right) \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
J_{z} \psi_{n}^{m}\left(k_{n}^{1}\right) & \ldots & J_{z} \psi_{n}^{m}\left(k_{n}^{2 m}\right)
\end{array}\right]\right)^{-1}\left[\begin{array}{ccc}
\psi_{n+1}^{1}\left(k_{n+1}^{1}\right) & \ldots . & \psi_{n+1}^{1}\left(k_{n+1}^{2 m}\right) \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\psi_{n+1}^{m}\left(k_{n+1}^{1}\right) & \ldots & \psi_{n+1}^{m}\left(k_{n+1}^{2 m}\right) \\
J_{z} \psi_{n+1}^{1}\left(k_{n+1}^{1}\right) & \ldots . & J_{z} \psi_{n+1}^{1}\left(k_{n+1}^{2 m}\right) \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
J_{z} \psi_{n+1}^{m}\left(k_{n+1}^{1}\right) & \ldots & J_{z} \psi_{n+1}^{m}\left(k_{n+1}^{2 m}\right) \\
n & 2
\end{array}\right]
$$

(3.279)

It is worth noting that, in the framework of 30 - and 40-band $\boldsymbol{k} \cdot \boldsymbol{p}$ models, unlike the extended Ivchenko's matching conditions which is easy to see that the conservation of charge current is ensured, the extended Durnev's matching conditions are more difficult to analyze. Figure 3.18 displays the wave current through a GaAs/AlAs quantum well structure for different matching conditions calculated with the 30-band $\boldsymbol{k} . \boldsymbol{p}$ framework. One observes that the extended Durnev's matching conditions are just accurate in the vicinity of the $\Gamma$ point where the in-plane wave vector $\boldsymbol{k}_{\| \mid}$is small and becomes inaccurate when $\boldsymbol{k}_{\| \mid}$increases. Therefore, in this work, we just use the extended Durnev's matching conditions for restricted cases where $\boldsymbol{k}_{\| \mid}$is small enough (typically less than $0.015 \AA^{-1}$ ).

### 3.4 Symmetry of wave functions in Quantum Wells of $T_{d}$ semiconductor groups in a 30-band k.p approach and linear energy Splitting in Quantum wells

### 3.4.1 Symmetry of wave functions in Quantum Wells of $T_{d}$ semiconductors in a 30-band k.p approach

In this section, we describe the specific symmetry of the electrons and holes wave functions in III-V semiconductors quantum wells (AlAs/GaAs $\mathrm{QW}(10 \mathrm{~nm}) / \mathrm{AlAs}$ ) calculated in our 30-band (or 40-band) k.p multiband scheme. We compare our results to the 14-band model as discussed by Durnev et al [31]. Hereafter, we will discuss calculations and modeling of the linear energy splitting $v s$. the in-plane electronic wave vector $k_{\|}$.

We will discuss respectively the different matching conditions, the hypotheses arising from the $C_{2 v}$ interfaces that are of three types:
A) Without heavy-to-light hole mixing.
$\mathbb{B})$ Ivchenko's boundary conditions corresponding to a discontinuity of the $\Gamma_{5 v}$ hole bands.
$\mathbb{C})$ Durnev's boundary conditions (discontinuity of the $\Gamma_{5 c}$ conduction bands).
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FIgure 3.19: The envelope function $\left|f_{n j, N}^{(+)}\right|^{2}$ (solid lines) and $\left|f_{n j, N}^{(-)}\right|^{2}$ (dashed lines) for $n=h h 1(H H 1)(\mathrm{a}, \mathrm{b})$ and $n=\operatorname{lh} 1(L H 1)(\mathrm{c}, \mathrm{d})$ in $G a A s / A l_{0.35} G a_{0.75} A s$ 100 Å quantum well. Here, (+) and (-) are labeled for spin up and spin down and the calculations was done for $k_{\| \mid}=[00](\mathrm{a}, \mathrm{c})$ and $k_{\|}=\left[10^{6} \mathrm{~cm}^{-1} 0\right](\mathrm{b}, \mathrm{d})$ and for $t_{l-h}=0$ for all. Taken from Ref.[249]

Fig 3.21 displays the typical wave function profiles (scattered wave) corresponding to the first light hole states (LH1) within the GaAs QW and in the barriers without any mixing and calculated for $k_{\|}=0$, under normal incidence. The wave functions components corresponding to the $\Gamma_{8 v, 1 / 2}, \Gamma_{8 c, 1 / 2}, \Gamma_{8 v, 3 / 2}$, and $\Gamma_{7 c, 1 / 2}$ represented here are all continuous along the coordinate $z$ as required by the matching conditions of type $\mathbb{A}$. Moreover, those calculations are in pretty good agreement with the results published by Durnev et al. and displayed in Fig. 3.19. One can observe that under oblique incidence, the $L H 1$ state is mainly of the $\Gamma_{8 v, 1 / 2}$ symmetry as expected but acquires other symmetry components (only $\Gamma_{8 c, 1 / 2}, \Gamma_{8 v, 3 / 2}$ and $\Gamma_{7 c, 1 / 2}$ are represented here) arising from the off-diagonal coupling and characterized by a different shape of the envelope function that we will discuss hereafter.


FIgURE 3.20: The envelope function $\left|f_{n j, N}^{(+)}\right|^{2}$ (solid lines) and $\left|f_{n j, N}^{(-)}\right|^{2}$ (dashed lines) for $L H_{1}(\mathrm{~h}+)$ with $t_{l h}=0.5$ and $k_{\|}=0$ in $G a A s / A l_{0.35} G a_{0.75} A s 100 \AA$ quantum well. In the right panel enlarged images of two envelopes of the upper conduction band are shown. Taken from Ref.[249]


Figure 3.21: The envelope functions in a GaAs/AlAs quantum well calculated in the framework of 30-band $\boldsymbol{k} . \boldsymbol{p}$ theory with standard matching condition $\left(t_{l-h}=\tilde{t}=0\right)$ and normal incidence $\boldsymbol{k}_{\|}=0$ for corresponding $L H_{1}(\mathrm{~h}+$ ) energy level. The calculated wavefunctions are the scattered waves propagating from left to right.


Figure 3.22: The envelope functions in a GaAs/AlAs quantum well calculated in the framework of 30-band $\boldsymbol{k} . \boldsymbol{p}$ theory with Ivchenko's matching conditions $t_{l-h}=0.5$ (a-d) and Durnev's matching condition $\tilde{t}=0.07$ (c-f) with normal incidence $\boldsymbol{k}_{\|}=0$ for corresponding $L H_{1}(\mathrm{~h}+$ ) energy level. The calculated wavefunctions are the scattered waves propagating from left to right.

In the same way, Fig 3.22 displays the equivalent wave function components profiles (symmetryprojected electron density components) corresponding to $\Gamma_{8 v, 1 / 2}, \Gamma_{8 c, 1 / 2}, \Gamma_{8 v, 3 / 2}$, and $\Gamma_{7 c, 1 / 2}$ for the LH1 level by adapting type $\mathbb{B}$ and type $\mathbb{C}$ matching conditions and where $\Gamma_{8 v, 1 / 2}$ acquires the larger weight. Those curves should be compared to the 14 - band k.p results published by Durnev in Fig. 3.20 and are in good agreement. Note that the component-dependent electron (hole densities) of $\Gamma_{7 c, 1 / 2}$ and $\Gamma_{8 c, 1 / 2}$ are characterized by a discontinuity at each QW/barrier interface due to the heavy-to-light-hole mixing on the current-wave (type $\mathbb{B}$ boundary conditions) or on the $\Gamma_{5 c}$ states (type $\mathbb{C}$ boundary conditions). One notes also a strong increase of the $\Gamma_{8 v, 3 / 2}$ density in the case of type $\mathbb{B}$ and type $\mathbb{C}$ conditions due to such mixing terms. The impact of the 30 -band $\boldsymbol{k} . \boldsymbol{p}$ treatment on the electronic density calculation is a much better precision owing to the introduction of large evanescent wave components of the high energy states (levels) leading to the appearance of contributions characterized by rapid oscillations close to interfaces. Moreover, the off-diagonal parts (e.g. $\Gamma_{8 v, 3 / 2}$ contributions to the $\Gamma_{8 v, 1 / 2}$ ) are calculated with much more accurate precision in this 30 -multiband approach.

### 3.4.2 Linear energy splitting due to heavy-light hole mixing in quantum wells [31]

We discuss now the energy splitting for the $H H 1$ and $L H 1$ and $H H 2$ doublets in the same type of (AlAs/GaAs QW(10 nm)/AlAs) as discussed by Durnev et al. [31].


Figure 3.23: Dispersion (a, c) and spin splitting (b, d) of valence subbands for GaAs $/ A l_{0.35} G a_{0.65} A s 10 \mathrm{~nm}$ QW. The calculations are done for two cases: mixing parameter $t_{l-h}=0$ [panels (a) and (b)] and $t_{l-h}=0.5$ [panels (c) and (d)]. The spin splitting of conduction subband e1 is presented in (b) for comparison. Taken from Ref.[31].

Figures 3.23 display the results of 14 -band $\boldsymbol{k} . \boldsymbol{p}$ calculations performed by Durnev and corresponding respectively to: (i) band energy dispersions of $H H 1$ and $L H 1$ and $H H 2$ levels along the [100] and [110] klines within the reciprocal space, together with $i i$ ) the energy splitting observed $v s$. $k_{\|}$. Such splitting, with
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a value reaching possibly 3 to 4 meV , results from the native Dresselhaus term due to the $T_{d}$ bulk symmetry group of the GaAs QW and/or the effects of the heavy-to-light hole mixing terms. As discussed by Durnev, one generally notes an enhancement of the hole splitting when type $\mathbb{C}$ (or type $\mathbb{B}$ ) boundary conditions are used, e. g., by considering subsequent heavy-to-light hole mixing, like discussed in the last section. Such enhancement of the k-linear energy splitting for the doublet set ( $h h^{+}$and $h h^{-}$are almost degenerated in energy for a 10 nm QW ) ranges from 0.6 to 4 meV .


Figure 3.24: Valence subbands dispersion in GaAs/AlAs 10nm QW calculated with different $\boldsymbol{k} . \boldsymbol{p}$ platforms (indicated in the figures), for two values of the mixing term $t_{l-h}=0$ and $t_{l-h}=0.5$ with two sets of boundary conditions proposed by Ivchenko et al. [30] and Durnev et al. [31].

In order to check our $14 \times 14,30 \times 30$ and $40 \times 40$ multiband tunneling code, we have operated to same kind of calculations by extracting the typical resonance energy of $H H 1$ and $L H 1$ and $H H 2$ levels using electronic scattering waves (tunneling waves and not outgoing waves -bonding states-) boundary conditions. We have then extracted the main energy peaks in resonance together with their splitting $\Delta E_{S O I}$. Figs. 3.24 (a-i) show the energy dispersions calculated along the respective [100] and [110] k-lines in the different situations with a pretty good agreement with the results of Durnev. Figs. 3.25 (a-i) display the characteristic energy splitting extracted in each calculation and one can note that the different platforms give consistent results with each others, confirming thus the power of our $\boldsymbol{k} \cdot \boldsymbol{p}$ treatment.

In Figs. 3.26 (a-c), we have reported the results of calculations for the valence band splitting as a function of the interface mixing strength $\left(t_{l h}\right)$ for a 8.5 nm GaAs QW embedded in GaAs (Figs. 3.26a)


FIgure 3.25: Splitting of valence subbands in GaAs/AlAs 10nm QW calculated with different $\boldsymbol{k} . \boldsymbol{p}$ platforms (depicted in the figure), for two values of the mixing term $t_{l-h}=0$ and $t_{l-h}=0.5$ with two sets of boundary conditions proposed by Ivchenko et al. [30] and Durnev et al. [31].
and AlAs (Figs. 3.26b) barriers for the respective $H H 1, L H 1$ and $H H 2$ levels. One can observe that the splitting parameter $\beta_{1}$, defined as $\Delta E_{S O I}=\beta_{1} k_{\|}$increases firstly linearly with $t_{l-h}$ and more strongly for $t_{l h}>1$. The intercept of these curves with $t_{l h}=0$ correspond to the native Dresselhaus splitting (positive or negative depending on the convention) whereas the values of $\Delta E_{S O I}$ acquired for $t_{l h}>0$ from its value at origin correspond to the heavy-to-light hole mixing terms ( $C_{2 v}$ interface symmetry). These calculations and results reinforce the energy splitting enhancement by the mixing of the hole characters arising also at pure normal incidence. In agreement with the calculations of Durnev (Fig. 3.27), our multiband $\boldsymbol{k} . \boldsymbol{p}$ platform also exhibits a drop of the splitting coefficient $\beta_{1}$ vs. QW thickness $d$ from typical values of $20-60$ or $200 \mathrm{meV} . \AA$ at $d=5 \mathrm{~nm}$ to vanish for $d>15 \mathrm{~nm}$. This feature is due to a rapid decrease of the electron charge density at the $C_{2 v}$ interface when the QW width increases.

### 3.4.3 $30 \times 30$ and $40 \times 40$ multiband $k . p$ modeling of the energy splitting in the VB

As largely discussed by Durnev et al. [31, 250], the large hole energy splitting in the valence band, of the order of $1-4 \mathrm{meV}$ that is beyond the $k^{3}$-Dresselhaus term, originates from the combined action of the heavy-to-light hole mixing term under oblique incidence and the surface potential at $C_{2 v}$ interfaces $H_{s}$. Under oblique incidence, the heavy-to-light hole $k$-linear mixing is a consequence of the complex valence band structure and is related to the off-diagonal elements of the Luttinger Hamiltonian $H$ and $H^{*}$, here $H=-3 \hbar^{2} \gamma_{3} / m_{0}\left(k_{x}-i k_{y}\right) k_{z}$, and $k=\left(k_{x}, k_{y}\right)$ is the in-plane wave vector of the hole. Here, $\gamma_{i}$ ( $i=1,2,3$ ) are the Luttinger parameters in an effective Hamiltonian approach, and $z$ is the operator of
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Figure 3.26: The results of calculations for valence subbands spin splitting as a function of the interface mixing strength for GaAs/GaAs and GaAs/AlAs $85 \AA$ quantum well ( $\mathrm{a}, \mathrm{b}$ ) respectively. The insets in ( $\mathrm{a}, \mathrm{b}$ ) present heavy-hole (HH1) spin splitting for comparison with the result from Durnev et al. in figure (c) [31].
the $z$-component of the hole wave vector. The mixing results in the following form for the ground-state heavy-hole and light-hole wave functions [250]

$$
\begin{align*}
& \Psi_{ \pm}^{(L)}=C_{L}(z)| \pm 1 / 2\rangle \mp i\left(k_{\mp} d\right) \mathcal{S}_{L}(z)| \pm 3 / 2\rangle  \tag{3.280}\\
& \Psi_{ \pm}^{(H)}=C_{h}(z)| \pm 3 / 2\rangle \pm i\left(k_{ \pm} d\right) S_{H}(z)| \pm 1 / 2\rangle \tag{3.281}
\end{align*}
$$

here $C_{L}(z) \equiv|L H\rangle\left(C\right.$ like cos, and $\mathcal{S}$ like sin functions) and $C_{H}(z) \equiv|H H\rangle$ are the envelopes of hole motion along the $z$ axis at $k=0, \pm 1 / 2, \pm 3 / 2$ are the Bloch functions, $k_{ \pm}=k_{x} \pm i k_{y}$, and $d$ is the well width.


Figure 3.27: Spin-orbit k-linear term $\beta_{1}$ for the HH1 subband in a $G a A s / A l_{0.35} G a_{0.65} A s$ QW. (a) 14-band numerical calculation is shown for two sets of parameters (solid and dashed lines) and for two values of the interface mixing parameter: $t_{l-h}=0$ and 0.5 . The inset represents the results for $\mathrm{h}+$ and h - subbands at $t_{l-h}=0$ for the parametrization (I); (b) Analytical calculation of $\beta_{1}$. Three bottom curves are obtained in the limit of infinitely-high barriers from Eq.(8) of Ref. [251] the solid curve represents the parametrization (I), the dotted and dashed curves are calculated for the parametrization (II). (c,d) Numerical calculations for GaAs/GaAs and GaAs/AlAs QW respectively, with Ivchenko's matching condition, mixing paramter $t_{l-h}=0$ and 0.5 , in the framework of a 30-band $\boldsymbol{k} \cdot \boldsymbol{p}$ method.

Envelopes $C_{L, H}(z)$ satisfy the Schrödinger equation corresponding to a normal incidence, this reads

$$
C_{L, H}(z)=\mathcal{N}_{L, H}\left\{\begin{array}{l}
\cos \left(k_{L, H} \cdot z\right) \text { for }|z|<d / 2  \tag{3.282}\\
\cos \left(k_{L, H} \cdot a / 2\right) \exp ^{-\kappa_{L, z}(|z|-a / 2)} \text { for }|z|>d / 2
\end{array}\right.
$$

where

$$
\begin{equation*}
k_{L, H}=\sqrt{\frac{2 m_{0} \varepsilon_{L, H}}{\hbar^{2}\left(\gamma_{1} \pm 2 \gamma_{2}\right)}}, \mathrm{K}_{L, H}=\sqrt{\frac{2 m_{0}\left(V_{0}-\varepsilon_{L, H}\right)}{\hbar^{2}\left(\gamma_{1} \pm 2 \gamma_{2}\right)}} . \tag{3.283}
\end{equation*}
$$

$\mathcal{N}_{L, H}$ is the normalization factor, $\varepsilon_{L}$ and $\varepsilon_{H}$ are the energies of $|L H\rangle$ and $|H H\rangle$ states, $V(z)=0$ at $|z|<d / 2$ and $V(z)=V_{0}$ at $|z|>d / 2$ is the confinement potential of the well. The barrier height $V_{0}$ is equal to the valence band offset at heterointerfaces. Boundary conditions for $\mathcal{C}_{L, H}$ and $\mathcal{S}_{L, H}$ at the well interfaces are obtained from the continuity of $\Psi_{ \pm}^{(L, H)}$ and $v_{z} \Psi_{ \pm}^{(L, H)}$ columns with $\hat{v}_{z}$ being the velocity operator. Envelopes $S_{L, H}(z)$ are odd in $z$ and satisfy the following equation [250]:

$$
\begin{equation*}
\left[-\frac{\hbar^{2}}{2 m_{0}} \frac{\partial}{\partial z}\left(\gamma_{1} \mp 2 \gamma_{2}\right) \frac{\partial}{\partial z}+V(z)-\epsilon_{L, H}\right] \mathcal{S}_{L, H}(z)=-\frac{3 \hbar^{2}}{m_{0} d}\left\{\gamma_{3} \frac{\partial}{\partial z}\right\} \mathcal{S}_{L, H}(z) \tag{3.284}
\end{equation*}
$$

Here, the upper and lower signs correspond to $S_{L}$ and $S_{H}$ respectively and curly brackets define the symmetrized product $\left\{\gamma_{3} \frac{\partial}{\partial z}\right\}=\frac{1}{2}\left(\gamma_{3} \frac{\partial}{\partial z}+\frac{\partial}{\partial z} \gamma_{3}\right)$. If one is interested to find the solution for $S_{H}$, one obtains: $S_{H}=A_{1}^{H} \sin \left(k_{H} \sqrt{v} z\right)+A_{2}^{H} \sin \left(k_{H} . z\right)$ in the quantum well where $v=\frac{\gamma_{1}-2 \gamma_{2}}{\gamma_{1}+2 \gamma_{2}}$ and where the coefficient $A_{2}^{H}=-\frac{\sqrt{3} \gamma_{3}}{2 k_{h} d \gamma_{2}} \mathcal{N}_{h}$ and where the value of $A_{1}^{H}$ ensures the relevant continuity equations at the interface with the barriers. One thus finds that, under oblique incidence, the heavy-hole level acquires a small light-hole component, proportional to $k_{\|}$and with a different symmetry for the envelope amplitude.

From the energy point of view, the involvement of a surface potential term of the form $H_{s}=$ $\frac{2}{\sqrt{3}} \frac{t_{l h}}{a_{0} m_{0}}\left\{J_{x} J_{y}\right\}_{s}$ leads to an energy splitting $\Delta E_{S O I}=\beta_{1} k_{\|}=\frac{2 t_{t} \hbar^{2}}{m_{0} a_{0}} d \Psi_{H} S_{L}$ for the HH1 [31]. The same occurs for the $L H 1-H H 2$ doublet.

### 3.4.4 Conclusions of the section

Finally a short conclusion of this section is that an appropriate modification of the matching conditions previously proposed for $6 \times 6$ and $14 \times 14$ multiband Hamiltonians by Ivchenko and Durnev el al. [30, 31] accounting for the heavy and light hole mixing at the interface for the first time have been extended to $30 \times 30$ and $40 \times 40$ multiband k.p models in this thesis. The comparison of the wave function profile and valence band dispersion as well as spin splitting in a GaAs/AlAs quantum well structure for these different numerical models have been presented showing a good agreement. Thus, the implementation of the $30 \times 30$ and $40 \times 40$ multiband numerical algorithm developed in the thesis has been verified. This is very important point as in the next part, we will apply these matching condition in framework of 30 or 40 bands k.p Hamiltonian to describe an optical anisotropy (in spin lasers system) arising from broken symmetry at interfaces between ternary quantum wells and barriers of such structure like (In,Ga)As/GaAs quantum well.
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The single-particle and two-particle Green functions (GF) are very useful mathematical and physical tools for studying the electronic, optical and transport properties of materials and multilayers because they can be used to express all the quantum observables of the system [252] thanks to their specific structures. Indeed, beyond the knowledge of the wave functions, the determination of the single particle GF allows for:
(i) An efficient treatment of complex systems, starting from idealized ones to e.g. interfaces and multilayered systems by handling the complexity as a perturbation involving e.g spin-orbit interactions. Moreover, in order to obtain the electronic structure of a periodic system with a localized impurity or defect, one can start from the GF method to treat the impurity (also like played by an interface) and subsequent SOI and spin-dependent electronic diffusion as perturbations to increase the order. Similarly, the presence of a surface can be considered to be a perturbation to the GF of an infinite medium. That way, we may introduce a GF treatment for mixed propagating and evanescent waves within tunnel junctions considering the spinorbit interactions in a localized volume (tunnel barrier) or in semi-infinite half-spaces as a perturbation to investigate the properties of the scattered waves in the ground state taken at the zeroth order. This provides us a way to generalize the investigations dealing with spin polarized currents in GMR systems [253] by the involvement of the spin-orbit interactions in both current geometry (CIP and current-perpendicular to plane - CPP -).
(ii) More generally, the GF techniques are very useful for the calculation of the response of a system to an external field within the linear response regime thanks to the well-established Kubo's formula [254] like e.g. the conduction properties within multilayers [255] as well as the optical response of a system via the knowledge of the optical indexes, optical susceptibility or density matrix (optical gain).

For all those reasons, the ability to calculate the GF of a single interface or of a multilayered system with an arbitrary potential shaped barrier becomes mandatory as soon as the complete resolution of the Schrödinger equation of a complex system is not feasible. For an homogeneous media, the GF may be evaluated locally using unperturbed wave functions as a basis or may be calculated quite straightforwardly in the real space by matrix inversion technique like explored within a tight-binding approach. Similarly, the GF for an infinite periodic system may be obtained by matrix inversion in the reciprocal space. Nevertheless, in the case of semi-infinite or inhomogeneous systems, e.g. an infinite periodic system with surfaces or interfaces or involving two reservoirs (possibly ferromagnetic), one encounters the specific problem of the matching conditions for the GFs which have been largely discussed and debated in a series of papers [253, 256-258]. Those works deal with finding the proper general expressions for the GF describing the multilayer structures from the 'bulk' ones and involving the relevant transmissions and reflections coefficients at each interface. In this chapter, we will start with a general formula of GF generalizing to multilayers and multiband Hamiltonian and then give an example of expression of the spin-polarized GF corresponding to a simple potential step in the energy range of an evanescent transmission from pure spin-up channel to pure spin-down channel without SOI.

Although we mostly deal with the development of the GF methods adapted to spin-orbit-assisted skew tunneling for an interface or a tunnel junction, it is worth to mention a few applications without however giving a full comprehensive view out-of-scope of the present manuscript. For that physical issues, the GF formalism with spin-orbit extension has been employed with great success to study transport through mesoscopic devices, exchange coupling, GMR [255] as well as tunneling magnetoresistance [259], surface and interface states, as well as spin-Hall effect of heavy-metal/transition metal alloys [260].

### 4.1 Green functions techniques for transport calculations.

### 4.1.1 Green functions and Lippmann-Schwinger equation

The scattering theory presented here is essentially a time-independent perturbation theory applied to the case of a continuous spectrum. Assuming that we knew already a complete eigenstates set (propagating or evanescent) corresponding to the full Hamiltonian for every possible energy, $\mathcal{E}$. At this given energy $\mathcal{E}$, one may be interested in finding the perturbed eigenstates $|\Psi(\mathcal{E})\rangle$. There exist usually some degenerate eigenstates for any given energy. So, the question becomes which of the presumably infinitely degenerate full-eigenstates we are trying to compute? The answer originates from the causality; we want to be able to completely specify the probability current amplitude incoming in from $\boldsymbol{r} \longrightarrow \infty$, and we want the theory to give us the corresponding outgoing current amplitude. The way we do this is picking an unperturbed eigenstate which has the desired incoming current amplitude. At this stage we do not need to worry what the outgoing current amplitude of the unperturbed state is. The second step is to make sure that our perturbation theory generates no contribution and no changes on the incoming currents, which we accomplish by considering such condition, under the argument of causality. As we will see, this means that the resulting full eigenstates set will have desired incoming current amplitudes. We recall that solving a partial differential equation requires first to specify the boundary conditions, which is exactly what the standard scattering theory formalism is designed to do.

We first consider a spin-polarized particle free of any orbital moment and described by a 2 -component spinor. The Hamiltonian only involves $2 \times 2$ identity and Pauli matrices. Typically, the scattering formalism is described within the following approach: an incident particle in the state $\left|\Psi_{0}\right\rangle$ is scattered by the $2 \times 2$ potential $V$, resulting in a scattered state $\left|\Psi_{s}\right\rangle$. The incident state $\left|\Psi_{0}\right\rangle$ is assumed to be an eigenstate of the host Hamiltonian $H_{0}$, with the eigenvalue $\mathcal{E}$. This is mathematically expressed as:

$$
\begin{equation*}
\left(\mathcal{E}-H_{0}\right)\left|\Psi_{0}\right\rangle=0 \tag{4.1}
\end{equation*}
$$

The potential $V(\mathbf{r})$ is assumed to be localized (without however being always a necessary condition), so that

$$
\begin{equation*}
\lim _{r \rightarrow \infty} V(\mathbf{r})=0 . \tag{4.2}
\end{equation*}
$$

The goal of the scattering theory is then to solve the full eigenvalue problem

$$
\begin{equation*}
\left(\mathcal{E}-H_{0}-V\right)|\Psi\rangle=0 \tag{4.3}
\end{equation*}
$$

where $|\Psi\rangle$ is the eigenstate of the full Hamiltonian $H=H_{0}+V$ of the system with the energy $\mathcal{E}$. It should be clear that there is a different $\left|\Psi_{0}\right\rangle$ and correspondingly a different $|\Psi\rangle$ for each energy $\mathcal{E}$, even though our notation does not indicate this explicitly. We start by defining the scattered state $\left|\Psi_{s}\right\rangle$ via

$$
\begin{equation*}
\left|\Psi_{s}\right\rangle=|\Psi\rangle-\left|\Psi_{0}\right\rangle \tag{4.4}
\end{equation*}
$$

The full Schrödinger equation (Eq. 4.3) may be written as

$$
\begin{equation*}
\left(\mathcal{E}-H_{0}\right)|\Psi\rangle=V|\Psi\rangle, \tag{4.5}
\end{equation*}
$$

which, after substituting $|\Psi\rangle=\left|\Psi_{s}\right\rangle+\left|\Psi_{0}\right\rangle$ and making use of Eq. 4.1, this gives:

$$
\begin{equation*}
\left(\mathcal{E}-H_{0}\right)\left|\Psi_{s}\right\rangle=V|\Psi\rangle \tag{4.6}
\end{equation*}
$$
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otherwise,

$$
\begin{equation*}
\left|\Psi_{s}\right\rangle=\left(\mathcal{E}-H_{0}\right)^{-1} V|\Psi\rangle \tag{4.7}
\end{equation*}
$$

by adding $\left|\Psi_{0}\right\rangle$ to both sides of Eq. 4.7, one obtains:

$$
\begin{equation*}
|\Psi\rangle=\left|\Psi_{0}\right\rangle+\left(\mathcal{E}-H_{0}\right)^{-1} V|\Psi\rangle \tag{4.8}
\end{equation*}
$$

This is well known as the Lippmann-Schwinger equation. It is often expressed in a slightly more compact notation by introducing the concept of Green function, defined as:

$$
\begin{equation*}
G_{0}^{ \pm}=\lim _{\epsilon \longrightarrow 0}\left(\mathcal{E}-H_{0} \pm i \epsilon\right)^{-1} \tag{4.9}
\end{equation*}
$$

$G_{0}^{+}\left(G_{0}^{-}\right)$is called retarded (advanced) Green function. The term $i \epsilon$ is added to enforce causality by making sure that $\left|\Psi_{s}\right\rangle$ has no incoming probability current associated with it. It makes sense that scattered waves propagate away from the source, and not other way around. In this work, as we only consider the retarded Green function, for simplicity we use $G_{0}$ instead of $G_{0}^{+}$. Using this definition, the Lippmann-Schwinger equation takes its standard form:

$$
\begin{equation*}
|\Psi\rangle=\left|\Psi_{0}\right\rangle+G_{0} V|\Psi\rangle \tag{4.10}
\end{equation*}
$$

Solving the Lippmann-Schwinger equation for $|\Psi\rangle$ is formally very simple. This yields:

$$
\begin{equation*}
|\Psi\rangle=\left(1-G_{0} V\right)^{-1}\left|\Psi_{0}\right\rangle \tag{4.11}
\end{equation*}
$$

The Born series give:

$$
\begin{equation*}
|\Psi\rangle=\left|\Psi_{0}\right\rangle+G_{0} V\left|\Psi_{0}\right\rangle+G_{0} V G_{0} V\left|\Psi_{0}\right\rangle+\ldots \tag{4.12}
\end{equation*}
$$

and, to the first order,

$$
\begin{equation*}
|\Psi\rangle=\left|\Psi_{0}\right\rangle+G_{0} V\left|\Psi_{0}\right\rangle \tag{4.13}
\end{equation*}
$$

written as an integral equation, Eq. 4.13 becomes

$$
\begin{equation*}
\Psi(\boldsymbol{r})=\Psi_{0}(\boldsymbol{r})+\int G_{0}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right)_{0} V\left(\boldsymbol{r}^{\prime}\right) \Psi_{0}\left(\boldsymbol{r}^{\prime}\right) d \boldsymbol{r}^{\prime} \tag{4.14}
\end{equation*}
$$

where $\langle\boldsymbol{r} \mid \Psi\rangle=\Psi(\boldsymbol{r})$, and $G_{0}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right)=\langle\boldsymbol{r}| G_{0}\left|\boldsymbol{r}^{\prime}\right\rangle$. The GF, $G_{0}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right)$, is a solution of Eq. 4.9.

$$
\begin{equation*}
\left(\mathcal{E}-H_{0}\right) G_{0}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right)=\delta\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right) \tag{4.15}
\end{equation*}
$$

The respective retarded and advanced Green functions $G_{0}^{ \pm}$for homogeneous host materials of eigenvalues $\mathcal{E}$ and eigenvectors $\Psi_{k}$, with a certain translational invariance involving Bloch $\mathbf{k}$ states, and satisfying $\left(\mathcal{E}-H_{0}\right) \Psi_{k}(\boldsymbol{r})=0$ at the energy $\mathcal{E}$, is generally determined according to the general formula:

$$
\begin{equation*}
G_{0}^{ \pm}\left(\mathcal{E}, \boldsymbol{r}, \boldsymbol{r}^{\prime}\right)=\sum_{k} \frac{\Psi_{k}(\boldsymbol{r}) \Psi_{k}^{*}\left(\boldsymbol{r}^{\prime}\right)}{\mathcal{E}-\mathcal{E}_{k} \pm i \eta} \tag{4.16}
\end{equation*}
$$

where $\mathcal{E}_{k}$ is the energy of the state $|k\rangle$. Generally, in the multiband, one has [261]:

$$
\begin{equation*}
G_{0}^{ \pm}\left(\mathcal{E}, \boldsymbol{r}, \boldsymbol{r}^{\prime}\right)=\sum_{k} \sum_{j} \frac{\Psi_{k}^{j}(\boldsymbol{r})\left(\Psi_{k}^{j}\left(\boldsymbol{r}^{\prime}\right)\right)^{*}}{\mathcal{E}-\mathcal{E}_{k}^{j} \pm i \eta^{j}} \tag{4.17}
\end{equation*}
$$

to find the bulk or in heterostructures where $\eta(\eta>0)$ represents an infinitesimal value needed for convergence; $\eta$ ensures that the electronic waves coming from the left (right) side remains finite over the whole host volume after a given propagation time $\tau .\left|k_{j}\right\rangle$ is the state of wave vector $k$ and band $j ; \mathcal{E}_{k}^{j}$ is the energy of such sate. The equivalent Green function $G_{0}^{ \pm}$to be derived for a junction composed of two semi-infinite media or for a tunnel junction is often more complex to obtain. We present here a general method developed for spin-unpolarized particles based on some references [253, 256-258] before its generalization to spin-polarized particles.

### 4.1.2 Green function and the scattering matrix

Noting that it is possible to relate the Green function directly to the scattering matrix that is developed in details in Appendix C [262]. This relation is very convenient as it will allow one to write the total transmission coefficient as well as the wave function in a compact form containing the total Green function. Let us now discuss an effective way to connect the Green function and scattering matrix formalism. In order to get some insights, we consider firstly a single band green function with single layer and then go to a general case with multiband Green function in multilayer structure.

## A single layer [262].

Considering a single layer contacting with left and right electrodes with a point $\boldsymbol{r}_{L}$ inside the left electrode where the amplitudes of the scattering matrix are evaluated, and an equivalent point $\boldsymbol{r}_{R}$ inside the right electrode. We then, define a single band Green function as:

$$
\begin{equation*}
G\left(\boldsymbol{r}_{R}, \boldsymbol{r}_{L}, E\right)=\sum_{n} \sum_{m} \psi_{m}^{*}\left(\boldsymbol{\rho}_{R}\right) G_{n m}\left(z_{R}, z_{L}, E\right) \psi_{n}\left(\boldsymbol{\rho}_{L}\right) \tag{4.18}
\end{equation*}
$$

where the sums are over all the number of channels $n$ at the left and $m$ at right leads, respectively; $\boldsymbol{\rho}$ is the in-plane vector and the tunneling direction is along z-axis, $\boldsymbol{r}=(\boldsymbol{\rho}, z)$. Then one has:

$$
\begin{equation*}
G_{n m}\left(z_{R}, z_{L}, E\right)=-\frac{i}{\hbar \sqrt{\left|v_{n}\right|\left|v_{m}\right|}} t_{n m} e^{i\left(k_{n} z_{L}-k_{m} z_{R}\right)} \tag{4.19}
\end{equation*}
$$

is the Green function associates with channel $n^{t h}$ at point $z_{L}$ in the left electrode, and channel $m^{t h}$ at point $z_{R}$ in the right electrode, $v_{n(m)}$ is the group velocity of an electron in $n^{t h}\left(m^{t h}\right)$ channel, $t_{n m}$ is the transmission amplitude of an electron transmits from $n^{t h}$ channel to $m^{t h}$ channel. Substituting Eq.4.19 into Eq.4.18. We then obtain:

$$
\begin{equation*}
G\left(\boldsymbol{r}_{R}, \boldsymbol{r}_{L}, E\right)=-\sum_{n} \sum_{m} \frac{i}{\hbar \sqrt{\left|v_{n}\right|\left|v_{m}\right|}} \psi_{m}^{*}\left(\rho_{R}\right) t_{n m} \psi_{n}\left(\boldsymbol{\rho}_{L}\right) e^{i\left(k_{n} z_{L}-k_{m} z_{R}\right)} \tag{4.20}
\end{equation*}
$$

Following the same procedure for two points $\boldsymbol{r}_{L}^{\prime}<\boldsymbol{r}_{L}$ in the left electrode, a similar expression can be derived that relates the total Green function to the reflection amplitudes:

$$
\begin{equation*}
G\left(\boldsymbol{r}_{L}, \boldsymbol{r}_{L}^{\prime}, E\right)=-\sum_{n} \sum_{n^{\prime}} \frac{i}{\hbar v_{n}} \psi_{n^{\prime}}^{*}\left(\boldsymbol{\rho}_{L}^{\prime}\right)\left[\delta_{n n^{\prime}} e^{i k_{n}\left(z_{L}^{\prime}-z_{L}\right)}+r_{n n^{\prime}} \sqrt{\frac{v_{n}}{v_{n^{\prime}}}} e^{-i\left(k_{n^{\prime}} z_{L}^{\prime}+k_{n} z_{L}\right)}\right] \psi_{n}\left(\boldsymbol{\rho}_{L}\right) \tag{4.21}
\end{equation*}
$$

Equation 4.20 and 4.21 are the expressions relating the Green function to the elements of the scattering matrix. We can now express the total transmission coefficient in terms of the Green function by inverting equation 4.20: multiply it by integrating $\psi_{m}\left(\boldsymbol{\rho}_{R}\right) \tau_{n m} \psi_{n}^{*}\left(\rho_{L}\right) e^{-i\left(k_{n} z_{L}-k_{m} z_{R}\right)}$ over the coordinates $\boldsymbol{r}_{L}$ and $\boldsymbol{r}_{R}$ and use the orthonormality condition between the transverse wavefunctions. Then the transmission
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amplitudes are:

$$
\begin{equation*}
t_{n m}=i \hbar \sqrt{v_{n} v_{m}} \int d \boldsymbol{\rho}_{L} \int d \boldsymbol{\rho}_{R} \psi_{m}^{*}\left(\boldsymbol{\rho}_{R}\right) G\left(\boldsymbol{\rho}_{R}, \boldsymbol{\rho}_{L}, E\right) \psi_{n}\left(\boldsymbol{\rho}_{L}\right) \tag{4.22}
\end{equation*}
$$

where we have defined:

$$
\begin{equation*}
G\left(\rho_{R}, \rho_{L}, E\right)=G\left(\rho_{R}, z_{R}=0, \rho_{L}, z_{L}=0, E\right) \tag{4.23}
\end{equation*}
$$

The transmission coefficient then reads:

$$
\begin{array}{r}
T_{L R}=\sum_{n} \sum_{m} t_{n m} t_{n m}^{*}=\hbar^{2} \sum_{n} \sum_{m} v_{n} v_{m} \iiint \int \psi_{m}^{*}\left(\boldsymbol{\rho}_{R}\right) G^{+}\left(\boldsymbol{\rho}_{R}, \boldsymbol{\rho}_{L}, E\right) \psi_{n}\left(\boldsymbol{\rho}_{L}\right)  \tag{4.24}\\
\times \psi_{m}\left(\boldsymbol{\rho}_{R}^{\prime}\right)\left[G^{+}\left(\boldsymbol{\rho}_{R}^{\prime}, \boldsymbol{\rho}_{L}^{\prime}, E\right)\right]^{*} \psi_{n}^{*}\left(\boldsymbol{\rho}_{L}^{\prime}\right) d \boldsymbol{\rho}_{L} d \boldsymbol{\rho}_{R} d \boldsymbol{\rho}_{L}^{\prime} d \boldsymbol{\rho}_{R}^{\prime}
\end{array}
$$

If we define:

$$
\begin{equation*}
\Gamma_{R}\left(\boldsymbol{\rho}_{R}^{\prime}, \boldsymbol{\rho}_{R}\right)=\sum_{m} \psi_{m}\left(\boldsymbol{\rho}_{R}^{\prime}\right) \hbar v_{m} \psi_{m}^{*}\left(\boldsymbol{\rho}_{R}\right) \tag{4.25}
\end{equation*}
$$

and:

$$
\begin{equation*}
\Gamma_{L}\left(\rho_{L}, \rho_{L}^{\prime}\right)=\sum_{n} \psi_{n}\left(\rho_{L}\right) \hbar v_{n} \psi_{n}^{*}\left(\rho_{L}^{\prime}\right) \tag{4.26}
\end{equation*}
$$

Then Eq. 4.24 becomes:

$$
\begin{equation*}
T_{L R}=\iiint \int \Gamma_{R}\left(\rho_{R}^{\prime}, \rho_{R}\right) G^{+}\left(\rho_{R}, \rho_{L}, E\right) \Gamma_{L}\left(\rho_{L}, \rho_{L}^{\prime}\right) G^{-}\left(\rho_{L}^{\prime}, \rho_{R}^{\prime}, E\right) d \rho_{L} d \rho_{R} d \rho_{L}^{\prime} d \rho_{R}^{\prime} \tag{4.27}
\end{equation*}
$$

and in the discrete-space representation we can re-write compactly Eq. 4.27 in operator notation as:

$$
\begin{equation*}
T_{L R}=\operatorname{Tr}\left\{\hat{\Gamma}_{R} \hat{G}^{+} \hat{\Gamma}_{L} \hat{G}^{-}\right\}=T_{R L} \tag{4.28}
\end{equation*}
$$

## Multilayer structure [263, 264]

We now consider a general case with a multiband scattering process within a multilayers. For simply, we consider a quasi one dimensional problem. Noting that each interface within 1D multilayers act as a diffusive (reflected - transmitted) that can be described by a surface potential $\hat{V}_{i}$. A general (multiband) Green function of the system then satisfy:

$$
\begin{equation*}
(\varepsilon-H) G=\delta\left(z-z^{\prime}\right) \tag{4.29}
\end{equation*}
$$

where $H=H_{0}+\sum_{i} \hat{V}_{i}$, here $H_{0}$ is the Hamiltonian of the system without surface potential arising from the interfaces between two layer leading to:

$$
\begin{equation*}
\left(\varepsilon-H_{0}+\sum_{i} \hat{V}_{i}\right) G=\delta\left(z-z^{\prime}\right) \tag{4.30}
\end{equation*}
$$

The Green function $G_{0}$ then given by:

$$
\begin{equation*}
G_{0}^{ \pm}=\lim _{\epsilon \longrightarrow 0}\left(\varepsilon-H_{0} \pm i \epsilon\right)^{-1} \tag{4.31}
\end{equation*}
$$



Figure 4.1: Scheme of Green function where $\hat{t}_{1}$ and $\hat{t}_{2}$ symbols design scattering evens at the interfaces of a heterostructure.
and

$$
\begin{equation*}
G^{ \pm}=\lim _{\epsilon \rightarrow 0}(\varepsilon-H \pm i \epsilon)^{-1} \tag{4.32}
\end{equation*}
$$

( $\epsilon$ is very small).
Then for one single scattered center, the multiband Green function $G$ reads:

$$
\begin{equation*}
G=G_{0}+G_{0} \hat{V} G_{0}+G_{0} \hat{V} G_{0} \hat{V} G_{0}+\ldots \tag{4.33}
\end{equation*}
$$

or equivalently:

$$
\begin{equation*}
G=\frac{1}{1-G_{0} \hat{V}} G_{0} \tag{4.34}
\end{equation*}
$$

giving:

$$
\begin{equation*}
G^{-1}=G_{0}^{-1}-\hat{V} \tag{4.35}
\end{equation*}
$$

Besides, if we call $\left|\phi_{\alpha}\right\rangle$ are eigenstates of $H_{0}$ :

$$
\begin{equation*}
H_{0}\left|\phi_{\alpha}\right\rangle=E_{\alpha}\left|\phi_{\alpha}\right\rangle \tag{4.36}
\end{equation*}
$$

then, the scattered-wave solution $\left|\psi_{\alpha}\right\rangle$ of an interacting system with the Hamiltonian $H=H_{0}+\hat{V}$ :

$$
\begin{equation*}
H\left|\psi_{\alpha}\right\rangle=E_{\alpha}\left|\psi_{\alpha}\right\rangle \tag{4.37}
\end{equation*}
$$

satisfy the Lippmann-Schwinger equation:

$$
\begin{equation*}
\left|\psi_{\alpha}\right\rangle=\left|\phi_{\alpha}\right\rangle+\left(E_{\alpha}-H_{0} \pm i \epsilon\right)^{-1} \hat{V}\left|\psi_{\alpha}\right\rangle \tag{4.38}
\end{equation*}
$$
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Using the expression of Green function above, the Lippmann-Schwinger equation for wave function can be rewritten as:

$$
\begin{align*}
\left|\psi_{\alpha}\right\rangle & =\left|\phi_{\alpha}\right\rangle+G_{0}(E) \hat{V}\left|\psi_{\alpha}\right\rangle  \tag{4.39}\\
& =\left|\phi_{\alpha}\right\rangle+G_{0}(E) \hat{T}\left|\phi_{\alpha}\right\rangle  \tag{4.40}\\
& =\left|\phi_{\alpha}\right\rangle+G(E) \hat{V}\left|\phi_{\alpha}\right\rangle \tag{4.41}
\end{align*}
$$

where $\hat{T}$ is called transition matrix or " t -matrix" operator, defined by the following relations:

$$
\begin{equation*}
T_{\alpha \alpha^{\prime}}=\left\langle\phi_{\alpha}\left(E_{\alpha}\right)\right| \hat{T}\left|\phi_{\alpha^{\prime}}\left(E_{\alpha^{\prime}}\right)\right\rangle=\left\langle\phi_{\alpha}\left(E_{\alpha}\right)\right| \hat{V}\left|\psi_{\alpha^{\prime}}\left(E_{\alpha^{\prime}}\right)\right\rangle \tag{4.42}
\end{equation*}
$$

From the expression of wave function 4.41, we find that a $\hat{T}$ is given formally by the expression:

$$
\begin{equation*}
\hat{T}=\hat{V}+\hat{V} G_{0} \hat{V}+\hat{V} G_{0} \hat{V} G_{0} \hat{V}+\ldots \tag{4.43}
\end{equation*}
$$

where the right hand side of above equation is an infinite series. If this series converges, $\hat{T}$ will satisfy the well-known Dyson equation:

$$
\begin{equation*}
\hat{T}=\hat{V}+\hat{V} G_{0} \hat{T} \tag{4.44}
\end{equation*}
$$

which possesses the formal solution:

$$
\begin{equation*}
\hat{T}=\left(1-\hat{V} G_{0}\right)^{-1} \hat{V}=\left(\hat{V}^{-1}-G_{0}\right)^{-1} \tag{4.45}
\end{equation*}
$$

Note that even in a case the series in Eq 4.43 does not converge, the relation 4.44 between $\hat{T}$ and $\hat{V}$ is still valid, especially for the types of potentials of primary interest here: the surface potential or localized potential. The Green function can be expressed in terms of t-matrix operator [264]:

$$
\begin{align*}
G & =G_{0}+G_{0} \hat{V} G_{0}+G_{0} \hat{V} G_{0} \hat{V} G_{0}+\ldots \\
& =G_{0}+G_{0} \hat{V} G  \tag{4.46}\\
& =G_{0}+G_{0} \hat{T} G_{0}
\end{align*}
$$

leading to:

$$
\begin{equation*}
\hat{V} G=\hat{T} G_{0} \tag{4.47}
\end{equation*}
$$

In general, for multiple scattered center $\hat{V}=\sum_{i} \hat{V}_{i}$, the t-matrix operator reads:

$$
\begin{align*}
\hat{T} & =\hat{V}+\hat{V} G_{0} \hat{V}+\hat{V} G_{0} \hat{V} G_{0} \hat{V}+\ldots=\left[\hat{V}^{-1}-G_{0}\right]^{-1}  \tag{4.48}\\
& =\left[\left(\sum_{i} \hat{V}_{i}\right)^{-1}-G_{0}\right]^{-1}=\sum_{i} \hat{V}_{i}+\left[\sum_{i} \hat{V}_{i}\right] G_{0}\left[\sum_{j} \hat{V}_{j}\right]+\ldots \tag{4.49}
\end{align*}
$$

One observes that the sum of all repeated, consecutive products with the same potential index $i$ such as $\hat{V}_{i}+\hat{V}_{i} G_{0} \hat{V}_{i}+\hat{V}_{i} G_{0} \hat{V}_{i} G_{0} \hat{V}_{i}+\ldots$ that can be grouped together. So, if we denote:

$$
\begin{equation*}
\hat{t}_{i}=\hat{V}_{i}+\hat{V}_{i} G_{0} \hat{V}_{i}+\hat{V}_{i} G_{0} \hat{V}_{i} G_{0} \hat{V}_{i}+\ldots \tag{4.50}
\end{equation*}
$$

Then the t-matrix operator reads:

$$
\begin{equation*}
\hat{T}=\sum_{i} \hat{t}_{i}+\sum_{i} \sum_{j \neq i} \hat{t}_{i} G_{0} \hat{t}_{j}+\ldots \tag{4.51}
\end{equation*}
$$

Denoting by $\hat{T}_{i j}$ the sum of all terms (scattering sequences) in Eq. 4.51 that start with $\hat{t}_{i}$ and end with $\hat{t}_{j}$ then one has:

$$
\begin{equation*}
\hat{T}=\sum_{i, j} \hat{T}_{i j}=\left[\left(\sum_{i} \hat{V}_{i}\right)^{-1}-G_{0}\right]^{-1} \tag{4.52}
\end{equation*}
$$

It can be shown through direct iteration that the quantities $\hat{T}_{i j}$ satisfy:

$$
\begin{equation*}
\hat{T}_{i j}=\hat{t}_{i} \delta_{i j}+\hat{t}_{i} G_{0} \sum_{k \neq i} \hat{T}_{k j} \tag{4.53}
\end{equation*}
$$

Now, if we introduce in a unique manner the site off-diagonal element $G_{0}^{(i, k)}$ of the free particle propagator between $i^{t h}$ and $k^{t h}$ interfaces (that a part of $G_{0}$ which connect $\hat{t}_{i}$ to $\hat{t}_{k}$ in Eq. 4.51 ) and write Eq. 4.53 in the form:

$$
\begin{equation*}
\hat{T}_{i j}=\hat{t}_{i} \delta_{i j}+\hat{t}_{i} \sum_{k \neq i} G_{0}^{(i, k)} \hat{T}_{k j} \tag{4.54}
\end{equation*}
$$

Then a system of equations like 4.54 for all $\hat{T}_{i j}$ terms can be re-written in a suitable matrix form as following:

$$
\begin{equation*}
M=N+N \tilde{G}_{0} M \tag{4.55}
\end{equation*}
$$

where M is a matrix that its elements are given by $M_{i j} \equiv \hat{T}_{i j}$ :

$$
M=\left[\begin{array}{cccc}
\hat{T}_{11} & \ldots & \hat{T}_{1 i} & \ldots  \tag{4.56}\\
\vdots & \ddots & \vdots & \vdots \\
\hat{T}_{i 1} & \ldots & \hat{T}_{i i} & \ldots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right]
$$

Matrix N that its elements are given by $N_{i j} \equiv \hat{t}_{i} \delta_{i j}$ ( N is diagonal matrix):

$$
N=\left[\begin{array}{llll}
\hat{t}_{1} & & &  \tag{4.57}\\
& \ddots & & \\
& & \hat{t}_{i} & \\
& & & \ddots
\end{array}\right]
$$

and matrix $\tilde{G}_{0}$ that its elements are given by $\tilde{G}_{0}^{i j} \equiv G_{0}^{(i, k)}\left(1-\delta_{i j}\right)$ :

$$
\tilde{G}_{0}=\left[\begin{array}{cc}
0 & G_{0}^{(i, j)}  \tag{4.58}\\
G_{0}^{(j, i)} & 0
\end{array}\right]
$$

$\tilde{G}_{0}$ is a off-diagonal matrix or matrix with the zero-diagonal elements. Equation 4.55 possesses a solution:

$$
\begin{equation*}
M=\left(1-N \tilde{G}_{0}\right)^{-1} N=\left[N^{-1}\left(1-N \tilde{G}_{0}\right)\right]^{-1}=\left(N^{-1}-\tilde{G}_{0}\right)^{-1} \tag{4.59}
\end{equation*}
$$

Note that:

$$
N^{-1}=\left[\begin{array}{cccc}
\hat{t}_{1}^{-1} & & &  \tag{4.60}\\
& \ddots & & \\
& & \hat{t}_{i}^{-1} & \\
& & & \ddots
\end{array}\right]
$$

then one could obtain the matrix $M$ as the inverse of a matrix $K=N^{-1}-\tilde{G}_{0}$ with matrix elements:

$$
\begin{equation*}
K_{i j}=\hat{t}_{i}^{-1} \delta_{i j}-G_{0}^{(i, j)}\left(1-\delta_{i j}\right) \tag{4.61}
\end{equation*}
$$

Consequently, that makes it possible to write out the matrix $M$ in a compact form as:

$$
M=\left[\begin{array}{ccccccc}
\hat{t}_{1}^{-1} & -G_{0}^{(2,1)} & 0 & 0 & \ldots & 0 & 0  \tag{4.62}\\
-G_{0}^{(1,2)} & \hat{t}_{2}^{-1} & -G_{0}^{(3,2)} & 0 & \ldots & 0 & 0 \\
0 & -G_{0}^{(2,3)} & \hat{t}_{3}^{-1} & -G_{0}^{(4,3)} & \ldots & 0 & 0 \\
0 & 0 & -G_{0}^{(3,4)} & \hat{t}_{4}^{-1} & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \ldots & \hat{t}_{N-1}^{-1} & -G_{0}^{(N, N-1)} \\
0 & 0 & 0 & 0 & \ldots & -G_{0}^{(N-1, N)} & \hat{t}_{N}^{-1}
\end{array}\right]^{-1}
$$

and finally, all the terms $\hat{T}_{i j}=M_{i j}$ can be obtained immediately giving the t-matrix operator $\hat{T}$ afterward. Besides, the Green function formula in multiple scattered also reads:

$$
\begin{equation*}
G=G_{0}+G_{0} \hat{V} G=G_{0}+G_{0} \hat{T} G_{0} \tag{4.63}
\end{equation*}
$$

where $\hat{V}=\sum_{i} \hat{V}_{i}$ and $\hat{T}=\sum_{i, j} \hat{T}_{i j}=\sum_{i, j} M_{i j}$, or in the other words, $\hat{T}$ is a sum over all elements of super matrix M.

Making a comparison to the global scattering matrix formalism developments in Appendix C, one could realize a similarity between $M$ and scattering matrix $S_{G}$ that their matrix elements describe all possible scattering sequences leading to $M \sim S_{G}$ or simply, one may write:

$$
\begin{equation*}
S_{G}=\mathbb{J}^{-1} M \tag{4.64}
\end{equation*}
$$

where $\mathbb{J}$ is a super tridiagonal matrix that contains the current operator $\boldsymbol{J}$ as well as the surface potential term since we have a very important relation (as we will prove it in the next section):

$$
\begin{equation*}
-i G_{0} \overleftrightarrow{\boldsymbol{J}}=P_{0} \tag{4.65}
\end{equation*}
$$

where $\overleftrightarrow{\boldsymbol{J}}=\boldsymbol{J}+\boldsymbol{J}^{\dagger}$ and in terms of scattering event at the $i^{t h}$ interface, $\hat{t}_{i}$ plays a role as the interface scattering matrix $S_{i}$ defined in Appendix C:

$$
S_{i}=\left[\begin{array}{ll}
t & r^{\prime}  \tag{4.66}\\
r & t^{\prime}
\end{array}\right]_{i}
$$

that allows one to build up the Green function in a same way to the global scattering matrix that we will present afterward.

Moreover, concerning the wave function, from:

$$
\begin{equation*}
\hat{V}|\psi\rangle=\hat{T}|\phi\rangle \tag{4.67}
\end{equation*}
$$

for the single-potential scattering case, then with an assembly of scattering sides, we introduce $\left|\psi^{i n, i}\right\rangle$ to describe the wave incident on side i, in the presence of all other scatters. Therefore, in analogy to Eq 4.67, one may write:

$$
\begin{equation*}
\hat{V}_{i}|\psi\rangle=\hat{t}_{i}\left|\psi^{i n, i}\right\rangle \tag{4.68}
\end{equation*}
$$

where $|\psi\rangle$ denotes the solution of the Lippmann-Schwinger equation for the entire system. Eq 4.67 leads also to:

$$
\begin{equation*}
\left(\sum_{i} \hat{V}_{i}\right)|\psi\rangle=\sum_{i, j} \hat{T}_{i j}|\phi\rangle=\sum_{i} \hat{T}_{i}|\phi\rangle \tag{4.69}
\end{equation*}
$$

where $\hat{T}_{i}$ describes all multiple scattering events coming from side i , and is defined by:

$$
\begin{equation*}
\hat{T}_{i}=\sum_{j \neq i} \hat{T}_{i j}=\hat{t}_{i}\left[1+G_{0} \sum_{k \neq i} \hat{T}_{k}\right] \tag{4.70}
\end{equation*}
$$

leading to:

$$
\begin{equation*}
\hat{V}_{i}|\psi\rangle=\hat{T}_{i}|\phi\rangle=\hat{t}_{i}\left[1+G_{0} \sum_{k \neq i} \hat{T}_{k}\right]|\phi\rangle \tag{4.71}
\end{equation*}
$$

Using the relation 4.68, one obtains:

$$
\begin{align*}
\left|\psi^{i n, i}\right\rangle & =\left[1+G_{0} \sum_{k \neq i} \hat{T}_{k}\right]|\phi\rangle=|\phi\rangle+G_{0} \sum_{k \neq i} \hat{T}_{k}|\phi\rangle  \tag{4.72}\\
& =|\phi\rangle+G_{0} \sum_{k \neq i} \hat{t}_{k}\left|\psi^{i n, k}\right\rangle \tag{4.73}
\end{align*}
$$

describing the incoming wave at side $i$ as the sum of an incident wave $|\phi\rangle$ and incoming waves of all other sites that are scattered there and then propagated to site i via $G_{0}$. Finally, the wave function of the entire system can be obtained from the following relation:

$$
\begin{equation*}
|\psi\rangle=|\phi\rangle+G_{0} T|\phi\rangle=|\phi\rangle+G_{0} \sum_{i} \hat{t}_{i}\left|\psi^{i n, i}\right\rangle \tag{4.74}
\end{equation*}
$$

which is a multi-center expansion of the wave function in terms of the incoming waves of the system. It can also be expressed as a single-center expansion:

$$
\begin{equation*}
|\psi\rangle=\left|\psi^{i n, i}\right\rangle+\left|\psi^{o u t, i}\right\rangle \tag{4.75}
\end{equation*}
$$

by defining:

$$
\begin{equation*}
\left|\psi^{o u t, i}\right\rangle=G_{0} \hat{t}_{i}\left|\psi^{i n, i}\right\rangle \tag{4.76}
\end{equation*}
$$

Eq 4.74 can be used to obtain the bound state of the system, i.e, the states that have non-zero amplitude even in the absence of an overall incident wave, $|\phi\rangle$. Re-writing it in the form:

$$
\begin{equation*}
\sum_{j}\left[\delta_{i, j}-G_{0} \hat{t}_{j}\left(1-\delta_{i, j}\right)\right]\left|\psi^{i n, j}\right\rangle=|\phi\rangle \tag{4.77}
\end{equation*}
$$
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shows that nontrivial solutions for these states exist only if the following condition is satisfied:

$$
\begin{equation*}
\operatorname{det}\left|\left[\delta_{i, j}-G_{0} \hat{t}_{j}\left(1-\delta_{i, j}\right)\right]\right|=0 \tag{4.78}
\end{equation*}
$$

In a particular representation, the left-hand side of this equation becomes a determinant that has to be solved to find the bound states of the system, for instance, the Bloch states of a periodic solid. In this case, providing that $\operatorname{det}\left[\hat{t}_{1}\right] \neq 0$, one can re-write it in following form:

$$
\begin{equation*}
\operatorname{det}[M]=\operatorname{det}\left[m^{i}-G_{0}\left(1-\delta_{i, j}\right)\right]=0 \tag{4.79}
\end{equation*}
$$

where the matrix M has been defined previously in Eq 4.59 .
Finally, in order to completely finish this description of multiband Green function for multiple scattering, we are going to demonstrate relation 4.65 in framework of $\mathbf{k . p}$ method in following part.

### 4.1.3 k.p theory of Green's function in multilayer

Now we will prove the relation 4.65 in framework of k.p method. Let us now consider a multilayer structure, then a multiband k.p Hamiltonian describing a single layer can be written as:

$$
\begin{equation*}
H=A k_{z}^{2}+B k_{z}+C \tag{4.80}
\end{equation*}
$$

where A, B, and C are Hermitian matrices and in framework of envelope function theory:

$$
\begin{equation*}
k_{z}=-i \partial_{z} \tag{4.81}
\end{equation*}
$$

leading to:

$$
\begin{equation*}
H=-A \partial_{z}^{2}-i B \partial_{z}+C \tag{4.82}
\end{equation*}
$$

Note that the Hamiltonian 4.82 can be symmetrized as

$$
\begin{equation*}
H=-\partial_{z} A \partial_{z}-\frac{i}{2}\left(B \partial_{z}+\partial_{z} B\right)+C \tag{4.83}
\end{equation*}
$$

to describe the entire system. The Schrödinger for the envelope function $\Psi$ of the system reads:

$$
\begin{equation*}
(H-\varepsilon) \Psi=0 \tag{4.84}
\end{equation*}
$$

giving:

$$
\begin{equation*}
\left[-\partial_{z} A \partial_{z}-\frac{i}{2}\left(B \partial_{z}+\partial_{z} B\right)+C-\varepsilon\right] \Psi(z)=0 \tag{4.85}
\end{equation*}
$$

For convenience, let us introduce the following notation $\overrightarrow{\partial_{z}}$ and $\overleftarrow{\partial_{z}}$ where the arrows $\rightarrow$ and $\leftarrow$ indicate the direction of the application of the operator $\partial_{z}$. The Eq. 4.85 can be re-written in these consistent notations:

$$
\begin{equation*}
\left[-\overrightarrow{\partial_{z}} A \overrightarrow{\partial_{z}}-\frac{i}{2}\left(B \overrightarrow{\partial_{z}}+\overrightarrow{\partial_{z}} B\right)+C-\varepsilon\right] \Psi(z)=0 \tag{4.86}
\end{equation*}
$$

And for the Green function

$$
\begin{equation*}
\left[-\overrightarrow{\partial_{z}} A \overrightarrow{\partial_{z}}-\frac{i}{2}\left(B \overrightarrow{\partial_{z}}+\overrightarrow{\partial_{z}} B\right)+C-\varepsilon\right] G^{-}\left(z, z^{\prime}\right)=\delta\left(z, z^{\prime}\right) \tag{4.87}
\end{equation*}
$$

Taking the Hermitian transpose of this equation:

$$
\begin{equation*}
\left\{\left[-\vec{\partial}_{z} A \vec{\partial}_{z}-\frac{i}{2}\left(B \overrightarrow{\partial_{z}}+\vec{\partial}_{z} B\right)+C-\varepsilon\right] G^{-}\left(z, z^{\prime}\right)\right\}^{\dagger}=\delta\left(z, z^{\prime}\right) \tag{4.88}
\end{equation*}
$$

leading to:

$$
\begin{equation*}
\left[G^{-}\left(z, z^{\prime}\right)\right]^{\dagger}\left[-\overleftarrow{\partial_{z}} A \overleftarrow{\partial_{z}}-\frac{i}{2}\left(B \overleftarrow{\partial_{z}}+\overleftarrow{\partial_{z}} B\right)+C-\varepsilon\right]^{\dagger}=\delta\left(z, z^{\prime}\right) \tag{4.89}
\end{equation*}
$$

or:

$$
\begin{equation*}
\left[G^{-}\left(z, z^{\prime}\right)\right]^{\dagger}\left[-\overleftarrow{\partial_{z}} A^{\dagger} \overleftarrow{\partial_{z}}+\frac{i}{2}\left(B^{\dagger} \overleftarrow{\partial_{z}}+\overleftarrow{\partial_{z}} B^{\dagger}\right)+C^{\dagger}-\varepsilon\right]=\delta\left(z, z^{\prime}\right) \tag{4.90}
\end{equation*}
$$

Since A, B, and C are Hermitian matrices, $A^{\dagger} \equiv A, B^{\dagger} \equiv B, C^{\dagger} \equiv C$ with a notice that

$$
\begin{equation*}
\left[G^{-}\left(z, z^{\prime}\right)\right]^{\dagger}=G^{+}\left(z^{\prime}, z\right) \tag{4.91}
\end{equation*}
$$

leading to:

$$
\begin{equation*}
G^{+}\left(z^{\prime}, z\right)\left[-\overleftarrow{\partial_{z}} A \overleftarrow{\partial_{z}}+\frac{i}{2}\left(B \overleftarrow{\partial_{z}}+\overleftarrow{\partial_{z}} B\right)+C-\varepsilon\right]=\delta\left(z, z^{\prime}\right) \tag{4.92}
\end{equation*}
$$

Left multiplying Eq. 4.86 with $G^{+}\left(z^{\prime}, z\right)$ and right multiplying Eq. 4.92 with $\Psi(z)$ :

$$
\begin{align*}
& G^{+}\left(z^{\prime}, z\right)\left[-\overrightarrow{\partial_{z}} A \overrightarrow{\partial_{z}}-\frac{i}{2}\left(B \overrightarrow{\partial_{z}}+\overrightarrow{\partial_{z}} B\right)+C-\varepsilon\right] \Psi(z)=0  \tag{4.93}\\
& G^{+}\left(z^{\prime}, z\right)\left[-\overleftarrow{\partial_{z}} A \overleftarrow{\partial_{z}}+\frac{i}{2}\left(B \overleftarrow{\partial_{z}}+\overleftarrow{\partial_{z}} B\right)+C-\varepsilon\right] \Psi(z)=\delta\left(z, z^{\prime}\right) \Psi(z) \tag{4.94}
\end{align*}
$$

Taking the difference between the latter and the former equations then integrating over the entire space:

$$
\begin{align*}
\int G^{+}\left(z^{\prime}, z\right)\left[-\overleftarrow{\partial_{z}} A \overleftarrow{\partial_{z}}+\frac{i}{2}\left(B \overleftarrow{\partial_{z}}+\overleftarrow{\partial_{z}} B\right)+\overrightarrow{\partial_{z}} A \overrightarrow{\partial_{z}}+\frac{i}{2}\left(B \overrightarrow{\partial_{z}}+\overrightarrow{\partial_{z}} B\right)\right] \Psi(z) d z & =\int \delta\left(z, z^{\prime}\right) \Psi(z) d z  \tag{4.95}\\
& =\Psi\left(z^{\prime}\right) \tag{4.96}
\end{align*}
$$

So that:

$$
\begin{equation*}
\Psi\left(z^{\prime}\right)=\int G^{+}\left(z^{\prime}, z\right)\left[-\overleftarrow{\partial_{z}} A \overleftarrow{\partial_{z}}+\frac{i}{2}\left(B \overleftarrow{\partial_{z}}+\overleftarrow{\partial_{z}} B\right)+\overrightarrow{\partial_{z}} A \overrightarrow{\partial_{z}}+\frac{i}{2}\left(B \overrightarrow{\partial_{z}}+\overrightarrow{\partial_{z}} B\right)\right] \Psi(z) d z \tag{4.97}
\end{equation*}
$$

Since one has:

$$
\begin{align*}
G^{+}\left(z^{\prime}, z\right)\left[-\overleftarrow{\partial_{z}} A \overleftarrow{\partial_{z}}\right] \Psi(z) & =-\left[G^{+}\left(z^{\prime}, z\right) \overleftarrow{\partial_{z}} A \overleftarrow{\partial_{z}}\right] \Psi(z)  \tag{4.98}\\
& =-\left[G^{+}\left(z^{\prime}, z\right) \overleftarrow{\partial_{z}} A \Psi(z)\right] \overleftarrow{\partial_{z}}+\left[G^{+}\left(z^{\prime}, z\right) \overleftarrow{\partial_{z}}\right] A\left[\Psi(z) \overleftarrow{\partial_{z}}\right]  \tag{4.99}\\
& =-\left[G^{+}\left(z^{\prime}, z\right) \overleftarrow{\partial_{z}} A \Psi(z)\right] \overleftarrow{\partial_{z}}+\left[G^{+}\left(z^{\prime}, z\right) \overleftarrow{\partial_{z}}\right] A\left[\overrightarrow{\partial_{z}} \Psi(z)\right] \tag{4.100}
\end{align*}
$$

Doing the same treatment, one obtains:

$$
\begin{align*}
G^{+}\left(z^{\prime}, z\right)\left[\overrightarrow{\partial_{z}} A \overrightarrow{\partial_{z}}\right] \Psi(z) & =\overrightarrow{\partial_{z}}\left[G^{+}\left(z^{\prime}, z\right) A \overrightarrow{\partial_{z}} \Psi(z)\right]-\left[\overrightarrow{\partial_{z}} G^{+}\left(z^{\prime}, z\right)\right] A\left[\overrightarrow{\partial_{z}} \Psi(z)\right]  \tag{4.101}\\
& =\overrightarrow{\partial_{z}}\left[G^{+}\left(z^{\prime}, z\right) A \overrightarrow{\partial_{z}} \Psi(z)\right]-\left[G^{+}\left(z^{\prime}, z\right) \overleftarrow{\partial_{z}}\right] A\left[\overrightarrow{\partial_{z}} \Psi(z)\right] \tag{4.102}
\end{align*}
$$
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So that the term

$$
\begin{align*}
\int G^{+}\left(z^{\prime}, z\right)\left[-\overleftarrow{\partial_{z}} A \overleftarrow{\partial_{z}}+\overrightarrow{\partial_{z}} A \overrightarrow{\partial_{z}}\right] \Psi(z) d z & =-\int\left[G^{+}\left(z^{\prime}, z\right) \overleftarrow{\partial_{z}} A \Psi(z)\right] \overleftarrow{\partial_{z}} d z+\int \overrightarrow{\partial_{z}}\left[G^{+}\left(z^{\prime}, z\right) A \overrightarrow{\partial_{z}} \Psi(z)\right] d z  \tag{4.103}\\
& =-G^{+}\left(z^{\prime}, z\right) \overleftarrow{\partial_{z}} A \Psi(z)+G^{+}\left(z^{\prime}, z\right) A \overrightarrow{\partial_{z}} \Psi(z) \tag{4.104}
\end{align*}
$$

Furthermore, one has:

$$
\begin{align*}
G^{+}\left(z^{\prime}, z\right)\left[B \overleftarrow{\partial_{z}}+B \overrightarrow{\partial_{z}}\right] \Psi(z) & \equiv\left[G^{+}\left(z^{\prime}, z\right) B\right]\left[\overleftarrow{\partial_{z}}+\overrightarrow{\partial_{z}}\right] \Psi(z)  \tag{4.105}\\
& \equiv \overrightarrow{\partial_{z}}\left[G^{+}\left(z^{\prime}, z\right) B \Psi(z)\right] \equiv\left[G^{+}\left(z^{\prime}, z\right) B \Psi(z)\right] \overleftarrow{\partial_{z}} \tag{4.106}
\end{align*}
$$

and

$$
\begin{align*}
G^{+}\left(z^{\prime}, z\right)\left[\overleftarrow{\partial_{z}} B+\overrightarrow{\partial_{z}} B\right] \Psi(z) & \equiv G^{+}\left(z^{\prime}, z\right)\left[\overleftarrow{\partial_{z}}+\overrightarrow{\partial_{z}}\right][B \Psi(z)]  \tag{4.107}\\
& \equiv \overrightarrow{\partial_{z}}\left[G^{+}\left(z^{\prime}, z\right) B \Psi(z)\right] \equiv\left[G^{+}\left(z^{\prime}, z\right) B \Psi(z)\right] \overleftarrow{\partial_{z}} \tag{4.108}
\end{align*}
$$

So that:

$$
\begin{equation*}
\int G^{+}\left(z^{\prime}, z\right)\left[\frac{i}{2}\left(B \overleftarrow{\partial_{z}}+\overleftarrow{\partial_{z}} B\right)+\frac{i}{2}\left(B \overrightarrow{\partial_{z}}+\overrightarrow{\partial_{z}} B\right)\right] \Psi(z) d z=i G^{+}\left(z^{\prime}, z\right) B \Psi(z) \tag{4.109}
\end{equation*}
$$

Finally, one could write Eq. 4.97 as:

$$
\begin{align*}
\Psi\left(z^{\prime}\right) & =G^{+}\left(z^{\prime}, z\right)\left[-\overleftarrow{\partial_{z}} A+A \overrightarrow{\partial_{z}}+i B\right] \Psi(z)  \tag{4.110}\\
& =i G^{+}\left(z^{\prime}, z\right)\left[\left(i \overleftarrow{\partial_{z}} A+\frac{1}{2} B\right)+\left(-i A \overrightarrow{\partial_{z}}+\frac{1}{2} B\right)\right] \Psi(z) \tag{4.111}
\end{align*}
$$

Noting that the current operator in framework of k.p method reads:

$$
\begin{equation*}
J=A k_{z}+\frac{1}{2} B=-i A \partial_{z}+\frac{1}{2} B \tag{4.112}
\end{equation*}
$$

and its Hermitian transpose:

$$
\begin{equation*}
J^{\dagger}=k_{z}^{\dagger} A^{\dagger}+\frac{1}{2} B^{\dagger}=k_{z}^{*} A+\frac{1}{2} B=i \partial_{z} A+\frac{1}{2} B \tag{4.113}
\end{equation*}
$$

So, if we denote:

$$
\begin{align*}
\overrightarrow{\boldsymbol{J}} & \equiv \boldsymbol{J}=-i A \overrightarrow{\partial_{z}}+\frac{1}{2} B  \tag{4.114}\\
\overleftarrow{\boldsymbol{J}} & \equiv \boldsymbol{J}^{\dagger}=i \overleftarrow{\partial_{z}} A+\frac{1}{2} B  \tag{4.115}\\
\overleftrightarrow{J} & =\overrightarrow{\boldsymbol{J}}+\overleftarrow{\boldsymbol{J}} \tag{4.116}
\end{align*}
$$

Then, one obtains

$$
\begin{equation*}
\Psi\left(z^{\prime}\right)=i G^{+}\left(z^{\prime}, z\right)[\vec{J}+\overleftarrow{J}] \Psi(z)=i G^{+}\left(z^{\prime}, z\right) \overleftrightarrow{J} \Psi(z) \tag{4.117}
\end{equation*}
$$

Using the expression of Green function within a single layer:

$$
\begin{equation*}
G_{0}^{ \pm}\left(\mathcal{E}, \boldsymbol{r}, \boldsymbol{r}^{\prime}\right)=\sum_{k} \sum_{m} \frac{\Phi_{k}^{m}(\boldsymbol{r})\left(\Phi_{k}^{m}\left(\boldsymbol{r}^{\prime}\right)\right)^{*}}{\mathcal{E}-\mathcal{E}_{k}^{m} \pm i \eta^{m}}=\sum_{k} e^{i k\left(\boldsymbol{r}^{\prime}-\boldsymbol{r}\right)} \sum_{m} \frac{\Phi_{k}^{m}(\boldsymbol{r})\left(\Phi_{k}^{m}(\boldsymbol{r})\right)^{*}}{\mathcal{E}-\mathcal{E}_{k}^{m} \pm i \eta^{m}} \tag{4.118}
\end{equation*}
$$

Then, one has

$$
\begin{equation*}
G\left(\varepsilon, z, z^{\prime}\right)=\sum_{k_{z}} e^{i k_{z}\left(z^{\prime}-z\right)} \sum_{m} \frac{|m\rangle\langle m|}{\varepsilon-\varepsilon_{k_{z}}^{m} \pm i \eta^{m}} \tag{4.119}
\end{equation*}
$$

where $|m\rangle=\Phi_{k_{z}}^{m}(\boldsymbol{r})=\Phi_{k_{z}}^{m}$ represents the eigenmode for the considered layer or $(i+1)^{t h}$ layer. Besides, the wave function reads:

$$
\begin{equation*}
\Psi_{i}=\sum_{n} C_{n, i}|n\rangle \tag{4.120}
\end{equation*}
$$

Then the following terms:

$$
\begin{equation*}
G \overrightarrow{\boldsymbol{J}} \Psi_{i} \propto|m\rangle\langle m| \overrightarrow{\boldsymbol{J}}|n\rangle=|m\rangle\langle m| \boldsymbol{J}|n\rangle \tag{4.121}
\end{equation*}
$$

and:

$$
\begin{equation*}
G \overleftarrow{\boldsymbol{J}} \Psi_{i} \propto|m\rangle\langle m| \overleftarrow{\boldsymbol{J}}|n\rangle=|m\rangle\langle m| \boldsymbol{J}^{\dagger}|n\rangle \tag{4.122}
\end{equation*}
$$

leading to:

$$
\begin{equation*}
G^{+} \overleftrightarrow{J} \Psi_{i} \propto|m\rangle\langle m|\left[\boldsymbol{J}^{\dagger}+\boldsymbol{J}\right]|n\rangle \tag{4.123}
\end{equation*}
$$

Noting that $\langle m|\left[\boldsymbol{J}^{\dagger}+\boldsymbol{J}\right]|n\rangle$ is the interference term in current being non zero with $\left|n, k_{z}\right\rangle \equiv\left|m, k_{z}\right\rangle$ for propagating wave and with $\left|n, k_{z}\right\rangle,\left|m, k_{z}^{*}\right\rangle$ for evanescent wave as demonstrated previously. This leads to a fact that $-i G \overleftrightarrow{J}$ is the propagation matrix within each layer of heterostructure. So, from which it becomes possible to calculate the wave function profile within the whole multilayer involving multiple scattering events.

### 4.1.4 Link between the Kubo and Landauer's formulas [265]

We are now going to derive the link between the Kubo and Landauer formulas. We will give a generalization of that formulas when we will address the specific multiband $\boldsymbol{k} . \boldsymbol{p}$ theory of spin-current in the next chapter. One has then to consider the general expression of the conductance $G$ in terms of the current-current correlation function as expressed by the Kubo's formula according to:

$$
\begin{equation*}
G_{C o n d}(\omega)=i \frac{2 e^{2}}{\hbar \omega} \mathfrak{J} \int_{-\infty}^{\infty} d t \exp ^{i(\omega+i \eta) t} \Theta(t)\langle[\hat{J}(z, t), \hat{J}(z, 0)]\rangle_{0} \tag{4.124}
\end{equation*}
$$

where $\Theta$ is the Heaviside function, $\omega$ the frequency with $\epsilon=\hbar \omega$ and $\left\rangle_{0}\right.$ means the average of the $[\hat{J}(z, t), \hat{J}(z, 0)]$ correlation operator on the ground state and this can be evaluated at any point of the heterostructure due to the current conservation. In terms of the second quantization, one has:

$$
\begin{equation*}
\hat{J}_{z}=\sum_{\alpha \beta} j_{\alpha \beta}(z) c_{\alpha}^{\dagger} c_{\beta} \tag{4.125}
\end{equation*}
$$

where $c_{\alpha}^{\dagger} c^{\beta}$ are the creation and annihilation operators of states $\alpha$ and $\beta$. We remind that the matrix element $j_{\alpha \beta}$ writes $j_{\alpha \beta}=(-i) \frac{\hbar}{m^{*}} \psi_{\alpha}^{*} \overleftrightarrow{\hat{J}_{z}} \psi_{\beta}$ and finally is independent of the space coordinate $z$. Thus, one obtains:

$$
\begin{array}{r}
\langle[\hat{J}(z, t), \hat{J}(z, 0)]\rangle_{0}=\sum_{\alpha \alpha^{\prime}} J_{\alpha \alpha^{\prime}}(z) \sum_{\beta \beta^{\prime}} J_{\beta \beta^{\prime}}(z) \exp ^{i\left(\epsilon_{\alpha}-\epsilon_{\alpha}^{\prime}\right) t / \hbar}\left\langle\left[c_{\alpha}^{\dagger} c_{\alpha^{\prime}}, c_{\beta}^{\dagger} c_{\beta^{\prime}}\right]_{0}\right\rangle \\
\langle[\hat{J}(z, t), \hat{J}(z, 0)]\rangle_{0}=\sum_{\alpha \alpha^{\prime}}\left|J_{\alpha \alpha^{\prime}}(z)\right|^{2} \exp ^{i\left(\epsilon_{\alpha}-\epsilon_{\alpha}^{\prime}\right) t / \hbar}\left[n_{F}\left(\epsilon_{\alpha}\right)-n_{F}\left(\epsilon_{\alpha^{\prime}}\right)\right] \tag{4.127}
\end{array}
$$

where $n_{F}$ is the Fermi occupation number. Inserting this equation into Eq. 4.124, we get:

$$
\begin{equation*}
G_{\text {Cond }}(\omega)=-\frac{2 e^{2}}{\omega} \mathfrak{J} \sum_{\alpha \alpha^{\prime}} \frac{\left|J_{\alpha \alpha^{\prime}}\right|^{2}}{\hbar \omega+i \eta+\epsilon_{\alpha}-\epsilon_{\alpha}^{\prime}}\left[n_{F}\left(\epsilon_{\alpha}-\epsilon_{\alpha}^{\prime}\right]\right. \tag{4.128}
\end{equation*}
$$

The conductance in the DC limit at zero frequency $(\omega \rightarrow 0)$ is given by:

$$
\begin{equation*}
G_{C o n d}(0)=-2 \pi \hbar^{2} \sum_{\alpha \alpha^{\prime}}\left|J_{\alpha \alpha^{\prime}}(z)\right|^{2}\left(-\frac{\partial n_{F}\left(\epsilon_{\alpha}\right)}{\partial \epsilon_{\alpha}}\right) \delta\left(\epsilon_{\alpha}-\epsilon_{\alpha \prime}\right) \tag{4.129}
\end{equation*}
$$

to get:

$$
\begin{equation*}
G_{C o n d}(0)=-2 \pi \hbar^{2} \sum_{\alpha \alpha^{\prime}}\left|J_{\alpha \alpha^{\prime}}(z)\right|^{2}\left(-\frac{\partial n_{F}\left(\epsilon_{\alpha}\right)}{\partial \epsilon_{\alpha}}\right) \delta\left(\epsilon_{\alpha}-\epsilon_{\alpha \prime}\right) \tag{4.130}
\end{equation*}
$$

The calculation is independent of the $z$-coordinate thanks to the current conservation property. The calculation can be performed in the right lead for incoming waves from the left. Because of the property that $\operatorname{Re}(\langle m| \vec{J}|n\rangle+\langle m| \overleftarrow{J}|n\rangle)=0$, one can observe that

$$
\begin{equation*}
\sum_{\alpha \alpha^{\prime}}\left|J_{\alpha \alpha^{\prime}}(z)\right|^{2}=\operatorname{Trace}_{(n, m)=k_{\|}}\left|\left\langle J_{m}\right\rangle\right|^{2}\left(t_{n m}\right)^{\dagger}\left(t_{m n}\right) \tag{4.131}
\end{equation*}
$$

where $n(m)$ are the ingoing (outgoing) states giving in fine the well known Landauer formula:

$$
\begin{equation*}
G_{\text {Cond }}(0)=\frac{e^{2}}{h} \operatorname{Trace}_{k_{\|}} \mathcal{T}_{k_{\|}} \tag{4.132}
\end{equation*}
$$

where $\mathcal{T}_{k_{\|}}=\sum_{m} t_{m n}^{*} t_{m n}$ is the overall transmission coefficient for incoming channel $n$. To establish the expression of the latest Landauer formula, we have used the variable change $\sum_{k_{\|}}=\frac{1}{\left(2 \pi J_{m} \hbar\right)} \int d \epsilon$. We will give further proofs in the following section dealing with multiband $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonian.

### 4.2 Green function and spin transport

### 4.2.1 Interfacial Green's function for spinless particles free of spin and spin-orbit potentials

As an example, we first consider the solution of Eq. 4.15 for a scalar (or spinless) particle in a homogenous potential $U_{1}$ for $z<0$, and $U_{2}$ for $z>0$. In this part, we have deliberately decided to detail the whole mathematical developments to find the correct description of the GF for a single interface. The GF satisfies
the equation:

$$
\begin{equation*}
\left(\mathcal{E}-H_{0}\right) G_{0}\left(z, z^{\prime}\right)=\delta\left(z-z^{\prime}\right) \tag{4.133}
\end{equation*}
$$

or

$$
\begin{equation*}
\left(\mathcal{E}-\frac{\hbar^{2}}{2} \frac{\partial}{\partial z} \frac{1}{m^{*}(z)} \frac{\partial}{\partial z}-U(z)\right) G_{0}\left(z, z^{\prime}\right)=\delta\left(z-z^{\prime}\right) \tag{4.134}
\end{equation*}
$$

where $H_{0}=\left(\frac{\hbar^{2}}{2}\right) \frac{\partial}{\partial z} \frac{1}{m^{*}(z)} \frac{\partial}{\partial z}+U(z)$. is the symmetrized Hamiltonian. Equation. 4.134 is an ordinary differential equation, the method to find the GF has been well mentioned in mathematical textbooks, normally it contains three main steps. We use this procedure in a particular case, i.e., Eq. 4.134, with the boundary conditions at $z= \pm \infty$.


FIGURE 4.2: Schematic fundamental solutions of the Schrödinger equation $\left(\mathcal{E}-H_{0}\right) \Psi=0$ for a scalar particle in a homogenous potential $U_{1}$ for $z<0$, and $U_{2}$ for $z>0$.

The strategy is:
(i) To find a fundamental system $\left\{\Psi_{L}^{0}, \Psi_{R}^{0}\right\}$ (see fig.5.21) of the homogenous Schrödinger equation $\left(\mathcal{E}-H_{0}\right) \Psi=0$.
(ii) To find a suitable linear combinations of $\Psi_{L}^{0}$ and $\Psi_{R}^{0}$ and find solutions $y_{1}$ and $y_{2}$ of the equation $\left(\mathcal{E}-H_{0}\right) y=0$ where $y_{1}(z)$ is non-infinite at $z=-\infty$, whereas $y_{2}(z)$ is non-infinite at $z=+\infty$.
(iii) To define the correct GF we make use of the formula

$$
G_{0}\left(z, z^{\prime}\right)=\left\{\begin{array}{c}
\frac{y_{1}(z) y_{2}\left(z^{\prime}\right)}{W\left(y_{1}\right) y_{2}\left(z^{\prime}\right)} \text { if }-\infty<z<z^{\prime}<+\infty  \tag{4.135}\\
\frac{y_{1}\left(z^{\prime}\right) y_{2}(z)}{W\left(y_{1}, y_{2}\right)\left(z^{\prime}\right)} \text { if }-\infty<z^{\prime}<z<+\infty
\end{array}\right.
$$

where $W\left(z^{\prime}\right)=\frac{\hbar^{2}}{2 m^{*}\left(z^{\prime}\right)}\left[y_{1}\left(z^{\prime}\right) \frac{\partial y_{2}\left(z^{\prime}\right)}{\partial z^{\prime}}-\frac{\partial y_{1}\left(z^{\prime}\right)}{\partial z^{\prime}} y_{2}\left(z^{\prime}\right)\right]$ is the Wronskian potential. In the case $\mathcal{E}>U_{1}>U_{2}$, Eq. 4.134 possesses a solution $\Psi_{L}^{0}$ which is finite at $z=-\infty$, and $\Psi_{R}^{0}$ finite at $z=+\infty$,

As well-known, at an energy larger than the potential step, the homogenous Schrödinger equation, $\left(\mathcal{E}-H_{0}\right) \Psi=0$, admits the solutions:

$$
\begin{align*}
& \Psi_{L}^{0}=e^{-i k_{2} z_{>}}+r_{L} e^{i k_{2} z_{>}}+t_{L} e^{-i k_{1} z_{<}}  \tag{4.136}\\
& \Psi_{R}^{0}=e^{i k_{1} z_{<}}+r_{R} e^{-i k_{1} z_{<}}+t_{R} e^{i k_{2} z_{>}} \tag{4.137}
\end{align*}
$$
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where we write $z_{<}$instead of $z<0$, and $z_{>}$instead of $z>0$. Concerning their physical meaning: $\Psi_{R}^{0}$ is the wave transmitted from the left to the right and $\Psi_{L}^{0}$ is the wave transmitted from the right to the left at the same energy. They satisfy the matching conditions at the left and right sides respectively.

Using the BDD matching conditions at $z=0$, one obtains:

$$
\begin{align*}
t_{L} & =\frac{2 k_{2}}{k_{2}+k_{1}}, t_{R}=\frac{2 k_{1}}{k_{2}+k_{1}}  \tag{4.138}\\
r_{L} & =\frac{k_{2}-k_{1}}{k_{2}+k_{1}}, r_{R}=\frac{k_{1}-k_{2}}{k_{2}+k_{1}} \tag{4.139}
\end{align*}
$$

If we choose $y_{1} \equiv \Psi_{L}^{0}$, and $y_{2} \equiv \Psi_{R}^{0}$ satisfying the boundary conditions at $z= \pm \infty$, Eq. 4.134 possesses a solution of the form:

$$
\begin{equation*}
G_{0}\left(z, z^{\prime}\right)=\frac{\Psi_{L}^{0}\left(z^{\prime}\right) \Psi_{R}^{0}(z) \Theta\left(z-z^{\prime}\right)+\Psi_{L}^{0}(z) \Psi_{R}^{0}\left(z^{\prime}\right) \Theta\left(z^{\prime}-z\right)}{W\left(z^{\prime}\right)} \tag{4.140}
\end{equation*}
$$

with the Wronskian potential:

$$
\begin{equation*}
W\left(z^{\prime}\right)=\frac{\hbar^{2}}{2 m^{*}\left(z^{\prime}\right)}\left[\Psi_{L}^{0}\left(z^{\prime}\right) \frac{\partial}{\partial z^{\prime}} \Psi_{R}^{0}\left(z^{\prime}\right)-\Psi_{R}^{0}\left(z^{\prime}\right) \frac{\partial}{\partial z^{\prime}} \Psi_{L}^{0}\left(z^{\prime}\right)\right] \tag{4.141}
\end{equation*}
$$

If one assumes for simplicity and without a big loss of generality that the effective mass remains unchanged in the layers, one obtains $m^{*}\left(z^{\prime}\right)=m^{*}$. It is easy to derive $\partial W\left(z^{\prime}\right) / \partial z^{\prime}=0$ to prove that the Wronskian is independent of the coordinate ( $z$ and $z^{\prime}$ ). In this case, we obtain:

$$
\begin{equation*}
W=\frac{\hbar^{2}}{2 m^{*}} \frac{4 i k_{1} k_{2}}{k_{2}+k_{1}} . \tag{4.142}
\end{equation*}
$$

Following Eq. 4.140 we recover the retarded GF introduced in Refs. [253, 257]

$$
\begin{gather*}
G_{0}\left(z, z^{\prime}\right)=\frac{2 m^{*}}{\hbar^{2}} \frac{t_{R}}{2 i k_{1}} e^{-i k_{1} z} e^{i k_{2} z^{\prime}} ; z<0, z^{\prime}>0,  \tag{4.143}\\
G_{0}\left(z, z^{\prime}\right)=\frac{2 m^{*}}{\hbar^{2}} \frac{t_{L}}{2 i k_{2}} e^{-i k_{1} z^{\prime}} e^{i k_{2} z} ; z>0, z^{\prime}<0,  \tag{4.144}\\
G_{0}\left(z, z^{\prime}\right)=\frac{2 m^{*}}{\hbar^{2}} \frac{1}{2 i k_{1}}\left[e^{i k_{1}\left|z-z^{\prime}\right|}+r_{R} e^{-i k_{1}\left(z+z^{\prime}\right)}\right], z<0, z^{\prime}<0,  \tag{4.145}\\
G_{0}\left(z, z^{\prime}\right)=\frac{2 m^{*}}{\hbar^{2}} \frac{1}{2 i k_{2}}\left[e^{i k_{2}\left|z-z^{\prime}\right|}+r_{L} e^{-i k_{2}\left(z+z^{\prime}\right)}\right], z>0, z^{\prime}>0 . \tag{4.146}
\end{gather*}
$$

Note that the advanced GF is generally constructed by inversion of the respective left and right incoming wave functions in the expression of the retarded GF.

### 4.2.2 Interfacial Green's function for a spin-polarized particle without orbital degeneracy: Case of diagonal Green function

In order to demonstrate the efficiency and power of the perturbation methods adapted to the spin-transport case, one first considers the simpler case of the CB, free of any orbital degeneracy, and described by a single $S$-type orbital. Choosing the orthogonal basis functions $|S\rangle \otimes\{|\uparrow\rangle,|\downarrow\rangle\}$ allows one to obtain the
zeroth-order unperturbed diagonal Hamiltonian according to:

$$
H_{0}=\left[\begin{array}{cc}
|S \uparrow\rangle & |S \downarrow\rangle \\
H_{0}^{\uparrow \uparrow} & 0  \tag{4.147}\\
0 & H_{0}^{\downarrow \downarrow}
\end{array}\right] .
$$

$\Psi_{R}^{0}=\binom{\Psi_{R}^{0 \uparrow}}{\Psi_{R}^{0 \downarrow}}$ and $\Psi_{L}^{0}=\binom{\Psi_{L}^{0 \uparrow}}{\Psi_{L}^{0 \downarrow}}$ are solutions of the homogenous Schrödinger equation satisfying the boundary conditions for the respective left and right incoming waves,

$$
\begin{equation*}
\left(\varepsilon \hat{\mathbb{I}}-H_{0}\right)\binom{\Psi_{R}^{0 \uparrow}}{\Psi_{R}^{0 \downarrow}}=0 \tag{4.148}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\mathcal{E} \hat{\mathbb{I}}-H_{0}\right)\binom{\Psi_{L}^{0 \uparrow}}{\Psi_{L}^{0 \downarrow}}=0 \tag{4.149}
\end{equation*}
$$

where $\hat{\mathbb{I}}$ is the $2 \times 2$ unitary matrix. Note that $\left(\mathcal{E} \hat{\mathbb{I}}-H_{0}\right)$ is diagonal.
Now, the spin-polarized GF in the CB is a solution of the following equation

$$
\begin{equation*}
\left(\mathcal{E} \hat{\mathbb{I}}-H_{0}\right) G_{0}\left(z, z^{\prime}\right)=\hat{\mathbb{I}} \delta\left(z-z^{\prime}\right) \tag{4.150}
\end{equation*}
$$

The $2 \times 2 \mathrm{GF}$ admits a diagonal form, due to the orthogonality (no spin mixing) between the basis functions, i.e., $|S \uparrow\rangle$ and $|S \downarrow\rangle$. This makes the treatment rather similar to the spinless case. The diagonal GF then writes:

$$
G_{0}\left(z, z^{\prime}\right)=\left[\begin{array}{cc}
G_{0}^{\uparrow}\left(z, z^{\prime}\right) & 0  \tag{4.151}\\
0 & G_{0}^{\downarrow \downarrow}\left(z, z^{\prime}\right)
\end{array}\right],
$$

with

$$
\begin{equation*}
G_{0}^{\uparrow \uparrow}\left(z, z^{\prime}\right)=\frac{\Psi_{R}^{0 \uparrow}(z) \Psi_{L}^{0 \uparrow}\left(z^{\prime}\right) \Theta\left(z-z^{\prime}\right)+\Psi_{R}^{0 \uparrow}\left(z^{\prime}\right) \Psi_{L}^{0 \uparrow}(z) \Theta\left(z^{\prime}-z\right)}{W^{\uparrow \uparrow\left(z^{\prime}\right)}} \tag{4.152}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{0}^{\downarrow \downarrow}\left(z, z^{\prime}\right)=\frac{\Psi_{R}^{0 \downarrow}(z) \Psi_{L}^{0 \downarrow}\left(z^{\prime}\right) \Theta\left(z-z^{\prime}\right)+\Psi_{R}^{0 \downarrow}\left(z^{\prime}\right) \Psi_{L}^{0 \downarrow}(z) \Theta\left(z^{\prime}-z\right)}{W^{\downarrow \downarrow}\left(z^{\prime}\right)} \tag{4.153}
\end{equation*}
$$

The spin-dependent Lippman-Schwinger equation for the $\Psi_{R}$ state then writes:

$$
\binom{\Psi_{R}^{\uparrow}(z)}{\Psi_{R}^{\downarrow}(z)}=\binom{\Psi_{R}^{0 \uparrow}(z)}{\Psi_{R}^{0 \downarrow}(z)}+\int\left[\begin{array}{cc}
G_{0}^{\uparrow \uparrow}\left(z, z^{\prime}\right) & 0  \tag{4.154}\\
0 & G_{0}^{\downarrow \downarrow}\left(z, z^{\prime}\right)
\end{array}\right]\left[\begin{array}{cc}
V^{\uparrow \uparrow}\left(z^{\prime}\right) & V^{\uparrow \downarrow}\left(z^{\prime}\right) \\
V^{\downarrow \uparrow}\left(z^{\prime}\right) & V^{\downarrow \downarrow}\left(z^{\prime}\right)
\end{array}\right]\binom{\Psi_{R}^{0 \uparrow}(z \prime)}{\Psi_{R}^{0 \downarrow}(z)} d z^{\prime}
$$

where $V^{\sigma \sigma^{\prime}}$ is the matrix element of the perturbed potential in the basis, $|S \uparrow\rangle$ and $|S \downarrow\rangle$.
We then obtain the correction to the overall wave function within the heterostructure according to:

$$
\begin{equation*}
\binom{\delta \Psi_{R}^{\uparrow}(z)}{\delta \Psi_{R}^{\downarrow}(z)}=\binom{\int G_{0}^{\uparrow \uparrow}\left(z, z^{\prime}\right) V^{\uparrow \uparrow}\left(z^{\prime}\right) \Psi_{R}^{0 \uparrow}\left(z^{\prime}\right) d z^{\prime}+\int G_{0}^{\uparrow \uparrow}\left(z, z^{\prime}\right) V^{\uparrow \downarrow}\left(z^{\prime}\right) \Psi_{R}^{0 \downarrow}\left(z^{\prime}\right) d z^{\prime}}{\int G_{0}^{\downarrow \downarrow}\left(z, z^{\prime}\right) V^{\downarrow \uparrow}\left(z^{\prime}\right) \Psi_{R}^{0 \uparrow}\left(z^{\prime} d z^{\prime}+\int G_{0}^{\downarrow \downarrow}\left(z, z^{\prime}\right) V^{\downarrow \downarrow}\left(z^{\prime}\right) \Psi_{R}^{0 \downarrow}\left(z^{\prime}\right) d z^{\prime}\right.} \tag{4.155}
\end{equation*}
$$

### 4.3 Examples and specificities of spin-transport along the [110] growth directions.

In this part we will give some insights in the interest using Green function technique to explore the specific properties of spin-transport in III-V semiconductors. We will consider in particular the electronic transport through a [110]-oriented tunnel barrier giving rise to (i) a new kind of spin-filtering effect at oblique incidence when Rashba SOI interactions is involved at the barrier interfaces [56] and thus associated to the generation of a spin-current (Fig. 4.3) together with (ii) a spin-dephasing or spin-rotation effects at normal incidence $[55,183]$ and that we will illustrate via our multiband tunneling code implementation. The spin-orbit interactions are treated here in the volume of the tunneling barrier.

### 4.3.1 Spin-injection along [110] and spin-filtering effect [56]

The whole details of the calculations described in this subsection may be found in Ref. [56].


Figure 4.3: (a). The sketch of a symmetric tunnel barrier with the [110] crystallographic orientation. The point-group symmetry elements of the structure include the two-fold rotation axis $C_{2} \| y$ and the mirror planes $\sigma_{x y} \|(110)$ and $\sigma_{y z} \|(1 \overline{1} 0)$;
(b) Model of spin injection via (110)- grown barrier. The spin component $S_{x}>0$ of electrons transmitted through the barrier with different in-plane wave vectors emerges due to i) anisotropic spin filtering caused by the Dresselhaus spin-orbit coupling in the barrier interior followed by ii) spin rotation in the interface-induced Rashba effective magnetic field $\boldsymbol{\Omega}_{R}$. Taken from Ref.[56].

A particular property of the Dresselhaus interaction lies in its specific dependence of the spin-splitting with the crystallographic direction in the $T_{d}$ symmetry group. Since the work of Perel' et al. [54], it is well-known, that an incident electronic beam crossing a III-V tunnel barrier at oblique incidence leads to a net outgoing spin-polarization of the flux beam according to the following expression:

$$
\begin{equation*}
\mathcal{P}=\frac{\left|t_{+}\right|^{2}-\left|t_{-}\right|^{2}}{\left|t_{+}\right|^{2}+\left|t_{-}\right|^{2}}=\tanh \left(2 \gamma_{D} \frac{m_{2} k_{\| 1}}{\hbar^{2}} a q_{0}\right) \tag{4.156}
\end{equation*}
$$

where $t_{ \pm}$are the respective transmission coefficients for the respective+ and - spins with the quantification axis set along the direction of the incident parallel wave vector $k_{\|}, \gamma_{D}$ is the SOI Dresselhaus coefficient, $m_{2}$ and $q_{0}$ are the effective mass and evanescent wave vector inside the barrier, and $a$ the barrier width.

However the overall spin-polarization of the outgoing electronic beam vanishes if one sums over all electronic incidences $\left(+k_{\|}\right.$and $\left.-k_{\|}\right)$for an equal population within the Fermi surface. However, an efficient spin-injection is observed with an [110]-oriented barrier due to the combined action of the Dresselhaus SOI in the barrier and a Rashba SOI at the barrier interfaces as shown by Alekseev [56]. The Rashba coupling may be considered as an effective magnetic field $\boldsymbol{\Omega}_{R}$ lying in the interface plane which rotates the spin direction. For that case, the authors consider a zinc-blende semiconductor heterostructure with a symmetric potential barrier grown along the $z \|$ [110] axis, and an in-plane wave vector $\mathbf{k}_{\|}=\left(k_{x}, k_{y}\right)$ where $x \|[1 \overline{1} 0]$ and $y \|[00 \overline{1}]$. The electron effective Hamiltonian writes in this case:

$$
\begin{equation*}
H=H_{0}+H_{D}+H_{R} \tag{4.157}
\end{equation*}
$$

where $H_{0}$ is the Hamiltonian without SOI, $H_{R}$ describes the Rashba SOI at the barrier interface:

$$
\begin{equation*}
H_{R}=\alpha[\delta(z-a)-\delta(z)]\left(\sigma_{x} k_{y}-\sigma_{y} k_{x}\right) \tag{4.158}
\end{equation*}
$$

where $a$ is the barrier thickness, $\alpha$ is the Rashba coefficient and $\delta(z)$ the Dirac distribution; $H_{D}$ is the Dresselhaus Hamiltonian projected in the corresponding basis as the sum of four terms

$$
\begin{align*}
H_{D 1} & =i \frac{\sigma_{x}}{2}\left\{\gamma_{D}(z), \frac{\partial^{3}}{\partial z^{3}}\right\}  \tag{4.159}\\
H_{D 2} & =\frac{\sigma_{z} k_{x}}{2} \frac{\partial}{\partial z} \gamma_{D}(z) \frac{\partial}{\partial z}  \tag{4.160}\\
H_{D 3} & =i\left[\sigma_{x}\left(\frac{k_{x}^{2}}{2}+k_{y}^{2}\right)-2 \sigma_{y} k_{x} k_{y}\right]\left\{\gamma_{D}(z), \frac{\partial}{\partial z}\right\}  \tag{4.161}\\
H_{D 4} & =\sigma_{z} k_{x}\left(\frac{k_{x}^{2}}{2}-k_{y}^{2}\right) \gamma_{D}(z) \tag{4.162}
\end{align*}
$$

where we recall that $\gamma_{D}(z)$ is the bulk Dresselhaus coefficient. The kinetic energy of electrons is assumed to be sufficiently smaller than the barrier height to neglect $H_{D 3}$ and $H_{D 4}$ in comparison with the main contribution $H_{D 1}$ and $H_{D 2}$. The calculations demonstrate that the $H_{D 1}$ term does not lead to spin-filtering effects at the first order of perturbation [56, 183]. In Ref. [56], the authors focused then on the combined action of the $H_{D 2}$ and Rashba terms. The mechanism of spin-injection and spin-filtering effects along the [110] direction can be schematized on Fig. 4.3. One can assume that the electrons impinging the barrier are unpolarized and that their distribution in the interface plane is isotropic. The incident electrons are transmitted with different in-plane wave vectors $k_{x}$. As in the case of the spin-filtering effect, a spinpolarized current is generated. In the case where the Rashba term is absent, an equal population of the $k_{x}$ and $-k_{x}$ states makes the net spin polarization to be zero. The Rashba coupling is considered as an effective Hamiltonian with $\boldsymbol{\Omega}_{R}$ proportional to $k_{x}$, leading to a rotation with opposite axes for electrons with positive and negative $k_{x}$. The efficiency of spin-injection is analyzed by using the spin-dependent transfer matrix technique with the assumption that the effective masses inside and outside the barrier are the same $(m)$ and neglecting the spin-orbit coupling outside the barrier.

The conclusion is that the spin distribution of the transmitted electrons is an even function of the in-plane wave vector

$$
\begin{equation*}
S_{k, x}=2 \frac{\alpha \gamma_{D} m^{2} k_{x}^{2} k_{z} a}{\hbar^{4} q} \tag{4.163}
\end{equation*}
$$

where $q$ is the electron wave vector in the barrier when SOI is neglected. It results an effective spin-injection even for an isotropic distribution of the incident electrons in the interface plane.

Besides the spin injection, the authors also consider the reciprocal effect that is the emergence of a
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direct electric tunneling current $j_{z}$ through the barrier in the presence of spin polarization along the [1 10 ] direction. Taking into account that the transmission coefficients for the electrons incident upon the barrier from left and from right, the tunneling current density is

$$
\begin{equation*}
j_{z}=e \sum_{k} \operatorname{Tr}\left[T_{k}(a) \rho_{l} T_{k}^{+}(a)\right] v_{z} \Theta\left(v_{z}\right)+e \sum_{k} \operatorname{Tr}\left[T_{k}(-a) \rho_{r} T_{k}^{+}(-a)\right] v_{z} \Theta\left(-v_{z}\right) \tag{4.164}
\end{equation*}
$$

where $\rho_{l}\left(\rho_{r}\right)$ is the spin density matrix on the left (right), $e$ is the electron charge, $T_{k}(a)$ and $T_{k}(-a)$ are transmission matrices for an electron propagating from the left to the right and from the right to left. The calculation yields the tunnel current

$$
\begin{equation*}
j_{z}=\frac{64 e p_{s}}{105 \pi^{2}} \frac{\alpha \gamma_{D} m a k_{F}^{9}}{\hbar^{3} k^{3}} \exp \left(-2 \sqrt{2 m V / \hbar^{2}}\right) \tag{4.165}
\end{equation*}
$$

where $k_{F}$ is the Fermi wave vector, $p_{s}$ is the spin polarization along the $x$ axis, $V$ is barrier height.

## Main physical issues for the spin-injection mechanism along [110] direction.

Along the [110] direction, the Dresselhaus Hamiltonian contains derivatives of third, second, first, and zeroth order. In a perturbative treatment, we are interested in the third order derivative term like:

$$
\begin{equation*}
H_{D}=\frac{\sigma_{x}}{2}\left\{\gamma_{D}(z) k_{z}^{3}+\left(k_{z}^{3}\right)^{+} \gamma_{D}(z)\right\} . \tag{4.166}
\end{equation*}
$$

Indeed, the presence of the third-order derivative term makes the current discontinuous at the interface [183]. To avoid this problem, the authors considered the $k$-cubic term as the perturbation term $V(z)$ in the above calculation in order to derive the correction to the transmission coefficient for $\uparrow$ and $\downarrow$ spin channels starting from standard BDD boundary conditions. One chooses here orthogonal basis functions with spinquantization axis being along the eigenvectors of $\sigma_{x}$ according to: $|S\rangle \otimes\{|\uparrow\rangle,|\downarrow\rangle\}$ with $|\uparrow\rangle=\frac{1}{\sqrt{2}}\binom{1}{1}$, and $|\downarrow\rangle=\frac{1}{\sqrt{2}}\binom{1}{-1}$.

The unperturbed Hamiltonian possesses then the following block form:

$$
H_{0}=\left[\begin{array}{cc}
H_{0}^{\uparrow \uparrow} & 0  \tag{4.167}\\
0 & H_{0}^{\downarrow \downarrow}
\end{array}\right],
$$

with:

$$
H_{0}^{\uparrow \uparrow}=H_{0}^{\downarrow \downarrow}=\left\{\begin{array}{cc}
-\frac{\hbar^{2}}{2} \frac{\partial}{\partial z} \frac{1}{m^{*}(z)} \frac{\partial}{\partial z} & \text { for } z<0 \text { or } z>a  \tag{4.168}\\
-\frac{\hbar^{2}}{2} \frac{\partial}{\partial z} \frac{1}{m^{*}(z)} \frac{\partial}{\partial z}+V_{0} & \text { for } 0<z<a
\end{array},\right.
$$

and where we remind that $a$ is the barrier thickness and $V_{0}$ the barrier height. As it is well known, the solutions of the homogenous Schrödinger equation at the same incident energy $\mathcal{E}<V_{0}$ are respectively:

$$
\begin{gather*}
\Psi_{R}^{0 \uparrow}=\Psi_{R}^{0 \downarrow}=\left\{\begin{array}{cc}
e^{i k z}+r_{k} e^{-i k z}, & z<0 \\
A_{k} e^{-q z}+B_{k} e^{q z}, & 0<z<a, \\
t_{k} e^{i k(z-a)}, & z>a
\end{array}\right.  \tag{4.169}\\
\Psi_{L}^{0 \uparrow}=\Psi_{L}^{0 \downarrow}=\left\{\begin{array}{cc}
t_{k} e^{-i k z}, & z<0 \\
A_{k} e^{q(z-a)}+B_{k} e^{-q(z-a)}, & 0<z<a, \\
e^{-i k(z-a)}+r_{k} e^{i k(z-a)}, & z>a .
\end{array}\right. \tag{4.170}
\end{gather*}
$$

where $t_{k}=\left[\cosh q a+\frac{i}{2}\left(\frac{q}{k}-\frac{k}{q}\right) \sinh q a\right]^{-1}$ is the transmission amplitude, $r_{k}=\left[-\frac{i}{2}\left(\frac{q}{k}+\frac{k}{q}\right) \sinh q a\right] t_{k}$ the reflection amplitude, $A_{k}$ and $B_{k}$ are the amplitudes in the barrier, $A_{k}=\frac{t_{k}}{2}\left(1+i \frac{k}{q}\right) e^{-q a}, B_{k}=$
$\frac{t_{k}}{2}\left(1-i \frac{k}{q}\right) e^{q a} ; k=\sqrt{2 m \mathcal{E} / \hbar^{2}}>0$ is the initial wave vector, $q=\sqrt{2 m\left(V_{0}-\mathcal{E}\right) / \hbar^{2}}$, with the same effective masses inside and outside the barrier. The Wronskian potential is independent of the $z^{\prime}$ coordinate. We choose $z>a$ to calculate its value.

$$
\begin{equation*}
W^{\uparrow \uparrow}=\frac{\hbar^{2}}{2 m^{*}}\left\{\Psi_{L}^{\uparrow}\left(z^{\prime}>a\right) \frac{\partial \Psi_{R}^{\uparrow}\left(z^{\prime}>a\right)}{\partial z}-\frac{\partial \Psi_{L}^{\uparrow}\left(z^{\prime}>a\right)}{\partial z} \Psi_{R}^{\uparrow}\left(z^{\prime}>a\right)\right\}=i \frac{\hbar^{2} k}{m^{*}} t_{k} \tag{4.171}
\end{equation*}
$$

Note that the Wronskian for the $\downarrow$ spin particle remains unchanged,

$$
\begin{equation*}
W^{\downarrow \downarrow}=i \frac{\hbar^{2} k}{m^{*}} t_{k} . \tag{4.172}
\end{equation*}
$$

## Expression for the Dresselhaus SOI potential and perturbation calculation.

We consider now the symmetrized Dresselhaus SOI Hamiltonian within the barrier. Because of:

$$
\begin{align*}
& \langle\downarrow| \sigma_{x}|\downarrow\rangle=-1, \quad\langle\uparrow| \sigma_{x}|\uparrow\rangle=1,  \tag{4.173}\\
& \langle\uparrow| \sigma_{x}|\downarrow\rangle=\langle\downarrow| \sigma_{x}|\uparrow\rangle=0, \tag{4.174}
\end{align*}
$$

the perturbed potential can be expressed in a diagonal form according to:

$$
V(z)=\left[\begin{array}{cc}
V^{\uparrow \uparrow}(z) & 0  \tag{4.175}\\
0 & V^{\downarrow \downarrow}(z)
\end{array}\right]
$$

where

$$
\begin{equation*}
V^{\uparrow \uparrow}(z)=\langle\uparrow| H_{D}|\uparrow\rangle=\frac{1}{2}\left\{\gamma_{D}(z) k_{z}^{3}+\left(k_{z}^{3}\right)^{+} \gamma_{D}(z)\right\}, \tag{4.176}
\end{equation*}
$$

and

$$
\begin{equation*}
V^{\downarrow \downarrow}(z)=\langle\downarrow| H_{D}|\downarrow\rangle=-\frac{1}{2}\left\{\gamma_{D}(z) k_{z}^{3}+\left(k_{z}^{3}\right)^{+} \gamma_{D}(z)\right\} . \tag{4.177}
\end{equation*}
$$

Following Eq. 4.155, the correction to the zeroth order $\uparrow$-spin wave function within the heterostructure is then:

$$
\begin{align*}
\delta \Psi_{R}^{\uparrow}(z) & =\int_{0}^{a} G_{0}^{\uparrow \uparrow}\left(z, z^{\prime}\right) V^{\uparrow \uparrow}\left(z^{\prime}\right) \Psi_{R}^{0 \uparrow}\left(z^{\prime}\right) d z^{\prime} \text { for } \uparrow \text {-spin incidence }  \tag{4.178}\\
& =\frac{-i m^{*} e^{i k(z-a)}}{\hbar^{2} k} \int_{0}^{a} \Psi_{L}^{0 \uparrow}\left(z^{\prime}\right) \frac{1}{2}\left\{\gamma_{D}\left(z^{\prime}\right) k_{z^{\prime}}^{3}+\left(k_{z^{\prime}}^{3}\right)^{+} \gamma_{D}\left(z^{\prime}\right)\right\} \Psi_{R}^{0 \uparrow}\left(z^{\prime}\right) d z^{\prime}
\end{align*}
$$

whereas

$$
\begin{align*}
\delta \Psi_{R}^{\downarrow}(z) & =\int_{0}^{a} G_{0}^{\downarrow \downarrow}\left(z, z^{\prime}\right) V^{\downarrow \downarrow}\left(z^{\prime}\right) \Psi_{R}^{0 \downarrow}\left(z^{\prime}\right) d z^{\prime} \text { for } \downarrow \text {-spin incidence }  \tag{4.179}\\
& =\frac{i m^{*} e^{i k(z-a)}}{\hbar^{2} k} \int_{0}^{a} \Psi_{L}^{0 \downarrow}\left(z^{\prime}\right) \frac{1}{2}\left\{\gamma_{D}\left(z^{\prime}\right) k_{z^{\prime}}^{3}+\left(k_{z^{\prime}}^{3}\right)^{+} \gamma_{D}\left(z^{\prime}\right)\right\} \Psi_{R}^{0 \downarrow}\left(z^{\prime}\right) d z^{\prime}
\end{align*}
$$

From Eqs. 4.178 and 4.179 , we can find the correction to the transmission amplitude for the $\uparrow$ - and $\downarrow$ spin channels respectively, according to:

$$
\begin{equation*}
\delta t^{\uparrow \uparrow}=-\delta t^{\downarrow \downarrow}=\frac{-i m^{*}}{\hbar^{2} k} \int_{0}^{a} \Psi_{L}^{0 \uparrow}\left(z^{\prime}\right) \frac{i}{2}\left\{\gamma_{D}\left(z^{\prime}\right) \frac{\vec{\partial}^{3}}{\partial z^{\prime 3}}-\frac{\overleftarrow{\partial^{3}}}{\partial z^{\prime 3}} \gamma_{D}\left(z^{\prime}\right)\right\} \Psi_{R}^{0 \uparrow}\left(z^{\prime}\right) d z^{\prime} \tag{4.180}
\end{equation*}
$$
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because $\Psi_{L}^{0 \downarrow}$ and $\Psi_{L}^{0 \uparrow}$ possess the same orbital character as $\Psi_{R}^{0 \downarrow}$ and $\Psi_{R}^{0 \uparrow}$, where $\frac{\vec{\partial}}{\partial z^{\prime}}$ acts to the right, whereas $\frac{\overleftarrow{\partial}}{\partial z^{\prime}}$ acts to the left. This is Eq. (A5) in Ref. [56]. The authors finally obtained:

$$
\begin{align*}
\delta t^{\uparrow \uparrow} & =-\delta t^{\downarrow \downarrow}=\frac{-i m^{*}}{\hbar^{2} k} \int_{0}^{a} \Psi_{L}^{0 \uparrow}\left(z^{\prime}\right) \frac{i}{2}\left\{\gamma_{D}\left(z^{\prime}\right) \frac{\vec{\partial}^{3}}{\partial z^{\prime 3}}-\frac{\overleftarrow{\partial^{3}}}{\partial z^{\prime 3}} \gamma_{D}\left(z^{\prime}\right)\right\} \Psi_{R}^{0 \uparrow}\left(z^{\prime}\right) d z^{\prime}  \tag{4.181}\\
& =\frac{-i m^{*}}{\hbar^{2} k} \frac{i}{2} \gamma_{D} \int_{0}^{a}\left\{\Psi_{L}^{0 \uparrow}\left(z^{\prime}\right) \frac{\partial^{3} \Psi_{R}^{0 \uparrow}\left(z^{\prime}\right)}{\partial z^{\prime 3}}-\Psi_{R}^{0 \uparrow}\left(z^{\prime}\right) \frac{\partial^{3} \Psi_{L}^{0 \uparrow}\left(z^{\prime}\right)}{\partial z^{\prime 3}}\right\} d z^{\prime}  \tag{4.182}\\
& =\frac{\gamma_{D} m^{*} q^{2} a}{2 \hbar^{2}} t_{k} \tag{4.183}
\end{align*}
$$

The result is that the correction to the transmission coefficient is independent of the incoming spin direction, $\left|\delta t^{\uparrow \uparrow}\right|^{2}=\left|\delta t^{\downarrow \downarrow}\right|^{2}$, in the present situation. It means that there is no particular spin filtering effect with normal electron incoming but only spin-dephasing or spin-rotation effects around the [1 $\overline{1} 0$ ] direction like demonstrated by Nguyen et al. [183].

### 4.3.2 Spin-dephasing effects occurring under normal incidence along the [110] direction [183]

In this part, we discuss the main results obtained by Nguyen et al. on the spin-dephasing or spin-rotation effects for a normal incidence of electrons within the conduction band along a [110]-oriented tunnel barrier of $T_{d}$ symmetry group. This geometry for electron tunneling is called paraprocess [183] in contrast to orthoprocess by which an incident particle travels through a [001]-oriented barrier under oblique incidence.


Figure 4.4: Schematic of spin rotation through the [110] barrier structure and the potential profile of the structure.

Along the specific [110] direction the Hamiltonian writes:

$$
\begin{equation*}
\mathcal{H}=\gamma_{C} k^{2}+\frac{1}{2 \sqrt{2}} \gamma_{D} k_{[110]}^{3}\left(\hat{\sigma}_{x}-\hat{\sigma}_{y}\right) \tag{4.184}
\end{equation*}
$$

where $k$ is the particle wave vector along the [110] direction in the barrier (mainly evanescent) and $\sigma_{x, y}$ the Pauli matrices representing the spin; $\gamma_{C}=\frac{\hbar^{2}}{2 m^{*}}$ (in $e V . \AA^{2}$ ) and $\gamma_{D}$ is the Dresselhaus SOI parameter (in $\mathrm{eV} . \mathrm{A}^{3}$ ). Note that the quantized spin axis lies along the [1 $\overline{1} 0$ ] direction that is in the barrier plane perpendicularly to the growth axis. It results in a characteristic electron energy given by:

$$
\begin{equation*}
E=\gamma_{C} k^{2} \pm \frac{1}{2} \gamma_{D} k^{3} \tag{4.185}
\end{equation*}
$$

where the wave vector $k$ admits a large imaginary part due to its evanescent character. The evanescent nature of the wave vector $k=k_{R}+i \kappa$ of the tunneling electron has several important impacts [183]:


Figure 4.5: (a) Spin density profile $\left\langle\sigma_{i}\right\rangle$ along the respective $i=x, y, z$ directions (the [100]-, [010]- and [001]-direction respectively) calculated using our 30-band $\boldsymbol{k} . \boldsymbol{p}$ platform for an incoming electron crossing a [110] GaAs tunnel barrier with incoming spin aligned along the z direction; (b) Same calculations giving the ratio $\frac{\left\langle\sigma_{x}\right\rangle+\left\langle\sigma_{y}\right\rangle}{\sqrt{2}\left\langle\sigma_{z}\right\rangle}$ showing the gradual rotation of the spin component in the $\{[001],[110]\}$ plane. The rotation is a manifestation of the spin dephasing effect. A nonzero value of $\theta$ at the interface (the positive value of $\frac{\left\langle\sigma_{x}\right\rangle+\left\langle\sigma_{y}\right\rangle}{\sqrt{2}\left\langle\sigma_{z}\right\rangle}$ close to origin depicted in inset figure) shows the spin mixing conductance of interface.
A) The requirement of a real energy $E$, negative from the top of the barrier conduction band, imposes a mixed character to the wavevector $k=Q+i K$ with the necessary addition of a real part $k_{r}=Q$ in order to satisfy this condition. For $\gamma_{D}=0, K^{2}=\frac{2 m^{*} \Delta_{B}}{\hbar^{2}}$.
B) The presence of a $k^{3}$ term along the [110] current flow needs a re-examination of the current operator definition in a reduced $2 \times 2$ spinor form [183]. A larger multiband Hamiltonian involving only linear $k$ and quadratic $k^{2}$ terms does not require such a re-examination.
C) In a $2 \times 2$ effective model, the current wave admits a discontinuity at both barrier interfaces related to $\gamma_{D}$ and such discontinuity is not related to a surface potential term but to the bulk Dresselhaus interaction. In a $14 \times 14,30 \times 30$ and $40 \times 40$ multiband model, such discontinuity in the current wave should be materialized by the connection with highly evanescent interfacial states originating from upper conduction band.
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Figure 4.6: Spin rotation, experienced by the outgoing electron transmitted through the [110] GaAs barrier, as a function of barrier height up to 0.6 eV . (a) Calculated with different k.p platforms for barrier thickness about $200 \AA$ and incident energy $e f=1.7 \mathrm{eV}$ above top of valence band. (b) Calculated with 30 bands k.p method with different barrier thickness. The rotation of the spin is almost linear proportional to the barrier height.
D) This tunneling paraprocess as well as the orthoprocess lead to the formation of specific evanescent textures in the imaginary space of the wave vector in the barriers which may be represented by evanescent loops. Such evanescent loops emerging and absorbed at the top of the barrier conduction band represent the (two) eigenvectors at a given energy characterized by their spin-direction not necessarily orthogonal (the Hamiltonian is not hermitian in the complex k space). However the condition of current continuity is still preserved.


FIGURE 4.7: Spin rotation experienced by the outgoing electron transmitted through the [110] GaAs barrier for different barrier thickness up to $300 \AA$. (a) Calculated with different k.p platforms for $d b=0.5 \mathrm{eV}$ and incident energy ef $=1.7 \mathrm{eV}$ above top of valence band. (b) Calculated with 30 bands $\mathbf{k} . \mathbf{p}$ method with different values of $d b$. The rotation of the spin is proportional to the barrier thickness.

From the statement $A$ ) and from Eq. 4.187, one can find $\delta k=Q$ in the limit $Q \ll K$ where $\gamma_{D}$ is small according to:

$$
\begin{equation*}
\delta E=2 \gamma_{C} k \delta k \pm \frac{1}{2} \gamma_{D} k^{3}=0 \tag{4.186}
\end{equation*}
$$

or

$$
\begin{equation*}
Q= \pm \frac{\gamma_{D} K^{2}}{4 \gamma_{C}}= \pm \frac{\gamma_{D} \Delta_{B}}{4 \gamma_{C}^{2}} \tag{4.187}
\end{equation*}
$$

where $\Delta_{B}=\gamma_{C} K^{2}$ is the barrier height. A non zero value for $\pm Q$ (+ and - respectively for spin up and spin down along [001] or [110] directions will result in a spin-dephasing from the initial $[1 ; 0]^{T}$ state towards $[\exp (i Q a) ; \exp (-i Q a)]$ after electrons has crossed the barrier of thickness $a$ :

$$
\begin{equation*}
\Delta \theta=\frac{\gamma_{D} \Delta_{B}}{4 \gamma_{C}^{2}} a \tag{4.188}
\end{equation*}
$$

giving a dephasing of $2 \pi$ would then correspond to a barrier thickness given by:

$$
\begin{equation*}
a_{2 \pi}=\frac{8 \pi \gamma_{C}^{2}}{\gamma_{D} \Delta_{B}} \tag{4.189}
\end{equation*}
$$



Figure 4.8: Spin rotation experienced by the outgoing electron transmitted through the [110] GaAs barrier for different as a function of barrier thickness with fixed barrier height $d b=0.5 \mathrm{eV}$ and different ghost-band coupling strength $\{\alpha\}$ (a) and at different $k_{c}$ (b) showing small differences.

Fig. 4.6b and 4.7b display the results of our 30-band $\boldsymbol{k} \cdot \boldsymbol{p}$ calculations of the spin-rotation observed through a GaAs tunnel barrier $\left(\gamma_{D} \simeq 25 \mathrm{eV} . \AA^{3}, \gamma_{C} \simeq 50 \mathrm{eV} . \AA^{2}\right) v s$. the barrier height $\Delta_{B}$ and the barrier thickness $a$, respectively. One observes a spin rotation linearly increasing with $\Delta_{B}$ as well as $a$. In the case of barrier height dependence, a characteristic slope inversely proportional to the barrier thickness while in contrast to barrier height ( $\Delta_{B}=$ band discontinuity - Fermi energy) with the barrier thickness dependence. For example, the slope is then found to be equal to $1.25 \times 10^{-2} \mathrm{rad} / \mathrm{nm}$ for $\Delta_{B}=0.5 \mathrm{eV}, 8.75 \times 10^{-3} \mathrm{rad} / \mathrm{nm}$ for $\Delta_{B}=0.3 \mathrm{eV}$ and $3.5 \times 10^{-3} \mathrm{rad} / \mathrm{nm}$ for $\Delta_{B}=0.1 \mathrm{eV}$ in Fig 4.7 b . This is in pretty good agreement with the formula 4.188 giving a slope of about $8 \times 10^{-3} \mathrm{rad} / \mathrm{nm}$ for $\Delta_{B}=0.3 \mathrm{eV}$. Figs. 4.6 a and 4.7 a shows moreover that the calculations remains robust whatever the multiband code chosen. And finally, Fig 4.8 shows small impact of ghost band on the spin rotation with different ghost band coupling parameters and different coupling point $k_{c}$.

To conclude: these good agreements among numerical calculations based on multiband k.p method and analytical developments of matching condition with effective Hamiltonian for [110] direction by Nguyen et al. [183] as well as perturbation method by Alekseev et al. [56] give another proof for the effectiveness of the ghost band method developed in this manuscript. Since then, we may use a multiband k.p Hamiltonian that avoids some difficulties with the $k^{3}$ or higher terms in effective Hamiltonian to consider spin transport phenomena along [110] direction or in general, along arbitrary directions that are interested.
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In today's spintronics technology, the generation and use of spin-currents, spin-orbit currents and spintorques are of a particular importance in the aim to switch a small magnetic element or a magnetic memory. This operation is generally possible without the use of any external magnetic field, by the transverse spincurrent via the so-called spin-transfer torque (STT). The current is injected from the top to the bottom of the device (in the so-called current perpendicular to plane (CPP) geometry), or via the spin-orbit torque (SOT) in an in-plane current injection geometry. Both STT and SOT mechanisms may provoke, hereafter, a switching of the small magnet from the basic principle conservation of angular momentum. The flux of the spd-hybridized orbital-angular-momentum current (spin but also orbital current) interacts with the local magnetization, typically the local 3 d magnetization of a transition metal or the 4 p band of the $(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As}$ ferromagnetic semiconductor.

Those switching functionalities require efficient spin current injection at ferromagnet-non magnetic interfaces as well as efficient spin-transfer torques (STT) and possibly efficient spin-Hall effect (SHE) [266]. At present, STT and more particularly SOT switching has been achieved in metallic systems, semiconductors involving $(\mathrm{Ga}, \mathrm{Mn})$ As and topological insulators, thus requiring the synthesis of bilayers, one made of heavy material with strong spin-orbit interactions (like Pt, or even In in InGaAs compounds) in contact with the thin magnetic element to flip. The description of magnetic switching is then provoked by the dissipation, close to the interface, of the two components of the spin-current transverse to the local magnetization direction playing the role of spin torque. The two components are respectively called, the antidamping or Slonczewski component for the one generating a torque towards the direction of the spin injected, and field-like torque for the one generating a torque perpendicularly to the spin injected. In that context, investigations of SOI in solids, interfaces, as well as tunnel junctions are of mandatory [110, 267, 268]. Moreover, SOI at an interface with a broken inversion symmetry can lead to the observation of Bychkov-Rashba-split states [269] for carriers propagating along surface or interface states. Such a splitting, if well controlled, can be used to convert a perpendicular spin current into a lateral charge current by Inverse-Rashba or Inverse Edelstein effect [97, 270, 271]. Alternatively, SOI can lead to inherent spin-memory loss (SML) [239, 272] or spin-current discontinuities [273] when electrons cross interfaces. In that context, investigations of SOI in solids and at interfaces are mandatory for basic physics. No much attention has been paid to the particular anatomy of the electronic spin-polarized transport at SOI-magnetic interfaces where exchange-split interface states may be observed [274-276]. This is the essence of the present chapter and following sections to describe such spin-current local magnetic-moment interactions and subsequent magnetic commutation principles involving both spin and orbital degree of freedom.

Beside metals systems in which one may obtain STT and SOT switching at room temperature, the STT and SOT with ferromagnetic semiconductor also has been tremendous attracted due to low critical switching current density [5]. In the context of GaAs materials concerning semiconductor devices, beyond the demonstration of STT mechanisms in trilayer $(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As} /(\mathrm{In}, \mathrm{Ga}) \mathrm{As} /(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As}$ magnetic tunnel junctions [6, 7], Chernysov [8] was the first to demonstrate the switching functionality in bulk GaMnAs using the properties of the SOI. Those results showing up a reduction/increase of the switching field $v s$. sign and amplitude of current injection were explained by the contribution of an effective magnetic field, proportional to the current injected in size and in sign, able to take part to the switching-field process. The inner strain field and related spin-orbit field in the bulk, leading to an inversion asymmetry and $k$-dependent potential terms in the reciprocal space was invoked to explain this phenomena. More recently, the group of Tanaka at the University of Tokyo [5], demonstrated the switching of a 7 nm thick ( $\mathrm{Ga}, \mathrm{Mn}$ )As single layer by SOT mechanism with the help of the particular Dresselhaus interaction potential characteric of the $\mathrm{T}_{d}$ symmetry group of GaAs and $(\mathrm{Ga}, \mathrm{Mn})$ As compound (Fig. 5.1). However, the use of a quite thick ( $\mathrm{In}, \mathrm{Ga}$ )As template buffer layer, in the latter case, cannot totally rule out the spin-Hall effect as partly responsible for the magnetic switching. If the switching mechanism is strongly investigated in terms of interaction between spin-current


FIgure 5.1: The SOT switching and the relevant switching mechanism; (a,b) Fieldassisted SOT switching with $\boldsymbol{J} \|[\overline{1} 10]$ and $H_{y}= \pm 500$ oe and with $\boldsymbol{J} \|[110]$ and $H_{y}= \pm 500$ oe. (c,d) illustrations of the torques exerted by the external field ( $\tau_{\text {ext }}$ ), the anisotropy field ( $\tau_{a n}$ ) and the spin component along the x direction $\left(\boldsymbol{\tau}_{S T}\right)$ with $\boldsymbol{J}>0$ when $H_{y}>0$ and $H_{y}<0$, here $\boldsymbol{m}$ lies in the y-z plane. Taken from [5].
and local magnetization viewed as a mono-domain (using the so-called Landau-Lifshitz-Gilbert equation describing the magnetization dynamics [277, 278]), the investigation of spin-orbit torques in domain walls has been the matter of recent subject of debates. The latest results [9] emphasized on the particular role of the bulk component of the SOT in $(\mathrm{Ga}, \mathrm{Mn})$ As compared to the potential interface contribution.

## This work and requirement of a multiband treatment

In the present work and following sections, we focus on the spin-torque components exerted on $(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As}$ by the spin and angular-momentum current generated in a trilayer system by a $(\mathrm{Ga}, \mathrm{Mn})$ As polarizer. We calculate the two components of the torques versus angle, versus energy, and versus the thickness of the soft layer to be switched in order to compare with actual prevalent theories excluding the orbital part. Moreover, from the point of view of the spin-transfer and spin-orbit torque anatomy, we show that the interplay of SOI and exchange interactions at interfaces and tunnel junctions may result in a large difference of transmission for carriers, depending on the sign of their incident in-plane wave vector: this leads to interfacial skew-tunneling effects that we refer to as anomalous tunnel Hall effect (ATHE) [12] or tunnel anomalous Hall effect (TAHE) like proposed by other international groups [11]. In a $2 \times 2$ exchange-split band model, the transmission asymmetry $(\mathcal{A})$ between incidence angles related to $+k_{\|}$and $-k_{\|}$wave vector components, is shown to be maximal at peculiar points of the Brillouin zone corresponding to a totally quenched transmission ( $\mathcal{A}=\frac{T_{+k_{\|}}-T_{-k_{\|}}}{T_{+k_{\|}}-T_{-k_{\|}}}=100 \%$ ) making the transmission difference from the standard tunneling case.

More generally by inclusion of SOI, we demonstrate the universal character of the transmission asymmetry $\mathcal{A}$ vs. in-plane wave vector component, for given reduced kinetic energy and exchange parameter, $\mathcal{A}$ being universally scaled by a unique function, independent of the spin-orbit strength and of the material
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parameters. Similarly, striking tunneling phenomena arising in topological insulators have just been predicted. While they all are related to the spin-orbit directional anisotropy, ATHE differs from the tunneling planar Hall effect [279], spontaneous anomalous and spin Hall effects [280], or spin-galvanic effect [281], previously reported for electron transport, by its giant forward asymmetry and chiral nature. These features have non-trivial connection with the symmetry properties of the system. All these results show that a new class of tunneling phenomena can now be investigated and experimentally probed.

### 5.1 General argument on the spin-transfer torque (STT) and spinorbit torque (SOT) free of orbital-momentum contributions

We consider first, the spin-transfer mechanism in 3d transition metals without involving orbital terms. Those originate from the spin-current/local magnetic moment interactions via the $s-d$ exchange interactions. We write $\hat{\mathcal{H}}_{s p-d}=-J_{s p-d} \boldsymbol{S} . \boldsymbol{M}$ where $J_{s p-d}$ is the exchange constant $\left(\left|J_{s p-d} \boldsymbol{M}\right| \simeq 0.1 \mathrm{eV} / \hbar\right)$ between the $4 s-4 p$ conduction electrons carrying an average spin $\hat{\boldsymbol{\sigma}}$, and the local magnetization $\boldsymbol{M}$ of $3 d$ orbital character. Here, $\hat{\boldsymbol{\sigma}}$ is written in unit of $\hbar$. It results that:
i) The effective magnetic field $\boldsymbol{B}$ and the subsequent torque $\boldsymbol{T}$ generated by the conduction electrons on the local $3 d$ magnetization of a unit vector $\boldsymbol{m}=\frac{\boldsymbol{M}}{M_{S}}$ respectively write:

$$
\begin{align*}
\boldsymbol{B} & =J_{s p-d} \hat{\boldsymbol{\sigma}}  \tag{5.1}\\
\boldsymbol{T} & =\gamma J_{s p-d} \hat{\boldsymbol{\sigma}} \times \boldsymbol{M} \tag{5.2}
\end{align*}
$$

ii) Conversely, the effective magnetic field $\tilde{\boldsymbol{B}}$ as well as the torque $\tilde{\boldsymbol{T}}$ acting on the conduction spin $4 s$ write in reaction:

$$
\begin{align*}
& \tilde{\boldsymbol{B}}=\frac{J_{s p-d}}{\gamma} \boldsymbol{M}  \tag{5.3}\\
& \tilde{\boldsymbol{T}}=\gamma J_{s p-d} \boldsymbol{M} \times \hat{\boldsymbol{\sigma}} \tag{5.4}
\end{align*}
$$

$\tilde{\boldsymbol{T}}=-\boldsymbol{T}$ should be associated to the conservation of the total spin moment $4 s p+3 d$. It results that, in a non-collinear magnetic configuration, the dissipation of a given component of the spin-current carried by the $4 s p$ conduction electrons by precession or decoherence and transverse to the local magnetization will be associated to a transfer of angular momentum towards the local magnetic moment, at least when the spin-flip mechanisms ${ }^{1}$ are neglectable. Without spin-flip term, one obtains:

$$
\begin{equation*}
\frac{\partial \boldsymbol{M}}{\partial t}=-\gamma \frac{\partial \boldsymbol{s}}{\partial t} \tag{5.5}
\end{equation*}
$$

iii) On the other hand, we are able to calculate the magnetization dynamics of the conduction electrons according to the principles of quantum mechanics applied to the Bloch electronic wavefunctions. This writes:

$$
\begin{equation*}
\gamma \frac{\partial \boldsymbol{s}}{\partial t}=-\boldsymbol{\nabla} \boldsymbol{j}_{s}+\frac{J_{s p-d}}{\hbar} \boldsymbol{M} \times \boldsymbol{s}-\gamma \frac{\boldsymbol{s}}{\tau_{s}} \tag{5.6}
\end{equation*}
$$

where $\boldsymbol{j}_{s}$ is the spin-current due to the polarized carriers and where $\tau_{s}$ is the characteristic time for spinflip corresponding to the longitudinal component parallel to the local magnetization. This time may be

[^4]considered as long compared to the characteristic precession time. In steady-state regime, one has $\frac{\partial s}{\partial t}=0$, the volume integral of the torque acting on the small ferromagnetic element (5.5) writes:
\[

$$
\begin{equation*}
\boldsymbol{\Gamma}=\frac{\partial \int_{\Omega} \boldsymbol{M}}{\partial t}=\int_{\Omega} \frac{\partial \boldsymbol{M}}{\partial t}=-\int_{\Omega} \boldsymbol{\nabla} \boldsymbol{j}_{s}-\gamma \int_{\Omega} \frac{\boldsymbol{s}}{\tau_{s}} \tag{5.7}
\end{equation*}
$$

\]

or:

$$
\begin{equation*}
\boldsymbol{\Gamma}=\frac{\partial \int_{\Omega} \boldsymbol{M}}{\partial t}=\left(\boldsymbol{I}_{s}(0)-\boldsymbol{I}_{s}(t)-\gamma \int_{\Omega} \frac{\boldsymbol{s}}{\tau_{s}}\right) \tag{5.8}
\end{equation*}
$$

It results that the total torques simply equals the difference between the incoming $\left(\boldsymbol{I}_{s}(0)\right)$ and outgoing $\left(\boldsymbol{I}_{s}(d)\right)$ flux of spins transverse to the local magnetization that we call $\hat{\boldsymbol{T}}^{\|}$and $\hat{\boldsymbol{T}}^{\perp}$ crossing the ferromagnetic element integrated on the whole surface. The second term to the right is negative, and represents a counter balance due to the spin loss during the spin-transfer mechanism [282]. To conclude, without orbital moment, one can easily describe the two components of the torques according to:

$$
\begin{equation*}
\boldsymbol{T}_{\text {spin-torque }}=a_{j} \boldsymbol{M} \times(\boldsymbol{M} \times \boldsymbol{s})-b_{j} \boldsymbol{M} \times \boldsymbol{s} \tag{5.9}
\end{equation*}
$$

- The component $\hat{\boldsymbol{T}}^{\perp}=\frac{b_{j}}{\hbar} \boldsymbol{M} \times \boldsymbol{s}$ is called the 'field-like' component given by the imaginary part of the spin-mixing conductance in the Landauer formula.
- The component $\hat{\boldsymbol{T}}^{\|}=\frac{a_{j}}{\hbar} \boldsymbol{M} \times(\boldsymbol{M} \times \boldsymbol{s})$ is called the 'antidamping' component given by the real part of the spin-mixing conductance in the Landauer formula.
where the parameters $a_{j}$ et $b_{j}$ depend on the current density and the material parameters as the interface conductance.


### 5.2 Definition of the spin-current operator and spin-current

The concept of spin-current is crucial for spintronics. However, its definition in a medium where SOI is present remains a subtle point that gives rise to intense discussions and sometimes epistemological controversies [235, 283-286]. Up to now, the standard definition is to write the spin-current tensor as the symmetrized dyadic product $\hat{\sigma} \boldsymbol{v}$ where the velocity $\boldsymbol{v}$ is defined from Hamilton's relation.


FIGURE 5.2: Band structure's profile of a simple (Ga,Mn)As/GaAs/(Ga,Mn)As based tunnel junction.

$$
\begin{gather*}
\hat{\boldsymbol{J}}=\frac{1}{2}(\boldsymbol{v} \hat{\sigma}+\hat{\sigma} \boldsymbol{v})  \tag{5.10}\\
\boldsymbol{v}=\frac{\partial H}{\partial \boldsymbol{p}} \tag{5.11}
\end{gather*}
$$

The conceptual difficulty in current definition is of a general nature and extends to a wide range of physical systems. Because the spin current may be not conserved, there may exist a source term G such that the continuity equation for the density $\rho$ of a physical quantity can be expressed in terms of the current $\boldsymbol{J}$ and G:

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}=-\nabla \cdot J+G \tag{5.12}
\end{equation*}
$$

The point is that the source term is not well defined. It can be modified, an arbitrary part of it can be incorporated in the divergence term, accordingly changing the current definition so that only the current/source couple has a physical meaning [235, 285, 287]. This is analogous to a gauge transformation where different vector/scalar-potential couples account for a unique physical reality. In spintronics, the source term is referred to as the 'spin transfer torque'. Then, the problem of defining both current and source terms in a conservation law is an old problem that was discussed in depth by Feynman [288] in his lecture on electromagnetic-field energy current and also by De Groot and Mazure [289] in the context of nonequilibrium thermodynamics, for which, however, the second law of thermodynamics provides additional conditions allowing the currents to be uniquely defined. Even though the argument cannot be used as such in the case of (possibly nondissipative, permanent) quantum currents, there are situations where the equilibrium or steady state regimes impose boundary conditions that lead to unambiguous identification.

Now we are going to consider the spin current corresponding to the two cases of boundary conditions: the standard boundary condition or BDD boundary condition and the boundary condition involving surface potentials.The typical structure under study is composed of a tunnel barrier corresponding to holes with the VB like displayed in Fig. 5.2.

### 5.2.1 Spin-current and spin-torque with standard matching conditions

Starting with the derivation of spin density $\langle\Psi| \hat{\sigma}_{\alpha}|\Psi\rangle$ given by:

$$
\begin{align*}
i \hbar \frac{\partial\langle\Psi| \hat{\sigma}_{\alpha}|\Psi\rangle}{\partial t} & =i \hbar \frac{\partial\left\langle\Psi \mid \hat{\sigma}_{\alpha} \Psi\right\rangle}{\partial t}=i \hbar\left[\left\langle\left.\frac{\partial \Psi}{\partial t} \right\rvert\, \hat{\sigma}_{\alpha} \Psi\right\rangle+\left\langle\Psi \left\lvert\, \hat{\sigma}_{\alpha} \frac{\partial \Psi}{\partial t}\right.\right\rangle\right]  \tag{5.13}\\
& =-\left\langle H \Psi \mid \hat{\sigma}_{\alpha} \Psi\right\rangle+\left\langle\Psi \mid \hat{\sigma}_{\alpha} H \Psi\right\rangle=-\left\langle\hat{\sigma}_{\alpha}^{\dagger} H \Psi \mid \Psi\right\rangle+\left\langle\Psi \mid \hat{\sigma}_{\alpha} H \Psi\right\rangle \tag{5.14}
\end{align*}
$$

where $\hat{\sigma}_{\alpha}$ is the Pauli operator, $\hat{\sigma}_{\alpha}=\left\{\sigma_{x}, \sigma_{y}, \sigma_{z}\right\}$.
Since $H$ and $\hat{\sigma}$ are hermitian operators therefore we have:

$$
\begin{align*}
H & =H^{\dagger} \\
\hat{\sigma} & =\hat{\sigma}^{\dagger} \tag{5.15}
\end{align*}
$$

thus

$$
\begin{equation*}
(H \hat{\sigma})^{\dagger}=\hat{\sigma}^{\dagger} H^{\dagger}=\hat{\sigma} H=H \hat{\sigma}+[\hat{\sigma}, H] \tag{5.16}
\end{equation*}
$$

Using relations 5.15 then 5.14 can be rewritten as:

$$
\begin{equation*}
i \hbar \frac{\partial\langle\Psi| \hat{\sigma}_{\alpha}|\Psi\rangle}{\partial t}=\left\langle\Psi \mid \hat{\sigma}_{\alpha} H \Psi\right\rangle-\left\langle\hat{\sigma}_{\alpha} H \Psi \mid \Psi\right\rangle=2 i\left(\operatorname{Im}\left[\left\langle\Psi \mid \hat{\sigma}_{\alpha} H \Psi\right\rangle\right]\right) \tag{5.17}
\end{equation*}
$$



Figure 5.3: Profiles of 3-components of the spin current collinear to $\sigma_{x}, \sigma_{y}$ and $\sigma_{z}$ inside (Ga,Mn)As/GaAs/(Ga,Mn)As (fig. 5.2). The magnetization of the thick layer to the left is along z whereas the one to the right is transverse that is along x. Calculations have been performed with respective (a,d) 6-, (b,e) 30- and (c,f) 40-band $\boldsymbol{k} . \boldsymbol{p}$ models showing equivalent results. The energy of hole $E_{f}=-0.03 \mathrm{eV}$ and corresponding to in-plane wave vector $k_{| |}=\left[\begin{array}{ll}0 & 0\end{array}\right](\mathrm{a}, \mathrm{b}, \mathrm{c})$ and $k_{| |}=\left[\begin{array}{lll}0.05 \AA & 0\end{array}\right]$
(d,e,f).

Since $2 \hat{\sigma} H=\hat{\sigma} H+H \hat{\sigma}+[\hat{\sigma}, H](\operatorname{Eq} 5.16)$ together with Eq 5.17 we have:

$$
\begin{equation*}
\frac{\partial\langle\Psi| \hat{\sigma}_{\alpha}|\Psi\rangle}{\partial t}=\operatorname{Im}\left[\frac{1}{\hbar}\left\langle\Psi \mid\left(\hat{\sigma}_{\alpha} H+H \hat{\sigma}_{\alpha}\right) \Psi\right\rangle\right]+\operatorname{Im}\left[\frac{1}{\hbar}\langle\Psi \mid[\hat{\sigma}, H] \Psi\rangle\right] \tag{5.18}
\end{equation*}
$$

For convenience, we write the Hamiltonian as in Eq.3.19:

$$
\begin{equation*}
H=\sum_{j} a_{j} \boldsymbol{p}_{\boldsymbol{j}}+\sum_{j, k} b_{j k} \boldsymbol{p}_{\boldsymbol{j}} \boldsymbol{p}_{\boldsymbol{k}} \tag{5.19}
\end{equation*}
$$

Here we have $\left(a_{j}\right)^{\dagger}=a_{j}$ and $\left(b_{j k}\right)^{\dagger}=b_{j k}$ and thus:

$$
\begin{array}{r}
\left(a_{j} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} a_{j}\right)^{\dagger}=a_{j} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} a_{j} \\
\left(b_{j k} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} b_{j k}\right)^{\dagger}=b_{j k} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} b_{j k} \tag{5.21}
\end{array}
$$

Chapter 5. Anatomy of spin-orbit currents for spin-torque and spin-orbit torque in spintronic semiconductor devices

We now consider the term:

$$
\begin{align*}
& \sum_{j, k} \boldsymbol{p}_{i}\langle\Psi| b_{j k} \boldsymbol{p}_{k} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} b_{j k} \boldsymbol{p}_{k}|\Psi\rangle \\
& =\sum_{j, k}\left[-\left\langle\boldsymbol{p}_{j} \Psi\right| b_{j k} \boldsymbol{p}_{k} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} b_{j k} \boldsymbol{p}_{k}|\Psi\rangle+\langle\Psi| \boldsymbol{p}_{j} b_{j k} \boldsymbol{p}_{k} \hat{\sigma}_{\alpha}+\boldsymbol{p}_{j} \hat{\sigma}_{\alpha} b_{j k} \boldsymbol{p}_{k}|\Psi\rangle\right]  \tag{5.22}\\
& =\sum_{j, k}\left[-\left\langle\boldsymbol{p}_{j} \Psi\right| b_{j k} \boldsymbol{p}_{k} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} b_{j k} \boldsymbol{p}_{k}|\Psi\rangle+\langle\Psi| b_{j k} \boldsymbol{p}_{j} \boldsymbol{p}_{k} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} b_{j k} \boldsymbol{p}_{j} \boldsymbol{p}_{k}|\Psi\rangle\right]
\end{align*}
$$

where we have used the fact that $\boldsymbol{p}_{j} b_{j k} \boldsymbol{p}_{k}=b_{j k} \boldsymbol{p}_{j} \boldsymbol{p}_{k}$ and $\boldsymbol{p}_{j} \hat{\sigma}_{\alpha} b_{j k} \boldsymbol{p}_{k}=\hat{\sigma}_{\alpha} b_{j k} \boldsymbol{p}_{j} \boldsymbol{p}_{k}$. Doing the same, one has:

$$
\begin{align*}
& \sum_{j, k} \boldsymbol{p}_{j}\left\langle\boldsymbol{p}_{k} \Psi\right| b_{j k} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} b_{j k}|\Psi\rangle \\
& =\sum_{j, k}\left[-\left\langle\boldsymbol{p}_{j} \boldsymbol{p}_{k} \Psi\right| b_{j k} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} b_{j k}|\Psi\rangle+\left\langle\boldsymbol{p}_{k} \Psi\right| \boldsymbol{p}_{j} b_{j k} \hat{\sigma}_{\alpha}+\boldsymbol{p}_{j} \hat{\sigma}_{\alpha} b_{j k}|\Psi\rangle\right]  \tag{5.23}\\
& =\sum_{j, k}\left[-\left\langle\boldsymbol{p}_{j} \boldsymbol{p}_{k} \Psi\right| b_{j k} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} b_{j k}|\Psi\rangle+\left\langle\boldsymbol{p}_{k} \Psi\right| b_{j k} \boldsymbol{p}_{j} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} b_{j k} \boldsymbol{p}_{j}|\Psi\rangle\right]
\end{align*}
$$

Because:

$$
\begin{align*}
& \boldsymbol{p}_{j}\left\langle\boldsymbol{p}_{k} \Psi\right| b_{j k} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} b_{j k}|\Psi\rangle=\boldsymbol{p}_{j}\left\langle\left(b_{j k} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} b_{j k}\right)^{\dagger} \boldsymbol{p}_{k} \Psi \mid \Psi\right\rangle  \tag{5.24}\\
& =\boldsymbol{p}_{j}\left\langle\left(b_{j k} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} b_{j k}\right) \boldsymbol{p}_{k} \Psi \mid \Psi\right\rangle=\boldsymbol{p}_{j}\left\langle\left(b_{j k} \boldsymbol{p}_{k} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} b_{j k} \boldsymbol{p}_{k}\right) \Psi \mid \Psi\right\rangle
\end{align*}
$$

and:

$$
\begin{align*}
& \left\langle\boldsymbol{p}_{j} \boldsymbol{p}_{k} \Psi\right| b_{j k} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} b_{j k}|\Psi\rangle=\left\langle\left(b_{j k} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} b_{j k}\right)^{\dagger} \boldsymbol{p}_{j} \boldsymbol{p}_{k} \Psi \mid \Psi\right\rangle \\
& =\left\langle\left(b_{j k} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} b_{j k}\right) \boldsymbol{p}_{j} \boldsymbol{p}_{k} \Psi \mid \Psi\right\rangle=\left\langle\left(b_{j k} \boldsymbol{p}_{j} \boldsymbol{p}_{k} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} b_{j k} \boldsymbol{p}_{j} \boldsymbol{p}_{k}\right) \Psi \mid \Psi\right\rangle \tag{5.25}
\end{align*}
$$

and:

$$
\begin{equation*}
\sum_{j, k}\left\langle\boldsymbol{p}_{j} \Psi\right| b_{j k} \boldsymbol{p}_{k} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} b_{j k} \boldsymbol{p}_{k}|\Psi\rangle=\sum_{j, k}\left\langle\boldsymbol{p}_{k} \Psi\right| b_{j k} \boldsymbol{p}_{j} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} b_{j k} \boldsymbol{p}_{j}|\Psi\rangle \tag{5.26}
\end{equation*}
$$

From 5.22, $5.23,5.24,5.25$ and 5.26, one gets:

$$
\begin{equation*}
\sum_{j, k} \boldsymbol{p}_{j}\left(\operatorname{Real}\langle\Psi| b_{j k} \boldsymbol{p}_{k} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} b_{j k} \boldsymbol{p}_{k}|\Psi\rangle\right)=i \sum_{j, k} \operatorname{Im}\left(\langle\Psi| b_{j k} \boldsymbol{p}_{j} \boldsymbol{p}_{k} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} b_{j k} \boldsymbol{p}_{j} \boldsymbol{p}_{k}|\Psi\rangle\right) \tag{5.27}
\end{equation*}
$$

or

$$
\begin{align*}
& \sum_{j} \boldsymbol{p}_{j}\left[\operatorname{Real}\langle\Psi|\left(\sum_{k} b_{j k} \boldsymbol{p}_{k}\right) \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha}\left(\sum_{k} b_{j k} \boldsymbol{p}_{k}\right)|\Psi\rangle\right] \\
= & i \sum_{j} \operatorname{Im}\left[\langle\Psi|\left(\sum_{k} b_{j k} \boldsymbol{p}_{j} \boldsymbol{p}_{k}\right) \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha}\left(\sum_{j} b_{j k} \boldsymbol{p}_{j} \boldsymbol{p}_{k}\right)|\Psi\rangle\right] \tag{5.28}
\end{align*}
$$



FIGURE 5.4: Derivative of three components of spin-current and three components spin-torque calculated using 30-band $\boldsymbol{k} . \boldsymbol{p}$ model for normal incidence ( $k_{| |}=0$ ) and oblique incidence ( $k_{\|}=0.05 \AA ̊$ ) and different energies of hole: $E_{f}=0.01 \mathrm{eV}$ and $E_{f}=0.045 \mathrm{eV}$. The exchange energy $\Delta_{\text {exc }}=0.15 \mathrm{eV}$.
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Consider the term:

$$
\begin{array}{r}
\sum_{j} \boldsymbol{p}_{j}\langle\Psi| a_{j} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} a_{j}|\Psi\rangle=\sum_{j}\left[-\left\langle\boldsymbol{p}_{j} \Psi\right| a_{j} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} a_{j}|\Psi\rangle+\langle\Psi| \boldsymbol{p}_{j} a_{j} \hat{\sigma}_{\alpha}+\boldsymbol{p}_{j} \hat{\sigma}_{\alpha} a_{j}|\Psi\rangle\right] \\
=\sum_{j}\left[-\left\langle\left(a_{j} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} a_{j}\right)^{\dagger} \boldsymbol{p}_{j} \Psi \mid \Psi\right\rangle+\langle\Psi| a_{j} \boldsymbol{p}_{j} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} a_{j} \boldsymbol{p}_{j}|\Psi\rangle\right] \\
=\sum_{j}\left[-\left\langle\left(a_{j} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} a_{j}\right) \boldsymbol{p}_{j} \Psi \mid \Psi\right\rangle+\langle\Psi| a_{j} \boldsymbol{p}_{j} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} a_{j} \boldsymbol{p}_{j}|\Psi\rangle\right]  \tag{5.29}\\
=\sum_{j}\left[-\left\langle\left(a_{j} \boldsymbol{p}_{j} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} a_{j} \boldsymbol{p}_{j}\right) \Psi \mid \Psi\right\rangle+\langle\Psi| a_{j} \boldsymbol{p}_{j} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} a_{j} \boldsymbol{p}_{j}|\Psi\rangle\right] \\
=2 i \sum_{j} \operatorname{Im}\left(\langle\Psi| a_{j} \boldsymbol{p}_{j} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} a_{j} \boldsymbol{p}_{j}|\Psi\rangle\right)
\end{array}
$$

to give

$$
\begin{equation*}
\sum_{j} \boldsymbol{p}_{j}\langle\Psi| \frac{a_{j}}{2} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} \frac{a_{j}}{2}|\Psi\rangle=i \sum_{j} \operatorname{Im}\left(\langle\Psi| a_{j} \boldsymbol{p}_{j} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} a_{j} \boldsymbol{p}_{j}|\Psi\rangle\right) \tag{5.30}
\end{equation*}
$$

Doing the same we get also:

$$
\begin{equation*}
\sum_{j} \boldsymbol{p}_{j}\left\langle\left.\left(\frac{a_{j}}{2} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} \frac{a_{j}}{2}\right) \Psi \right\rvert\, \Psi\right\rangle=i \sum_{j} \operatorname{Im}\left(\langle\Psi| a_{j} \boldsymbol{p}_{j} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} a_{j} \boldsymbol{p}_{j}|\Psi\rangle\right) \tag{5.31}
\end{equation*}
$$

From Eqs 5.30 and 5.31:

$$
\begin{equation*}
2 \sum_{j} \boldsymbol{p}_{j}\left(\operatorname{Re}\langle\Psi| \frac{a_{j}}{2} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} \frac{a_{j}}{2}|\Psi\rangle\right)=2 i \sum_{j} \operatorname{Im}\left(\langle\Psi| a_{j} \boldsymbol{p}_{j} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} a_{j} \boldsymbol{p}_{j}|\Psi\rangle\right) \tag{5.32}
\end{equation*}
$$

or:

$$
\begin{equation*}
\sum_{j} \boldsymbol{p}_{j}\left(\operatorname{Re}\langle\Psi| \frac{a_{j}}{2} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} \frac{a_{j}}{2}|\Psi\rangle\right)=i \sum_{j} \operatorname{Im}\left(\langle\Psi| a_{j} \boldsymbol{p}_{j} \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha} a_{j} \boldsymbol{p}_{j}|\Psi\rangle\right) \tag{5.33}
\end{equation*}
$$

From Eqs 5.28 and 5.33, one has:

$$
\begin{align*}
& \sum_{j} \boldsymbol{p}_{j}\left[\operatorname{Real}\langle\Psi|\left(\frac{a_{j}}{2}+\sum_{k} b_{j k} \boldsymbol{p}_{k}\right) \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha}\left(\frac{a_{j}}{2}+\sum_{k} b_{j k} \boldsymbol{p}_{k}\right)|\Psi\rangle\right]  \tag{5.34}\\
= & i \sum_{j} \operatorname{Im}\left[\langle\Psi|\left(a_{j} \boldsymbol{p}_{j}+\sum_{k} b_{j k} \boldsymbol{p}_{j} \boldsymbol{p}_{k}\right) \hat{\sigma}_{\alpha}+\hat{\sigma}_{\alpha}\left(a_{j} \boldsymbol{p}_{j}+\sum_{j} b_{j k} \boldsymbol{p}_{j} \boldsymbol{p}_{k}\right)|\Psi\rangle\right]
\end{align*}
$$

If we introduce $\hat{\mathbf{J}}_{j}^{\alpha}$ as the $\alpha(\alpha=\{x, y, z\})$ component of spin current operator, along the $j$ direction $(j=\{x, y, z\})$ of the charge current,

$$
\begin{equation*}
\hat{\mathbf{J}}_{j}^{\alpha}=\frac{\hat{\sigma}_{\alpha}}{2} \frac{\partial H}{\partial \boldsymbol{p}_{j}}+\frac{\partial H}{\partial \boldsymbol{p}_{j}} \frac{\hat{\sigma}_{\alpha}}{2}=\hat{\sigma}_{\alpha}\left(\frac{a_{j}}{2}+\sum_{k} b_{j k} \boldsymbol{p}_{k}\right)+\left(\frac{a_{j}}{2}+\sum_{k} b_{j k} \boldsymbol{p}_{k}\right) \hat{\sigma}_{\alpha} \tag{5.35}
\end{equation*}
$$

Using $\boldsymbol{p}_{j}=-i \hbar \boldsymbol{\nabla}_{j}$ then Eq 5.34 becomes:

$$
\begin{equation*}
-\sum_{j} \nabla_{j}\left(\operatorname{Re}\left\langle\Psi \mid \hat{\mathbf{J}}_{j}^{\alpha} \Psi\right\rangle\right)=\frac{1}{\hbar} \operatorname{Im}\left\langle\Psi \mid\left(\hat{\sigma}_{\alpha} H+H \hat{\sigma}_{\alpha}\right) \Psi\right\rangle \tag{5.36}
\end{equation*}
$$



Figure 5.5: (a) The parallel and perpendicular components of spin torque act on the right FM as the function of the distance from right interface between barrier and right FM, calculated with zero bias, hole's energy $E_{f}=-0.05 \mathrm{eV}$ and exchange energy $\Delta_{\text {exc }}=0.15 \mathrm{eV}$ in framework of the 30-band $\boldsymbol{k} \cdot \boldsymbol{p}$ tunneling code; (b) Spin torque spatial distribution of the parallel and perpendicular components of the spin torque for positive and negative bias, taken from Ref.[290].

Finally, from 5.18 and 5.36, one has

$$
\begin{equation*}
\frac{\partial\langle\Psi| \hat{\sigma}_{\alpha}|\Psi\rangle}{\partial t}=-\sum_{j} \nabla_{j}\left(\operatorname{Re}\left\langle\Psi \mid \hat{\mathbf{J}}_{j}^{\alpha} \Psi\right\rangle\right)+\operatorname{Im}\left[\frac{1}{\hbar}\left\langle\Psi \mid\left[\hat{\sigma}_{\alpha}, H\right] \Psi\right\rangle\right] \tag{5.37}
\end{equation*}
$$

If we introduce $\tau_{s}^{\alpha}=\frac{1}{i \hbar}\left[\hat{\sigma}_{\alpha}, H\right]=-\frac{i}{\hbar}\left[\hat{\sigma}_{\alpha}, H\right]$ then:

$$
\begin{equation*}
\frac{\partial\langle\Psi| \hat{\sigma}_{\alpha}|\Psi\rangle}{\partial t}=-\sum_{j} \nabla_{j}\left(\operatorname{Re}\left\langle\Psi \mid \hat{\mathbf{J}}_{j}^{\alpha} \Psi\right\rangle\right)+\operatorname{Re}\left[\left\langle\Psi \mid \tau_{s}^{\alpha} \Psi\right\rangle\right] \tag{5.38}
\end{equation*}
$$

where we have used

$$
\begin{equation*}
\operatorname{Im}\left[\frac{1}{\hbar}\left\langle\Psi \mid\left[\hat{\sigma}_{\alpha}, H\right] \Psi\right\rangle\right]=\operatorname{Re}\left[\frac{1}{i \hbar}\left\langle\Psi \mid\left[\hat{\sigma}_{\alpha}, H\right] \Psi\right\rangle\right] \tag{5.39}
\end{equation*}
$$

In the case, when the Hamiltonian is time independent, we obtain the continuity equation for the spin current according to the following form:

$$
\begin{equation*}
\sum_{j} \nabla_{j} \cdot\left(\operatorname{Re}\left\langle\Psi \mid \hat{\mathbf{J}}_{j}^{\alpha} \Psi\right\rangle\right)=\operatorname{Re}\left[\left\langle\Psi \mid \tau_{s}^{\alpha} \Psi\right\rangle\right] \tag{5.40}
\end{equation*}
$$

which means that, unlike the charge current which is always conserved, the spin current is conserved on the condition that the Hamiltonian in the bulk and at the interface (see the following section) commutes with the corresponding spinor. On this unique condition, the spin current is conserved within the whole heterostructure. If one considers, for example, the case of a spin-orbit coupling of the form $H_{S . O}=\mathbf{L} . \mathbf{S}$, one can easily observe that its commutator with the spin physical observable $\mathbf{S}$ is not zero but includes the orbital-moment operator $\mathbf{L}$, playing the role of a non-zero external magnetic field acting on the spin. By reciprocity, the orbital current (not defined here, see for instance Ref. [291]) will not be conserved due to the action of the spin $\mathbf{S}$. Note however, that the total angular-momentum $(\mathbf{J}=\mathbf{L}+\mathbf{S})$ is conserved at least in the case of a pure spherical symmetry because it commutes with the spin-orbit Hamiltonian. Another example is the one of an exchange field in a ferromagnet, which is a general problem for the issue of the spin-transfer phenomena. The presence of an exchange field in the ferromagnetic layer to be switched, by STT or by SHE, makes the spin current nonuniform in the layer but modulated by a precession of the local
spin-polarized carriers around the local magnetic field. This precession, which is shortly described below, is responsible for the mixing between the damping-like and field-like torques within the film thickness, as largely emphasized in the case of spin-torques through a tunnel barrier [290, 292, 293].

Figs 5.3 displays the profile of the $j \sigma_{x, y, z}$-components of the spin-current (absolute value) calculated within the respective 6,30 and 40-band approaches. The holes tunnel from the thick layer to the left with magnetization along $z$ to the thin layer to the right with magnetization oriented along the $x$ direction (orthogonal configuration). Those mostly identical profiles obtained with the 6,30 and 40 -band treatment, display an incident spin-current along $z$ parallel to the magnetization of the thick layer, transmitting inside the thin layer in a mainly $x$-component parallel to the local magnetization and reflected with two $z$ and $y$ components. The reflected $y$-component is ascribed to a partial precession of the spin-current inside the thin layer. The transverse $z$-component of the spin-current entering the thin layer to the right is responsible for the dissipative torque (Slonczewski-like) whereas the $y$ component is responsible for the field-like component of the torque (non-dissipative) like discussed above.

Figure 5.4 displays the equivalence between the calculation of derivative of spin current and spin torque (see Eq.5.40) calculated with our 30 bands $\boldsymbol{k} . \boldsymbol{p}$ tunneling code. This shows that our theory and code are robust. Furthermore, one should have:

$$
\begin{equation*}
\lambda=\frac{v_{F} \hbar}{\Delta_{e x c}} \tag{5.41}
\end{equation*}
$$

where $\lambda$ is the period of the spin torque's oscillation within the layer and $\Delta_{e x c}$ the spin-splitting due to exchange; $v_{F}$ is Fermi velocity. One observes that with the same incident energy $E_{F}, \lambda$ under normal incidence (Fig.5.4(a-d)) is greater than the value obtained under oblique incident (Fig. 5.4(e-h)) since the Fermi velocity along the tunnel direction (z) decreases as $k_{\|}$increases.

For the parameters corresponding to the calculations shown in Fig.5.5a, one has $v_{F} \sim 3 \times 10^{5} \mathrm{~m} / \mathrm{s}$; $\Delta_{\text {exc }}=0.15 \mathrm{eV}$ which corresponds to a larger period length, by about a factor of 4 ( $\lambda \simeq 40 \AA$ instead of $10 \AA$ for transition metals) extracted from our numerical calculations in Fig. 5.5a compared to the results of Kalitsov et al. in Ref. [290] and plotted in Fig. 5.5b. The difference originates from the different material properties between poor metallic ferromagnetic semiconductors and transition metal systems. In the latest case, the Fermi velocity is larger, approaching $10^{6} \mathrm{~m} / \mathrm{s}$, which is typically 3 or 4 times larger than the one of light holes, but however characterized by a well smaller characteristic precession time of the order of $\hbar \Delta_{\text {exc }} \approx 1 \mathrm{fs}$ with $\Delta_{\text {exc }} \simeq 1 \mathrm{eV}$. This leads in the latter case, to a precession period of about 1 nm as shown in the corresponding figure of Kalitsov (Fig. 5.5b). Beside that, the phase relation between parallel and perpendicular component of transfer torque in our numerical calculations is the same with that in Kalitsov et al [290].

The partial conclusion of this section concerning the calculation of spin-torque in multiband $\boldsymbol{k} \cdot \boldsymbol{p}$ theory is that our theory and numerical development compete with the ones led in a Green function approach or at least give essentially the same results. The strong improvement provided by our technique is that one can involve more easily the surface potential terms (or surface Hamiltonian), like Rashba or Dresselhaus spin-orbit terms. Those are relevant in spin-transport to describe spin-depolarization effects or additional effects like the generation or conversion of charge current into transverse spin-currents (anomalous tunnel Hall effect or inverse Edelstein effect).

We will come back to theoretical calculations of the spin-transfer torque after having described the experimental results dealing with spin-transfer in $(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As} / \mathrm{GaAs} /(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As}$ tunnel junctions.

### 5.2.2 Spin-current and spin-torque involving interface potentials and spin-orbit terms

We are now going to discuss the involvement of the interface potentials on the STT. Let us consider the spin current in heterostructures involving surface potential terms.

$$
\begin{equation*}
H_{\text {surface }}=\sum_{j} V_{j} \delta\left(x_{j}-x_{0}\right) \tag{5.42}
\end{equation*}
$$

where $V_{j}$ is a matrix which is independent of the $j$ component of momentum. Then the total Hamiltonian is:

$$
\begin{equation*}
H_{\text {total }}=H+H_{\text {surface }} \tag{5.43}
\end{equation*}
$$

According to Eq. 5.40, we have:

$$
\begin{equation*}
\sum_{j} \nabla_{j}\left(\operatorname{Re}\left\langle\Psi \mid \hat{\mathbf{J}}_{j}^{\alpha} \Psi\right\rangle\right)=\operatorname{Re}\left(\frac{1}{i \hbar}\langle\Psi|\left[\hat{\sigma}_{\alpha}, H_{\text {surf ace }}\right]|\Psi\rangle\right)+\operatorname{Re}\left(\frac{1}{i \hbar}\langle\Psi|\left[\hat{\sigma}_{\alpha}, H\right]|\Psi\rangle\right) \tag{5.44}
\end{equation*}
$$

Since:

$$
\begin{align*}
& \frac{1}{i \hbar}\langle\Psi|\left[\hat{\sigma}_{\alpha}, H_{\text {surf ace }}\right]|\Psi\rangle=\frac{1}{i \hbar}\langle\Psi| \hat{\sigma}_{\alpha} V_{j} \delta\left(x_{j}-x_{0}\right)-V_{j} \delta\left(x_{j}-x_{0}\right) \hat{\sigma}_{\alpha}|\Psi\rangle \\
& =\frac{1}{i \hbar} \nabla_{j}\langle\Psi| \hat{\sigma}_{\alpha} V_{j} \theta\left(x_{j}-x_{0}\right)-V_{j} \theta\left(x_{j}-x_{0}\right) \hat{\sigma}_{\alpha}|\Psi\rangle=\frac{1}{i \hbar} \nabla_{j}\left[\langle\Psi| \hat{\sigma}_{\alpha} V_{j}-V_{j} \hat{\sigma}_{\alpha}|\Psi\rangle \theta\left(x_{j}-x_{0}\right)\right]  \tag{5.45}\\
& =\frac{1}{i \hbar} \nabla_{j}\left[\langle\Psi|\left[\hat{\sigma}_{\alpha}, V_{j}\right]|\Psi\rangle \theta\left(x_{j}-x_{0}\right)\right]
\end{align*}
$$



Growth direction along z
Figure 5.6: Profiles of the z-component of the spin current within ( $\mathrm{Ga}, \mathrm{Mn}$ )As/GaAs/(Ga,Mn)As junctions. The magnetization of the thick layer to the left is along z , whereas the one to the right is transverse that is along x for the calculation of the STT. The calculations have been performed with the energy of holes $\epsilon=-0.03 \mathrm{eV}$ from the middle of the ( $\mathrm{Ga}, \mathrm{Mn}$ ) As band. Here, the necessary heavy hole - light hole mixing parameter $t_{l-h}$ varies from 0 to 1 . This coefficient is set naturally positive and negative at the respective right and left interface of the barrier due to the specific $D_{2 d}$ symmetry of the junction of a symmetric profile.

Equation. 5.44 becomes:

$$
\begin{equation*}
\sum_{j} \nabla_{j}\left(\operatorname{Re}\left\langle\Psi \mid \hat{\mathbf{J}}_{j}^{\alpha} \Psi\right\rangle\right)-\nabla_{j}\left(\operatorname{Re}\left[\frac{1}{i \hbar}\langle\Psi|\left[\hat{\sigma}_{\alpha}, V_{j}\right]|\Psi\rangle \theta\left(x_{j}-x_{0}\right)\right]\right)=\operatorname{Re}\left(\frac{1}{i \hbar}\langle\Psi|\left[\hat{\sigma}_{\alpha}, H\right]|\Psi\rangle\right) \tag{5.46}
\end{equation*}
$$

Project Eq. 5.46 onto $j$-direction, one gets:

$$
\begin{equation*}
\nabla_{j}\left(\operatorname{Re}\left\langle\Psi \mid \hat{\mathbf{J}}_{j}^{\alpha} \Psi\right\rangle\right)-\nabla_{j}\left(\operatorname{Re}\left[\frac{1}{i \hbar}\langle\Psi|\left[\hat{\sigma}_{\alpha}, V_{j}\right]|\Psi\rangle \theta\left(x_{j}-x_{0}\right)\right]\right)_{j}=\operatorname{Re}\left(\frac{1}{i \hbar}\langle\Psi|\left[\hat{\sigma}_{\alpha}, H\right]|\Psi\rangle\right)_{j} \tag{5.47}
\end{equation*}
$$

Taking integral of both side of Eq. 5.47 and putting $J_{j}^{\alpha}(0)=\int \operatorname{Re}\left(\frac{1}{i \hbar}\langle\Psi|\left[\hat{\sigma}_{\alpha}, H\right]|\Psi\rangle\right) d x_{j}$ then we get:

$$
\operatorname{Re}\left\langle\Psi \mid \hat{\mathbf{J}}_{j}^{\alpha} \Psi\right\rangle=\left\{\begin{array}{c}
J_{j}^{\alpha}(0)+\operatorname{Re}\left(\frac{1}{i \hbar}\langle\Psi|\left[\hat{\sigma}_{\alpha}, V_{j}\right]|\Psi\rangle\right)_{j} \text { if } x_{j}>x_{0}  \tag{5.48}\\
J_{j}^{\alpha}(0)
\end{array}\right.
$$

This equation shows the discontinuity of the spin current at the interface induced by the surface potential, which may originate from the Rashba term or reducing from $C_{2 v}$ to $D_{2 d}$ at the interface of III-V semiconductor heterostructures. Figure 5.6 displays the 30 -band k. p profile of the $z$-component of the 'transverse' spin-current injected, and particularly at the interface between the tunnel barrier and the thin $(\mathrm{Ga}, \mathrm{Mn})$ As layer. The parameters are the same than those of Fig. 5.3 except that one considers, now, the necessary HH-LH mixing parameter $\left(t_{l h}\right)$ varying from 0 to $\pm 1$. This coefficient is set naturally positive and negative at the respective right and left interfaces of the barrier owing to the $\mathcal{D}_{2 d}$-symmetry of the junction with a symmetric profile. Surprisingly, it results in a noticeable enhancement of the $z$-dissipative component of the STT by more than $10 \%$ (Fig. 5.6) for $t_{l h}= \pm 1$. Such enhancement in the transverse dissipative part of the spin-current may originate from a transfer of highly spin-polarized heavy holes (pure spin-states) into polarized light holes with a larger transmission (smaller effective mass).

### 5.3 Spin transfer and spin-orbit torque: Experiments (collaboration UM $\phi$ CNRS-Thales)

We now turn on and discuss the spin-torque experiments involving ( $\mathrm{Ga}, \mathrm{Mn}$ ) As-based magnetic tunnel junctions in a perpendicular current geometry (CPP). Since the pioneering experimental work led in Grenoble by M. Tsoi et al. [294] and in Cornell University by J. Katine et al. [295], we know that the magnetic moment of a ferromagnetic body can be reversed or be re-oriented by transfer of the spin angular momentum carried by a spin-polarized current. This concept of spin transfer has been previously introduced by Slonczewski [277] and Berger, [278] before being confirmed by extensive experiments on pillar-shaped magnetic trilayers [296].

The principle of spin-orbit torque process mediated through the spin-Hall effect in semiconductors can be discussed along the same ideas as recently demonstrated by the group of M. Tanaka [5] by the evidence of the magnetization switching of a single magnetic layer of $(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As}$.

Most current-induced magnetization switching (CIMS) or spin-torque experiments have been performed on purely metallic trilayers [297-302], such as $\mathrm{Co} / \mathrm{Cu} / \mathrm{Co}$, in lithographically patterned nanopillars with detection of the magnetic switching by giant magnetoresistance effects. Typical critical current density $J_{C}$ required for magnetization reversal in these systems has been of the order of $10^{7} \mathrm{~A} . \mathrm{cm}^{-2}$ or higher. Since, there have been several reports on current-induced magnetization switching on transition-metal magnetic


Figure 5.7: Scheme of spin transfer torque: the spin polarized currents were prepared by the fixed ferromagnetic layer before entering the free ferromagnetic layer. Because of the conservation of angular momentum, the lost spin part acts like a torque on the magnetization in the free layer and then may switch the direction of magnetization in this layer.
tunnel junctions with low junction resistance at critical current density below $10^{6}$ A.cm ${ }^{-2}$ [303-305]. Current Induced Magnetization Switching (CIMS) experiments on tunnel junctions bring new physical problems, [306] and are also of particular interest for their promising application to the switching of the MTJ of MRAM (Magnetic Random Access Memory). For a latest review of spin transfer in MgO-based MTJs, the reader can refer to the paper of Katine and Fullerton [307] and references therein. ( $\mathrm{Ga}, \mathrm{Mn}$ )As is known to have a small magnetization of less than 0.05 T and a high spin-polarization of holes which must result in the reduction of critical current according to the Slonczewskis spin-transfer-torque model. It results that a low current density, of the order of $10^{5} \mathrm{~A} . \mathrm{cm}^{-2}$, is a needed for CIMS with $(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As}[6,7]$ shows the interest of magnetic semiconductors for spin transfer. Beyond the fundamental point of view and as emphasized by Chiba et al. [308], the specificity of the valence-band structure and spin-orbit interactions has to be taken into account and should have the effect to mix the spin states of carriers. In the following, we present results of CIMS experiments obtained on our own $(\mathrm{Ga}, \mathrm{Mn})$ As MTJs, they appear to be more or less comparable to those obtained in Ohno's group [6].

On the other hand, considering the spin-orbit torques (SOT), the combination of exchange and SOI in $(\mathrm{Ga}, \mathrm{Mn})$ As makes this materials very important. Indeed, more generally, magnetization switching at the interface between ferromagnets and SHE nonmagnetic materials controlled by a current and related current-induced torques are of a particular interest. In that sense, the size and symmetry of the SOI at the interface with relevant materials with surface broken symmetry, like using ( $\mathrm{Ga}, \mathrm{Mn}$ ) As (III,V), deserves some clear investigations for potential future applications. With that in mind, SOI current induced torques have been already demonstrated with $(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As}[4,8]$ and more recently, the specific role of the antidamping Slonczewski-like torque in the ferromagnetic resonance regime of spin-transfer. This particularly emphasizes the role of the two types, Rashba and Dresselhaus, symmetry-like terms originating from the unidirectional character of the interface, together with the symmetry breaking from $T_{d}$ to $C_{2 v}$ symmetry group.

### 5.3.1 Experiments on spin transfer torque with (Ga,Mn)As-based tunnel junctions (Ga,Mn)As/GaAs/(Ga,Mn)As heterostructures

Our ferromagnetic semiconductor-based $(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As}(50 \mathrm{~nm}) / \mathrm{GaAs}(6 \mathrm{~nm}) /(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As}(10 \mathrm{~nm})$ structures, depicts in figure 5.8 a , were grown by molecular beam epitaxy at $250^{\circ} \mathrm{C}$ on a $p$-doped GaAs buffer template (doping $p \simeq 2 \times 10^{19} \mathrm{~cm}^{-3}$ ) deposited on a $\operatorname{GaAs}(001)$ substrate. The two ( $\mathrm{Ga}, \mathrm{Mn}$ ) As electrodes were made different according to their thickness and their composition in Mn doping so as to observe a different Curie temperature $T_{C}$ and coercive field. By SQUID measurements, we find a typical ferromagnetic behavior for the $(\mathrm{Ga}, \mathrm{Mn})$ As layers with a Curie temperature of 150 K for the thick 50 nm layer and 55 K for the thinnest 10 nm layer. The magnetization at saturation $M_{S}$ was measured to be $50 \mathrm{emu} / \mathrm{cm}^{3}$ and $12 \mathrm{emu} / \mathrm{cm}^{3}$ for the thick and thin layer respectively.


Figure 5.8: (a) Structure used for the investigation of the Tunneling Magnetoresistance. (b) Tunneling Magnetoresistance (TMR) obtained on the structure shown in this figure a at temperature of 12 K and at bias of 20 mV . The ( $\mathrm{Ga}, \mathrm{Mn}$ )As layers where made different to promote a different reversal of the two ( $\mathrm{Ga}, \mathrm{Mn}$ )As layers and a clear antiparallel (AP) plateau.

For the tunneling-magnetoresistance (TMR) measurements and spin-torque experiments, 500 nm diameter submicronic pillars were patterned by e-beam lithography methods. The resistance of the junctions were acquired with a standard DC technique between 12 K in magnetic fields up to 6 kOe . The I-V curves (Fig. 5.9b) exhibit a typical nonlinear behavior for tunneling. The resistance-area product (RA) at low bias ( 20 mV ) is about $1.2 \times 10^{-3} \Omega \mathrm{~cm}^{2}$ at 12 K which appears very similar to junctions with ( $\mathrm{In}_{0.25}, \mathrm{Ga}_{0.75}$ )As indicating an almost equal barrier height with the two materials. Besides, figure 5.9a displays the dependence of TMR on the bias voltage where the TMR reaches about $115 \%$ at zero bias and reduces almost to the zero at bias about 1 eV . These results are in the same order of magnitudes that were obtained with ( $\mathrm{In}_{0.25}, \mathrm{Ga}_{0.75}$ )As ( 150 at zero bias) as reported previously in ref.[7].

Fig. 5.8b displays an example of a TMR curve acquired at 12 K with a magnetic field $\mathrm{H}_{\text {ext }}=55 \mathrm{Oe}$ applied along the easy magnetization axis ([100]). The well-defined resistance plateau on the curves is characteristic of an antiparallel (AP) arrangement of the two ( $\mathrm{Ga}, \mathrm{Mn}$ ) As layers on the plateau. The MR ratio reaches about $50 \%$ at 12 K with a bias voltage of 20 mV . In Fig 5.10a, we show the spin-transfer torque phenomena (STT) obtained on the same $(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As} / \mathrm{GaAs}(6 \mathrm{~nm}) /(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As}$ junction. Starting from a saturated parallel (PA) configuration at zero injected current $(\mathrm{V}=0)$, the bias is increased step by step up to magnetization switching, and, after each step, brought back to 20 mV for comparison with the results at 20 mV before the current injection process. By this way, one can check whether the magnetic configuration has been irreversibly switched and only irreversible switching can be detected. By comparison with the MR curve at 20 mV , one observes that the magnetic configuration is switched irreversibly from an almost parallel


Figure 5.9: (a) Tunneling magneto resistance TMR as the function of bias voltage: The TMR reaches very high values at low bias (120 \%) and reduces to zero at bias 1 V . (b) The I-V curve of our sample.
(P) to an almost antiparallel (AP) configuration by a positive current density (current flowing from the thin magnetic layer to the thick one, $j_{c+}=2.1 \times 10^{5} \mathrm{A.cm}^{-2}\left(\mathrm{~V}_{c+}=1.2 \mathrm{~V}\right)$ at 12 K . Then the configuration is switched back to parallel by a negative current above a threshold current density of the same order $j_{c-}=-1.9 \times 10^{5}$ A.cm ${ }^{-2}$ at $12 \mathrm{~K}\left(\mathrm{~V}_{c-}=1.4 \mathrm{~V}\right)$. Opposite current directions for the P to AP and AP to P transitions is the characteristic behavior of switching by the STT induced by the current. Reversing the initial orientation of the magnetizations does not reverse the sign of the switching current confirming thus that Oersted field effects can be ruled out and that the transition is due to the magnetic switching of the thin layer.


Figure 5.10: (a) Spin torque experiment performed on the same nanopillars revealing magnetic reversal for a critical current density of $j_{c+}=2.1 \times 10^{5}{\mathrm{~A} . \mathrm{cm}^{-2}}^{-2}$ and $j_{c+}=-1.9 \times 10^{5}{\mathrm{~A} . \mathrm{cm}^{-2}}^{\text {respectively. The applied field is } 55 \mathrm{Oe} \text { in the in-plane }}$ direction; (b) The magnetization diagram switching for this spin torque experiment.

STT experiments similar to those obtained of Fig.5.10a and corresponding switching diagram in Fig.5.10b can be obtained only in a small field window of $4-5 \mathrm{Oe}$ around 50 Oe at 12 K . We found that the dipolar field generated by the thick $(\mathrm{Ga}, \mathrm{Mn})$ As layer and acting on the thin layer is close to 55 Oe at 3 K , so that $\mathrm{H}_{\text {ext }}=55$ Oe corresponds to about an effective field $\mathrm{H}_{\text {eff }}=0 \mathrm{Oe}$ on the thin layer when the moment of the thick one is in the positive direction (Fig. 5.10a). The behavior of Fig. 5.10a in a field range of a few Oe around $\mathrm{H}_{\text {eff }}=0 \mathrm{Oe}$ can be explained by the combined effects of the Joule heating and temperature dependence of the magnetic properties [7].

Chapter 5. Anatomy of spin-orbit currents for spin-torque and spin-orbit torque in spintronic semiconductor devices

### 5.3.2 Analytical theory and numerical modeling of the Spin-Transfer torque within the multiband $k$. p theory frame

## General arguments on Spin Transfer phenomena

We now focus to the calculations of the torque within the point of view of the spin degree of freedom. One defines $\sigma_{x, y, z}$, the spin of the carriers, generating a local torque on a local magnetization $\boldsymbol{M}$. We call $\boldsymbol{j}$ the charge-current. Concerning the calculation of spin torque in III-V heterojunctions, one can start from an equation giving the time derivative of the angular momenta density operator $\boldsymbol{\mu}_{\boldsymbol{i}}=\rho \boldsymbol{J}_{i}$ at a certain position inside the heterostructure where $\boldsymbol{J}_{\boldsymbol{i}}$ is the angular momentum operator along direction $i$ :

$$
\begin{gather*}
\frac{\partial \boldsymbol{\mu}_{i}}{\partial t}=-\nabla\left(\boldsymbol{j} \boldsymbol{J}_{i}\right)+\rho \frac{\partial \boldsymbol{J}_{i}}{\partial t} \\
\frac{\partial \boldsymbol{\mu}}{\partial t}=-\nabla\left(\boldsymbol{j}_{i}\right)+\frac{\Delta_{\text {exc }}}{\hbar} \boldsymbol{m} \times \boldsymbol{\mu} \tag{5.49}
\end{gather*}
$$



Figure 5.11: Shematic structure of the MTJ, consisting of left and right FM leads separated by a nonmagnetic spacer. The magnetization $\boldsymbol{M}_{2}$ of the right FM lead is along the z axis, whereas the magnetization $\boldsymbol{M}_{1}$ of the left lead is rotated by an angle $\theta$ around the y axis with respect to $\boldsymbol{M}_{2}$.


Figure 5.12: The angular dependence of (a) $T_{\perp}$ and (b) $T_{| |}$for SFMJ with bias of 0.2 V . The solid points are analytical calculation and the solid lines are the sine curve fit, taken from Ref.[309].

Summing the latter equation over the different hole states included in the transport gives out (after having considered that the time derivative of the angular moment operator is null in the limit of coherent elastic transport):

$$
\begin{equation*}
\left\langle\nabla\left(\boldsymbol{j} \boldsymbol{J}_{i}\right)\right\rangle=\frac{\Delta_{\text {exc }}}{\hbar} \boldsymbol{m} \times\langle\boldsymbol{\mu}\rangle \tag{5.50}
\end{equation*}
$$

This gives the torque at a given interface (int.) after integration over the semi-infinite structure:

$$
\begin{equation*}
\left\langle\boldsymbol{j} \boldsymbol{J}_{i}\right\rangle_{i n t .}=\int_{\mathcal{V}} H_{e x c} \times\left\langle\boldsymbol{\mu}_{J}\right\rangle \tag{5.51}
\end{equation*}
$$

where $H_{\text {exc }}$ is the average exchange field experienced by holes and $\mu_{J}$ is the magnetic moment vector (per unit surface) injected in the thin layer subject to the torque by the spin-polarized current. We recover here the general results established by Kalitsov et al. [310] in the case of transport in the CB described using the Keldysh framework.

This demonstrates the presence of two intertwined contributions $\left\langle\boldsymbol{j} \boldsymbol{J}_{i}\right\rangle_{x}$ (parallel to the layer) and $\left\langle\boldsymbol{j} \boldsymbol{J}_{i}\right\rangle_{z}$ (perpendicular to the layer) for the spin torque ( $\hat{y}$ is the magnetization direction) as derived for symmetric [311, 312] and asymmetric barriers [313] and demonstrated experimentally in epitaxial MgO barrier MTJs [314, 315]. These two components of the transverse spin current are also responsible for the particular angular dependence of the tunneling transmission as in the case of the conduction band [316, 317]. These two components of the torque are linked to the average value of the two components of the angular momentum carried by the hole current [310]. Within the general circuit-theory formalism developed by Braatas et al. [318] and adapted to metallic trilayers, one can establish that these two contributions to the torque in magnetic tunnel junctions can be linked to the magnetic moment in the barrier (generalization of the spin accumulation) through the real and imaginary part of the tunnel mixing conductance $G_{\uparrow \downarrow}$. These should be calculated in a future work.

## Spin Transfer phenomena: Angular variations of spin-torque and spin-orbit torque

The general expression for the magnetic torque acting on the local magnetization $\boldsymbol{M}$ is:

$$
\begin{equation*}
\boldsymbol{\Gamma}_{\boldsymbol{M}}=\frac{\partial \int_{V} \boldsymbol{M}}{\partial t}=\int_{V} \frac{\Delta_{e x c}}{\hbar} \boldsymbol{\mu} \times \boldsymbol{M} \approx-\int_{V} \frac{\partial\langle\boldsymbol{\mu}\rangle}{\partial t} \tag{5.52}
\end{equation*}
$$

where $\int_{V}$ means the integral over the volume, $V$, of the magnetic layer to switch (or thickness). The relationship $\frac{\partial \int \mathrm{M}}{\partial t} \approx-\int \frac{\partial \mu}{\partial t}$ means that the total torque is zero due to the conservation of the angular momentum as it results from general reciprocity argument via the exchange term $\left(\mathcal{H}_{\text {exc }}\right)$ acting equally between $\boldsymbol{M}$ and $\boldsymbol{\mu}$ with $H_{e x c}=-\Delta_{\text {exc }} \boldsymbol{M} \boldsymbol{\mu}$. The equality $\frac{\partial \int \mathrm{M}}{\partial t}=-\int \frac{\partial \mu}{\partial t}$ holds exactly for zero spin-orbit coupling. One gets:

$$
\begin{equation*}
\frac{\partial \mu_{i}}{\partial t}=\frac{\partial \rho}{\partial t} \sigma_{i}+\rho \frac{\partial \sigma_{i}}{\partial t} \tag{5.53}
\end{equation*}
$$

or equivalently:

$$
\begin{equation*}
\frac{\partial \boldsymbol{\mu}_{i}}{\partial t}=-\nabla\left(\boldsymbol{j} \sigma_{i}\right)+\rho \frac{\partial \boldsymbol{\mu}_{i}}{\partial t} \tag{5.54}
\end{equation*}
$$
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Figure 5.13: Angular dependence of spin transfer torque, for nomal incident electron ( $\mathrm{a}, \mathrm{b}$ ) and oblique incident electron ( $\mathrm{c}, \mathrm{d}, \mathrm{e}, \mathrm{f}$ ) with different hole's energies, through the (Ga,Mn)As/GaAs/(Ga,Mn)As tunnel junction depicted in Fig. 5.11.
giving:

$$
\begin{equation*}
\frac{\partial \mu_{i}}{\partial t}=-\nabla\left(j \sigma_{i}\right)+\frac{\Delta_{e x c}}{\hbar} \boldsymbol{M} \times \mu_{i, \perp}-\frac{\mu_{i, \perp}}{\tau_{\perp}}=0 \tag{5.55}
\end{equation*}
$$

where $\tau_{\perp}$ is the decoherence time for the two components of the spin-currents transverse to the magnetization. The latter expression holds exactly in the absence of any spin-orbit interactions [4] (core spin-orbit of holes nor spin-orbit at interfaces) whereby the commutator of the spin operator simply involves the exchange field.

## Spin-transfer torques involving decoherence and spin-flips

In order to determine the efficiency of spin-transfer and spin-orbit-torque involving decoherence and spinflips, one needs to compute the dynamics of the spin-polarized carriers with spin $\sigma$ and local $3 d$ transition metal magnetization $\mathbf{M}$ and looking for the different condition limit. From a quantum mechanical picture


Figure 5.14: Transmission coefficient as function of $k_{\| \mid}$wavevector for the maximum spin transfer torque configuration $(\theta=\pi / 2)$ depicted in Fig. 5.11. The strong asymmetry in the transmission coefficient for the opposite incidence leads to a difference in the angular dependence of the torque upon two opposite incident direction depicted in Fig. 5.13(c-f).
involving supplementary relaxation terms, the dynamics of the magnetic moment $\boldsymbol{\mu}$ inside the ferromagnetic layer to switch writes:

$$
\begin{array}{r}
\frac{\partial \boldsymbol{\mu}}{\partial t}=\frac{1}{i \hbar}\left[\boldsymbol{\mu}, H_{\text {exc }}\right]_{\text {coh. prec. }}-\mathcal{P}_{s} \mathbf{n}-\frac{\boldsymbol{\mu}}{\tau_{\perp}} \\
\frac{\partial \boldsymbol{\mu}}{\partial t}=\frac{\Delta_{\text {exc }}}{\hbar} \mathbf{M} \times \boldsymbol{\mu}-\mathcal{P}_{s} \mathbf{n}-\frac{\mu}{\tau_{\perp}} \tag{5.57}
\end{array}
$$

where $\mathbf{n}$ is the unit vector along the divergence of the spin-current $\mathcal{P}_{s}$ its value (spin-polarization) that is the rate of the spin injected in the small volume one considers. $\mathbf{n}$ is transverse to the magnetization and almost transverse to the spin-current injected from the ferromagnetic source (thick layer) giving rise to the torque. $\tau_{\perp}$ is a characteristic spin-flip time for the transverse magnetization inside the ferromagnet. If the spin-orbit term, $H_{S O}$ is neglected. The latter equation, derived from general quantum mechanics arguments, gives out the rule for the conservation of the total angular momentum shared between $\boldsymbol{\mu}$ and $\mathbf{M}$. Here, we have used:

$$
\begin{equation*}
\frac{\partial\langle\boldsymbol{\mu}\rangle}{\partial t}=\frac{1}{i \hbar}\langle[\boldsymbol{\mu}, H]\rangle \tag{5.58}
\end{equation*}
$$

where $\langle\ldots\rangle$ represents a certain quantum-mechanical averaging over the non-equilibrium carrier states and $\langle\boldsymbol{\sigma}\rangle=\boldsymbol{\mu}$ and where $\boldsymbol{\mu}$ is the corresponding Pauli matrix. This corresponds to the quantum mechanical precession (coh. prec.) giving rise to the torque.

In the case of a long spin-lifetime $\tau_{\perp}$ compared to the precession time $\tau_{\text {exc }}=\frac{\hbar}{\Delta_{\text {exc }}}$, one obtains:

$$
\begin{equation*}
\boldsymbol{\mu}=\mathcal{P}_{s} \frac{\hbar}{\Delta_{\text {exc }}}(\mathbf{M} \times \mathbf{n}), \tag{5.59}
\end{equation*}
$$

which yields:

$$
\begin{equation*}
\frac{\partial \mathbf{M}}{\partial t}=\mathcal{P}_{s} \mathbf{M} \times(\mathbf{n} \times \mathbf{M}) \tag{5.60}
\end{equation*}
$$

Once integrating over the total thickness $t$ of the ferromagnet, one can express that:

$$
\begin{equation*}
\frac{\partial \int_{V} \mathbf{M}}{\partial t}=\mathbf{M} \times\left(\mathcal{J}_{s} \times \mathbf{M}\right), \tag{5.61}
\end{equation*}
$$

where $\mathcal{J}_{s}$ is the spin-current injected from the external ferromagnetic source whose magnetization is $m_{1}$ involving also the spin-current reflection part. One recovers the standard expression of the Slonczewskitype like torque or antidamping torque (that we denote $T_{\|}$) when $\mathcal{J}_{s}$ remains strictly parallel to $m_{1}$. This part of the spin-current, incident plus reflected, collinear to the ferromagnetic source $m_{1}$ should be associated to the antidamping torque proportional to the real part of the spin-mixing conductance $G_{\uparrow \downarrow}^{R}$. The reflection part of the transverse spin-current, transverse to both $m$ and $m_{1}$ gives rise to a field-like torque (that we denote $T_{\perp}$ ); this term is proportional to the imaginary part of spin-mixing conductance $G_{\uparrow \downarrow}^{I}$.

In the case of a very short spin-lifetime $\tau_{\perp}$ compared to the precession time $\tau_{\text {exc }}$, one obtains:

$$
\begin{equation*}
\sigma=-\mathcal{P}_{s} \frac{J_{\text {exc }} \tau_{\perp}}{\hbar} \mathbf{n} \tag{5.62}
\end{equation*}
$$

giving in the end:

$$
\begin{equation*}
\frac{\partial \int_{V} \mathbf{M}}{\partial t}=\frac{\Delta_{e x c} \tau_{\perp}}{\hbar}\left(\mathcal{J}_{s} \times \mathbf{M}\right) \tag{5.63}
\end{equation*}
$$

which has only a field-like symmetry. This is the so-called field-like torque component transverse to both the magnetization and to the entering spin-current vector. One recovers the general results established by Kalitsov et al. for the CB (without any SOI) by the use of the Keldysh formalism [310]. This demonstrates the presence of two intertwined contributions for the STT as derived for symmetric [311, 312] and asymmetric barriers [313] and as evidenced in epitaxial MgO junctions [314, 315]. However, one must be aware that the 'field-like' component maybe non-zero for several other reasons: $i$ ) an oblique incidence of carrier with a high degree of reflection (case of metals giving rise to a small but non-zero 'field-like' component) or due to $i i$ ) the SOI or HH-LH mixing terms. Indeed, SOI may introduce an additional precession term in bulk or at interfaces leading to precession and non-conservation of the spin vector. The general effects of SOI requires a reexamination and a generalization of the spin-mixing conductance [319, 320].

## Effect of core spin-orbit terms on spin-torque

Moreover, $H_{S O}$ introduces an additional precession term in the bulk or at interfaces (e.g. Rashba) which can lead to local spin-memory loss [321] of the longitudinal component (that is parallel to the magnetization) and to spin-decoherence of its transverse component responsible for spin-transfer. According to this, the SOI fields may have the effect, via local (interfacial) spin-precession of incoming spin-polarized carriers, to decrease the efficiency of the spin-torque (STT or SOT) reduced from the expected maximum amplitude e. $g$. $\frac{\partial \mathbf{M} t}{\partial t}=\mathcal{J}_{s} \mathbf{M} \times(\mathbf{n} \times \mathbf{M})$. This total transverse spin-current is generally divided into a spin-torque current in the volume $(V)$ of the ferromagnet and at its interface $(\mathcal{S})$, and expressed like $\int_{V+\mathcal{S}} \frac{J_{\text {exc }}}{\hbar} \mathbf{M} \times\langle\sigma\rangle d z$, and a spin-current dissipated in the lattice (and then lost) because now $\mathcal{J}_{\rho}=\int_{V+\mathcal{S}} \frac{J_{\text {exc }}}{\hbar} \mathbf{M} \times\langle\sigma\rangle d z$ is no longer fulfilled. The presence of the SOI at surface and in bulk requires a re-examination of the generalized spin-mixing conductance as proposed recently in the case of metallic multilayers [319, 320].

What differs on the core-spin orbit interactions are induced in the Hamiltonian to give:

$$
\begin{equation*}
H=H^{(0)}+\lambda_{S O} \boldsymbol{L} . \boldsymbol{S} \tag{5.64}
\end{equation*}
$$

where $H^{(0)}$ is the Hamiltonian free of spin-orbit interaction, but however including the sp-d exchange term; $\lambda_{S O} \boldsymbol{L . S}$ is the core spin-orbit term.
i) Now the precession torque acting on the spin-only can be written as:

$$
\begin{array}{r}
\frac{\partial \boldsymbol{S}}{\partial t}=\left.\frac{\partial \boldsymbol{S}}{\partial t}\right|_{0}+\frac{1}{i \hbar} \lambda_{S O}[\boldsymbol{S}, \boldsymbol{L} . \boldsymbol{S}] \\
\frac{\partial \boldsymbol{S}}{\partial t}=\left.\frac{\partial \boldsymbol{S}}{\partial t}\right|_{0}+\frac{\lambda_{S O}}{\hbar}(\boldsymbol{L} \times \boldsymbol{S}) \tag{5.66}
\end{array}
$$

where $\left.\frac{\partial \boldsymbol{S}}{\partial t}\right|_{0}$ means the torque acting on the carriers free of spin-orbit interaction. We can then derive that the torque acting on the local 3d magnetization then writes:

$$
\begin{array}{r}
\boldsymbol{\Gamma}=\frac{\partial \boldsymbol{M}}{\partial t}=-\frac{\partial \boldsymbol{\mu}}{\partial t}-\frac{\lambda_{S O}}{\hbar} \int_{V}\langle\boldsymbol{L} \times \boldsymbol{S}\rangle \\
\boldsymbol{\Gamma}=\boldsymbol{\Gamma}_{0}-\frac{\lambda_{S O}}{\hbar} \int_{V}\langle\boldsymbol{L} \times \boldsymbol{S}\rangle \tag{5.68}
\end{array}
$$

where $\boldsymbol{\Gamma}_{0}$ is the torque previously calculated without spin-orbit and $-\frac{\lambda_{S O}}{\hbar} \int_{V}\langle\boldsymbol{L} \times \boldsymbol{S}\rangle$ is the torque due to the pure orbital contribution [291].
ii) The alternative would be to calculate the torque acting on the thin ferromagnetic layer from the knowledge of the total angular momentum $(\boldsymbol{J}=\boldsymbol{L}+\boldsymbol{S})$ current given by $\left(\frac{\boldsymbol{i} \boldsymbol{J}+\boldsymbol{J} \boldsymbol{j}}{2}\right)$. Writing the exchange term in the form:

$$
\begin{equation*}
H_{e x c}=-\Delta_{e x c} \boldsymbol{S} \cdot \boldsymbol{M}=-\Delta_{e x c}(\boldsymbol{J}-\boldsymbol{L}) \cdot \boldsymbol{M} \tag{5.69}
\end{equation*}
$$

this yield in fine (without spin-flip term):

$$
\begin{equation*}
\frac{\partial \int_{V} \boldsymbol{M}}{\partial t}=\boldsymbol{j}_{f}^{\perp}+\frac{\Delta_{e x c}}{\hbar} \int_{V}\langle\boldsymbol{M} \times \boldsymbol{L}\rangle-\frac{1}{i \hbar} \int_{V}\left[\boldsymbol{J}, H_{\boldsymbol{k} \cdot \boldsymbol{p}}\right] \tag{5.70}
\end{equation*}
$$

where $\frac{1}{i \hbar} \int_{V}\left[\boldsymbol{J}, H_{\boldsymbol{k} . \boldsymbol{p}}\right]=\frac{1}{i \hbar} \int_{V}\left[\boldsymbol{L}, H_{\boldsymbol{k} . \boldsymbol{p}}\right]$ which is non-zero due to the $\boldsymbol{k} \cdot \boldsymbol{p}$ wrapping term represents the torque acting on the lattice and not on the local magnetization.
iii) We come to the important conclusions that the exact determination of the spin-torque acting on a ferromagnetic system involving spin-orbit interactions (spin-orbit, Rashba, Dresselhaus) requires the implementation of a multiband $\boldsymbol{k} . \boldsymbol{p}$ code (14, 30, or 40 bands) allowing to determine the contributions and
related angular momentum profiles of :

* The spin-current $\boldsymbol{j}_{s}=\frac{\boldsymbol{j} \sigma+\sigma \boldsymbol{j}}{2}$.

2. The orbital-current $\boldsymbol{j}_{L}=\frac{\boldsymbol{i} \boldsymbol{L}+\boldsymbol{L} \boldsymbol{j}}{2}$.

* The angular momentum current $\boldsymbol{j}_{J}=\frac{\boldsymbol{i} \boldsymbol{J}+\boldsymbol{J} \boldsymbol{j}}{2}$.
like made from our multiband $\boldsymbol{k} \cdot \boldsymbol{p}$ platforms.


## Calculations of spin torque within 30-band k.p method

In Fig.5.13(a,b), we show the calculation of the angular dependence of the spin transfer torque under normal incidence and under different incident energies performed in a 30 multiband $\boldsymbol{k} . \boldsymbol{p}$ technique. The amplitudes of spin transfer torque are proportional to the tunneling transmissions which are expressed in the figures by the $10^{-6}$ values in the y-axis. Although developed in a multiband frame generalizing thus the standard $2 x 2$ spinor approach described by simple Pauli matrix avoiding the orbital moment part, our calculations display an almost sinusoidal shape vs. angle for the two torques in Fig.5.12 omitting however the orbital contribution, as found in Ref.[309]. This simply indicates that the two torques are equal to zero at zero $(\theta=0)$ or $\pi$ angle which corresponds to the respective parallel and antiparallel configurations of the magnetizations. The calculated component of the spin-current is only nonzero for the $z$-component corresponding to the direction of the two magnetizations. This is the so-called longitudinal spin-current whose difference between the PA and AP states is associated to the tunneling magnetoresistance effect (TMR).

Note however that, from the respective PA and AP magnetic configurations, the torque increases from zero because associated to a non-collinear magnetic configuration enabling the injection of the transverse spin-current from the local magnetization as discussed in the theory section. The two torques reach a maximum value at $\theta=\pi / 2$ where the magnetizations are perpendicular. Besides, the slope at $\theta=0$ and $\theta=\pi$ have a small difference which means that the critical current switching from PA to AP is different from the critical current switching from AP to PA configuration. This result is a good agreement with the experimental results shown in Fig. 5.10a. Figure 5.13 (c,d,e,f) represents the calculations of the angular dependence of the spin-torque profile corresponding to an oblique electronic incidence with $k_{y}= \pm 0.015 \AA$ and for two different hole energies $(\epsilon=0 \mathrm{eV}$ and $\epsilon=-0.1 \mathrm{eV})$. The two energies are characteristic of HH and LH bands respectively. The difference in the angular dependence of the torques upon two opposite electronic incidences can be understood as the consequence of the asymmetry in the transmission coefficient displayed in Fig. 5.14. This refers to anomalous Tunnel Hall effect and will be considered in details in the following section.

### 5.4 Transmission asymmetry and Anomalous Tunnel Hall effect

In this section, we describe the main physical issues of transmission asymmetry (or skew tunneling) and related tunnel anomalous Hall effect (TAHE) [11] in heavy metal/semiconductor heterojunctions or anomalous tunnel Hall effect (ATHE) [12, 57] in ferromagnetic semiconductors/semiconductor interface.

The investigations of anomalous tunnel Hall effect with Ge in $\mathrm{Pt} / \mathrm{GaAs}$ Schottky barriers has started in 2010 by K. Ando in the group of E. Saitoh [151] demonstrating thus the generation of a sizable transverse spin-current under right or left helicity carrier optical pump. This effect should be associated to a deflection of polarized carriers tunneling through the Schottky barrier into Pt. Since the middle of the 2010, the same kind of experiments are performed in the Polytechnico Milan's group (Prof. F. Ciccacci) using the Pt/Ge group IV semiconductor Schottky barrier [322, 323]. Again, the experimental work consists in pumping spin-polarized carriers in Ge via optically circularly polarized pump, and under oblique incidence, measuring the transverse photovoltage or photocurrent thus generated from their asymmetric tunneling deflection.

They recently observed some very large effect, with strong enhancement compared to what is expected from simple Hall effect of Pt , which may be associated to the tunnel asymmetry scattering of carrier (Fig. 5.15).


Figure 5.15: (a) Sketch of the Pt/Ge junction and experimental geometry: $\theta$ is defined as the angle between the direction of the incident photons $\boldsymbol{u}_{\boldsymbol{k}}$ and the normal to the sample surface $\boldsymbol{n}$, whereas $\varphi$ is the angle in the xy plane between the projection of $\boldsymbol{u}_{\boldsymbol{k}}$ in the xy plane and the x axis. (b) Schematic representation of the spin current density $J_{S}$, photo induced by optical orientation at the Pt/Ge Schottky junction under illumination. (c) Voltage difference $\Delta V$ as a function of $\varphi$ angle at fixed at $\theta=65^{\circ}$ for the sample with a Pt thickness of $t_{P t}=7.2 \mathrm{~nm}$, taken from Ref. [322].

In order to address the issue in a simple way of the skew tunneling or skew reflection phenomena, we restrict ourselves to the effect of bulk Dresselhaus terms by using the simplest form of the quantum boundary conditions - the standard matching conditions. We will consider the most favorable case of bilayer or tunnel junction which is, a given interface between the two materials, e.g the III-V semiconductor compounds, with the same ferromagnetic contact in the anti parallel (AP) magnetic configuration (Fig.5.17). In such system, the interplay between the spin orbit interaction and exchange interaction results in such giant transport asymmetry of carriers and spin-to-charge conversion at the corresponding interface (Figs. 5.17 and 5.18) corresponding to the anomalous Tunnel Hall effect (ATHE). Presently, the phenomenon of asymmetry scattering of polarized carriers is discussed in systems constituted of ferromagnetic/superconductor junctions in the frame of skew Andreev reflection of Cooper pairs [324].
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Figure 5.16: (a) Schematic of a ferromagnet-semiconductor-normal metal tunnel junction. The tunneling current flowing in the z direction generates the anomalous Hall voltage ( $V_{H}$ ) in the nonmagnetic electrode; (b) Side view of (a).Taking the [110] axis as a reference, the magnetization direction ( $\boldsymbol{m}$ ) and the direction along which the Hall voltage is measured $(t)$ are determined by the angles $\phi$ and $\varphi$, respectively. Spin-dependent momentum filtering resulting from tunneling through a barrier with Bychkov-Rashba SOC for majority channel (c), and minority channel (d). Taken from Ref. [11].

### 5.4.1 Anomalous tunnel Hall effect by matching wavefunctions: Case of the conduction band of semiconductors of $T_{d}$ symmetry group

In order to introduce ATHE, we first consider the case of the conduction band of a junction formed by two semiconductors of $T_{d}$ symmetry group in contact, involving the Dresselhaus and exchange interaction in AP state. The Dresselhaus term is [52, 89], $H_{D}=(\widehat{\gamma} \chi) \cdot \widehat{\sigma}$,

$$
H_{D}=\left(\begin{array}{cc}
-\widetilde{\gamma} \xi^{2} k & -i \gamma \xi k^{2}  \tag{5.71}\\
i \gamma \xi k^{2} & \widetilde{\gamma} \xi^{2} k
\end{array}\right)
$$

We refer the structure to the $x, y, z$ cubic axes (unit vectors $\widehat{x}, \widehat{y}, \widehat{z}$ ) and assume that electron transport occurs along the $z$ axis, whereas the magnetization lies along $x$. One then introduces $(0, \xi, k)$ the electron wavevector; $\widehat{\sigma}$ the Pauli operator, and $\chi=\left[0, \xi k^{2},-\xi^{2} k\right]$ the D'yakonov-Perel' (DP) internal field responsible for the spin splitting [89, 90, 105]. One introduces the tensor $\widehat{\gamma}=\left(\gamma_{i} \delta_{i j}\right)$ which characterizes the DP-field strength, with $\gamma_{x}=\gamma_{y}=\gamma, \gamma_{z}=\widetilde{\gamma}$, and $\delta_{i j}$ the Kronecker symbol. We consider the two cases $\widetilde{\gamma}=\gamma$ and $\widetilde{\gamma}=0$ which switches off the $\xi^{2}$ perturbation.

We study the transmission asymmetry when the wavevector component along $y$ is changed from $\xi$ to $-\xi$. Electrons are injected from the first conduction band of material $I$ to the left $(\epsilon=1)$ into the first conduction band of material $I I$ to the right $(\epsilon=-1)$. Then, the relevant $2 \times 2$ Hamiltonians respectively write:

$$
\begin{align*}
H_{I, I I} & =\gamma_{c}\left(k^{2}+\xi^{2}\right) \widehat{I}+w \mathbf{m} \cdot \widehat{\sigma}+H_{D} \\
& =\left(\begin{array}{cc}
\gamma_{c}\left(k^{2}+\xi^{2}\right)-\widetilde{\gamma} \xi^{2} k & -i \gamma \xi k^{2}+\epsilon w \\
i \gamma \xi k^{2}+\epsilon w & \gamma_{c}\left(k^{2}+\xi^{2}\right)+\widetilde{\gamma} \xi^{2} k
\end{array}\right) \tag{5.72}
\end{align*}
$$

where $\widehat{I}$ is the identity matrix, $\gamma_{c}$ the conduction effective mass, $\mathbf{m}$ is the unit magnetization, $2 w$ the exchange strength.



Figure 5.17: Scheme of Anomalous Tunnel Hall effect with ferromagnetic semiconductor ( $\mathrm{Ga}, \mathrm{Mn}$ ) As junction in anti parallel configuration of magnetization. The spin current is injected along the z direction allowing to obtain the charge current along the y direction if the magnetization direction is along the x axis. The efficiency of ATHE may be described through the tunnel Hall angle $\theta$ which is depicted in the right figure.

## Transmission from quantum boundary conditions (quantum wavefunction matching)

The two energies in the electrodes are given by $\mathcal{E}_{1}=\gamma_{c}\left(k_{1}^{2}+\xi^{2}\right)-w$ and $\mathcal{E}_{2}=\gamma_{c}\left(k_{2}^{2}+\xi^{2}\right)+w$, where $k_{1}$ ( $k_{2}$ - pure imaginary-) is the $z$-component of the wavevector in the lower (upper) subband. The two eigenvectors are:

$$
\begin{align*}
& \mathbf{u}_{\epsilon, 1}\left(\xi, k_{1}\right)=\left[1-2 \epsilon i \mu k_{1}^{2},-\epsilon\left(1-2 \widetilde{\mu} \xi k_{1}\right)\right] / \sqrt{2},  \tag{5.73}\\
& \mathbf{u}_{\epsilon, 2}\left(\xi, k_{2}\right)=\left[1-2 \epsilon i \mu k_{2}^{2}, \epsilon\left(1+2 \widetilde{\mu} \xi k_{2}\right)\right] / \sqrt{2}, \tag{5.74}
\end{align*}
$$

where $\mu=\gamma \xi /(2 w)$ and $\widetilde{\mu}=\widetilde{\gamma} \xi /(2 w)$. Note that the form of the eigenvectors does not foresee any tunneling transmission asymmetry in usual tunneling models [12, 57] based on the density of states [135, 325]. The asymmetry arises from a full-quantum treatment discussed in terms of chirality. Because $k_{\|}$is conserved, we are dealing with states with the same longitudinal kinetic energy $E$ along $z$ and a total kinetic energy $\mathcal{E}=E+\gamma_{c} \xi^{2}$. The boundary conditions are the continuity of the wavefunction and of the current wave $\widehat{J} \Psi_{I, I I}=(1 / \hbar)\left(\partial \widehat{H}_{I, I I} / \partial k\right) \Psi_{I, I I}$ because $\widehat{H}_{I, I I}$ contains no more than quadratic $k$ terms [183,326329].

The transmission of a pure up-spin incident electron into a pure down-spin state is only possible under oblique incidence via SOI which introduces off-diagonal matrix elements. The spin-orbit field is also responsible for a discontinuity of the spin-current between incident (inc) and transmitted (trans.) waves. Moreover, a non-vanishing diagonal part of SOI is necessary to obtain a non-zero asymmetry although the $z$ component of the DP field along $z$ does not depend on the sign of $k_{\|}$[12, 57]. Then, from now on, we take $\widetilde{\gamma}=\gamma$. The wavevector $k_{1}$ in the lower subband has to be real so that we can define $K=k_{1}>0$. We introduce the parameter $\lambda>0$ with $k_{2}=i \lambda K$, the reduced longitudinal energy $\eta=E / w=\left(1-\lambda^{2}\right) /\left(1+\lambda^{2}\right)$, and the incidence parameter $t=\xi / K$. One finally obtains the transmission $T(t, \eta)$ and its average $\bar{T}$ upon


FIgure 5.18: Scheme of the transmission process at an exchange SOI step (left) and SOI barrier (right) junction with AP magnetization along the x cubic crystal axis. The propagation direction of carriers is along z with propagating wavevector $k_{I}$ whereas the in-plane incident component $+\xi$ (heavy line) and $-\xi$ (dashed line) is along the y axis; xyz forms a direct frame. The dash-dot curve denotes the evanescent waves, either reflected or transmitted. Carriers with $+\xi$ in-plane wavevector component are more easily transmitted than those with $-\xi$.
$\pm \xi$ incidence $t$ and asymmetry $\mathcal{A}$ :

$$
\begin{align*}
\bar{T}(|t|, \eta) & =\frac{\gamma^{2}}{\gamma_{c}^{3}} w t^{2}(1+\eta)^{2}\left[4 \eta^{2}(1-\eta)+t^{2}(1+\eta)(2 \eta-1)^{2}\right]  \tag{5.75}\\
\mathcal{A}(t, \eta) & =\frac{4 t \eta \sqrt{1-\eta^{2}}(2 \eta-1)}{4 \eta^{2}(1-\eta)+t^{2}(1+\eta)(2 \eta-1)^{2}} \tag{5.76}
\end{align*}
$$

where $\mathcal{A}=[T(t, \eta)-T(-t, \eta)] /[T(t, \eta)+T(-t, \eta)]$, emphasizing the increase of $T(t, \eta)$ with $t$ and $\gamma$. The analytical asymmetry $\mathcal{A}$ is plotted in Fig. 5.19 for several values of $t$ (full lines), where the symbols refer to the $2 \times 2$ numerical calculations, showing an excellent agreement. It is a remarkable result that $\mathcal{A}(t, \eta)$ does not depend either on the material parameters or on the sign of $\gamma$, thus conferring to $\mathcal{A}$ a universal character. Reversing the magnetization (changing $w$ into $-w$ ) makes transport occur in the $k_{2}$ channel leading to a change of $\mathcal{A}(t, \eta)$ into $-\mathcal{A}(t, \eta)$. Our convention is that $\mathcal{A}$ is positive, at small energy $\eta$ (or averaged over the energy band) when ( $\mathbf{m}, \xi, \mathbf{k}$ ) forms a direct frame and negative otherwise. Another striking feature is that an arbitrarily small perturbation is able to produce a $100 \%$ transport asymmetry i.e., a total quenching of the transmission in the CB. Figure 5.20 displays the 2-dimensional map of the electron transmission at a given total energy in the reciprocal space calculated using a $2 \times 2$ effective Hamiltonian as well as a full $14 \times 14,30 \times 30$ and $40 \times 40$ band $\mathbf{k} \cdot \mathbf{p}$ treatment involving odd-potential coupling terms $P^{\prime}$ and $\Delta^{\prime}[92,94,330]$.

## Transverse Surface Currents

The transmitted current summed, $\mathbf{J}[t, \eta]=\mathbf{J}_{\xi}\left[\Psi_{I I}(z)\right]+\mathbf{J}_{-\xi}\left[\Psi_{I I}(z)\right]$, originates from incident waves of equal amplitude and opposite $k_{\|}$. To the lowest order in $\gamma$, we find

$$
\begin{equation*}
\mathbf{J}_{y, z}[t, \eta]=\frac{4\left(\gamma_{c} w\right)^{1 / 2}}{\hbar}(1+\eta)^{1 / 2} T(t, \eta)[\mathcal{A}(t, \eta) t \widehat{y}+\widehat{z}] \tag{5.77}
\end{equation*}
$$

A non-zero $\mathcal{A}$ gives rise to a transverse carrier momentum and then to a tunneling surface current (per unit length) $j_{y}=J_{y} \cdot \ell_{m f p}\left(\ell_{m f p}\right.$ is the electron mean free path), of the form $\mathbf{J}_{C}=\mathbf{m} \times \mathbf{J}_{S, z}$ ( $C$ for current and $S$ for spin-current), leading to a potentially large $A T H E$. The ratio of the surface transverse to the longitudinal current density, $j_{y}[t, \eta] / J_{z}[t, \eta]=t \mathcal{A}(t, \eta) \ell_{m f p}$, leads to the ATHE length, or ATHE angles [12, 57], in the spirit of the work dealing with Inverse Edelstein effect (IEE) [331, 332].

### 5.4.2 Anomalous tunnel Hall effect by Green's function techniques: Case of the CB with perturbation Calculations involving SOI

Using advanced perturbation procedures, one may give a general expression for the change of the transmission amplitude $\delta t^{\sigma \sigma^{\prime}}$ of a propagating spin- $\uparrow$ wave from the left transmitted into a propagating spin- $\downarrow$ wave to the right, after having experienced a SOI potential $V^{\sigma \sigma^{\prime}}$ (spin-flip) in a confined region of space. The calculation is based on Ref. [56] and we will demonstrate in fine that

$$
\begin{equation*}
\delta \Psi_{i n}^{0 \sigma}(z)=\int_{0}^{a} G_{0}^{\sigma \sigma}\left(z, z^{\prime}\right) V^{\sigma \sigma^{\prime}}\left(z^{\prime}\right) \Psi_{i n}^{0 \sigma^{\prime}}\left(z^{\prime}\right) d z^{\prime} \tag{5.78}
\end{equation*}
$$

and from the expression of $G_{0}$, that $t^{\uparrow \downarrow}$ may be written:

$$
\begin{equation*}
\delta t^{\sigma \sigma^{\prime}}=\frac{-i m^{*}}{\hbar^{2} k} \int_{0}^{a} \Psi_{o u t}^{0 \sigma}\left(z^{\prime}\right) V^{\sigma \sigma^{\prime}}\left(z^{\prime}\right) \Psi_{i n}^{0 \sigma^{\prime}}\left(z^{\prime}\right) d z^{\prime} \tag{5.79}
\end{equation*}
$$

where (in) and (out) refer respectively to the unperturbed incoming wave at left and outgoing wave at right [56]; $G_{0}^{\sigma \sigma}$ is the (spin-diagonal) Green's function (GF) to consider and that we are searching for. Such perturbative scattering approach has hardly been employed to investigate the role of the evanescent waves in transport like investigated here. The method is particularly suitable for the case of non-degenerate orbital systems but however could be applied, in a future work, to the case of the valence band (VB). We consider the Green's function (GF) $G_{0}$ of an Hamiltonian system $H_{0}=\left(\frac{\hbar^{2}}{2}\right) \frac{\partial}{\partial z} \frac{1}{m^{*}(z)} \frac{\partial}{\partial z}-U(z)$ in a homogeneous potential $U_{1}$ for $z<0$, and $U_{2}$ for $z>0$ satisfying:

$$
\begin{equation*}
\left(\mathcal{E}-H_{0}\right) G_{0}^{\sigma \sigma}\left(z, z^{\prime}\right)=\delta\left(z-z^{\prime}\right) \tag{5.80}
\end{equation*}
$$

## Green's function without orbital degeneracy

The strategy to find the GF is then $i$ ) to find two different ground states $\left\{\Psi_{L}^{0, \uparrow \downarrow}, \Psi_{R}^{0, \uparrow \downarrow}\right\}$ of the homogeneous Schrödinger equation $\left(\mathcal{E}-H_{0}\right) \Psi=0$ ( $L$ for left and $R$ for right whith characteristic wavevector $k_{I}$ and $k_{I I}$, ii) to find the relevant linear combinations of $\Psi_{L}^{0}$ and $\Psi_{R}^{0}$ that make $y_{1}$ and $y_{2}$ solution of the equation $\left(\mathcal{E}-H_{0}\right) \Psi=0$ finite at $z=-\infty\left[y_{1}(z)\right]$ and $z=+\infty\left[y_{2}(z)\right]$ depending on the use of the retarded or
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FIGURE 5.19: a) Universal asymmetry coefficient $\mathcal{A}=\frac{T(t, \eta)-T(-t, \eta)}{T(t, \eta)+T(-t, \eta)}$ vs. reduced energy $\eta=E / w$ obtained for an exchange-step with different values of $t=\xi / K$ [ $\mathrm{t}=0.01$ (black; circles), $\mathrm{t}=0.5$ (blue; squares), $\mathrm{t}=1$ (red; stars), and $\mathrm{t}=2$ (purple; triangles) by 2-band analytical (full line) and numerical (symbols) calculations. (b) Transmission coefficients and asymmetry coefficient $\mathcal{A}$ vs.reduced energy $\eta=E / w$ obtained for a 3 nm tunnel junction (TJ) with different values of $t=\xi / K[\mathrm{t}=1$ (black), $\mathrm{t}=2$ (red), by perturbative scattering (pert.: full lines) method and numerical $\boldsymbol{k} . \boldsymbol{p}$ calculations (Calc.: symbols). Taken from Ref.[57]
advanced quantities, and iii) to define the correct GF by making use of:

$$
G_{0}^{\sigma \sigma}\left(z, z^{\prime}\right)=\left\{\begin{array}{l}
\frac{y_{1}^{\sigma}(z) y_{2}^{\sigma}\left(z^{\prime}\right)}{W\left(y_{1}\right)}-\infty<z<z^{\prime}<+\infty  \tag{5.81}\\
\frac{y_{1}^{W}\left(z_{1}\right) y_{2}^{2}(z)}{W\left(y_{1}, y_{2}\right)}-\infty<z^{\prime}<z<+\infty
\end{array},\right.
$$

where $W\left(y_{1}, y_{2}\right)=\frac{\hbar^{2}}{2 m^{*}}\left[y_{1}\left(z^{\prime}\right) \frac{\partial y_{2}\left(z^{\prime}\right)}{\partial z^{\prime}}-\frac{\partial y_{1}\left(z^{\prime}\right)}{\partial z^{\prime}} y_{2}\left(z^{\prime}\right)\right]$ is the Wronskian. The homogeneous Schrödinger equation, $\left(\mathcal{E}-H_{0}\right) \Psi=0$, admits the solutions:

$$
\begin{align*}
& \Psi_{L}^{0, \sigma}=\left(e^{i k_{I}^{\sigma} z_{<}}+r_{L}^{\sigma} e^{-i k_{I}^{\sigma} z_{<}}+t_{L}^{\sigma} e^{i k_{I I}^{\sigma} z_{>}}\right)|\sigma\rangle  \tag{5.82}\\
& \Psi_{R}^{0, \sigma}=\left(e^{-i k_{I I}^{\sigma} z_{>}}+r_{R}^{\sigma} e^{i k_{I I}^{\sigma} z_{>}}+t_{R}^{\sigma} e^{i k_{I}^{\sigma} z_{<}}\right)|\sigma\rangle \tag{5.83}
\end{align*}
$$

where $z_{<}$and $z_{>}$stand for $z<0$ and $z>0$. If we chose $y_{1}=\Psi_{R}^{0, \sigma}$ and $y_{2}=\Psi_{L}^{0, \sigma}$, Eq. 5.80 admits a particular solution:

$$
\begin{equation*}
G_{0}^{\sigma \sigma}\left(z, z^{\prime}\right)=\frac{\Psi_{R}^{0, \sigma}\left(z^{\prime}\right) \Psi_{L}^{0, \sigma}(z) \Theta\left(z-z^{\prime}\right)+\Psi_{R}^{0, \sigma}(z) \Psi_{L}^{0, \sigma}\left(z^{\prime}\right) \Theta\left(z^{\prime}-z\right)}{W\left(\Psi_{R}^{0}, \Psi_{L}^{0}\right)} \tag{5.84}
\end{equation*}
$$

On the assumption of a same effective mass, the Wronskian $W=\frac{\hbar^{2}}{2 m^{*}} \frac{4 i k_{I}^{\sigma} k_{I I}^{\sigma}}{k_{I I}^{\sigma}+k_{I}^{\sigma}}$ is a constant $\left(\partial W / \partial z^{\prime}=0\right)$ and we recover the retarded GF introduced in Ref. [253] according to:

$$
\begin{align*}
G_{0}\left(z_{<}, z_{>}^{\prime}\right) & =\frac{2 m^{*}}{\hbar^{2}} \frac{t_{L}}{2 i k_{I}^{\sigma}} e^{-i k_{I}^{\sigma} z} e^{i k_{I I}^{\sigma} z^{\prime}},  \tag{5.85}\\
G_{0}\left(z_{>}, z_{<}^{\prime}\right) & =\frac{2 m^{*}}{\hbar^{2}} \frac{t_{R}}{2 i k_{I I}^{\sigma}} e^{-i k_{I}^{\sigma} z^{\prime}} e^{i k_{I I}^{\sigma} z},  \tag{5.86}\\
G_{0}\left(z_{<}, z_{<}^{\prime}\right) & =\frac{2 m^{*}}{\hbar^{2}} \frac{1}{2 i k_{1}^{\sigma}}\left[e^{i k_{I}^{\sigma}\left|z-z^{\prime}\right|}+r_{L}^{\sigma} e^{-i k_{I}^{\sigma}\left(z+z^{\prime}\right)}\right],  \tag{5.87}\\
G_{0}\left(z_{>}, z_{>}^{\prime}\right) & =\frac{2 m^{*}}{\hbar^{2}} \frac{1}{2 i k_{I I}^{\sigma}}\left[e^{i k_{I I}^{\sigma}\left|z-z^{\prime}\right|}+r_{R}^{\sigma} e^{-i k_{I I}^{\sigma}\left(z+z^{\prime}\right)}\right] \tag{5.88}
\end{align*}
$$

that we will use henceforth.


FIGURE 5.20: The transmission coefficient as a function of in-plane wave vector $k_{\|}=$ ( $k_{x}, k_{y}$ ) through an exchange-SOI tunnel barrier junction with AP magnetizations. Carriers with plus $k_{y}$ in-plane wave vector component are more easily transmitted than those carrying minus $k_{y}$. These calculations were done for CB within the different $\boldsymbol{k} . \boldsymbol{p}$ framework: $2 \times 2,14 \times 14,30 \times 30$, and $40 \times 40$ band model and a good agreement among them shows that the numerical code is robust. The exchange strength is 0.3 eV and the total kinetic energy $E=0.23 \mathrm{eV}$, the barrier thickness is 3
nm.

## Case of the potential step with exchange interaction in the CB: perturbation treatment

We revisit here the issue and results of section 5.4.1 (exchange-step) with $\hat{H}_{0}$, eigenvectors and eigenvalues given in section 5.4.1 . We recall that the current is along $\hat{z}$ and magnetizations along $\hat{x}$. The incident wavevector is $\mathbf{k}=(0, \xi, k)$.

## Reflection, transmission and perturbative SOI potential

We consider the electron transmission within an energy window in the exchange step, $-w<\mathcal{E}<w$, where the transmission asymmetry takes place, so that $k_{I}^{\uparrow}$ and $k_{I I}^{\downarrow}$ are real whereas $k_{I}^{\downarrow}$ and and $k_{I I}^{\uparrow}$ are pure imaginary quantities. In the right contact, the spin $\uparrow$ state admits a pure propagating character whereas the spin $\downarrow$ state is purely evanescent. It is then quite convenient to define $k_{I}^{\uparrow}=k_{I I}^{\downarrow}=k_{1}$ and $k_{I}^{\downarrow}=k_{I I}^{\uparrow}=i k_{2}$. The two solutions of the homogeneous Schrödinger equation, $\Psi_{L}^{0, \uparrow}$, and $\Psi_{R}^{0, \downarrow}$ are given by Eq. 5.83 with reflection, $r_{L \uparrow}=r_{R \downarrow}=\frac{k_{1}-i k_{2}}{k_{1}+i k_{2}}$, and transmission, $t_{L \uparrow}=t_{R \downarrow}=\frac{2 k_{1}}{k_{1}+i k_{2}}\left(t_{R \uparrow}=t_{L \downarrow}=\frac{2 k_{2}}{k_{2}-i k_{1}}\right)$, found via the matching conditions at $z=0$. This allows possible transmission from propagating to evanescent states ( $t_{R \downarrow}$ and $t_{L \uparrow}$ ) and vice-versa ( $t_{L \uparrow}$ and $t_{L \downarrow}$ ).


FIgure 5.21: Scheme of a $\downarrow$-spin electron, $\Psi_{R}^{\downarrow 0}$ (a) and $\uparrow$-spin electron, $\Psi_{R}^{\uparrow 0}$ (b), tunneling through an exchange step of height $2 w$ from the left to the right side.

The SOI, $H_{D}^{\sigma \sigma^{\prime}}$, is then introduced as a perturbation potential according to:

$$
\begin{align*}
H_{D} & =-\left[\frac{\xi^{2} \sigma_{z}}{2}\left(\gamma k+k^{+} \gamma(z)\right)-\frac{\xi \sigma_{y}}{2}\left(\gamma k^{2}+\left(k^{+}\right)^{2} \gamma\right)\right] \\
& =\frac{i \xi^{2} \sigma_{z}}{2}\left(\gamma \frac{\vec{\partial}}{\partial z}-\frac{\overleftarrow{\partial}}{\partial z} \gamma\right)-\frac{\xi \sigma_{y}}{2}\left(\gamma \overrightarrow{\frac{\partial^{2}}{\partial z^{2}}}+\frac{\overleftarrow{\partial^{2}}}{\partial z^{2}} \gamma\right) \tag{5.89}
\end{align*}
$$

with $\gamma=\gamma(z) . H_{D}$ acquires a pure non-diagonal form like:

$$
\begin{align*}
V^{\uparrow \downarrow} & =\langle\uparrow| H_{D}|\downarrow\rangle=\langle\uparrow|\left\{\frac{i \xi^{2} \sigma_{z}}{2}\left(\gamma \frac{\vec{\partial}}{\partial z}-\frac{\overleftarrow{\partial}}{\partial z} \gamma\right)-\frac{\xi \sigma_{y}}{2}\left(\gamma \frac{\partial^{2}}{\partial z^{2}}+\frac{\overleftarrow{\partial^{2}}}{\partial z^{2}} \gamma\right)\right\}|\downarrow\rangle \\
& =\frac{-i \xi^{2}}{2}\left(\gamma(z) \frac{\partial}{\partial z}-\frac{\overleftarrow{\partial}}{\partial z} \gamma(z)\right)+\frac{i \xi}{2}\left(\gamma(z) \frac{\partial^{2}}{\partial z^{2}}+\frac{\overleftarrow{\partial^{2}}}{\partial z^{2}} \gamma(z)\right) \\
& =\left(\frac{i \xi^{2}}{2} \gamma \frac{\vec{\partial}}{\partial z}-\frac{i \xi}{2} \gamma \frac{\partial^{2}}{\partial z^{2}}\right)-\left(\frac{i \xi^{2}}{2} \frac{\overleftarrow{\partial}}{\partial z} \gamma+\frac{i \xi}{2} \frac{\overleftarrow{\partial^{2}}}{\partial z^{2}} \gamma\right) \tag{5.90}
\end{align*}
$$

and

$$
\begin{equation*}
V^{\downarrow \uparrow}=\left(\frac{i \xi^{2}}{2} \gamma \frac{\vec{\partial}}{\partial z}+\frac{i \xi}{2} \gamma \frac{\partial^{2}}{\partial z^{2}}\right)-\left(\frac{i \xi^{2}}{2} \frac{\overleftarrow{\partial}}{\partial z} \gamma-\frac{i \xi}{2} \frac{\overleftarrow{\partial^{2}}}{\partial z^{2}} \gamma\right) \tag{5.91}
\end{equation*}
$$

From Eq. 5.78 and $W=i \frac{\hbar^{2} k_{1}}{m^{*}} t_{R \uparrow}$, the correction to the amplitude of transmission is:

$$
\begin{align*}
\delta t^{\uparrow \downarrow}= & -\frac{m^{*}}{i \hbar^{2} k_{1}} \int_{-\infty}^{+\infty} \Psi_{R}^{0 \uparrow}\left(z^{\prime}\right)\left[-\frac{i \xi^{2}}{2} \gamma \frac{\partial \Psi_{L}^{\downarrow 0}\left(z^{\prime}\right)}{\partial z}+\frac{i \xi}{2} \gamma \frac{\partial^{2} \Psi_{L}^{\downarrow 0}\left(z^{\prime}\right)}{\partial z^{2}}\right] \\
& -\left[\frac{i \xi^{2}}{2} \gamma \frac{\partial \Psi_{R}^{0 \uparrow}\left(z^{\prime}\right)}{\partial z}+\frac{i \xi}{2} \gamma \frac{\partial^{2} \Psi_{R}^{0 \uparrow}\left(z^{\prime}\right)}{\partial z^{2}}\right] \Psi_{L}^{\downarrow 0}\left(z^{\prime}\right) d z^{\prime} . \tag{5.92}
\end{align*}
$$

We are now going to calculate the properties of the carrier transmission $\mathcal{A}$ for the different SOI configurations: at left, at right, and SOI in both contacts for an incoming left electron.

SOI at left for electrons incoming from left.
We first note that the zeroth-order transmission coefficient, $t_{0}^{\uparrow \downarrow}=0$ is zero without spin-mixing interactions. Then, from Eq. 5.92, the transmission amplitude, $t_{L}^{\uparrow \downarrow}$, with SOI at left is:

$$
\begin{align*}
\delta t^{\uparrow \downarrow}= & -\frac{m^{*}}{i \hbar^{2} k_{1}} \int_{-\infty}^{0} \Psi_{R}^{0 \uparrow}\left(z^{\prime}\right)\left[-\frac{i \xi^{2}}{2} \gamma \frac{\partial \Psi_{L}^{\downarrow 0}\left(z^{\prime}\right)}{\partial z}+\frac{i \xi}{2} \gamma \frac{\partial^{2} \Psi_{L}^{\downarrow 0}\left(z^{\prime}\right)}{\partial z^{2}}\right] \\
& -\left[\frac{i \xi^{2}}{2} \gamma \frac{\partial \Psi_{R}^{0 \uparrow}\left(z^{\prime}\right)}{\partial z}+\frac{i \xi}{2} \gamma \frac{\partial^{2} \Psi_{R}^{0 \uparrow}\left(z^{\prime}\right)}{\partial z^{2}}\right] \Psi_{L}^{\downarrow 0}\left(z^{\prime}\right) d z^{\prime} . \tag{5.93}
\end{align*}
$$

By considering $k_{1}=K$ (incoming propagating wavevector) and $k_{2}=\lambda K$ (imaginary transmitted wavevector), and introducing the respective $A_{1}$, and $A_{2}$ parameters according to:

$$
\begin{equation*}
A_{1}=\int_{-\infty}^{0} \Psi_{R}^{\uparrow 0}\left(z^{\prime}\right)\left[-\frac{i \gamma \xi^{2}}{2} \frac{\partial \Psi_{L}^{\downarrow 0}\left(z^{\prime}\right)}{\partial z^{\prime}}+\frac{i \gamma \xi}{2} \frac{\partial^{2} \Psi_{L}^{\downarrow 0}\left(z^{\prime}\right)}{\partial z^{\prime 2}}\right] d z^{\prime} \tag{5.94}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{2}=\int_{-\infty}^{0}\left[\frac{i \gamma \xi^{2}}{2} \frac{\partial \Psi_{R}^{0 \uparrow}\left(z^{\prime}\right)}{\partial z^{\prime}}+\frac{i \gamma \xi}{2} \frac{\partial^{2} \Psi_{R}^{0 \uparrow}\left(z^{\prime}\right)}{\partial^{2} z^{\prime}}\right] \Psi_{L}^{\downarrow 0}\left(z^{\prime}\right) d z^{\prime}, \tag{5.95}
\end{equation*}
$$

so that:

$$
\begin{equation*}
\delta t^{\uparrow \downarrow}=\frac{m^{*}}{i \hbar^{2} k_{1}}\left(A_{1}+A_{2}\right) . \tag{5.96}
\end{equation*}
$$
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We are now going to calculate $A_{1}$, and $A_{2}$.

$$
\begin{align*}
2 A_{1} & =\int_{-\infty}^{0} \Psi_{R}^{0 \uparrow}\left(z^{\prime}\right)\left(-i \xi^{2} \gamma \frac{\partial}{\partial z}+i \xi \gamma \frac{\partial^{2}}{\partial z^{2}}\right) \Psi_{L}^{\downarrow 0}\left(z^{\prime}\right) d z^{\prime}  \tag{5.97}\\
& =\int_{-\infty}^{0} t_{R \uparrow} e^{k_{2} z^{\prime}}\left\{-i \gamma \xi^{2} \frac{\partial}{\partial z^{\prime}}+i \gamma \xi \frac{\partial^{2}}{\partial z^{\prime 2}}\right\}\left(e^{i k_{1} z^{\prime}}+r_{L \downarrow} e^{-i k_{1} z^{\prime}}\right) d z^{\prime} \\
& =\int_{-\infty}^{0} t_{R \uparrow} e^{k_{2} z^{\prime}}\left\{-i \gamma \xi^{2} \frac{\partial}{\partial z^{\prime}}\right\}\left(e^{i k_{1} z^{\prime}}+r_{L \downarrow} e^{-i k_{1} z^{\prime}}\right) d z^{\prime}+\int_{-\infty}^{0} t_{R \uparrow} e^{k_{2} z^{\prime}}\left\{i \gamma \xi \frac{\partial^{2}}{\partial z^{\prime 2}}\right\}\left(e^{i k_{1} z^{\prime}}+r_{R \downarrow} e^{-i k_{1} z^{\prime}}\right) d z^{\prime} \\
& =\int_{-\infty}^{0} t_{R \uparrow} e^{k_{2} z \prime}\left(-i \gamma \xi^{2}\right)\left(i k_{1}\right)\left(e^{i k_{1} z^{\prime}}-r_{L \downarrow} e^{-i k_{1} z^{\prime}}\right) d z^{\prime}+\int_{-\infty}^{0} t_{R \uparrow} e^{k_{2} z^{\prime}}(i \gamma \xi)\left(-k_{1}^{2}\right)\left(e^{i k_{1} z^{\prime}}+r_{L \downarrow} e^{-i k_{1} z^{\prime}}\right) d z^{\prime} \\
& =\int_{-\infty}^{0} t_{R \uparrow} \gamma \xi^{2} k_{1} e^{k_{2} z^{\prime}}\left(e^{i k_{1} z^{\prime}}-r_{L \downarrow} e^{-i k_{1} z^{\prime}}\right) d z^{\prime}+\int_{-\infty}^{0}-i t_{R \uparrow} \gamma \xi k_{1}^{2} e^{k_{2} z \prime}\left(e^{i k_{1} z^{\prime}}+r_{L \downarrow} e^{-i k_{1} z^{\prime}}\right) d z^{\prime}
\end{align*}
$$

If one defines $B_{1}$ as:

$$
\begin{align*}
B_{1} & =\int_{-\infty}^{0} t_{R \uparrow} \gamma \xi^{2} k_{1} e^{k_{2} z^{\prime}}\left(e^{i k_{1} z^{\prime}}-r_{L \downarrow} e^{-i k_{1} z^{\prime}}\right) d z^{\prime}=\int_{-\infty}^{0} t_{R \uparrow} \gamma \xi^{2} k_{1}\left(e^{\left(k_{2}+i k_{1}\right) z^{\prime}}-r_{L \downarrow} e^{\left(k_{2}-i k_{1}\right) z^{\prime}}\right) d z^{\prime} \\
& =t_{R \uparrow \gamma} \gamma \xi^{2} k_{1}\left\{\frac{1}{k_{2}+i k_{1}}-\frac{r_{L \downarrow}}{k_{2}-i k_{1}}\right\}=\frac{t_{R \uparrow} \gamma \xi^{2} k_{1}}{k_{1}^{2}+k_{2}^{2}}\left\{\left(k_{2}-i k_{1}\right)-r_{L \downarrow}\left(k_{2}+i k_{1}\right)\right\}  \tag{5.98}\\
& =\frac{t_{R \uparrow} \gamma \xi^{2} k_{1}}{k_{1}^{2}+k_{2}^{2}} \frac{2\left(k_{2}^{2}-k_{1}^{2}\right)}{k_{2}-i k_{1}}=\frac{2 t_{R \uparrow} \gamma \xi^{2} k_{1}\left(k_{2}^{2}-k_{1}^{2}\right)}{\left(k_{1}^{2}+k_{2}^{2}\right)\left(k_{2}-i k_{1}\right)}
\end{align*}
$$

with

$$
\begin{align*}
& k_{2}-i k_{1}-r_{L \downarrow}\left(k_{2}+i k_{1}\right)=\left(k_{2}-i k_{1}\right)-\frac{k_{1}-i k_{2}}{k_{1}+i k_{2}}\left(k_{2}+i k_{1}\right)=\left(k_{2}-i k_{1}\right)+\frac{\left(k_{2}+i k_{1}\right)\left(k_{2}+i k_{1}\right)}{k_{2}-i k_{1}} \\
= & \frac{\left(k_{2}-i k_{1}\right)^{2}+\left(k_{2}+i k_{1}\right)^{2}}{k_{2}-i k_{1}}=\frac{2\left(k_{2}^{2}-k_{1}^{2}\right)}{k_{2}-i k_{1}} \tag{5.99}
\end{align*}
$$

and

$$
\begin{align*}
B_{2} & =\int_{-\infty}^{0}-i t_{R \uparrow} \gamma \xi k_{1}^{2} e^{k_{2} z^{\prime}}\left(e^{i k_{1} z^{\prime}}+r_{L \downarrow} e^{-i k_{1} z^{\prime}}\right) d z^{\prime}=\int_{-\infty}^{0}-i t_{L \uparrow} \gamma \xi k_{1}^{2}\left(e^{\left(k_{2}+i k_{1}\right) z^{\prime}}+r_{L \downarrow} e^{\left(k_{2}-i k_{1}\right) z^{\prime}}\right) d z^{\prime} \\
& =-i t_{R \uparrow \gamma} \gamma k_{1}^{2}\left(\frac{1}{k_{2}+i k_{1}}+\frac{r_{L \downarrow}}{k_{2}-i k_{1}}\right)=\frac{-i t_{R \uparrow} \gamma \xi k_{1}^{2}}{\left(k_{1}^{2}+k_{2}^{2}\right)}\left\{\left(k_{2}-i k_{1}\right)+r_{L \downarrow}\left(k_{2}+i k_{1}\right)\right\}  \tag{5.100}\\
& =\frac{-i t_{R \uparrow} \gamma \xi k_{1}^{2}}{\left(k_{1}^{2}+k_{2}^{2}\right)} \frac{-4 i k_{1} k_{2}}{\left(k_{2}-i k_{1}\right)}=\frac{-4 t_{R \uparrow \gamma \xi k_{1}^{3} k_{2}}^{\left(k_{1}^{2}+k_{2}^{2}\right)\left(k_{2}-i k_{1}\right)}}{}
\end{align*}
$$

with

$$
\begin{align*}
& \left(k_{2}-i k_{1}\right)+r_{L \downarrow}\left(k_{2}+i k_{1}\right)=\left(k_{2}-i k_{1}\right)+\frac{k_{1}-i k_{2}}{k_{1}+i k_{2}}\left(k_{2}+i k_{1}\right)=\left(k_{2}-i k_{1}\right)-\frac{\left(k_{2}+i k_{1}\right)\left(k_{2}+i k_{1}\right)}{k_{2}-i k_{1}} \\
= & \frac{\left(k_{2}-i k_{1}\right)^{2}-\left(k_{2}+i k_{1}\right)^{2}}{k_{2}-i k_{1}}=\frac{-4 i k_{1} k_{2}}{k_{2}-i k_{1}} \tag{5.101}
\end{align*}
$$

$$
\begin{equation*}
2 A_{1}=B_{1}+B_{2}=\frac{2 t_{R \uparrow} \gamma \xi^{2} k_{1}\left(k_{2}^{2}-k_{1}^{2}\right)}{\left(k_{1}^{2}+k_{2}^{2}\right)\left(k_{2}-i k_{1}\right)}-\frac{4 t_{R \uparrow} \gamma \xi k_{1}^{3} k_{2}}{\left(k_{1}^{2}+k_{2}^{2}\right)\left(k_{2}-i k_{1}\right)} \tag{5.102}
\end{equation*}
$$

Doing the same treatment:

$$
\begin{align*}
2 A_{2} & =\left\{\int_{-\infty}^{0}\left(i \xi^{2} \gamma \frac{\partial \Psi_{R}^{0}\left(z^{\prime}\right)}{\partial z^{\prime}}+i \xi \gamma \frac{\partial^{2} \Psi_{R}^{0}\left(z^{\prime}\right)}{\partial z^{\prime 2}}\right) \Psi_{L}^{0}\left(z^{\prime}\right) d z^{\prime}\right\} \\
& =\int_{-\infty}^{0}\left(e^{i k_{1} z^{\prime}}+r_{L \downarrow} e^{-i k_{1} z^{\prime}}\right)\left(i \gamma \xi^{2} \frac{\partial}{\partial z^{\prime}}+i \gamma \xi \frac{\partial^{2}}{\partial z^{\prime 2}}\right) t_{R \uparrow} e^{k_{2} z^{\prime}} d z^{\prime} \\
& =\int_{-\infty}^{0}\left(e^{i k_{1} z^{\prime}}+r_{L \downarrow} e^{-i k_{1} z^{\prime}}\right)\left(i \gamma \xi^{2} k_{2}+i \gamma \xi k_{2}^{2}\right) t_{R \uparrow} e^{k_{2} z^{\prime}} d z^{\prime} \\
& =i \gamma \xi k_{2} t_{R \uparrow}\left(\xi+k_{2}\right) \int_{-\infty}^{0}\left(e^{\left(i k_{1}+k_{2}\right) z^{\prime}}+r_{L \downarrow} e^{\left(k_{2}-i k_{1}\right) z^{\prime}}\right) d z^{\prime} \\
& =i \gamma \xi k_{2} t_{R \uparrow}\left(\xi+k_{2}\right)\left\{\frac{1}{i k_{1}+k_{2}}+r_{L \downarrow} \frac{1}{k_{2}-i k_{1}}\right\} \\
& =\frac{i \gamma \xi k_{2} t_{R \uparrow}}{k_{2}^{2}+k_{1}^{2}}\left(\xi+k_{2}\right)\left\{\left(k_{2}-i k_{1}\right)+r_{L \downarrow} i k_{1}+k_{2}\right\}=\frac{i \gamma \xi k_{2} t_{R \uparrow}}{k_{2}^{2}+k_{1}^{2}}\left(\xi+k_{2}\right) \frac{-4 i k_{1} k_{2}}{k_{2}-i k_{1}} \\
& =\frac{4 t_{R \uparrow} \gamma \xi k_{1} k_{2}^{2}\left(\xi+k_{2}\right)}{\left(k_{2}^{2}+k_{1}^{2}\right)\left(k_{2}-i k_{1}\right)}  \tag{5.103}\\
\delta t^{\uparrow \downarrow} & =\frac{m^{*}}{i \hbar^{2} k_{1}}\left(A_{1}+A_{2}\right) \\
& =\frac{m^{*}}{i \hbar^{2} k_{1}}\left[\frac{t_{R \uparrow} \gamma \xi^{2} k_{1}\left(k_{2}^{2}-k_{1}^{2}\right)}{\left(k_{1}^{2}+k_{2}^{2}\right)\left(k_{2}-i k_{1}\right)}-\frac{2 t_{R \uparrow \gamma} \gamma k_{1}^{3} k_{2}}{\left(k_{1}^{2}+k_{2}^{2}\right)\left(k_{2}-i k_{1}\right)}+\frac{2 t_{R \uparrow} \gamma \xi k_{1} k_{2}^{2}\left(\xi+k_{2}\right)}{\left(k_{2}^{2}+k_{1}^{2}\right)\left(k_{2}-i k_{1}\right)}\right] \\
& =\frac{m^{*}}{i \hbar^{2} k_{1}} \frac{t_{R \uparrow} \gamma \xi k_{1}}{\left(k_{1}^{2}+k_{2}^{2}\right)\left(k_{2}-i k_{1}\right)}\left[\xi\left(k_{2}^{2}-k_{1}^{2}\right)-2 k_{1}^{2} k_{2}+2 k_{2}^{2}\left(\xi+k_{2}\right)\right] \\
& =\frac{m^{*}}{i \hbar^{2} k_{1}} \frac{2 k_{1}}{k_{1}+i k_{2}} \frac{\gamma \xi k_{1}}{\left(k_{1}^{2}+k_{2}^{2}\right)\left(k_{2}-i k_{1}\right)}\left[\xi\left(3 k_{2}^{2}-k_{1}^{2}\right)+2 k_{2}\left(k_{2}^{2}-k_{1}^{2}\right)\right] \\
& =\frac{2 m^{*}}{\hbar^{2}} \frac{\gamma \xi k_{1}}{\left(k_{1}+i k_{2}\right)^{2}\left(k_{1}^{2}+k_{2}^{2}\right)}\left\{\xi\left(3 k_{2}^{2}-k_{1}^{2}\right)+2 k_{2}\left(k_{2}^{2}-k_{1}^{2}\right)\right\} . \tag{5.104}
\end{align*}
$$

With the following notations, $k_{1}=K$ (incoming propagating wavevector) and $k_{2}=\lambda K$ (imaginary transmitted wavevector), one obtains:
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$$
\begin{align*}
\delta t^{\uparrow \downarrow} & =\frac{2 m^{*}}{\hbar^{2}} \frac{\gamma \xi K}{(K+i \lambda K)^{2}\left(K^{2}+\lambda^{2} K^{2}\right)}\left\{\xi\left(3 \lambda^{2} K^{2}-K^{2}\right)+2 \lambda K\left(\lambda^{2} K^{2}-K^{2}\right)\right\} \\
& =\frac{2 m^{*}}{\hbar^{2}} \frac{\gamma \xi K}{K^{4}(1+i \lambda)^{2}\left(1+\lambda^{2}\right)} K^{3}\left\{\frac{\xi}{K}\left(3 \lambda^{2}-1\right)+2 \lambda\left(\lambda^{2}-1\right)\right\} \\
& =\frac{1}{\gamma_{C}} \frac{\gamma \xi}{(1+i \lambda)^{2}\left(1+\lambda^{2}\right)}\left\{\frac{\xi}{K}\left(3 \lambda^{2}-1\right)+2 \lambda\left(\lambda^{2}-1\right)\right\} \\
& =\frac{1}{\gamma_{C} K^{2}\left(1+\lambda^{2}\right)} \frac{\gamma \xi K^{2}}{(1+i \lambda)^{2}}\left\{\frac{\xi}{K}\left(3 \lambda^{2}-1\right)+2 \lambda\left(\lambda^{2}-1\right)\right\} \\
& =\frac{1}{2 w} \frac{\gamma \xi K^{2}}{(1+i \lambda)^{2}}\left\{\frac{\xi}{K}\left(3 \lambda^{2}-1\right)+2 \lambda\left(\lambda^{2}-1\right)\right\} . \tag{5.105}
\end{align*}
$$

One finally obtains:

$$
\begin{equation*}
t_{L}^{\uparrow \downarrow}=-\frac{1}{2 w} \frac{\gamma \xi K^{2}}{(1+i \lambda)^{2}}\left\{\frac{\xi}{K}\left(3 \lambda^{2}-1\right)+2 \lambda\left(\lambda^{2}-1\right)\right\} \tag{5.106}
\end{equation*}
$$

SOI at right for electrons incoming from left.
The transmission changes from the previous case by changing the integral from $\int_{-\infty}^{0}$ into $\int_{0}^{+\infty}$ giving $t_{R}^{\uparrow \downarrow}=t_{L}^{\uparrow \downarrow}$. Indeed, let us introduce the notations $A_{R 1}$, and $A_{R 2}$.

$$
\begin{align*}
A_{R 1} & =\int_{0}^{+\infty}\left(e^{-i k_{1} z_{>}^{\prime}}+r_{R \uparrow} e^{i k_{1} z_{>}^{\prime}}\right)\left\{-i \gamma \xi^{2} \frac{\partial}{\partial z^{\prime}}+i \gamma \xi \frac{\partial^{2}}{\partial z^{\prime 2}}\right\} t_{L \downarrow} e^{-k_{2} z_{>}^{\prime}} d z^{\prime} \\
& =\int_{0}^{+\infty}\left(e^{-i k_{1} z_{>}^{\prime}}+r_{R \uparrow} e^{i k_{1} z^{\prime}}\right)(i \gamma \xi)\left(\xi k_{2}+k_{2}^{2}\right) t_{L \downarrow} e^{-k_{2} z_{>}^{\prime}} d z^{\prime} \\
& =i \gamma \xi k_{2}\left(\xi+k_{2}\right) t_{L \downarrow} \int_{0}^{+\infty}\left(e^{-\left(i k_{1}+k_{2}\right) z \prime}+r_{R \uparrow} e^{\left(i k_{1}-k_{2}\right) z^{\prime}}\right) d z^{\prime} \\
& =-i \gamma \xi k_{2}\left(\xi+k_{2}\right) t_{L \downarrow} \int_{0}^{-\infty}\left(e^{\left(i k_{1}+k_{2}\right) z^{\prime}}+r_{R \uparrow} e^{\left(k_{2}-i k_{1}\right) z^{\prime}}\right) d z^{\prime} \\
& =i \gamma \xi k_{2}\left(\xi+k_{2}\right) t_{L \downarrow} \int_{-\infty}^{0}\left(e^{\left(i k_{1}+k_{2}\right) z}+r_{R \uparrow} e^{\left(k_{2}-i k_{1}\right) z}\right) d z^{\prime} \\
& =i \gamma \xi k_{2}\left(\xi+k_{2}\right) t_{L \downarrow}\left\{\frac{1}{\left(i k_{1}+k_{2}\right)}+r_{R \uparrow} \frac{1}{\left(k_{2}-i k_{1}\right)}\right\} \\
& =\frac{i \gamma \xi k_{2}\left(\xi+k_{2}\right) t_{L \downarrow}}{\left(k_{1}^{2}+k_{2}^{2}\right)}\left\{\left(k_{2}-i k_{1}\right)+r_{R \uparrow}\left(i k_{1}+k_{2}\right)\right\}=\frac{i \gamma \xi k_{2}\left(\xi+k_{2}\right) t_{L \downarrow}}{\left(k_{1}^{2}+k_{2}^{2}\right)} \frac{-4 i k_{1} k_{2}}{k_{2}-i k_{1}} \\
& =\frac{4 \gamma \xi k_{1} k_{2}^{2}\left(\xi+k_{2}\right) t_{L \downarrow}}{\left(k_{1}^{2}+k_{2}^{2}\right)\left(k_{2}-i k_{1}\right)} \tag{5.107}
\end{align*}
$$

where

$$
\begin{equation*}
\left.k_{2}-i k_{1}\right)+r_{R \uparrow}\left(i k_{1}+k_{2}\right)=\left(k_{2}-i k_{1}\right)+\frac{k_{1}-i k_{2}}{k_{1}+i k_{2}}\left(i k_{1}+k_{2}\right)=\frac{-4 i k_{1} k_{2}}{k_{2}-i k_{1}} \tag{5.108}
\end{equation*}
$$

$$
\begin{align*}
A_{R 2} & =\int_{0}^{+\infty}\left\{i \gamma \xi^{2} \frac{\partial\left(e^{-i k_{1} z^{\prime}}+r_{R \uparrow} e^{i k_{1} z^{\prime}}\right)}{\partial z^{\prime}}+i \gamma \xi \frac{\partial^{2}\left(e^{-i k_{1} z^{\prime}}+r_{R \uparrow} e^{i k_{1} z^{\prime}}\right)}{\partial z^{\prime 2}}\right\} t_{L \downarrow} e^{-k_{2} z^{\prime}} d z^{\prime} \\
& =\int_{0}^{+\infty} t_{L \downarrow} e^{-k_{2} z^{\prime}}\left(i \gamma \xi^{2}\right)\left(-i k_{1} e^{-i k_{1} z^{\prime}}+i k_{1} r_{R \uparrow} e^{i k_{1} z^{\prime}}\right) d z^{\prime}-\int_{0}^{+\infty} t_{L \downarrow} e^{-k_{2} z}\left(i \gamma \xi k_{1}^{2}\right)\left(e^{-i k_{1} z_{>}}+r_{R \uparrow} e^{i k_{1} z_{>}}\right) d z^{\prime} \\
& =\int_{0}^{+\infty} t_{L \downarrow} \gamma \xi^{2} k_{1}\left(e^{-\left(i k_{1}+k_{2}\right) z^{\prime}}-r_{R \uparrow} e^{-\left(k_{2}-i k_{1}\right) z^{\prime}}\right) d z^{\prime}-\int_{0}^{+\infty} t_{L \downarrow}\left(i \gamma \xi k_{1}^{2}\right)\left(e^{-\left(i k_{1}+k_{2}\right) z^{\prime}}+r_{R \uparrow} e^{-\left(k_{2}-i k_{1}\right) z^{\prime}}\right) d z^{\prime} \\
& =\frac{2 t_{L \downarrow} \gamma \xi^{2} k_{1}\left(k_{2}^{2}-k_{1}^{2}\right)}{\left(k_{1}^{2}+k_{2}^{2}\right)\left(k_{2}-i k_{1}\right)}-\frac{4 t_{L \downarrow} \gamma \xi k_{1}^{3} k_{2}}{\left(k_{1}^{2}+k_{2}^{2}\right)\left(k_{2}-i k_{1}\right)} \tag{5.109}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
\tau_{R}^{\uparrow \downarrow}=\frac{m^{*}}{i \hbar^{2} k_{1}}\left[\frac{A_{R 1}+A_{R 2}}{2}\right]=\frac{m^{*}}{i \hbar^{2} k_{1}}\left[\frac{2 \gamma \xi k_{1} k_{2}^{2}\left(\xi+k_{2}\right) t_{L \downarrow}}{\left(k_{1}^{2}+k_{2}^{2}\right)\left(k_{2}-i k_{1}\right)}+\frac{t_{L \downarrow} \gamma \xi^{2} k_{1}\left(k_{2}^{2}-k_{1}^{2}\right)}{\left(k_{1}^{2}+k_{2}^{2}\right)\left(k_{2}-i k_{1}\right)}-\frac{2 t_{L \downarrow} \gamma \xi k_{1}^{3} k_{2}}{\left(k_{1}^{2}+k_{2}^{2}\right)\left(k_{2}-i k_{1}\right)}\right] \tag{5.110}
\end{equation*}
$$

Because $t_{L \downarrow}=t_{R \uparrow}$, one can observe that $\tau_{R}^{\uparrow \downarrow}=\tau_{L}^{\uparrow \downarrow}$
SOI at left and right side for electrons incoming from left.
With SOI in the whole space (left and right), we find from Eq. [5.92] the transmission amplitude $t^{\uparrow \downarrow}$ :

$$
\begin{equation*}
t^{\uparrow \downarrow}=-\left(\frac{\gamma \xi K^{2}}{w}\right) \frac{\frac{\xi}{K}\left(3 \lambda^{2}-1\right)+2 \lambda\left(\lambda^{2}-1\right)}{(1+i \lambda)^{2}} \tag{5.111}
\end{equation*}
$$

From $T(t, \eta)=\left|t^{\uparrow \downarrow}\right|^{2}$, we recover transmission $T(t, \eta)$ and asymmetry $\mathcal{A}$ derived from the application of the pure matching conditions (Eqs. 5.76). This proves the power of this perturbation methodology involving mixed propagating and evanescent electronic states.

## Case of a tunnel junction in the CB: perturbation calculations

We focus now on the case of a tunnel junction, of thickness $a$, made of two ferromagnetic contacts (in the AP state) and separated by a thin semiconductor belonging to the $\mathrm{T}_{\mathrm{d}}$-symmetry. The contacts are free of SOI. The incident energy in the CB lies in the range of the exchange step, $-w<\mathcal{E}<w$, with a single incident propagating wave of a pure spin $\uparrow$ character. However, the electrons may scatter, now, at the two different interfaces of the junction and this makes the problem generally different from the previous treatment. One then considers a particular value for the barrier height equal to the exchange potential, $V_{0}=|w|$, so as to prevent any back and forth scattering. The calculation of the most general shape of the GF is given in Ref. [257]. To the first order of perturbation, the transmission, $\delta t^{\downarrow \uparrow}$, now equals:

$$
\begin{align*}
\delta t^{\uparrow \downarrow}= & \frac{m^{*}}{i \hbar^{2} k_{1}} \int_{0}^{a} \Psi_{L}^{0 \uparrow}\left(z^{\prime}\right)\left[-\frac{i \gamma \xi^{2}}{2} \frac{\partial \Psi_{R}^{\downarrow 0}\left(z^{\prime}\right)}{\partial z}+\frac{i \gamma \xi}{2} \frac{\partial^{2} \Psi_{R}^{\downarrow 0}\left(z^{\prime}\right)}{\partial z^{2}}\right] d z^{\prime} \\
& -\frac{m^{*}}{i \hbar^{2} k_{1}} \int_{0}^{a}\left[\frac{i \gamma \xi^{2}}{2} \frac{\partial \Psi_{L}^{0 \uparrow}\left(z^{\prime}\right)}{\partial z}+\frac{i \gamma \xi}{2} \frac{\partial^{2} \Psi_{L}^{0 \uparrow}\left(z^{\prime}\right)}{\partial z^{2}}\right] \Psi_{R}^{\downarrow 0}\left(z^{\prime}\right) d z^{\prime} \tag{5.112}
\end{align*}
$$

The coefficient of the wave functions $\Psi_{R}^{0 \downarrow}$, and $\Psi_{L}^{0 \uparrow}$, without SOI, are found from the relevant matching condition in a similar way to the case of the exchange step to give:

$$
\begin{array}{r}
\Psi_{L}^{0 \uparrow}=t_{L \uparrow} e^{-k_{2} z}=\frac{2 k_{1}}{k_{1}+i k_{2}} e^{-k_{2} z}, \text { for } z>0 \\
\Psi_{R}^{0 \downarrow}=t_{L \uparrow} e^{k_{2}(z-a)}=\frac{2 k_{1}}{k_{1}+i k_{2}} e^{k_{2}(z-a)}, \text { for } z<a \tag{5.113}
\end{array}
$$

Considering the first term in Eq. 5.112

$$
\begin{align*}
2 A_{1} & =\int_{0}^{a} \Psi_{L}^{\uparrow 0}\left(z^{\prime}\right)\left(-i \xi^{2} \gamma \frac{\partial}{\partial z^{\prime}}+i \xi \gamma \frac{\partial^{2}}{\partial z^{\prime 2}}\right) \Psi_{R}^{\downarrow 0}\left(z^{\prime}\right) d z^{\prime}=\int_{0}^{a} t_{L \uparrow} e^{k_{2}\left(z^{\prime}-a\right)}\left\{-i \gamma \xi^{2} \frac{\partial}{\partial z^{\prime}}+i \gamma \xi \frac{\partial^{2}}{\partial z^{\prime 2}}\right\} t_{R \downarrow} e^{-k_{2} z} d z^{\prime} \\
& =\int_{0}^{a} t_{L \uparrow} e^{k_{2}\left(z^{\prime}-a\right)}\left\{i \gamma \xi^{2} k_{2}+i \gamma \xi k_{2}^{2}\right\} t_{R \downarrow} e^{-k_{2} z} d z^{\prime}=\int_{0}^{a} e^{-k_{2} a} t_{L \uparrow} t_{R \downarrow} i \gamma \xi k_{2}\left(\xi+k_{2}\right) d z^{\prime} \\
& =e^{-k_{2} a} t_{L \uparrow} t_{R \downarrow} \downarrow \gamma \xi k_{2}\left(\xi+k_{2}\right) a \tag{5.114}
\end{align*}
$$

and the second term

$$
\begin{align*}
2 A_{2} & =\int_{0}^{a}\left(i \xi^{2} \gamma \frac{\partial \Psi_{L}^{\uparrow 0}\left(z^{\prime}\right)}{\partial z^{\prime}}+i \xi \gamma \frac{\partial^{2} \Psi_{L}^{\downarrow 0}\left(z^{\prime}\right)}{\partial z^{\prime 2}}\right) \Psi_{R}^{\downarrow 0}\left(z^{\prime}\right) d z^{\prime}=\int_{0}^{a} t_{R \downarrow} e^{-k_{2} z^{\prime}}\left\{i \gamma \xi^{2} \frac{\partial}{\partial z^{\prime}}+i \gamma \xi \frac{\partial^{2}}{\partial z^{\prime 2}}\right\} t_{L \uparrow} e^{k_{2}\left(z^{\prime}-a\right)} d z^{\prime} \\
& =\int_{0}^{a} t_{R \downarrow} e^{-k_{2}\left(z^{\prime}+a\right)}\left\{i \gamma \xi^{2} k_{2}+i \gamma \xi k_{2}^{2}\right\} t_{L \uparrow} e^{k_{2} z} d z^{\prime}=e^{-k_{2} a} t_{L \uparrow} t_{R \downarrow} i \gamma \xi k_{2}\left(\xi+k_{2}\right) a \tag{5.115}
\end{align*}
$$

One obtains:

$$
\begin{align*}
\delta t^{\uparrow \downarrow} & =\frac{m^{*}}{i \hbar^{2} k_{1}}\left(A_{1}+A_{2}\right)=e^{-k_{2} a} \frac{m^{*}}{i \hbar^{2} k_{1}}\left(t_{L \uparrow} t_{R \downarrow}\right) i \gamma \xi k_{2}\left(\xi+k_{2}\right) a \\
& =e^{-k_{2} a} \frac{m^{*}}{i \hbar^{2} k_{1}}\left[\frac{2 k_{1}}{k_{1}+i k_{2}} \frac{2 k_{1}}{k_{1}+i k_{2}}\right] i \gamma \xi k_{2}\left(\xi+k_{2}\right) a=e^{-k_{2} a} \frac{2 m^{*}}{\hbar^{2}} \frac{2 k_{1} \gamma \xi k_{2}\left(\xi+k_{2}\right) a}{\left(k_{1}+i k_{2}\right)^{2}} \\
& =\frac{e^{-k_{2} a}}{\gamma_{c}} \frac{2 \gamma \xi k_{2} k_{1} a}{\left(k_{1}+i k_{2}\right)^{2}}\left(\xi+k_{2}\right) \tag{5.116}
\end{align*}
$$

giving out the transmission coefficient we are searching for:

$$
\begin{equation*}
\delta t^{\uparrow \downarrow}=\frac{e^{-k_{2} a}}{\gamma_{c}} \frac{2 \gamma \xi k_{2} k_{1} a}{\left(k_{1}+i k_{2}\right)^{2}}\left(\xi+k_{2}\right) . \tag{5.117}
\end{equation*}
$$

where we remind that $a$ is the barrier thickness.
Without SOI perturbation, the transmission coefficient is also zero in the situation of pure spin states, and consequently, $T^{\uparrow \downarrow}=\left|\delta t^{\uparrow \downarrow}\right|^{2}$. If one defines again the incidence parameter $t=\tan \theta=\xi / K$ for and $\eta=\frac{1-\lambda^{2}}{1+\lambda^{2}}=\frac{\varepsilon}{w}$ the reduced incident kinetic energy, we find the asymmetry of transmission for the tunnel barrier to be like:

$$
\begin{equation*}
\mathcal{A}=\frac{\left|\xi+k_{2}\right|^{2}-\left|-\xi+k_{2}\right|^{2}}{\left|\xi-k_{2}\right|^{2}+\left|-\xi-k_{2}\right|^{2}}=2 \frac{\sqrt{(1-\eta)(1+\eta)} t}{t^{2}(1+\eta)+(1-\eta)} . \tag{5.118}
\end{equation*}
$$

One obtains a perfect agreement between the perturbative scattering method and our multiband calculations for $\left|t^{\uparrow \downarrow}\right|^{2}$ and $\mathcal{A}$ (Fig. 5.19b). The transmission coefficient for an incoming propagating spin- $\uparrow$ electron into an outgoing propagating spin- $\downarrow$ electron is non-zero after SOI is branched on. The transmission $v s$. incident kinetic energy and incident angle is different from the case of a simple exchange-step. The maximum
of transmission depends also on the incidence angle or $t$ parameter. The $\mathbf{k} \cdot \mathbf{p}$ theory gives a maximum of asymmetry when the evanescent wavevector equals in magnitude the parallel incoming wavevectors in the CB.


Figure 5.22: (a) Asymmetry coefficient $\mathcal{A}$ vs. reduced energy calculated in the VB of ( $\mathrm{Ga}, \mathrm{Mn}$ )As/GaAs/(Ga,Mn)As 3 nm thick tunnel junction with AP magnetizations for $k=0.05 \mathrm{~nm}^{-1}$ and (b) the transmission coefficient as function of in-plane wave vector $k_{\|}=\left(k_{x}, k_{y}\right)$. Carriers with plus $k_{y}$ in-plane wavevector component are more easily transmitted than those carrying minus $k_{y}$. These calculations were done for VB within the different $\boldsymbol{k} . \boldsymbol{p}$ framework: $6-$, $14-$, 30 -, and 40 - band model and a good agreement among them showing that the numerical code is robust. The exchange strength is 0.3 eV and the total kinetic energy $E=0.23 \mathrm{eV}$, the barrier thickness being 3 nm .

### 5.4.3 Anomalous tunnel Hall effect with valence bands: Case of intrinsic Core SOI in the VB and spin-chirality

We now turn to the case of the VB of a tunnel junction composed of two $p$-type ferromagnets separated by a thin tunnel barrier ( 3 nm in the present case). The barrier height have been chosen so as to match with the
exchange strength $(0.3 \mathrm{eV})$. The structure is free of any odd-potential $k$-terms $\left(\widehat{H}_{D}=0\right)$ and only includes core SOI (p-orbitals). Results are displayed in Fig. 5.22b for the transmission maps and Fig. 5.22a for the corresponding asymmetry resulting from a multiband $\boldsymbol{k} . \boldsymbol{p}$ treatment.

In the 2D-map calculation procedures obtained for a hole kinetic energy of $\epsilon=0.23 \mathrm{eV}$, we have checked (Fig. 5.22b) that the whole numerical approaches ( $6,14,30$ and 40 -bands models) provide about exactly similar data. The transmission scales within the range $7-25 \times 10^{-4}$ with $P^{\prime}=0$ and $\Delta^{\prime}=0$. Those results demonstrate that the absence of inversion symmetry $\left(T_{d}\right)$ is not mandatory to observe an asymmetry $\mathcal{A}$ in valence band (we have checked the existence of asymmetry with the silicon barrier structure which is a structure with inversion symmetry). Figure 5.22a displays the asymmetry $\mathcal{A} v s$. hole energy $\mathcal{E}$ for $k_{\|}=0.05 \mathrm{~nm}^{-1}$. The energy range covers the spin- $\uparrow, \downarrow$ heavy $(H H)$ and light $(L H)$-hole subbands whereas the respective spin $\uparrow$ and $\downarrow$ split-off bands are not represented here. We refer to points (1) to (4) marked by vertical arrows in the following discussion. Here, the energy of the $H H \uparrow(H H \downarrow)$ corresponds to 0.15 eV [ -0.15 eV ] as indicated by point (1) [(4)], the energy zero being taken at the top of the VB of the nonmagnetic material. Correspondingly, one observes a large negative transmission asymmetry ( $-60 \%$ ) in this energy range for predominant majority spin $\uparrow$ injection as far as $H H \downarrow$ does not contribute to the current. At more negative energy $[\mathcal{E}<-0.15 \mathrm{eV}$ : point (4)], a sign change of $\mathcal{A}$ occurs at the onset of $H H \downarrow$ to reach about $+20 \%$. From Ref. [12,57] $\mathcal{A}$ changes sign two times at characteristic energy points corresponding to a sign change of the injected particle spin. Also, we have performed similar calculations for a simple contact [12, 57]. Remarkably, $\mathcal{A}$, although smaller, keeps the same trends as for the tunnel junction, except for a change of sign. Without tunnel junctions, $\mathcal{A}$ abruptly disappears as soon as $S O \downarrow$ contributes to tunneling i.e., when evanescent states disappear. In the case of tunnel junction, $\mathcal{A}$, although small, subsists in this energy range and this should be related to the evanescent character of the wavefunction in the barrier.

### 5.4.4 A short report about ATHE for electron in CB: A multiband k.p treatments.

In the previous sections, we have used the effective Hamiltonian involving the bulk inversion asymmetry, or Dresselhaus term, to study the transmission asymmetry of an electron in conduction band tunneling through exchange step junction with antiparallel configuration. We then obtained a result that if we discard the out of plane term in the $2 \times 2$ Dresselhaus Hamiltonian, there is no asymmetry in CB. On the other word, the odd-potential k-terms are needed to obtain the transmission asymmetry for CB (within $2 \times 2$ effective Hamiltonian), in contrast to the effect in VB. This result surprised us a lot at the beginning since from the physical point of view, the point group symmetry of the studied structure is $D_{2 d}$ where the irreducible representations relevant for the conduction and valence band states are the same. Therefore, it is reasonable to expect the similar form of the spin-orbit interaction and, hence, spin-orbit interaction induced anomalous tunnel Hall effect. Recently, the difference between the effect in the conduction and valence bands has been elucidated completely and will be published by our group in the collaboration with Ioffe Institute, Politekhnicheskaya 26194021 St.Petersburg. We now present here our short conclusions about it.

First of all, one has to emphasize that all analytical calculations we have done with effective Hamiltonian for CB are mathematically correct, but however, in framework of effective Hamiltonian for CB, there is no contribution of s-p hybridization in CB that make it different from effective Hamiltonian for VB. So, if one takes into account the s-p hybridization in CB (by using multiband like 30 bands Hamiltonian) then the transmission asymmetry effect for electron in CB would have the same features as in VB, on the other word, the asymmetry of transmission should exist in CB even when the Dresselhaus terms are discarded. Figure 5.23 displays the numerical calculations of transmission coefficient for plus and minus in-plane wave vector $k_{\| \mid}$and transmission asymmetry for an electron in CB tunnels through exchange step junction with antiparallel configuration of magnetization. Figs 5.23 b is the calculation using effective Hamiltonian (without s-p hybridization) and without Dresselhaus term ( $\gamma_{D}=0$ ) showing a zero asymmetry in transmission


Figure 5.23: The transmission coefficient for plus and minus inplane wave vector $k_{\| \mid}$and transmission asymmetry for an electron in CB tunnels through exchange step junction with antiparallel configuration of magnetization. Figs (a, b) are calculations using effective Hamiltonian (without s-p hybridization) with and without Dresselhaus term $\gamma_{D} \neq 0\left(\gamma_{D}=0\right)$. (c, d) are calculations using 30 bands Hamiltonian (taking into account s-p hybridization) with and without Dresselhaus term $\gamma_{D} \neq 0\left(\gamma_{D}=0\right)$.
that is the same treatment as presented in previous sections with analytical calculations. But, however, in contrast with effective Hamiltonian, the 30 bands Hamiltonian shows a non-zero asymmetry even when we discarded Dresselhaus term responsible for the absence of inversion symmetry in the bulk III-V semiconductor. When the absence of inversion symmetry in III-V semiconductor is taken into account, the asymmetry calculations of both effective Hamiltonian and 30 bands Hamiltonian return a same feature of very large asymmetry as discussed previously.

Finally, a short conclusion is that one has to take into account both Dresselhaus terms and s-p hybridization in order to recover the full symmetry or the effect of spin-orbit interaction and, hence, spin-orbit interaction induced anomalous tunnel Hall effect in the conduction band. That makes the multiband k.p method developed in this manuscript become more important to consider the real ATHE effect in both CB and VB of III-V semiconductor based heterostructure.

### 5.4.5 Device application of ATHE: Resonant structures

One observed from previous calculations that in the both two cases of the exchange step or the barrier structure, the universal asymmetry $\mathcal{A}$ is large but, however, the transmission is rather small. Therefore,
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in order to obtain both large universal asymmetry and transmission coefficient, one may construct more complicated structures involving resonant tunneling to increase the transmission up to a fraction of unity while keeping extremely high asymmetries. Such structures would be suitable for device application of ATHE in the future.


Figure 5.24: (a) Schematic of Anomalous Tunnel Hall effect in a GaAs quantum well with 2 nm barrier thickness and 10 nm quantum well width, 0.5 eV barrier height and $\uparrow \uparrow \downarrow$ magnetization configuration; (b): transmission as function of energy for anti-parallel configuration with opposite incident wave vectors $k_{\| \mid}$around the second peak of quantum well dispersion, and (c) two dimensional map of transmission vs. $k_{\| \mid}$calculated for hole's energy which corresponds to the energy position of the peak in (b).

As an example, in Fig. 5.24, we depict the structure consisting of a magnetic quantum well sandwiched between two magnetic electrodes and separated by non-magnetic barriers of different thicknesses. The magnetization of each layer can be reversed independently. There are 4 possible different magnetization configurations: $\uparrow \uparrow \uparrow, \uparrow \downarrow \uparrow, \uparrow \uparrow \downarrow$ and $\uparrow \downarrow \downarrow$. This constitutes a paradigm for a 4 -state memory. In Fig. 5.24b the transmissions as the function of energy for opposite parallel wavevector components $k_{\|}= \pm 0.02$ are plotted around the second peak for $\uparrow \uparrow \downarrow$ magnetization configuration. One observes that the peak transmission reaches a values close to unity for the $k_{\|}=-0.02 \AA$ whereas for the $k_{\|}=0.02 \AA$ the peak transmission is very small. It makes the asymmetry to become very high, almost $100 \%$ which is evidenced by the strong difference between plus $k_{x}$ and minus $k_{x}$ in 2D map of transmission as function of $k_{\|}$in Fig. 5.24c. Eventually, an experimental confirmation of these predictions would yield a fingerprint of ATHE.

## Spin VCSELs and optical anisotropy in (001) InGaAs/GaAs QWs revisited by multiband k.p methods
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For several decades, continuous research efforts have been devoted to the physics and development of spin lasers made of $e . g$. spin-polarized vertical-cavity surface-emitting lasers (spin VCSELs) as a source of coherent circular polarized light with novel and enhanced performances. As a source of coherent circularpolarized light, spin-lasers introduce strong non-linearities at their emission threshold possibly enabling an amplification of the spin-information encoded with light helicity from a spin-controlled carrier optical or electrical injection. On the other hand, spin lasers would provide a number of advantages over conventional vertical-cavity surface-emitting lasers for the future optical communication systems such as spin-driven reconfigurable optical interconnects [23], fast modulation dynamics [333, 334, 346, 347], polarization control [24, 25] as well as higher performances such as laser threshold reduction [335, 336], improved laser intensity, and polarization stability. Laser threshold reduction was observed [335, 337, 338] and explained theoretically from the argument of the removal of the degeneration of the carrier densities [26, 339, 340]. Additionally, they have been shown to exhibit a polarization emission much more directional than conventional side-emitting laser diodes. Moreover, optical [24, 341-343] and electrical [25, 27] spin-injection were already achieved in monolithic VCSEL structures. A clear control of the laser polarization via optical spin injection was also demonstrated [24, 341, 344]. In particular, experimental investigations showed that the output circular polarization degree can exceed the input polarization via strong non-linear gain effects [341]. Even more recently, it was demonstrated, by the Thales TRT group in Palaiseau, France, a clear controllable elliptically-polarized laser emission in 1/2-VCSELs via circular optical pumps once the intrinsic linear birefringence of the device were compensated to zero [345]. It exists nowadays two kinds of surface emitting semiconductor lasers: monolithic micro-cavity-type VCSELs that allows for highly integrated low current threshold devices and on the other hand vertical-external-cavity surface-emitting lasers (VECSEL). In that goal, quantum-well VECSELs are very promising solutions for spin-lasers as they are inherently compact, wavelength flexible, widely tunable, powerful and highly coherent [346, 347] (spectrally, spatially and in terms of polarization) along with a class-A dynamics low noise regime [348, 349]. For spinlasers functionality, optically-pumped III-V semiconductor VECSEL technology is a candidate of choice due to its inherent easier control of in-plane isotropy of the material. Typically, the resonant optical cavity of a VECSEL is made of a semiconductor chip, also called $1 / 2$-VCSEL, and an external output coupler. The 1/2-VCSEL nanostructure integrates a Bragg reflector and a semiconductor quantum well (QW) [350] or a quantum dot (QD) gain medium. For a recent review, the reader can refer e.g. to Refs. [13, 14, 346, 347, 351-354]).

However, the properties of vector dipole sources in active regions of VECSELs do not necessarily force the polarization of the emitted light to be in the same direction because of the result of the residual optical anisotropies as linear birefringences and linear gain anisotropy within the semiconductor multilayers. These anisotropic properties of the dielectric function strongly impact the performance and properties of laser operation [355] leading to preferential linearly-polarized laser emission (Fig.6.1a-b) (see also $e$. $g$. the results presented in Ref. [345]) and to an additional favorable coupling between modes and complex polarization dynamics and polarization switching. These also impact the polarization dynamics of electrically pumped VCSEL [356-359] by pinning the polarization mode to a certain linearly polarized state [338, 360-365]. On the other hand, the dynamics of the circular polarization experiences very fast oscillations in the GHz range, much faster than the relaxation oscillation in the device for the same pump conditions [366]. This results in mode beating [334] whose frequency splitting is tuned by the birefringence. Previous theoretical as well as experimental investigations have allowed to distinguish between two different contributions that we will discuss hereafter in much details: a linear birefringence originating from interfaces between ternary quantum wells and barriers (GaAsP/(In,Ga)As/GaAsP) and local surface strain of III-V materials after surface crystalline reconstruction [367-369]. An in-plane optical anisotropy of III-V quantum well structures was


Figure 6.1: a) Figure of optically-pumped spin-VECSELs experiments, b) Angulardependence of the spin-VECSELS output optical power showing a classical $\cos ^{2} \theta$ dependence associated to a pinning of a linear polarization due to optical anisotropies and c) Angular-dependence of the spin-VECSELs output optical power almost constant associated to a pure output optical circular polarization when a strong circular birefringent media is introduced in the optical cavity.
found due to the breakdown of the rotational inversion symmetry at a semiconductor interface (by the reduction from $T_{d}$ to $C_{2 v}$ symmetry group when the host materials do not share any common atoms) $[368,369]$ and evaluated numerically from a pseudo-potential microscopic model as well as by $\mathbf{k} . \mathbf{p}$ theory approached by correct electronic boundary conditions [369-372], as well as chemical segregation [368] and strain effect in QWs. Such effect of linear birefringence in the QWs is generally measured by optical reflectance anisotropy [373], by transmission anisotropy [374] or by absorption anisotropy [375] like previously evidenced. The second contribution originating from surface may have two different causes: a surface-bulk electro-optical effect due to the appearance of a significant electric field developing from the top surface by pinning of the Fermi level [376,377] and an effect related to strain by surface reconstruction [378].

### 6.1 Principles of Spin VECSELs

We are now giving some details about the working principles of spin VECSELS with optical pumping method based on optical selection rules and the dynamical descriptions from the optical Maxwell-Bloch equations.

### 6.1.1 Optical pumping and optical gain: optical selection rules

Generally one can distinguish between devices optically-pumped like spin-VCSELS and devices electrically pumped like spin light-emitting diodes (spin-LEDs) and electrically-pumped spin-VCSELS. In those devices, the emission of circularly polarized coherent light originates from radiative recombinations of spin polarized electrons with unpolarized holes in active media such as quantum wells (QWs). The output spin

Table 6.1: Optical selection rule obtained from the characteristic dipole matrix element at $\Gamma$ point.

|  | $\mathrm{CB} \uparrow\langle 1 / 2,+1 / 2\|$ | $\mathrm{CB} \downarrow\langle 1 / 2,-1 / 2\|$ |
| :---: | :---: | :---: |
| $\mathrm{HH} \uparrow\langle 3 / 2,+3 / 2\|$ | $-\sqrt{1 / 2}(\hat{x}+i \hat{y})$ | 0 |
| $\mathrm{HH} \downarrow\langle 3 / 2,-3 / 2\|$ | 0 | $\sqrt{1 / 2}(\hat{x}-i \hat{y})$ |
| $\mathrm{LH} \uparrow\langle 1 / 2,+1 / 2\|$ | $\sqrt{2 / 3} \hat{z}$ | $-\sqrt{1 / 6}(\hat{x}+i \hat{y})$ |
| $\mathrm{LH} \downarrow\langle 1 / 2,-1 / 2\|$ | $\sqrt{1 / 6}(\hat{x}-i \hat{y})$ | $\sqrt{2 / 3} \hat{z}$ |

polarization is directly related, although in a non-linear way, to the polarization injected (optical or electrical ) via the optical quantum selection rules governing the radiative recombination. There is a proportionality relation between the spin polarization of the injected current $P_{s}$ and the degree of circular polarization of the emitted light $P_{\text {circ }}$, in particular along the quantization axis parallel to the growth direction in the case of a quantum well (any direction can play this role for bulk optically active materials). The annihilation of an electron-hole pair during the inter-band recombination process triggers a transfer of the total electronhole angular momentum to the emitted photon. In $\hbar$ units, polarized photons have an angular momentum projection on the wave vector direction equal to +1 or -1 respectively. Thus the radiation resulting from the recombination of the spin-polarized carriers will be partially circular if the spin orientation has not entirely relaxed within the time of recombination. Thereupon, the degree of circular polarization of the radiation serves as a useful and direct measure of the carrier density spin state as well as its change under the influence of external factors and relaxation process. The efficiency of the conversion of the spin-polarization between pump and output coherent light can be quantified from optical polarization measurements (e.g. spin-resolved electroluminescence or spin-resolved photoluminescence) through the examination of the optical quantum selection rules [14]. In a direct gap III-V semiconductor, the interband transitions rates are given by the Fermi golden rule 1.52 where the transition matrix element $\left.D=\left|\langle f| V_{f i}\right| o\right\rangle \mid$, proportional to the overlap integral, quantifies the coupling strength between the initial state and the final state via the dipolar Hamiltonian perturbation $V_{f i}$. For electronic states close to the $\Gamma$ point, the electron wavefunction in the CB and VB can be described by the quantized states or standing waves formed with the Bloch wavefunctions (sum of forward and backward traveling waves) with associated Bloch states $\left|j, m_{j}\right\rangle$ denoted according to the total angular momentum j and its projection onto the quantization axis $m_{j}$. In this notation, the wavefunctions describing the CB and VB states near the $\Gamma$ point can be expressed in terms of wavefunctions with $s, p_{x}, p_{y}$ and $p_{z}$ orbital character.

The $V_{f i}$, perturbation operator, is the operator describing the physical interaction coupling between the initial and final states. The dipolar Hamiltonian interactions $\mathbf{H}_{d}=-\mathbf{E} . \mathbf{d}$, where $\mathbf{d}=\frac{1}{V} \sum_{(m)} e . \mathbf{r}_{(\mathbf{m})}$ is the host vector dipole moment of electrons with charge $e$, position vectors $\mathbf{r}_{(\mathbf{m})}$ in the volume $V$ and space coordinate $m(m=x=[100], y=[010], z=[001])$, leading to both spontaneous and stimulated emission [355]. In the case of the $i$-polarized electric field $E_{i}$ it takes the form $\mathbf{H}_{d}=-\sum_{i} E_{i} \hat{d_{i}}$ with the off-diagonal matrix elements between two levels $|1\rangle$ and $|2\rangle, d_{21, i}=\langle 1| \hat{d_{i}}|2\rangle$, which is also called the dipolar coupling coefficient. In the present case, the interaction arises between an electrical dipole and an external field such that the interaction operator is given by:

$$
\begin{equation*}
V_{f i}=\vec{d} \cdot \vec{E}=d_{x} E_{x}+d_{y} E_{y}+d_{z} E_{z} \tag{6.1}
\end{equation*}
$$

where $\vec{d}$ is the dipole moment and $\vec{E}$ is the electric field of the light wave. The components of the electric field $E_{x}, E_{y}$ and $E_{z}$ are considered constant as the electric field variations are small compared to the periodical variation of the lattice potential. When the vector $\vec{d}$ is expressed as a spherical tensor $d_{ \pm}$for $\sigma^{ \pm}$optical transition, the Wigner-Eckart theorem states that the non-zero dipolar matrix element $D=$
$\left.\left|\langle f| V_{f i}\right| o\right\rangle \mid$ are the terms verifying the relation $\Delta m_{j}= \pm 1$ [379]. The transition probabilities for allowed transitions are given in table 6.1.

The orientation convention is to consider that a photon has a right circular polarization $\sigma^{+}$(respectively left circular polarization $\sigma^{-}$) when emitted from a $\Delta m_{j}=-1$ transition and propagating toward the surface (respectively toward the backside). The optical selection rules are only strictly valid at the $\Gamma$ point. By moving away from the $\Gamma$ point, the HH and LH band mixture results in a non-ideal optical polarization.

Right or Left circular polarized light pumping


Optoelectronic structure

Figure 6.2: Scheme of the circularly polarized optical pumping mechanism: Spin generation happens through preferential transitions driven by the optical quantum selection rules in the active medium of the optoelectronic device.

At the $\Gamma$ point, the $C B \rightarrow H H$ transitions are three times more probable than the $C B \rightarrow L H$ transitions regardless to the active medium nature. In a bulk semiconductor, the HH-band and the LH-band are degenerate at the $\Gamma$ point, which intrinsically limits the degree of circular polarization degree injected in the device. Thus, the maximum value theoretically reachable for $P_{\text {circ }}$ with a bulk active medium will be limited to $50 \%$ for a carrier spin polarization of $100 \%$ :

$$
\begin{equation*}
P_{\text {circ }}^{\text {bulk }}=\frac{I\left(\sigma^{+}\right)-I\left(\sigma^{-}\right)}{I\left(\sigma^{+}\right)+I\left(\sigma^{-}\right)}=\frac{\left(3 n_{\downarrow}+n_{\uparrow}\right)-\left(3 n_{\uparrow}+n_{\downarrow}\right)}{\left(3 n_{\downarrow}+n_{\uparrow}\right)+\left(3 n_{\uparrow}+n_{\downarrow}\right)}=\frac{n_{\downarrow}-n_{\uparrow}}{2\left(n_{\downarrow}+n_{\uparrow}\right)}=-\frac{P_{s}}{2} \tag{6.2}
\end{equation*}
$$

where $I\left(\sigma^{+}\right)$and $I\left(\sigma^{-}\right)$are the intensities for $\sigma^{+}$and $\sigma^{-}$polarizations respectively; $n_{\uparrow}$ and $n_{\downarrow}$ stands for the density of states of spin up and spin down electrons respectively.

The case of QWs is much more appealing as the quantum confinement and potential epitaxial strain lift the degeneracy between the HH-band and LH-band at the $\Gamma$ point. For example, in $A l_{x} G a_{1-x} A s$ and $I n_{x} G a_{1-x} A s$ which we extensively used in the active medium of spin-LEDs and spin-VCSELs, the HHband is energetically higher than the LH-band. Consequently, the LH states can be ignored, especially since the $C B \rightarrow H H$ transitions are three times more probable than the $C B \rightarrow L H$ transitions. It is then theoretically possible to reach $100 \%$ degree of circular polarization for an injected spin polarization of

100\% :

$$
\begin{equation*}
P_{c i r c}^{Q W} \approx \frac{3 n_{\downarrow}-3 n_{\uparrow}}{3 n_{\downarrow}+3 n_{\uparrow}}=-P_{s} \tag{6.3}
\end{equation*}
$$

### 6.1.2 Dynamics of the system: the optical Maxwell-Bloch equations.

We now give more details on the optical transitions and related transition matrices. From a pure quantummechanical approach, physical processes responsible for the optical gain involve optically active recombination regions, typically multiple quantum wells (MQWs) wherein the electronic-to-photonic information transfer occurs via the optical quantum selection rules for dipole radiation. This is associated with the conservation of angular momentum in active media or QWs [17]. From a material point of view, binary (GaAs, InP, GaN) and ternary (InGaAs, GaAsP) III-V semiconductor compounds are widely used in optoelectronics as reference materials for light sources and detectors with the advantage of a direct gap. The amplification effects induced by the combination of a gain medium and a resonant optical cavity gives a unique opportunity to maximize the conversion efficiency of the carrier spin-information into light helicity. A particular example of the derivation of the dynamics of VCSELs and spin-VCSELs is Bloch equations refined in terms of the so-called spin-flip model established in the mid-nineties [360, 380]. This describes the dynamics of spin-polarized pumped carriers and correlated polarized electric field in the optical cavities and thus generating elliptical optical eigenmodes. However, what is missing in the latter approach is a correct evaluation of the optical gain properties and its different anisotropic contributions from a pure quantum mechanical approach. The optical gain property has to take into account the anisotropic contributions according to circularly or elliptically polarized electronic injection in QW (via optical, electrical or hybrid pumping). This includes possible linear gain anisotropy between different in-plane [110] and [1 $\overline{1} 0$ ] crystallographic axes, originating from the interfacial symmetry breaking between III-V quantum wells and barriers, which is reduced from the bulk $T_{d}$ or structural $D_{2 d}$ to the interface $C_{2 v}$ symmetry group as demonstrated recently [368].

The carrier-photon dynamics of spin lasers may then be modeled, starting from the Maxwell-Bloch equations [381-384], using a spin-dependent rate equation analysis. The rate equations can provide a direct relation between material characteristics and device parameters [26, 333, 385]. A set of equations which relates the polarization behavior of $\mathrm{V}(\mathrm{E}) \mathrm{CSEL}$ to the quantum structure of the active medium and to the anisotropies of the cavity may then be derived. The first anisotropy to consider is the unavoidable linear phase anisotropy induced by a possible local strain-field in the material host via electro-optical effects and originating e.g. from lattice mismatch [356, 357] or from crystal relaxation at the interface. As a consequence of this anisotropy [110] and [1 $\overline{1} 0$ ] axes, the directional degeneracy of the electric field will be removed and the frequencies of orthogonally linearly polarized light fields will be split. One possible description is a generalization of the equations within a full transfer-matrix method developed recently in our group [386].

The dynamical Maxwell-Bloch dynamical equations link the electromagnetic electric field $\mathbf{E}$ and the medium polarization $\mathbf{P}$ in a vectorial form as well as the spin-dependent carrier density which may be different via the electrical or optical circularly-polarized pumps. These equations generally derive from the density matrix dynamics [381-384] of carriers coupled to photons via the dipolar interactions Hamiltonian $\mathbf{H}_{d}=-$ E.d. If one considers slowly varying amplitudes of the electric field, conveniently written in the relevant reference basis (circularly or linearly polarized eigenmodes), rate equations for $\mathbf{E}$, and for carrier density can be derived as $\mathbf{P}=\hat{\chi} \mathbf{E}$, where $\chi$ is the susceptibility tensor. Indeed, one admits here that the transverse relaxation time of the optical polarizability is very short which is generally true for class $A$ and class $B$ lasers as in Ref. [387].

Nonetheless, crystallographic and electro-optical anisotropies in the QWs can make that the vectorial orientations of $\mathbf{E}$ and $\mathbf{P}$ slightly differ in the active regions where the carrier recombination and optical gain take place. This can be explained via the property of the optical activity. Even if the resulting optical gain would only represent a small fraction of the electromagnetic wave intensity in the cavity, this property of non-collinearity between $\mathbf{E}$ and $\mathbf{P}$ in QWs is crucial to analyze and understand the eigenmode polarization and the mode coupling. This is what we will demonstrate below. Note that, although outside of the scope of the present thesis, such possible non-collinearity between $\mathbf{E}$ and $\mathbf{P}$ also appears to be of the first importance to understand optical eigenmodes obtained with pumps competing with intrinsic linear gain anisotropy like observed in recent experiments [345, 388].

Generally, in order to take into account realistic physical situations dealing with III-V (spin-)VCSELS involving anisotropic interfaces ( $C_{2 v}$ symmetry), a possible way consists in considering differential optical losses for the two different crystallographic axes. However, if this method correctly mimics the difference in the optical activities (losses and corresponding threshold [360,380]), it cannot account for additional mode coupling as far as the dipolar-transitions remain, here, unaffected by the surface properties. An alternate and novel method that we propose here, would be to determine the correct properties of the dipolar interband transitions from a pure quantum-mechanical picture taking into account the orbital bonding anisotropy imposed by interfaces. By this way, we will be able to determine the true dipolar amplification properties as well as the optical eigenmodes that can be then made different, and in this specific case, the optical coupling between modes imposed by electro-optical properties originating from interfaces. It may also lead to a generation of mode splitting like observed recently [389-391].

### 6.2 Impact of the optical anisotropies in the semiconductor cavity.

### 6.2.1 Linear birefringence and circular gain dichroism

Those additional linear in-plane anisotropies in the multilayer semiconductor cavity strongly impact the performance and properties of spin-laser operation, leading to complex polarization dynamics. Previous theoretical as well as experiment investigations have allowed to distinguish between several different contributions:

* A linear birefringence originating from interfaces between ternary quantum wells and barriers like (In,Ga)As/GaAs quantum well structure.
* Possible local surface strain of III-V material after surface crystalline reconstruction.
* A magneto-optical anisotropy.

The first contribution, an in-plane optical anisotropy of III-V quantum well structures, was found due to the reduction from $D_{2 d}$ to $C_{2 v}$ symmetry group when the host materials do not share any common atoms, as well as chemical segregation and strain effect in quantum well. The second contribution originating from the surface may have two different causes: a surface-bulk electro-optical effect due to the appearance of a significant electric field developing from the top surface and an effect related to strain by surface reconstruction. The last contribution is given by magneto-optical effects which cause the circular dischroism and birefringence in a magnetized ferromagnetic layer used as a spin-injector.

### 6.2.2 Natural interface anisotropy in quantum wells and optical active regions.

The natural interface anisotropy is a form of an inversion asymmetry resulting from the structure of chemical bonding at the interfaces. An example of such an interface with symmetry reduction from $D_{2 d}$ to $C_{2 v}$ is shown in Fig. 6.3 which depicts the atomic structure of zinc-blend type quantum wells along the [110] axis grown on [001]-oriented substrates. Figure 6.3a shows the case of a quantum well/barrier system
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with a common atom. While within each layer, the anions (black circles) are surrounded by equivalent cations (white circles), the interfacial anion is bonded to different cations from the upper and lower layers. An example of such system is GaAs/AlAs structure depicted in Fig 6.3e. The planes of the As-Al and As-Ga bonds involving a common anion are rotated by $\pi / 2$ with respect to each other at each side of the interface. It results from this particular $C_{2 v}$ symmetry leading to a possible heavy to light hole mixing in the component of the wavefunction at interface [30,31] yielding the optical anisotropy. Consequently, different optical properties are expected along the [110] and [1 $\overline{1} 0]$ directions. However, even if the top interface exhibits any anisotropy due to the symmetry reason, such anisotropy would be compensated at the bottom interface because the chemical bonds themselves are the same. The quantum well/barrier system thus remain symmetric. On the other hand, the different situation is in the case when quantum well/barrier system does not share any common atoms as depicted in Fig 6.3 (b,c,d). The anisotropy of the top interface is not compensated at the bottom interface because the chemical bonds are different and thus the system is no longer symmetric.
(a)

(c)

(d)


FIGURE 6.3: Illustrating the origin of the natural interface asymmetry in quantum wells grown on (001) substrates (a-c) and on a (011) substrate (d). Taken from [392]

In this work, we mainly focus on $\operatorname{In}_{0.25} G a_{0.75} A s / G a A s_{0.95} P_{0.05}$ quantum well structure where quantum wells and barriers share the common atoms Ga and As. However, the average cation type and anion type atoms ( InGa ) and (As) in quantum wells are different from the average atoms ( Ga ) and (AsP) in the barriers. Therefore the symmetry breaking leading to the optical linear birefringence and dichroism is expected.

Moreover, the local surface strain of III-V materials due to even a small lattice mismatch after surface crystalline reconstruction as well as due to the chemical segregation can be present.

### 6.2.3 Anisotropy at the surface

The linear birefringence and dichroism originating from the surface may have two different origins: the effect related to the strain by surface reconstruction and the surface bulk electro-optic effect due to the appearance of a significant electric field at a surface.

One contribution to the overall anisotropy predicted and observed at clean (001) surfaces of binary IIIV semiconductors is caused by the surface reconstruction with its characteristic dimer-configuration and back-bonds as depicted in Fig.6.3. This anisotropy could be understood on the basis of trigonally bonded overlayers leading to the strain and thus different optical properties along the [110] and [110] directions. Typical examples are the As or Ga dimers found on the different reconstruction of the GaAs surface. Since the dimers have a preferential orientation, electronic transitions involving these states are expected to be highly anisotropic. Moreover, reconstruction induces small changes in atomic positions in the atomic layers close to the surface and thus producing a strain field.

Another contribution to the surface linear anisotropy is due to the linear electro-optic, bulk-related effect induced by the sample surface electric field. Such effect originates from an electric charge exchange between the bulk and the surface states of the semiconductor, in order for the material to attain thermodynamical equilibrium. As a result of this process, the Fermi level becomes pinned at the semiconductor surface at an energy located in the forbidden gap. The presence of the surface electric field results in the breaking of the symmetry of GaAs near the surface and in the loss of the optical isotropy in this region. A systematic studies of this effect on n-type GaAs has been done by Acosta-Ortiz by using reflectance different technique [393].

Besides, the electro-optic effects can appear also in the presence of an applied external electric field (electrically injected VCSELs) or the electric field from high-power pumping laser (optical pumped VECSELs). When an electric field is present along the [001] direction, the refractive indices along the [110] and


$$
\begin{align*}
& n_{[110]}=n_{0}-\frac{n^{3}}{2} \tilde{r} E  \tag{6.4}\\
& n_{[1 \overline{1} 0]}=n_{0}+\frac{n^{3}}{2} \tilde{r} E \tag{6.5}
\end{align*}
$$

where $n_{0}$ is the refractive index in the absence of an electric field and $\tilde{r}$ is the electro-optical coefficient. Such electro-optical birefringence can be used to control the cavity resonance of the polarized light along the [110] and [1 $\overline{1} 0]$ directions, which are shifted to shorter and longer wavelengths depending on the direction of the applied electric field.

### 6.2.4 Electronic susceptibility, optical anisotropy, and optical gain: The MaxwellBloch equations revisited.

## Generalities

The objectives of the general scientific program is to investigate both by analytical and numerical procedures the static and time-dependent properties of output laser eigenmodes emitted from VECSEL and $1 / 2$ VECSEL cavity $v s$. the known dielectric optical constants of each constituting material. Those investigations include the effects and properties of light-sources in each active layers (or quantum wells) with possible related linear birefringence (uniaxial in-plane strain field), anisotropy of linear gain due to stress,
circular gain due to spin injection and possibly dichroism due to the presence of a ferromagnetic film. For the Spin-VECSEL applications, it has been proposed in the frame of Tibor Fordös's thesis to develop computation and modeling of the coherent light-emitted from VECSEL or 1/2 VECSEL cavities based on the scattering-matrix approach. A number of properties have been derived, namely the properties of laser threshold, output-light polarization in terms of output Jones vector including possible linear-birefringence and strain-induced field effect at surfaces and interfaces (quantum wells, Bragg reflectors, surface with air).

The electric field and polarization-field vectors, are respectively $\mathbf{E}$ and $\mathbf{P}$. We refer now to the sketch and notations given by Fördos et al. [395]. Let us define the electromagnetic field of the two-mode laser $\mathbf{E}_{(1,2)}$ as a sum of two orthogonal coupled lasing eigenmodes $A_{(1,2)} \boldsymbol{\eta}_{(1,2)}$ in the following way

$$
\begin{align*}
& \mathbf{E}=\sum_{i=1,2} \mathbf{E}_{(i)} \exp \left(\omega_{(i)} t-k_{(i)} z\right)+c . c .=\sum_{i=1,2} A_{(i)} \boldsymbol{\eta}_{(i)} \exp \left(\omega_{(i)} t-k_{(i)} z\right)+c . c .  \tag{6.6}\\
& \mathbf{P}=\sum_{i=1,2} \mathbf{P}_{(i)} \exp \left(\omega_{(i)} t-k_{(i)} z\right)+c . c . \tag{6.7}
\end{align*}
$$

where the $\boldsymbol{\eta}_{(1,2)}$ are the polarization of the eigenmodes, either (1) or (2) to be calculated and that we yet consider to be known at this stage, $A_{(i)}(\mathbf{r}, t)$ is the time slowly varying envelope and transverse spatial amplitude, and $\mathbf{P}_{(i)}$ the polarization $\mathbf{P}_{(i)}=\hat{\chi} \mathbf{E}_{(i)}$ of the mode $i(i=1,2)$, respectively. The derivation is made by projecting the incoming electric field vector of the propagating wave crossing the active region in the reference basis corresponding to the two optically active circular recombination channels (+ and - ). This will thus generate a certain $2 \times 2$ non-diagonal amplification-matrix (gain-tensor) in the active region for the vectorial electric fields to find.

## Role of the susceptibility tensor in the light-matter coupling

The interaction between light and matter is generally described by the susceptibility tensor $\chi=\chi_{R}+i \chi_{I}$ that links the electronic polarization and electric field according to $P=\chi \epsilon_{0} E$ and where $P=\operatorname{tr}\{e \rho \hat{r}\}$ stands for the electronic polarization $P$. From the Maxwell equations, the susceptibility tensor $\chi_{\alpha \beta}$ is linked to the dielectrical tensor $\epsilon_{\alpha \beta}$ and conductivity tensor $\sigma_{\alpha \beta}$ by the following relationship (Gaussian units):

$$
\begin{equation*}
\hat{\epsilon}=\epsilon_{0}(\hat{1}+4 \pi \hat{\chi})=\hat{\epsilon}_{0}+4 \pi i \frac{\hat{\sigma}}{\omega} \tag{6.8}
\end{equation*}
$$

where $\omega$ is the optical fequency. One may distinguish between intraband and interband virtual or effective transitions and several models have been proposed to describe such interactions. The intraband transitions are responsible for optical absorption, e. g. dealing with free carriers in metals or in electron gas systems in semiconductor, whereas the interband transitions are responsible for the dynamical host conductivity, host optical index and optical gain. On may also distinguish between longitudinal (Coulomb problem) and transverse (electromagnetic wave) optical response. We shortly review, here, the main models:

- The Lorentz-model describes the response of an electron bounds to a given center excited by an electromagnetic wave excitation or AC-electric field. The steady-state dynamical response gives an acsusceptibility:

$$
\begin{equation*}
\chi=\frac{n e^{2}}{m \epsilon_{0}} \frac{1}{\left(\omega^{2}-\omega_{0}^{2}\right)-i \frac{\omega}{\tau}} \tag{6.9}
\end{equation*}
$$

where $\omega_{0}$ is the resonance frequency of the bound system and $\tau$ its characteristic relaxation time. We note $\omega_{p}=\sqrt{\frac{4 \pi n e^{2}}{m \epsilon_{0}}}$ the characteristic plasma frequency. It results that the real part of the conductivity
(absorption) that reads $\sigma_{R}=\frac{\chi_{R} \omega \epsilon_{0}}{4 i \pi}$ satisfies the well-known sum rule:

$$
\begin{equation*}
\int_{\omega=0}^{\omega=\infty} \sigma_{R} d \omega=\frac{\epsilon_{0} \omega_{p}^{2}}{8} \tag{6.10}
\end{equation*}
$$

- From pure quantum-mechanical point of view, for the calculation of both intraband and interband transitions, we have for the longitudinal optical response:

$$
\begin{equation*}
\left.\chi_{\|}(\mathbf{q}, \omega)=\frac{e^{2}}{V \epsilon_{0} \mathbf{q}^{2}} \sum_{k} \sum_{l, l^{\prime}} \frac{f^{0}\left(\mathcal{E}_{\mathbf{k}+\mathbf{q}, l^{\prime}}\right)-f^{0}\left(\mathcal{E}_{\mathbf{k}, l}\right)}{\mathcal{E}_{\mathbf{q}, l^{\prime}}-\mathcal{E}_{\mathbf{k}, l}-\hbar \omega-i \hbar \eta}\left|\left\langle\mathbf{k}+\mathbf{q} l^{\prime}\right| \exp \{i \mathbf{k} . \mathbf{r}\}\right| \mathbf{k} l\right\rangle\left.\right|^{2} \tag{6.11}
\end{equation*}
$$

where $V$ the volume, $l, l^{\prime}$ are the initial $(|l\rangle)$ and final $\left(\left|l^{\prime}\right\rangle\right)$ electronic states and $\left.\left|\left\langle\mathbf{k}+\mathbf{q} l^{\prime}\right| \exp \{i \mathbf{k} . \mathbf{r}\}\right| \mathbf{k} l\right\rangle\left.\right|^{2}=$ $\delta_{l l^{\prime}}+\left(1-\delta_{l l^{\prime}}\right)\left(\frac{\mathbf{q}}{m \omega_{l l^{\prime}}}\right)^{2}\left|P_{l l^{\prime}}\right|^{2}$ represents the transition matrix element within the k.p theory frame. On the other hand, the transverse response reads:

$$
\begin{equation*}
\left.\chi_{\perp}(\mathbf{q}, \omega)=\frac{n e^{2}}{m \epsilon_{0} \omega^{2} \mathbf{q}^{2}}+\frac{n e^{2}}{V \epsilon_{0} m^{2} \omega^{2}} \sum_{k} \sum_{l, l^{\prime}} \frac{f^{0}\left(\mathcal{E}_{\mathbf{k}+\mathbf{q}, l^{\prime}}\right)-f^{0}\left(\mathcal{E}_{\mathbf{k}, l}\right)}{\mathcal{E}_{\mathbf{k}, \mathbf{q}, l^{\prime}}-\mathcal{E}_{\mathbf{k}, l}-\hbar \omega-i \hbar \eta}\left|\left\langle\mathbf{k}+\mathbf{q} l^{\prime}\right| P^{2}\right| \mathbf{k} l\right\rangle\left.\right|^{2} \tag{6.12}
\end{equation*}
$$

- It results that for semiconductors, if one notes $|0\rangle$ the top of the valence band state, the susceptibility writes in fine:

$$
\begin{equation*}
\chi(\mathbf{q}, \omega)=\frac{n e^{2}}{m \epsilon_{0}} \sum_{l^{\prime}} \frac{f_{l^{\prime} 0}}{\left(\omega_{l^{\prime} 0^{2}}-\omega^{2}\right)-i \frac{\omega}{\tau}} \tag{6.13}
\end{equation*}
$$

where $f_{l^{\prime} 0}=\frac{2\left|P_{0 l^{\prime}}\right|^{2}}{m \hbar \omega_{0 l^{\prime}}}$ is the optical oscillator strength between the initial state $|0\rangle$ and the final state $\left|l^{\prime}\right\rangle$ and where $\omega_{0 l^{\prime}}=\mathcal{E}_{l^{\prime}}-\mathcal{E}_{0}$ is the energy gap. We can note that $\sum_{l^{\prime}} f_{l^{\prime} 0}=\frac{m}{m^{*}}$ with $m^{*}$ the effective mass of the semiconductor near state $|0\rangle$. It results that the sum rule for the optical conductivity is retrieved according to:

$$
\begin{equation*}
\int_{\omega=0}^{\omega=\infty} \sigma_{R} d \omega=\frac{\epsilon_{0} \omega_{p}^{2}}{8} \tag{6.14}
\end{equation*}
$$

## Kramers-Kronig relationships

The Kramers-Kronig relies the real and imaginary part of the susceptibility tensor according to the following Cauchy integration:

$$
\begin{equation*}
\chi\left(\omega_{0}\right)=\int_{-\infty}^{+\infty} \frac{\chi(\omega)}{\omega-\omega_{0}+i \eta} d \omega \tag{6.15}
\end{equation*}
$$

which allows one to derive the real part of $\chi$ once its imaginary part (optical absorption) is known. This relationship allows us to introduce the Henry factor in optically active region by $\frac{\chi_{R}}{\chi_{I}} \approx 3.5$ for standard III-V semiconductor compound.

For that purpose, the dipolar amplitude responsible for the optical gain and corresponding to each of the two spin-populations, (+) for spin $\uparrow$ and ( - ) for spin $\downarrow$, must be derived depending on possible linear anisotropies. We define $\mathbf{A}_{ \pm}^{d}$ as these dipolar amplitude in a Jones-vectorial form in a Cartesian optical reference basis associated to the two optically active circular recombination channels, ( + ) and ( - ) respectively. For a 2-level model, we note $N_{ \pm}$the respective spin-up (+) and spin-down (-) carrier densities in quantum wells above transparency $(t r)\left(N_{ \pm}=N_{\uparrow \downarrow}-N_{t r}\right)$ associated to the respective pumping rates $N_{0 \pm}, \Gamma$ the
off-diagonal damping factor for the off-diagonal density-matrix elements (media polarization), the damping rate of the carrier densities $\gamma, \gamma_{s}$ the spin-flip rate, and the spectral detuning $\delta^{\prime}$. One then gets the dynamical behavior of each of the physical constituents that are $\mathbf{E}, \mathbf{P}$ in a vectorial form according to [381, 383]:

$$
\begin{align*}
& \frac{\partial \mathbf{P}_{(1,2)}}{\partial t}=-\left(\Gamma+i \delta^{\prime}\right) \mathbf{P}_{(1,2)}-i \frac{\mu^{2}}{\hbar}\left[\left(\mathbf{E}_{(1,2)} \mathbf{A}_{+}^{d *}\right) \mathbf{A}_{+}^{d} N_{+}+\left(\mathbf{E}_{(1,2)} \mathbf{A}_{-}^{d *}\right) \mathbf{A}_{-}^{d} N_{-}\right]  \tag{6.16}\\
& \left.\frac{\partial N_{ \pm}}{\partial t}=-\gamma\left(N_{ \pm}-N_{0 \pm}\right) \mp \gamma_{s}\left(N_{+}-N_{-}\right)\right)-\frac{i}{\hbar} \sum_{i=1,2}\left\{\left(\mathbf{E}_{(i)}^{*} \mathbf{A}_{ \pm}^{d}\right)\left(\mathbf{P}_{(i)} \mathbf{A}_{ \pm}^{d *}\right)-c . c\right\}  \tag{6.17}\\
& \frac{\partial^{2}}{\partial t^{2}} \mathbf{P}_{(1,2)} \exp \left(\omega t-k_{(1,2)} z\right)=\left[c^{2} \nabla^{2}-\epsilon \frac{\partial^{2}}{\partial t^{2}}-\kappa \frac{\partial}{\partial t}\right] \mathbf{E}_{(1,2)} \exp \left(\omega t-k_{(1,2)} z\right) \tag{6.18}
\end{align*}
$$

Those three equations represent a generalization of the Maxwell-Bloch equations, and of the spin-flip model, to the case of anisotropic active regions.

## Application to optical anisotropy in spin-VCSELs

In active media or laser devices, the optical response to an electromagnetic wave excitation can be described by the equation governing the two-level $(i=1,2)$ density matrix $\rho_{i j}$ via the time-dependent Schrödinger equation. From that equation that we do not detail here, one obtains the expression of $\chi$. At low light intensity, close to threshold, it is given by:

$$
\begin{align*}
\chi_{R} & =\frac{n \mu^{2}}{\epsilon \hbar}\left(\rho_{22}^{(0)}-\rho_{11}^{(0)}\right) \frac{\delta}{\delta^{2}+\Gamma^{2}}  \tag{6.19}\\
\chi_{I} & =\frac{n \mu^{2}}{\epsilon \hbar}\left(\rho_{22}^{(0)}-\rho_{11}^{(0)}\right) \frac{\Gamma}{\delta^{2}+\Gamma^{2}} \tag{6.20}
\end{align*}
$$

where $n$ is the density of atoms, $\epsilon$ the host dielectric constant, and where $\rho_{22}^{(0)}-\rho_{11}^{(0)}$ represents the population inversion at the laser threshold. The optical gain $\alpha_{g}$ then follows from the imaginary part of the susceptibility tensor $\chi_{I}$ as:

$$
\begin{equation*}
\alpha=-\frac{n_{0} \omega}{2 c} \chi_{I} \tag{6.21}
\end{equation*}
$$

The absorption coefficient is shown to be linked to the imaginagy part of the susceptibility tensor!

### 6.3 Thesis objectives: from past, present to beyond.

### 6.3.1 What has been performed:

These analytical and numerical modelings already focused in particular on:
(1) The representation of (circular) optical gain in active layers (quantum wells) with dipole sources and derived from the very general optical-selection rules applied to III-V semiconductor compounds and including possible local Hamiltonian terms in III-V materials (Rashba, Dresselhauss) derived from the electronic structure. The possible study of the effect of residual stress-induced linear birefringence on output optical properties.
(2) The integration the Spin-Flip model [396] for the gain of the electromagnetic-field inside the cavity into the propagative S -matrix formalism.
(3) The analytical and computational modeling of light emission in resonant multilayer structures was performed by using an appropriate $4 \times 4$ matrix approach fulfilling Maxwell equations in each layer together with relevant boundary conditions for the electromagnetic field.
(4) The determination of the laser threshold and resonance where both amplitudes and phases of the waves in the cavity was reproduced and compared to experiments. Losses in the magneto-optically active ferromagnetic injector and strain-induced optical anisotropy at the interfaces of III-V QWs have crucial impact on laser threshold and was included in the model using experimentally obtained optical parameters. Experimental study of resonance conditions and emitted polarization of the half spin-VECSELs was performed at Thales TRT and UM $\phi$ CNRS/Thales. Optimization of the structure geometry, film thicknesses, number of QWs, etc. in order to enhance spin-lasers overall performance and to design electrically-injected full spin-VCSELs.
(5) The development of analytical method and numerical codes including several sources of active layers (quantum wells) in Spin-VECSELs was performed and achieved by S-matrix recursive method. This particular worktask aimed at generalizing the previous work of Fördos et al. [28] to the case of multi-wells VECSELs structures.

### 6.3.2 This thesis project:

We propose in this thesis to tackle the problem of the properties of the dipolar optical transitions (band-toband) near the center of the Brillouin zone of quantum wells in a $14 \times 14,30 \times 30$ and $40 \times 40$ multiband $\boldsymbol{k} . \boldsymbol{p}$ framework. This theory will use the specific matching conditions for wavefunctions derived in the previous chapters taking into account local non-symmetric potential (Dresselhauss, heavy to light hole mixing) in bulk and active layer interfaces. These dipolar optical transitions determine the selection rules during transitions and are needed to study either the properties of the optical gain as well as the properties of the optical pump in Spin-VECSELs operations in both steady-state and dynamical regime of spin injection. These optical transitions may involve the effect of stress-induced linear birefringence at the surface of III-V QWs interfaces.

Moreover, when dealing with electrical spin-injection or electrically-pumped devices, on needs to inject the spin-polarized carriers from a ferromagnetic injector or magnetic tunnel barrier, magnetic injectors which constitute the optical device by itself. One thus have to consider the modeling of a real hybrid devices, inhomogeneous by essence, constituted by magnetic injector and an optically active region from a monolithic point-of-view. This deserves the development of our multiband $\mathbf{k} . \mathbf{p}$ tunneling platform to model spin-injection processes and spin-currents.

### 6.4 Experimental study of surface and interfacial optical anisotropy by ellipsometry methods (collaboration University of Ostrava) [397].

This section refers to the recent experimental results obtained by ellipsometry methods on GaAsP/InGaAs/GaAsP quantum well based spin-VCSELs. Those experiments as well as data analysis have been performed in the framework of Tibor Fördos thesis [28] within a joint degree program between University d'Ostrava and LSI Ecole Polytechnique. We recall the main results and connect to our recent $\boldsymbol{k} . \boldsymbol{p}$ calculations realized during the present thesis.
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### 6.4.1 Design of the VECSEL structure

Generally, the VECSEL device is based on a laser resonator and the active gain medium: quantum wells or quantum dots. Figure. 6.4 shows schematically the general VECSEL laser structure and the particular structure to be investigated in this work consists of an epitaxial high reflectivity (99.9\%) bottom AlAs/GaAs Bragg mirror (26 pairs) of nominal thickness $t_{\text {AlAs }}=85.37 \mathrm{~nm}$ and $t_{G a A s}=71.8 \mathrm{~nm}$. The $\frac{13}{2} \lambda$-thick active region is constituted of 6 strain-balanced 8 nm thick $\operatorname{InGaAs} / \mathrm{GaAsP}$ QWs with emitting laser frequency at $\lambda \approx 1 \mu m$. Each pairs of QWs is separated by GaAs spacer which size decreases when getting closer to the surface. A 30 nm thick insulating AlAs layer in-between the surface and the active medium used as a carrier confinement layer in optical pumping experiments. The nominal thickness of GaAs capping layer is 10 nm .

(C) $\operatorname{InGaAs} / G a A s P 6 x \mathrm{MQWs}$


FIgURE 6.4: (a) Schematic of a VECSEL (not to scale) with a semiconductor gain chip and an external laser resonator. Reprinted from [398]. (b,c) VECSEL with the quantum well structure is to be investigated in this work.

### 6.4.2 Methodology: Optical function of semiconductors in a layer-by-layer approach

The critical step involved in fitting Mueller matrix ellipsometric data to a given structural model is the proper parametrization of the unknown energy-dependent complex optical functions $\epsilon_{r}(E)=\epsilon_{1}-i \epsilon_{2}$. We have used a Kramers-Kronig (KK) consistent Tauc-Lorentz (TL) model function, which was developed by Jellisson using the Tauc joint density of states and the Lorentz oscillator. This approach is combined by subset of more general Herzinger-Johs (HJ) parametrized function shapes with KK properties to model the shape of an $M_{0}$ critical point seen in direct gap semiconductors such as GaAs around the gap energy $E_{g}$.

## Tauc-Lorentz model [399]

In the approximation of parabolic bands, Tauc's dielectric function describing inter-band mechanisms above the band edge is in the form [400]

$$
\epsilon_{2}^{T}(E)= \begin{cases}A_{T}\left(\frac{E-E_{g}}{E}\right)^{2} & E \geq E_{g}  \tag{6.22}\\ 0 & E<E_{g}\end{cases}
$$

where $A_{T}$ is the Tauc coefficient, E is the phonon energy and $E_{g}$ is the energy of optical bandgap.
On the other hand, the derivation of the Lorentz oscillator is based on the classical theory of interaction between light and matter and is used to describe frequency dependent polarization due to bound charge, which are supposed to be analogy to a spring-mass system. Bounded electrons react to an electromagnetic field by vibrating like damped harmonic oscillators leading to the imaginary part of the relative permitivity

$$
\begin{equation*}
\epsilon_{2}^{L}=\frac{A_{L} \Gamma E_{0} E}{\left(E^{2}-E_{0}^{2}\right)^{2}+\Gamma^{2} E^{2}} \tag{6.23}
\end{equation*}
$$

where $\Gamma$ is the broadening parameter and $E_{0}$ is the energy of the central peak with amplitude $A_{L}$. Multiplying Eq. 6.22 and Eq.6.23 leads to the Tauc-Lorentz dispersion formula:

$$
\epsilon_{2}(E)= \begin{cases}\frac{1}{E} \frac{A E_{0} \Gamma\left(E-E_{g}\right)^{2}}{\left(E^{2}-E_{0}^{2}\right)^{2}+\Gamma^{2} E^{2}} & E \geq E_{g}  \tag{6.24}\\ 0 & E<E_{g}\end{cases}
$$

with the overall amplitude $A=A_{T} A_{L}$. The real part of the dielectric function is derived using KramersKronig integration:

$$
\begin{equation*}
\epsilon_{1}(E)=\epsilon_{1 \infty}+\frac{2}{\pi} P_{C} \int_{E_{g}}^{\infty} \frac{E^{\prime} \epsilon_{2}\left(E^{\prime}\right)}{E^{\prime}-E} d E^{\prime} \tag{6.25}
\end{equation*}
$$

where $P_{C}$ is the Cauchy principal value and $\epsilon_{1 \infty}$ is the constant term originating from high-energy absorbtions [399].

## Herzinger-Johs model [401]

The model developed by Johs which combines functional shape with Kramers-Kronig consistent properties is convenient when reproducing complicated dielectric function shape without the need of additional oscillators between critical points. Analytically, a single oscillator is formed by four-order Gaussian broadened polynomials, which are grouped into four polynomial ensembles connected end-to-end and centered on critical point $E_{C}$. Each spline connects smoothly with the advanced spline, forming a single, continuous function as depicted in Fig. 6.5. Generally, each critical point is described by 9 parameters. $E_{C}$ is the CP energy with amplitude $A_{C}$, while $E_{L}$ and $E_{U}$ are the end points. Energies $E_{L M}$ and $E_{U M}$ with respective amplitudes $A_{L M}$ and $A_{U M}$ describe two control points for establishing the asymmetry of the line-shape. The center, the bounding energies and center amplitude are specified absolutely. The position of the control points, which corresponds to the joining points of four polynomials, are defined relatively to these absolutes.

The general expression of the dielectric function is then given as a summation of the Herzinger-Johs dielectric function [401]:


Figure 6.5: Schematic of a single unbroadened CP structure in the Herzinger-Johs model. Taken from [28].

$$
\begin{equation*}
\epsilon^{H J}(\omega)=\epsilon_{1}^{H J}-i \epsilon_{2}^{H J} \tag{6.26}
\end{equation*}
$$

and $P_{0}$ poles representing contribution from outside region of studied spectra:

$$
\begin{equation*}
\epsilon(\omega)=1+\epsilon^{H J}(\omega)+\sum_{j=1}^{P_{0}} \frac{A_{j}}{(\hbar \omega)^{2}-E_{j}^{2}} \tag{6.27}
\end{equation*}
$$

The imaginary part of the Herzinger-Johs dielectric function $\epsilon_{2}^{H J}$ is described using m energy-bounded polynomials given by:

$$
\begin{equation*}
\epsilon_{2}^{H J}(\omega)=\sum_{j=1}^{m} \int_{E_{\min }}^{E_{\max }} W_{j}(E) \Phi\left(\hbar \omega, E, \sigma_{j}\right) d E \tag{6.28}
\end{equation*}
$$

where $\Phi\left(\hbar \omega, E, \sigma_{j}\right)$ is the Gaussian broadening factor and $W_{j}(E)$ is the fourth-order $(\mathrm{N}=4)$ polynomial function:

$$
\begin{equation*}
W_{j}(E)=\sum_{k=0}^{N} P_{j m k} E^{k} u\left(E-a_{j}\right) u\left(b_{j}-E\right) \tag{6.29}
\end{equation*}
$$

with coefficient $P_{j, k}$ and unit step functions $u(x) /$ The corresponding real part of the dielectric function $\epsilon_{1}^{H J}$ is obtained by Kramers-Kronig transformation. In this work, we use HJ function to model the sahpe of $M_{0} \mathrm{CP}$ of the zinc-blende semiconductor such as GaAs.

### 6.4.3 Main experimental results [397]

We present the main experimental results consisting of Muller ellipsometry measurement that we performed in the full energy range from 0.73 to 6.4 eV . Those are afterwards compared to the fit alter data analysis
using tabulated optical constants of $\mathrm{GaAs}, \mathrm{AlAs}$, InGaAs, GaAsP and involving a thin GaAs oxide layer on the top.


Figure 6.6: The measured Mueller matrix elements as a function of the in-plane azimuth rotation angle ranging from 0 to 360 degree for $\mathrm{E}=2.2 \mathrm{eV}$ and for the angle of incidence $\theta=40^{\circ}$. Taken from [397].

Using ellipsometry techniques, the output results are given by the Mueller matrix elements where $M_{12}=$ $M_{21}, M_{43}=-M_{34}$ and $M_{33}=M_{44}$ are the main ones in the present case and reveal a particular optical anisotropy. Considering the general form of the reflection coefficient $r_{s s}$ and $r_{p p}$ where 's' and ' p ' stands respectively for 's' and ' p ' polarization, one can show that [28] $M_{21} \propto\left|r_{s s}\right|^{2}-\left|r_{p p}\right|^{2}$ and $M_{44} \propto \mathfrak{R}\left\{r_{s s} r_{p p}^{*}\right\}$ leading to the sensitivity on linear dichroism, while $M_{34} \propto \mathfrak{I}\left\{r_{s s} r_{p p}^{*}\right\}$ is the most sensitive element to the linear birefringence. The analysis procedure of VECSEL structure then consists of the following steps: i) the analysis of the full measured spectra from 0.73 to 6.4 eV , variable angle of incidence, and ii) using tabulated optical constants in order to fit and extract the precise thicknesses of all semiconductor layers.

As mentioned above, the critical step involved in fitting Mueller matrix ellipsometric data to a given structural model is the proper parametrization of the energy dependent complex material optical functions described by the complex permitivity $\epsilon(E)=\epsilon_{1}-i \epsilon_{2}$. The Ostravas's group have used the KramersKronig (KK) consistent Tauc-Lorentz (TL) model function described in previous section. This approach is combined by subset of more general HJ parametrized function shapes with KK properties to model the shape of an $M_{0}$ critical point seen in direct gap semiconductors such as GaAs around the energy gap $E_{g}$. In combination with $4 \times 4$ matrix formalism describing the light propagation in anisotropic stratified media, the Levenberg-Marquardt least square algorithm is used to obtain Mueller matrix data fit.

Figure 6.6 displays the measured Mueller matrix elements as a function of the in-plane azimuth rotation angle ranging from 0 to 360 degrees for the photon energy of $E=2.2 \mathrm{eV}$. Clear evidence of the broken in-plane symmetry at the surface GaAs/AlAs layers is observed due to the 180 degree symmetry of the measured MM dependence on the rotation angle. Note that effects of the sample tilt and misalignment would exhibit 360 degree symmetry. The present model is based on the optical-function parametrization of


Figure 6.7: a) The ordinary (blue curve) and extraordinary (red curve) optical constants and b) the permittivity differences of real $\Delta \varepsilon_{1}$ and imaginary $\Delta \varepsilon_{2}$ parts of GaAs. Taken from [397].

The permittivity components of AIAs


The permittivity differences of AIAs


Figure 6.8: a) The ordinary (blue curve) and extraordinary (red curve) optical constants and b) the permittivity differences of real $\Delta \varepsilon_{1}$ and imaginary $\Delta \varepsilon_{2}$ parts of AlAs. Taken from [397].
the GaAs/AlAs top layers by TL model with the amplitudes as a fitting parameter in the absorbing range from 1.7 to 6.4 eV , while all other structure parameters (thickness, optical constants of quantum wells and barriers, etc.) are fixed. The resulting optical constants are shown in Fig. 6.7 and Fig. 6.8. For the lasing energy of $E=1.24 \mathrm{eV}$, the difference between ordinary and extraordinary optical constants $\Delta \epsilon_{1}=\epsilon_{1,0}-\epsilon_{1, e 0}$ gives $\Delta \epsilon_{1}=0.115 \pm 0.005$ for 10 nm thick GaAs and $\Delta \epsilon_{1}=0.021 \pm 0.005$ for 30 nm thick AlAs, giving the average value about $\Delta \tilde{\epsilon}_{1}=0.04$ for a 40 nm thick layer composed of GaAs/AlAs at surface in agreement with the recent analysis using active lasing configuration described in [28].

We will discuss now the connection between particular interband transitions of zinc-blende type semiconductors with the obtained permitivity functions. The fundamental absorption edge of zinc-blende type GaAs and AlAs corresponds to direct transitions from the highest valence band to the lowest conduction band at the $\Gamma$ point (Brillouin zone center) with the energy $E_{g}=1.42 \mathrm{eV}$ for GaAs and $E_{g}=2.89 \mathrm{eV}$ for AlAs as depicted in Figs 6.7 and 6.8. Above the $E_{g}$ critical point, we observe $E_{1}$ and $E_{1}+\Delta$ (spin-orbit split) transitions, which occur at the L point of the Brillouin zone or along the $\Lambda$ line. The $E_{0}^{\prime}$ describes the transitions between the valence bands and higher conduction bands at the $\Gamma$ point. The imaginary part of the permittivity $\epsilon_{2}$ reaches a strong absolute maximum known as the $E_{2}$ peak, which contains contribution


Figure 6.9: a) The ordinary (blue curve) and extraordinary (red curve) optical constants and b) the permittivity differences of real $\Delta \varepsilon_{1}$ and imaginary $\Delta \varepsilon_{2}$ parts of an InGaAs quantum well. Taken from [397].

Table 6.2: Table of the optical constants and their extracted difference.

|  | $\epsilon_{1}=\epsilon_{1, o}$ | $\epsilon_{2}=\epsilon_{2, o}$ | $\Delta \epsilon_{1}=\epsilon_{1, o}-\epsilon_{1, e o}$ | $\Delta \epsilon_{2}=\epsilon_{2, o}-\epsilon_{2, e o}$ |
| :---: | :---: | :---: | :---: | :---: |
| GaAs | 12.30 | 0 | 0.115 | 0 |
| AlAs | 8.69 | 0 | 0.021 | 0 |
| InGaAs | 13.10 | 0.76 | 0.047 | 0.026 |

over a large region close to the edges in the [100] ( X point) and [110] (K point) directions of the Brillouin zone.

In Figs 6.7 and 6.8, one can observe each of the resonant peak absorption s corresponding to each critical points of the Brillouin zone. The main contribution of the anisotropy of the GaAs originates from the $E_{1}$ and $E_{1}+\Delta$ transitions giving a positive anisotropy between ordinary and extraordinary axes $\Delta \epsilon_{1}>0$ and $\Delta \epsilon_{2}>0$ up to the energy of $E=2.9 \mathrm{eV}$ and opposite $\Delta \epsilon_{1}<0$ for higher energy. The contribution of AlAs to the surface anisotropy for energy below band gap $E_{g}$ is much smaller due to the compensation between $E_{1}$ and $E_{0}^{\prime}$ oscillators.

In the following step, the extracted optical constants of the surface layers have been considered fixed, while the optical constants of the InGaAs QW are parametrized and fitted to the experimental data in the full range from 0.73 to 6.4 eV . The optical constants in all QWs are considered identical (coupled) in order to obtain reduced number of fitting parameters. Results are depicted in Fig. 6.9. We note that the highest accuracy is obtained in the region below 1.8 eV , while the features above are determined only qualitatively. The contribution of the QW to the overall birefringence admits two main parts: i) a positive one originating from the region of $E_{1}$ and $E_{1}^{\prime}$ spin-orbit-split transitions and ii) a negative one from the region of higher energies around $E_{2}$ transition. For the lasing energy $E=1.24 \mathrm{eV}$ this gives $\Delta \epsilon_{1}=0.047 \pm 0.005$ for a 8 nm thick $\operatorname{InGaAs}$ QW ( 48 nm total). We first note a positive sign of $\Delta \epsilon_{1}>0$, identical to the surface birefringence, which should be correlated to a corresponding negative sign in the regime of laser operation due to population inversion. The larger value of $\Delta \epsilon_{1}$, although not yet understood, may originate on the non-saturated population inversion in laser operation, where the average birefringence has been extracted close to $6 \times 10^{-3}$.

## 6.5 k.p modeling: optical anisotropy from dipolar transition matrix transitions revisited in a 30-band model.

We are now going to focus on the fundamentals of optical transitions in quantum wells from a quantum mechanical point of view and its anisotropy vs. the emitted electric field polarization. We describe here the main physical issues corresponding to the dipolar interaction and oscillator strength of interband transitions between the valance band and conduction band close to the gap energy.


Figure 6.10: Electronic energy-band structure of $\operatorname{In}_{0.25} G a_{0.75} A s$ calculated by 30 band k.p method. The main interband transitions are indicated by the vertical arrows.

### 6.5.1 Electron in Electromagnetic Field: The dipolar interactions

For that concern, we recall here the interaction Hamiltonian describing the interactions between an electron and an electromagnetic field according to Ref. [220, 402, 403] and adapt it to the $\boldsymbol{k} \cdot \boldsymbol{p}$ framework:

$$
\begin{equation*}
H=\frac{1}{2 m_{0}}(\boldsymbol{p}-e \boldsymbol{A})^{2}+e \phi+V(\boldsymbol{r})=\frac{p^{2}}{2 m_{0}}-\frac{e}{2 m_{0}}(\boldsymbol{p} \cdot \boldsymbol{A}+\boldsymbol{A} \cdot \boldsymbol{p})+\frac{e^{2}}{2 m_{0}} A^{2}+e \phi+V(\boldsymbol{r}) \tag{6.30}
\end{equation*}
$$

where $V(\boldsymbol{r})$ is the crystal potential and $\boldsymbol{A}$ is the potential vector which is expressed by the plane wave:

$$
\begin{equation*}
\boldsymbol{A}=\frac{1}{2} A_{0} \hat{\boldsymbol{E}}\left[e^{i\left(\boldsymbol{k}_{p} \boldsymbol{r}-\omega t\right)}+e^{-i\left(\boldsymbol{k}_{p} \boldsymbol{r}-\omega t\right)}\right] \tag{6.31}
\end{equation*}
$$

where $\boldsymbol{k}_{p}$ and $\hat{\boldsymbol{E}}$ are the wave vector of the electromagnetic field and its unit vector (polarization vector), respectively. In a quantum mechanical point of view, since the momentum $\boldsymbol{p}$ is a differential operator, then one has:

$$
\begin{equation*}
\frac{e}{2 m_{0}} \boldsymbol{p} \cdot \boldsymbol{A}=\frac{e}{2 m_{0}} \boldsymbol{A} \cdot \boldsymbol{p}-\frac{i e \hbar}{2 m_{0}}(\nabla \cdot \boldsymbol{A}) \tag{6.32}
\end{equation*}
$$

Thus, the Hamiltonian in Eq. 6.30 may be rewritten as:

$$
\begin{equation*}
H=\frac{p^{2}}{2 m_{0}}-\frac{e}{m_{0}} \boldsymbol{A} \cdot \boldsymbol{p}+\frac{i e \hbar}{2 m_{0}}(\nabla \cdot \boldsymbol{A})+\frac{e^{2}}{2 m_{0}} A^{2}+e \phi+V(\boldsymbol{r}) \tag{6.33}
\end{equation*}
$$

Here, we only work with the radiation gauge and weak optical power. Consequently, $(\nabla . \boldsymbol{A})=\phi=0$ and $\boldsymbol{A}$ is small, thus one can neglect the second order term in A. The Hamiltonian finally reads:

$$
\begin{equation*}
H=\frac{p^{2}}{2 m_{0}}+V(\boldsymbol{r})-\frac{e}{m_{0}} \boldsymbol{A} \cdot \boldsymbol{p}=-\frac{\hbar}{2 m_{0}} \nabla^{2}+V(\boldsymbol{r})+\frac{e}{m_{0}} \boldsymbol{A} \cdot \boldsymbol{p} \tag{6.34}
\end{equation*}
$$

### 6.5.2 Dipole moment of transition and selection rules

Because the term $\frac{e}{m_{0}} \boldsymbol{A} . \boldsymbol{p}$ is the perturbation of $H$ since A is small, the transition probability per unit time $w_{c v}$ for the electron from the initial state $|v \boldsymbol{k}\rangle$ to the final state $\left|c \boldsymbol{k}^{\prime}\right\rangle$ is calculated from [220]:

$$
\begin{align*}
w_{c v} & \left.=\frac{2 \pi}{\hbar}\left|\left\langle c \boldsymbol{k}^{\prime}\right| \frac{e}{m} \boldsymbol{A} \cdot \boldsymbol{p}\right| v \boldsymbol{k}\right\rangle\left.\right|^{2} \delta\left[\varepsilon_{c}\left(\boldsymbol{k}^{\prime}\right)-\varepsilon_{v}(\boldsymbol{k})-\hbar \omega\right]  \tag{6.35}\\
& \left.=\frac{e^{2} \pi}{2 m^{2} \hbar} A_{0}^{2}\left|\left\langle c \boldsymbol{k}^{\prime}\right| \exp \left(i \boldsymbol{k}_{p} \cdot \boldsymbol{r}\right) \hat{\boldsymbol{E}} \cdot \boldsymbol{p}\right| v \boldsymbol{k}\right\rangle\left.\right|^{2} \delta\left[\varepsilon_{c}\left(\boldsymbol{k}^{\prime}\right)-\varepsilon_{v}(\boldsymbol{k})-\hbar \omega\right] \tag{6.36}
\end{align*}
$$

The matrix element of the term which includes the momentum operator $\left.\left|\left\langle c \boldsymbol{k}^{\prime}\right| \exp \left(i \boldsymbol{k}_{p} \cdot \boldsymbol{r}\right) \hat{\boldsymbol{E}} . \boldsymbol{p}\right| v \boldsymbol{k}\right\rangle \mid$ is called the matrix element of the transition and gives the selection rule and the strength of the transition. Therefore, in order to study optical anisotropy, we have to determine this term. Using the Bloch function 2.35 as a basis set, then the dipolar matrix element $D_{n m}$ is given by:

$$
\begin{align*}
D_{n m} & =\frac{1}{V} \int_{V} e^{-i \boldsymbol{k}^{\prime} \cdot \boldsymbol{r}} \psi_{n \boldsymbol{k}^{\prime}}^{*}(\boldsymbol{r}) e^{i \boldsymbol{k}_{p} \boldsymbol{r}} \hat{\boldsymbol{E}} \cdot \boldsymbol{p} e^{i \boldsymbol{k} \boldsymbol{r}} \psi_{m \boldsymbol{k}}(\boldsymbol{r}) d^{3} \boldsymbol{r}  \tag{6.37}\\
& =\frac{1}{V} \int_{V} e^{i\left(\boldsymbol{k}_{p}+\boldsymbol{k}-\boldsymbol{k}^{\prime}\right) \cdot \boldsymbol{r}} \psi_{n \boldsymbol{k}^{\prime}}^{*}(\boldsymbol{r}) \hat{\boldsymbol{E}} \cdot(\boldsymbol{p}+\hbar \boldsymbol{k}) \psi_{m \boldsymbol{k}}(\boldsymbol{r}) d^{3} \boldsymbol{r} \tag{6.38}
\end{align*}
$$

One has $\psi(\boldsymbol{r})=\psi\left(\boldsymbol{r}+\boldsymbol{R}_{\boldsymbol{l}}\right)$ where $\boldsymbol{R}_{\boldsymbol{l}}$ is the translation vector (properties of Bloch functions), then the matrix element is rewritten as:

$$
\begin{equation*}
D_{n m}=\frac{1}{V} \sum_{l} \exp \left[i\left(\boldsymbol{k}_{p}+\boldsymbol{k}-\boldsymbol{k}^{\prime}\right) \cdot \boldsymbol{R}_{\boldsymbol{l}}\right] \int_{\Omega} e^{i\left(\boldsymbol{k}_{p}+\boldsymbol{k}-\boldsymbol{k}^{\prime}\right) \cdot \boldsymbol{r}^{*}} \psi_{n \boldsymbol{k}^{\prime}}^{*}(\boldsymbol{r}) \hat{\boldsymbol{E}} \cdot(\boldsymbol{p}+\boldsymbol{\hbar} \boldsymbol{k}) \psi_{m \boldsymbol{k}}(\boldsymbol{r}) d^{3} \boldsymbol{r} \tag{6.39}
\end{equation*}
$$

where $\Omega$ is the volume of the unit cell. The summation with respect to $\boldsymbol{R}_{\boldsymbol{l}}$ becomes zero except for:

$$
\begin{equation*}
\boldsymbol{k}_{p}+\boldsymbol{k}-\boldsymbol{k}^{\prime}=n \boldsymbol{G} \tag{6.40}
\end{equation*}
$$

where $\boldsymbol{G}$ is the smallest reciprocal lattice vector and $n$ is an integer. Note that, commonly the inequality $\boldsymbol{k}_{p} \ll \boldsymbol{G}$ is fulfilled in general [220]. Therefore, the largest contribution to the integral in Eq.6.39 is due to the term for $n \boldsymbol{G}=0(\mathrm{n}=0)$ [220]. This condition may be understood to be equivalent to the conservation of momentum. From these considerations, Eq. 6.40 leads to the important relation:

$$
\begin{equation*}
k=k^{\prime} \tag{6.41}
\end{equation*}
$$

for the optical transition. That is, electron transitions are allowed between states with the same wave vector $\boldsymbol{k}$ in $\boldsymbol{k}$ - space. In other words, when a photon of energy greater than the band gap is incident on a semiconductor, an electron with wave vector $\boldsymbol{k}$ in the valence band is excited into a state with the same wave vector in the conduction band. From this fact the transition is referred to as a direct transition.
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Figure 6.11: Dipolar matrix elements in Eq. 6.44 for the electron-heavy hole transition (figure a) and electron-light hole transition (figure b)in InGaAs/GaAs 10 nm thick QW with different polarization directions [100], [010], [110], and [1110].

Since the integral with respect to $\hbar \boldsymbol{k}$ in Eq. 6.39 vanishes because of the orthogonality of the Bloch functions, one obtains:

$$
\begin{equation*}
D_{n m}=\frac{1}{\Omega} \int_{\Omega} \psi_{n \boldsymbol{k}^{\prime}}^{*}(\boldsymbol{r}) \hat{\boldsymbol{E}} \cdot \boldsymbol{p} \psi_{m \boldsymbol{k}}(\boldsymbol{r}) d^{3} \boldsymbol{r} \delta_{\boldsymbol{k}, \boldsymbol{k}^{\prime}}=\frac{1}{\Omega} \int_{\Omega} \psi_{n \boldsymbol{k}}^{*}(\boldsymbol{r}) \hat{\boldsymbol{E}} \cdot \boldsymbol{p} \psi_{m \boldsymbol{k}}(\boldsymbol{r}) d^{3} \boldsymbol{r} \tag{6.42}
\end{equation*}
$$

Looking back at Eq.2.47, one may observe that if we define a term $H_{\frac{\hbar^{2}}{m_{0}} \boldsymbol{k} . \boldsymbol{p}}$ which is extracted from $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonian as following:

$$
\begin{equation*}
H_{\frac{\hbar^{2}}{m_{0}} \boldsymbol{k} \cdot \boldsymbol{p}}=H_{\boldsymbol{k} . \boldsymbol{p}}-H_{(\boldsymbol{k}=\mathbf{0}) \cdot \boldsymbol{p}}-\operatorname{Diag}\left(H_{\boldsymbol{k} . \boldsymbol{p}}-H_{(\boldsymbol{k}=0) \cdot \boldsymbol{p}}\right) \tag{6.43}
\end{equation*}
$$

then the optical selection rules are found by evaluating the dipole moment of transitions between the conduction band state $\langle c|$ and valence band state $|v\rangle$ at the $\Gamma$ point [14]

$$
\begin{equation*}
D_{c v}=\langle c| \hat{\boldsymbol{E}} \cdot \boldsymbol{p}|v\rangle=\langle c| H_{\hat{\boldsymbol{E}} \cdot \boldsymbol{p}}|v\rangle \tag{6.44}
\end{equation*}
$$

where $H_{\hat{\boldsymbol{E}} . \boldsymbol{p}}$ is obtained from $H_{\frac{\hbar^{2}}{m_{0}} \boldsymbol{k} \cdot \boldsymbol{p}}$ in Eq. 6.43 by replacing $\boldsymbol{k}$ by $\frac{m_{0}}{\hbar^{2}} \hat{\boldsymbol{E}}$.

Figure. 6.11 displays the calculations of dipole moment of transition between the conduction band states and heavy-light hole band states in $\operatorname{In}_{0.25} G a_{0.75} A s / G a A s 10 \mathrm{~nm}$ QW structure. One observes that the dipole moment between the CB and HH is almost 3 times greater than between CB and LH , as expected from the optical selection rules for quantum wells depicted in fig.6.12. One can easily check that the relation


FIGURE 6.12: Schematic of optical selection rules in quantum well structures.
among different polarization direction calculations in Fig.6.11 also satisfies the Table.6.1. Furthermore, as pointed out in a work of Kajikawa in Ref.[221], when one considers the optical transition in a quantum well involving materials with strong spin-orbit coupling, then SO band may contribute in the CB and LH transition. Particularly, Kajikawa considered the optical matrix elements at the zone center in framework of 6- band $\boldsymbol{k} . \boldsymbol{p}$ model involving the SO subband and found that the dipolar matrix elements for $\mathrm{x}, \mathrm{y}, \mathrm{z}$ polarizations respectively can be written as:

$$
\begin{align*}
D_{c v}^{x} & =\left|\frac{1}{\sqrt{2}} I_{c-H H}-\frac{1}{\sqrt{6}} I_{c-L H}+\frac{1}{\sqrt{3}} I_{c-S O}\right|^{2} P^{2}  \tag{6.45}\\
D_{c v}^{y} & =\left|\frac{1}{\sqrt{2}} I_{c-H H}+\frac{1}{\sqrt{6}} I_{c-L H}-\frac{1}{\sqrt{3}} I_{c-S O}\right|^{2} P^{2}  \tag{6.46}\\
D_{c v}^{z} & =\left|\frac{2}{\sqrt{6}} I_{c-L H}+\frac{1}{\sqrt{3}} I_{c-S O}\right|^{2} P^{2} \tag{6.47}
\end{align*}
$$

where $\left.P=\left|\langle s| p_{x}\right| x\right\rangle\left|=\left|\langle s| p_{y}\right| y\right\rangle\left|=\left|\langle s| p_{z}\right| z\right\rangle \mid ; I_{c-H H}, I_{c-L H}$ and $I_{c-S O}$ are respectively the overlap integrals between CB and $\mathrm{HH}, \mathrm{CB}$ and $\mathrm{LH}, \mathrm{CB}$ and SO. Note that for heavy-hole transition, both overlap integrals $I_{c-L H}$ and $I_{c-S O}$ are equal to zeros and the optical matrix elements are derived only from $I_{c-H H}$ transition [221] while, on the other hand, the optical-matrix elements for light-hole transition are calculated from:

$$
\begin{align*}
D_{c v}^{x} & =\left|-\frac{1}{\sqrt{6}} I_{c-L H}+\frac{1}{\sqrt{3}} I_{c-S O}\right|^{2} P^{2}  \tag{6.48}\\
D_{c v}^{y} & =\left|\frac{1}{\sqrt{6}} I_{c-L H}-\frac{1}{\sqrt{3}} I_{c-S O}\right|^{2} P^{2}  \tag{6.49}\\
D_{c v}^{z} & =\left|\frac{2}{\sqrt{6}} I_{c-L H}+\frac{1}{\sqrt{3}} I_{c-S O}\right|^{2} P^{2} \tag{6.50}
\end{align*}
$$

It is observed that in the case of [001] quantum well $D_{c v}^{x}=D_{c v}^{y}$ becomes smaller while $D_{c v}^{z}$ becomes larger than those calculated within the model neglecting the SO band if we assume that the overlap integral $I_{c-S O}$ has same sign with $I_{c-L H}$. Besides, the factor between the CB1-HH1 and CB1-LH1 transitions may be smaller than 3 .

Finally, taking into account the impact of the SO band, one may expect also that the strength of dipolar
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FIGURE 6.13: Dipolar matrix elements as function of quantum well width electronlight hole transitions with polarization along [100] direction calculated by our $30 \times 30$ band $\boldsymbol{k} \cdot \boldsymbol{p}$ code (a) compares with result of Kajikawa (b) taken from ref.[221].
matrix element for CB1-LH1 transition with poralization along [100] direction decreases as the quantum well width increases [221] as shows in Fig.6.13. Figure 6.13a displays the calculations of dipolar matrix element for CB1-LH1 transitions as a function of quantum well width with different barrier height using our 30 band $\boldsymbol{k} . \boldsymbol{p}$ model, in comparison with the Kajikawa's result for CB1-LH1 transition in Fig.6.13b.

### 6.6 Optical anisotropy revisited in the framework of 14-, 30-, and 40-bands k.p method

Now we are going to consider the linear birefringence originating from interfaces between ternary quantum wells and barriers in a $\operatorname{In}_{25} G a_{75} A s / G a A s$ structure, depicted in figure 6.14, using advanced k.p and scattering matrix methods. In this case, the reduced symmetry from $D_{2 d}$ to $C_{2 v}$ at the interfaces of ternary quantum wells and barriers is described by modifying the boundary conditions of tunneling problem.


Figure 6.14: Scheme of InGaAs/GaAs quantum well(left figure) and the dispersion of electron in CB and hole in VB of InGaAs/GaAs 6 nm thick quantum well (right figure) calculated by 30-band k.p model.

### 6.6.1 Optical properties of $\operatorname{In}_{25} G a_{75} A s / G a A s$ quantum well

The theory and experiment have shown that the anisotropic transition in $\operatorname{InGaAs} / \mathrm{GaAs}$ quantum well mainly originates from the mixing between the heavy holes and light holes that can be attributed, by part, to indium segregation effect [404]. Both mixing between heavy holes and light holes and the segregation effect are described by an additional term in the $\boldsymbol{k} . \boldsymbol{p}$ theory namely [404-408]:

$$
\begin{equation*}
H^{\prime}=\left[\frac{P_{1}}{l_{1}} \exp \left(-\frac{z-w / 2}{l_{1}}\right) \Theta(z-w / 2)-\frac{P_{2}}{l_{2}} \exp \left(-\frac{z+w / 2}{l_{2}}\right) \Theta(z+w / 2)\right]\left\{J_{x} . J_{y}\right\} \tag{6.51}
\end{equation*}
$$

for the basis $\left|\frac{3}{2}, \frac{3}{2}\right\rangle,\left|\frac{3}{2}, \frac{1}{2}\right\rangle,\left|\frac{3}{2},-\frac{1}{2}\right\rangle$ and $\left|\frac{3}{2},-\frac{3}{2}\right\rangle$ where,

$$
\left\{J_{x} J_{y}\right\}=\left(\begin{array}{cccc}
0 & i & 0 & 0  \tag{6.52}\\
-i & 0 & 0 & 0 \\
0 & 0 & 0 & i \\
0 & 0 & -i & 0
\end{array}\right)
$$

$P_{1}$ and $P_{2}$ are the lower and upper interface potential parameters describing the effect of $C_{2 v}$ interface symmetry, respectively. The parameters $l_{1}$ and $l_{2}$ are the segregation length in the left and right interface and $z= \pm w / 2$ is the location of the QW's interfaces. In the limit where $l_{1}, l_{2} \rightarrow 0$, one has:

$$
\begin{equation*}
\frac{1}{l_{1}} \exp \left(-\frac{z-w / 2}{l_{1}}\right) \Theta(z-w / 2) \rightarrow \delta(z-w / 2) \tag{6.53}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{l_{2}} \exp \left(-\frac{z+w / 2}{l_{2}}\right) \Theta(z+w / 2) \rightarrow \delta(z+w / 2) \tag{6.54}
\end{equation*}
$$

The additional term 6.51 then becomes:

$$
\begin{equation*}
H^{\prime}=\left[P_{1} \delta(z-w / 2)-P_{2} \delta(z+w / 2)\right]\left\{J_{x} . J_{y}\right\} \tag{6.55}
\end{equation*}
$$

One may observe that the term on the right of Eq. 6.55 is the surface potential term which describes the heavy hole-light hole mixing proposed by Ivchenko et al. [30]. The influence of segregation effect is described through the two interface parameters $P_{1}$ and $P_{2}$ which are different from each other $\left(P_{1} \neq P_{2}\right)$. If there is no segregation effect then $P_{1}=P_{2}$, we get back to the results of Ivchenko et al [30].

The heavy hole - light hole mixing and the segregation effect allows to expect anisotropy in optical transitions between the [110] and [110] directions. Furthermore, it is reasonable to expect that the optical anisotropy transition from the first CB to HH 1 is three time smaller than from that one to LH1. Figure 6.15 displays the calculations of dipolar matrix elements in a quantum well as the function of z along the quantum well growth direction, for the CB1-HH1 and CB1-LH1 optical transitions with two polarizations, [110] and [110] directions respectively. The anisotropy then is defined as:

$$
\begin{equation*}
A O T=\frac{O T_{[110]}-O T_{[1 \overline{1} 0]}}{O T_{[110]}+O T_{[1 \overline{1} 0]}} \tag{6.56}
\end{equation*}
$$

where AOT is the optical anisotropy; $O T_{[110]}, O T_{[1 \overline{1} 0]}$ are respectively the optical transition strength described by the dipolar matrix elements with polarization along [110] and [110]. The values of AOT are depicted in Fig. 6.15 for each case correspondingly. These calculations were done with fixed mixing parameter at left interface of quantum well, $P_{1}=0.5$, while the mixing parameter at right interface $P_{2}$ is varying
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Figure 6.15: Calculated z-dependence of the dipolar matrix element in a single quantum well along the growth direction. Those correspond to optical transitions between the respective envelope functions of fundamentals CB1, HH1, and LH1 levels in CB1-HH1 and CB1-LH1 optical transitions. The calculations have been performed for different heavy-to-light-hole mixing coefficients at interfaces leading to optical anisotropic transition.


Figure 6.16: The anisotropy of optical matrix transition elements vs. well width indicates a pure interfacial effect like originating from HH to LH mixing. See Ivchenko P. 127 in Ref.[409].


FIGURE 6.17: The annisotropy of optical matrix transitions elements vs. mixing term parameters originating from HH and LH calculated within different $\boldsymbol{k} . \boldsymbol{p}$ platforms (14-30-40 bands) and with two types of matching conditions: (a) the matching conditions proposed by Durnev et al. [31, 249] and (b) the matching conditions proposed by Ivchenko et al. [30, 409].
from -0.5 to 0.5 . In the case of $P_{1}=-P 2=0.5$ since if the left interface exhibits any anisotropy due to the symmetry reduction, such anisotropy however would be compensated at the right interface because of the chemical bonds themselves are the same. Then, as expected, the optical anisotropy for this case, calculated by our numerical method, is almost zero $\sim 6 \times 10^{-5}$ for $C B 1-H H 1$ transition and $\sim 8 \times 10^{-6}$ for CB1 - LH1 transition. In the other case when $P_{1} \neq-P_{2}$, those anisotropies are different from zero.

Figure 6.17 displays the optical anisotropy calculated from the oscillator strength by our 14-, 30- and 40-band $\boldsymbol{k} . \boldsymbol{p}$ platforms for respective heavy-hole and light-hole quantized states vs. interface mixing parameters. Here the mixing parameters are set as $P_{1}=-P_{2}=t_{l-h}$ for Ivchenko's matching conditions or $P_{1}=-P_{2}=\tilde{t}$ for Durnev's matching conditions. For the HH1 state, one recovers the result given by Ivchenko et al in Ref.[409] (see Fig. 6.18) giving an optical anisotropy of about $25 \%$ for $t_{l-h}^{R}=0.5$ and $t_{l-h}^{L}=0$. One can infer from our calculation that the calculation with $\left(t_{l-h}^{R}=t_{l-h}^{L}=0.5\right)$, like we calculate, give twice the effect compared to the result given by Ivchenko with $\left(t_{l-h}^{R}=1, t_{l-h}^{L}=0\right)$. Moreover, one recovers the relationship anisotropy $(\mathrm{LH} 1) \equiv-3(\mathrm{HH} 1)$ for the 40 -band $\boldsymbol{k} \cdot \boldsymbol{p}$ calculation. The 14- and 30-band calculations give a factor close to -4 between LH1 and HH1 that we do not understand completely


FIGURE 6.18: The annisotropy of optical matrix transitions elements as a function of the mixing term parameter at right interface of quantum well originating from HH and LH with different values of mixing term parameter at left interface, taken from Ref.[409].
up to now. We may explain the difference by the fact that one has considered the scattering wavefunction and not the bound state in the present situation. In addition, as mentioned in the previous part, the effect of SO band may contribute to the anisotropy of LH1 and then result in the difference of 14- and 30-band calculation as well.

### 6.6.2 Analyses and conclusions

We are now going to give a detailed analysis of our ellipsometry results and compare the results to our multiband k.p optical anisotropy calculations given above. The method generally employed here is the derivation of the optical gain and refraction index using its characteristic spectrum extracted from the electronic band structure of the semiconductor or related heterostructure (quantum well) like explained in the paper of Balle [410]. This derivation involves single particle spectrum and neglects thus the many-body effects and band gap renormalization due to Coulomb interactions. On can quite straightforwardly calculate the optical gain from the susceptibility tensor and shows that it is linearly related to the imaginary part of the dielectric constant (and susceptibility tensor) according to the following relationship!

Note that we have the light propagation through active medium (quantum well) $\sim \exp (i k z)=$ $\exp \left(i \frac{n \omega}{c} z\right)$ where z is the growth direction, $\omega$ is the frequency of light; $c$ is the velocity of the light; $n$ is the optical index. One has:

$$
\begin{equation*}
n=n_{r}+i n_{I}=\sqrt{\epsilon_{1}+i \epsilon_{2}} \tag{6.57}
\end{equation*}
$$

where $\epsilon_{1} \gg \epsilon_{2}$, then one obtains:

$$
\begin{equation*}
n \simeq \sqrt{\epsilon_{1}}+\frac{1}{2} \frac{i \epsilon_{2}}{\sqrt{\epsilon_{1}}} \tag{6.58}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\boldsymbol{E} \sim \exp \left(i \frac{\sqrt{\epsilon_{1}} \omega}{c} z\right) \cdot \exp \left(-\frac{\epsilon_{2} \omega}{2 \sqrt{\epsilon_{1}} c} z\right) \tag{6.59}
\end{equation*}
$$

The intensity of light is then:

$$
\begin{equation*}
I \sim \exp \left(-\frac{\epsilon_{2} \omega}{2 \sqrt{\epsilon_{1}} c} W\right) \tag{6.60}
\end{equation*}
$$

where $W$ is the quantum well width. Since $\epsilon_{1} \gg \epsilon_{2}$ then $n \simeq \sqrt{\epsilon_{1}}$, therefore the absorption $=\frac{\epsilon_{2} \omega}{2 n c} W$. So that:

$$
\begin{equation*}
\frac{\Delta \epsilon_{2}}{\epsilon_{2}} \equiv \text { anisotropy of absorption } \tag{6.61}
\end{equation*}
$$



FIGURE 6.19: (a) Normalized imaginary part of the susceptibility as a function of the mormalized frequency deviation from the nominal band-gap frequency $\left(\omega-\omega_{0}\right) / \gamma$, for increasing carrier densities $N / N_{t}=1.2$ (star), 1.5 (diamond), 1.8 (triangle), 2.1 (square), and 2.4 (no symbol). Solid lines correspond to $\sigma=0.2$, while dashed lines correspond to $\sigma=2$; (b) Normalized real part of the susceptibility as a function of the normalized frequency deviation from the nominal band-gap frequency $\left(\omega-\omega_{0}\right) / \gamma$ for the same carrier densities and $\sigma$ values as in figure a; (c) Line width enhancement factor $\alpha$ as a function of the normalized frequency deviation from the nominal bandgap frequency, $\left(\omega-\omega_{0}\right) / \gamma$ for carrier densities $n / N_{t}=1.17$ (star), 2.37 (diamond), 3.57 (triangle), 4.77 (square), and 5.97 (no symbol). Solid lines correspond to $\sigma=0.2$, while dashed lines correspond to $\sigma=2$; (d) Line width enhancement factor at the gain peak, $\alpha_{p}$, as a function of the normalized carrier density $N / N_{t}$. The symbols denote value obtained numerically from the electrical susceptibility, while the solid line corresponds to equation (18) in Ref. [410]. Taken from Ref. [410]

The ellipsometry measurements give $\Delta \epsilon_{2} / \epsilon_{2}=0.04$ (4\%) which has to be directly related to the anisotropy of the optical gain just under the laser threshold we are searching for. A direct comparison to our calculations presented in Fig. 6.17, in agreement with the 6 band calculations of Ivchenko, allows to extract a heavy-to-light hole mixing of about 0.45 . This should be associated, as explained above, to an inhomogeneous In segregation at the two different interfaces of the (In,Ga)As quantum well.

However, a particular care should be taken about the ellipsometry measurements and subsequent analyses. The ellipsometry measurements are performed in the configuration of optical absorption whereby photons are absorbed and generate electron-hole pairs in the respective conduction and valence bands, at any singular points of the Brillouin zone. In the lasing regime behavior, a population inversion took place under electrical and optical pumping near the $\Gamma$ point, with the result that the contribution of that particular point (zone center) on the optical anisotropy, and at that point only, should be of opposite sign compared
to ellipsometry measurements. The overall optical anisotropy being the sum of all the singular point contribution within the BZ, the resulting amplitude of the optical anisotropy in the hot cavity (laser behavior) should slightly differ and should be calculated precisely summing all the contribution of the Brillouin zone separately:

$$
\begin{equation*}
\Delta \epsilon_{2}=\Delta \epsilon_{2}^{E_{G}}+\Delta \epsilon_{2}^{E_{1}}+\Delta \epsilon_{2}^{E_{1}+\Delta}+\Delta \epsilon_{2}^{E_{2}}+\Delta \epsilon_{2}^{E_{0}^{\prime}} \tag{6.62}
\end{equation*}
$$

leading to the fact that the 30 -band (or 40-band) $\boldsymbol{k} . \boldsymbol{p}$ model is mandatory to describe the optical anisotropy since it may give the full Brillouin zone description.

Note that the Henry's factor, that is the $\alpha$ parameter, which represents the amplitude-phase coupling of the laser mode [14] can be extracted from the optical index anisotropy (real part and imaginary part) according to the well-know Kramers-Kronig relationship. The detail calculation is given in the paper of Balle [410]. Whereas the Fig. 6.19 a (Fig. 1 of the present reference) displays the imaginary part of the optical susceptibility vs. photon energy, showing a positive peak near the gap, the real aprt is given in Fig. 6.19 b (Fig. 3 of the present reference) on the same energy window. The Henry's factor $\alpha$ is plotted in Fig. 6.19 c (Fig. 4 of the present reference) varying from 0.1 to 5 depending on the pumping strength and emission wavelength.

## Conclusion and perspective

## Conclusion

This thesis is devoted to the theoretical, analytical and computational study of III-V semiconductors based spintronic devices structure and related phenomena from fundamentals to experiments, understanding and analyses. In particular, we focus on developing some theoretical basis, analytical and computational codes and studying of the electronic and photonic spin-current profiles, within multilayers in an multiband effective Hamiltonian approach (2-14-30-40 bands effective mass model, III-V semiconductors based spintronic devices structures). Mostly, we focused on the theoretical study of the electronic and photonic spin-current as well as spin-orbit profiles, in a multiscale approach, in devices and hybrid heterostructures possibly operated under either selected optical polarization or electrical spin-pumps, taking into account all possible interactions, in particular the Rashba and Dresselhaus structure and bulk inversion asymmetry in III-V semiconductors.

We have, first, provided a "novel ghost-band" method. This method allows one to get rid of the unphysical 'spurious' states which are a natural consequence of the truncation of the remote bands necessary to recover the Bloch periodicity in multiband k.p methods from 8 bands to 40 bands and so on. The 'novel ghost-band' method was then, applied to very wide cases in this work, from 14-up to 30- and 40-band k.p Hamiltonians. We have systematically checked the validity of this method in different situations and showed that the error with the effective mass, spin current or dispersion of holes in quantum well structures induced by this method are very small making our method to become extremely robust. Besides, throughout this thesis, the numerical calculations, which were done with multiband k.p Hamiltonians using the novel ghost-band method, are always compared with the analytical calculations or numerical calculations based on an effective Hamiltonian for CB or VB (without spurious states) to show a good agreement among those results. Together with the matching conditions, the novel ghost band method provides one of the most advanced implementation of numerical k.p tunneling transport code to investigate the spin-orbit field effects in carrier transport in a new class of spintronic and spinorbitronic structures.

On the basis of STT experiments on $(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As} / \mathrm{GaAs} /(\mathrm{Ga}, \mathrm{Mn}) \mathrm{As}$ magnetic tunnel junctions, we have studied, by advanced 30- and 40-band k.p calculations, the anatomy of the spin currents in the tunnel devices. Beyond the TMR, they reveal the strong peculiarity of the spin currents in the AP state with the evidence of a TAHE. With the boundary conditions corresponding to HH-to-LH mixing of the relevant $C_{2 v}$ and $D_{2 d}$ symmetry at III-V interfaces, we demonstrate that the efficiency of the spin current necessary for STT is surprisingly enhanced by the hole mixing terms. We have also presented theoretical evidence for large interfacial tunneling asymmetry of carriers (scattering), electrons or holes, vs. their incidence in exchange-split semiconductor structures. This transmission asymmetry have been revealed by taking into account boundary wave functions matching, advanced multiband calculations as well as scattering perturbation theory. After averaging over incoming states, a large surface current may exist parallel to the barrier results in an Anomalous Tunnel Hall effect. A short discussion about the equivalence of ATHE in CB and VB as expected from symmetry point of view, were also given and proven using multiband k.p treatments.

For the device's application of ATHE, the quantum well structure seems to be very good candidate since it gives rise to a transmission up to a fraction of unity while keeping extremely high asymmetries.

Finally, even in the context of information processing, spin lasers (spin VECSELs) are truly promising, but however, the additional in-plane linear anisotropies in the multilayered semiconductor cavity strongly impact the performance and properties of spin VECSELs operation. Therefore, we have given the evidence for the optical anisotropy of dipolar optical transitions near the center of the zone of quantum wells which is induced by the symmetry breaking at the interfaces of semiconductor heterostructures as well as the segregation effect based on $14-30$ - and 40 -band k.p technique together with the matching conditions. These dipolar optical transitions drive the selection rules during transitions and are needed to study either the properties of the optical gain as well as the properties of the optical pump in spin VECSELs operations in both steady-state and dynamical regime of spin injection. These optical transitions may involve the effect of stress-induced linear birefringence at the surface of III-V QWs interfaces.

## Perspective

Even though the thesis is closed here, there are still many aspects that are implementing and will be further performed:

## Issues are under implementations

First of all, technically the numerical calculations of STT for ( $\mathrm{Ga}, \mathrm{Mn}$ )As tunnel junction within the entire wave vector k-space and energy domains to give a full treatment for experimental data of STT with $(\mathrm{Ga}, \mathrm{Mn})$ As tunnel junction presented in chapter 5, is still left open because of a question of time consuming. In addition, the numerical developments of multiband Green function based on k.p technique for multilayer structures were not implemented completely with the same reason. These calculations can be easily finished with the help of a super computing and will be implemented in our group in short future.

Secondly, the spin-to-charge interconversion with ATHE that theoretically developed in this work seems to be very intriguing and interesting for their contributions in terms of spintronics and spinorbitronics devices applications. However, it still needs to be verified by empirical results (that is under consideration by optical detection at LSI Ecole Polytechnique).

## Further works

The analytical and numerical approaches derived in this thesis can be further extended and developed to study the timely issues today in spintronics like spin photodiode effect, spin laser dynamics or spintronic THz emission and beyond.

In particular, the optical anisotropy arising from broken symmetry and chemical segregation at the interfaces considered in this work with k.p method can be used for description of dynamical behavior of spin-VCSEL with multiple active quantum well region (being under the study in the collaboration among LSI Ecole Polytechnique, CNRS Thales and University of Ostrava), including modeling of time dependent electric field in the cavity described by the Maxwell-Bloch equations. This will lead to a comprehensive model of spin-VCSEL structure enabling calculation of its properties like threshold, polarization state of the emitted light, mode splitting and possibly adapted to perspective quantum dot as well as quantum wire spin-lasers.

Beyond that one of our future works will be also focused on a THz radiation as in this thesis we have developed the theoretical study of the electronic spin-current and spin-orbit profiles, in a multiscale approach, in devices and hybrid heterostructures possibly operated under either selected optical polarization
or electrical spin-pumps. This takes into account possible interactions, in particular the Rashba and Dresselhaus structure and bulk inversion asymmetry which is possibly involved in the physics of spintronic THz emission. One possibility is to extend such modelling to transition metals/LAO/STO (Fe/LAO/STO see e.g. "Tunable spin and orbital polarization in SrTiO 3 -based heterostructures", C. S. Ho et al. New J. Phys. 21 (2019) 103016) . We also plan to participate and work with the experimental study and investigations of spin-to-charge conversion in Rashba systems (and Topological insulators) by Spin-transfer-torque FMR experiments on relevant systems. This would be very appropriated to characterized the spintronic interfaces for the THz study.

And finally, it could be also interesting in using strain to control spin-polarized current as well as impact of strain on the performance and properties of spin-laser device.

## Matrix representation of Hamiltonian

In this appendix, we present the details of 14,30 and 40 bands $\boldsymbol{k} . \boldsymbol{p}$ method in order to describe the electronic band structure and spin-polarized transport in the semiconductor heterostructures considering as main focus of this work. Note that in term of semiconductor physics, $\boldsymbol{k} . \boldsymbol{p}$ approach is known to be very efficient to describe the properties of the electronic structure in the vicinity of the extreme point, commonly the $\Gamma$ point or the Brillouin zone center where one can use 2 bands model and 6 bands model to describe the conduction and valence bands respectively. However, a 8 bands $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonian is necessary to describe the coupling between the CB and VB, whereas 14 bands $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonian is mandatory to deal properly with the absence of inversion symmetry in a semiconductor belongs to $T_{D}$ group. The 14 bands $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonian describe approximately $20 \%$ of the first Brillouin zone [29]. Beyond that, an extended 30 or 40 bands $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonian is needed to describe the spin-injection properties in a full-BZ description as required for indirect band gap semiconductor like Si or Ge.

## A. 1 14-band k.p model [29]

We are now emphasizing on building the $14 \times 14 \boldsymbol{k} . \boldsymbol{p}$ Hamiltonian matrix because it is the smallest Hamiltonian that can describe the SOI. As mentioned before, we need an Hamiltonian which describes the properties of the CB and of the VB when the SOI is taken into account, the smallest possible Hamiltonian being the $14 \times 14$ matrix. This Hamiltonian is built in the $\left\{\Gamma_{8 C}, \Gamma_{7 C}, \Gamma_{6}, \Gamma_{7}, \Gamma_{8}\right\}$ irreducible representations like described in Ref. [29]. Its elements will be introduced hereafter. The basis which is chosen to construct the $14 \times 14 \mathbf{k} . p$ matrix according to Ref. [29] was presented in Table. 2.3. This basis of functions consist of pairs of Kramers' conjugates

$$
\begin{align*}
\hat{K}\left|\frac{3}{2}, \pm \frac{3}{2}\right\rangle & = \pm\left|\frac{3}{2}, \mp \frac{3}{2}\right\rangle,  \tag{A.1}\\
\hat{K}\left|\frac{3}{2}, \pm \frac{1}{2}\right\rangle & =\mp\left|\frac{3}{2}, \mp \frac{1}{2}\right\rangle,  \tag{A.2}\\
\hat{K}\left|\frac{1}{2}, \pm \frac{1}{2}\right\rangle & = \pm\left|\frac{1}{2}, \mp \frac{1}{2}\right\rangle . \tag{A.3}
\end{align*}
$$

or

$$
\begin{equation*}
\hat{K}|j, m\rangle=(-1)^{j-m}|j,-m\rangle . \tag{A.4}
\end{equation*}
$$



Figure A.1: Schematic of band structure using in $14 \times 14$ band $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonian model.

## k.p coupling term

Note that $\hat{H}_{S C}=\hat{H}_{\mathfrak{U}}+\hat{H}_{S O}$ and $\left\langle\varphi_{n}\right| \hat{H}_{\mathfrak{U}}\left|\varphi_{m}\right\rangle=E_{n} \delta_{n m}$, particularly in this case

$$
\begin{align*}
\left\langle\frac{3}{2}, M\right| \hat{H}_{\mathfrak{U}}\left|\frac{3}{2}, M\right\rangle_{\Gamma_{8 C}} & =\left\langle\frac{1}{2}, M\right| \hat{H}_{\mathfrak{U}}\left|\frac{1}{2}, M\right\rangle_{\Gamma_{7 C}}=E_{5 C},  \tag{A.5}\\
\langle \pm| \hat{H}_{\mathfrak{U}}| \pm\rangle & =E_{1},  \tag{A.6}\\
\left\langle\frac{3}{2}, M\right| \hat{H}_{\mathfrak{U}}\left|\frac{3}{2}, M\right\rangle_{\Gamma_{8}} & =\left\langle\frac{1}{2}, M\right| \hat{H}_{\mathfrak{U}}\left|\frac{1}{2}, M\right\rangle_{\Gamma_{7}}=E_{5}, \tag{A.7}
\end{align*}
$$

with $M=\left\{ \pm \frac{3}{2}, \pm \frac{1}{2}\right\}$ for $\Gamma_{8 C}$ and $\Gamma_{8}, M=\left\{ \pm \frac{1}{2}\right\}$ for $\Gamma_{7 C}$ and $\Gamma_{7}$, so that we need to describe two terms $\left\langle\varphi_{m}\right|\left(\hbar / m_{0}\right) \mathbf{k} . \mathbf{p}\left|\varphi_{n}\right\rangle$, called $\mathbf{k} . \mathbf{p}$ terms, and $\left\langle\varphi_{m}\right| \hat{H}_{S O}\left|\varphi_{n}\right\rangle$ called spin-orbit term to find all the matrix elements in Eq. 2.47.

Let $U_{n \sigma}$ be the set of functions $\left\{X_{C}, Y_{C}, Z_{C}, S, X, Y, Z\right\} \otimes\{\uparrow, \downarrow\}$; the basis functions in Table. 2.3 are linear combinations of $U_{n \sigma}$. This allows us to calculate $\left\langle U_{n \sigma}\right|\left(\hbar / m_{0}\right) \mathbf{k} . \mathbf{p}\left|U_{n^{\prime} \sigma^{\prime}}\right\rangle$.

$$
\begin{equation*}
\left\langle U_{n \sigma}\right| \frac{\hbar}{m_{0}} \mathbf{k} \cdot \mathbf{p}\left|U_{n^{\prime} \sigma^{\prime}}\right\rangle=\left\langle U_{n}\right| \frac{\hbar}{m_{0}} \mathbf{k} \cdot \mathbf{p}\left|U_{n^{\prime}}\right\rangle \delta_{\sigma \sigma^{\prime}} \tag{A.8}
\end{equation*}
$$

This term is possibly non-zero only when the spin remains unchanged ( $\sigma=\sigma^{\prime}$ ). In summary, the non-zero k.p terms are:
(i) the coupling terms between $\Gamma_{6}$ and $\left\{\Gamma_{7}, \Gamma_{8}\right\}$ representations

$$
\begin{equation*}
\langle S| p_{x}|i X\rangle=\langle S| p_{y}|i Y\rangle=\langle S| p_{z}|i Z\rangle=\varpi ; \tag{A.9}
\end{equation*}
$$

(ii) the coupling terms between $\Gamma_{6}$ and the second $\mathrm{CBs}\left\{\Gamma_{7 C}, \Gamma_{8 C}\right\}$ in the case of lack of inversion center

$$
\begin{equation*}
\langle S| p_{x}\left|i X_{C}\right\rangle=\langle S| p_{y}\left|i Y_{C}\right\rangle=\langle S| p_{z}\left|i Z_{C}\right\rangle=\varpi^{\prime}, \tag{A.10}
\end{equation*}
$$



Figure A.2: The real band structure along three characteristic directions of GaAs calculated in 14 band $\boldsymbol{k} . \boldsymbol{p}$ model before (a,c,e) and after (b,d,f) using our novel ghost-band method to remove spurious states. The parameters for 14 -band $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonian is taken from Ref.[92]


FIGURE A.3: The complex band structure along three characteristic directions of GaAs calculated by 14-band $\boldsymbol{k} . \boldsymbol{p}$ model before (a,c,e) and after (b,d,f) using our novel ghost-band method to remove spurious states.
(iii) and the coupling terms between $\left\{\Gamma_{7}, \Gamma_{8}\right\}$ and $\left\{\Gamma_{7 C}, \Gamma_{8 C}\right\}$

$$
\begin{align*}
\langle X| p_{y}\left|i Z_{C}\right\rangle & =\langle X| p_{z}\left|i Y_{C}\right\rangle=\langle Y| p_{x}\left|i Z_{C}\right\rangle  \tag{A.11}\\
& =\langle Y| p_{z}\left|i X_{C}\right\rangle=\langle Z| p_{x}\left|i Y_{C}\right\rangle=\langle Z| p_{y}\left|i X_{C}\right\rangle=-\varpi_{X} \tag{A.12}
\end{align*}
$$

where $\varpi, \varpi^{\prime}$, and $\varpi_{X}$ are real with a notice in the $\mathrm{O}_{\mathrm{h}}$ group, $\varpi^{\prime}=0$. The natural k.p parameters are introduced according to:

$$
\begin{equation*}
P=\frac{\hbar}{m_{0}} \varpi, \quad P^{\prime}=\frac{\hbar}{m_{0}} \varpi^{\prime}, \quad P_{X}=\frac{\hbar}{m_{0}} \varpi_{X} \tag{A.13}
\end{equation*}
$$

with the characteristic energy

$$
\begin{equation*}
E_{P}=\frac{2 m_{0}}{\hbar^{2}} P^{2}, \quad E_{P}^{\prime}=\frac{2 m_{0}}{\hbar^{2}} P^{\prime 2}, \quad E_{P X}=\frac{2 m_{0}}{\hbar^{2}} P_{X}^{2} \tag{A.14}
\end{equation*}
$$

## A.1.1 Spin-orbit coupling

The SOC terms were evaluated using the book of Koster et al. [411]. We resume here the couplings which may differ from zero:
(i) The core spin-orbit in the second CB

$$
\begin{equation*}
\Delta^{C}=\left(\frac{3 \hbar^{2}}{4 m_{0}^{2} c^{2}}\right)\left\langle X_{C}\right| \frac{\partial \mathfrak{U}}{\partial x} p_{y}-\frac{\partial \mathfrak{U}}{\partial y} p_{x}\left|i Y_{C}\right\rangle . \tag{A.15}
\end{equation*}
$$

(ii) The core spin-orbit in the VB

$$
\begin{equation*}
\Delta=\left(\frac{3 \hbar^{2}}{4 m_{0}^{2} c^{2}}\right)\langle X| \frac{\partial \mathfrak{U}}{\partial x} p_{y}-\frac{\partial \mathfrak{U}}{\partial y} p_{x}|i Y\rangle . \tag{A.16}
\end{equation*}
$$

(iii) And the spin-orbit caused by the lack of inversion center in the $\mathrm{T}_{\mathrm{d}}$ group

$$
\begin{equation*}
\Delta^{\prime}=\left(\frac{3 \hbar^{2}}{4 m_{0}^{2} c^{2}}\right)\langle X| \frac{\partial \mathfrak{U}}{\partial x} p_{y}-\frac{\partial \mathfrak{U}}{\partial y} p_{x}\left|i Y_{C}\right\rangle . \tag{A.17}
\end{equation*}
$$

In the $\mathrm{O}_{\mathrm{h}}$ group, $\Delta^{\prime}=0$.

## A.1.2 The $14 \times 14$ k.p matrix

The supplementary perturbations originate from remote bands, out of the 14-band subset, i.e., the bands lower than $\left\{\Gamma_{7}, \Gamma_{8}\right\}$ or upper than $\left\{\Gamma_{6}, \Gamma_{7 C}, \Gamma_{8 C}\right\}$. They are introduced through the terms:

$$
\begin{align*}
K^{\prime} & =\frac{2}{m_{0}} \sum_{n \neq 5 C, 1,5} \frac{\langle S| p_{x}|n\rangle\langle n| p_{x}|S\rangle}{E_{1}-E_{n}},  \tag{A.18}\\
L^{\prime} & =\frac{2}{m_{0}} \sum_{n \neq 5 C, 1,5} \frac{\langle X| p_{x}|n\rangle\langle n| p_{x}|X\rangle}{E_{5}-E_{n}},  \tag{A.19}\\
M^{\prime} & =\frac{2}{m_{0}} \sum_{n \neq 5 C, 1,5} \frac{\langle X| p_{y}|n\rangle\langle n| p_{y}|X\rangle}{E_{5}-E_{n}},  \tag{A.20}\\
N^{\prime} & =\frac{2}{m_{0}} \sum_{n \neq 5 C, 1,5} \frac{\langle X| p_{x}|n\rangle\langle n| p_{y}|X\rangle+\langle X| p_{y}|n\rangle\langle n| p_{x}|X\rangle}{E_{5}-E_{n}} . \tag{A.21}
\end{align*}
$$

The full $14 \times 14 \mathbf{k} . p$ matrix, including perturbations of all remote bands, can be expressed through the measurable effective Luttinger-Kohn parameters $\gamma_{C}, \gamma_{j}, \gamma_{\Delta j}(j=1,2,3)$ in both the CB and VB:

$$
\begin{gather*}
\gamma_{C}=1-\frac{E_{P}^{\prime}}{3}\left(\frac{2}{E_{8 C-6}}+\frac{1}{E_{7 C-6}}\right)+\frac{E_{P}}{3}\left(\frac{2}{E_{6-8}}+\frac{1}{E_{6-7}}\right)+K^{\prime},  \tag{A.22}\\
\gamma_{1}=-1+\frac{E_{P X}}{3}\left(\frac{1}{E_{8 C-8}}+\frac{1}{E_{7 C-8}}\right)-\frac{L^{\prime}+2 M^{\prime}}{3}+\frac{E_{P}}{3 E_{6-8}},  \tag{A.23}\\
\gamma_{2}=-\frac{1}{6} \frac{E_{P X}}{E_{7 C-8}}-\frac{L^{\prime}-M^{\prime}}{6}+\frac{E_{P}}{6 E_{6-8}},  \tag{A.24}\\
\gamma_{3}=\frac{1}{6} \frac{E_{P X}}{E_{7 C-8}}-\frac{N^{\prime}}{6}+\frac{E_{P}}{6 E_{6-8}},  \tag{A.25}\\
\gamma_{\Delta 1}=-1+\frac{2}{3} \frac{E_{P X}}{E_{8 C-7}}-\frac{L^{\prime}+2 M^{\prime}}{3}+\frac{E_{P}}{3 E_{6-7}},  \tag{A.26}\\
\gamma_{\Delta 2}=-\frac{E_{P X}}{12}\left(\frac{1}{E_{8 C-8}}+\frac{1}{E_{8 C-7}}\right)-\frac{L^{\prime}-M^{\prime}}{6}+\frac{E_{P}}{12}\left(\frac{1}{E_{6-8}}+\frac{1}{E_{6-7}}\right),  \tag{A.27}\\
\gamma_{\Delta 3}=\frac{E_{P X}}{12}\left(\frac{1}{E_{8 C-8}}+\frac{1}{E_{8 C-7}}\right)-\frac{N^{\prime}}{6}+\frac{E_{P}}{12}\left(\frac{1}{E_{6-8}}+\frac{1}{E_{6-7}}\right) ; \tag{A.28}
\end{gather*}
$$

together with the notations in table A. 1 where $\breve{k}_{ \pm}=\breve{k}_{x} \pm i \breve{k}_{y}, \breve{k}_{\rho}^{2}=\breve{k}_{x}^{2}+\breve{k}_{y}^{2} . E_{8 C}^{\prime}, E_{7 C}^{\prime}, E_{8}$, and $E_{7}$ would, respectively, be the energies $E\left(\Gamma_{8 C}\right), E\left(\Gamma_{7 C}\right), E\left(\Gamma_{8}\right)$, and $E\left(\Gamma_{7}\right)$ at $\mathbf{k}=0$ if the interband spin-orbit coupling $\Delta^{\prime}$ were equal to zero.

TABLE A.1: Notations for $14 \times 14 \boldsymbol{k} \cdot \boldsymbol{p}$ Hamiltonian.

| $E_{8 C}^{H}=E_{8 C}^{\prime}-\gamma_{C 1}^{\prime} \breve{k}^{2}+\mathfrak{U}_{C}^{\prime}$ | $E_{8 C}^{L}=E_{8 C}^{\prime}-\gamma_{C 1}^{\prime} \breve{k}^{2}-\mathfrak{\mathfrak { l } _ { C } ^ { \prime }}$ |
| :--- | :--- |
| $E_{7 C}^{k}=E_{7 C}^{\prime}-\gamma_{C \Delta 1}^{\prime} \breve{k}^{2}$ | $E_{6}^{k}=E_{6}+\gamma_{C}^{\prime} \breve{k}^{2}$ |
| $E_{8}^{H}=E_{8}^{\prime}-\gamma_{1}^{\prime} \breve{k}^{2}+\mathfrak{U}^{\prime}$ | $E_{8}^{L}=E_{8}^{\prime}-\gamma_{1}^{\prime} \breve{k}^{2}-\mathfrak{\mathfrak { Y } ^ { \prime }}$ |
| $E_{7}^{k}=E_{7}^{\prime}-\gamma_{\Delta 1}^{\prime} \breve{k}^{2}$ | $\mathfrak{l}_{C}^{\prime}=\gamma_{C 2}^{\prime}\left(2 \breve{k}_{z}^{2}-\breve{k}_{\rho}^{2}\right)$ |
| $\mathfrak{U}_{C \Delta}^{\prime}=\gamma_{C \Delta 2}^{\prime}\left(2 \breve{k}_{z}^{2}-\breve{k}_{\rho}^{2}\right)$ | $\mathfrak{B}_{C}^{\prime}=2 \sqrt{3} \gamma_{C 3}^{\prime} \breve{k}_{z} \breve{k}_{-}$ |
| $\mathfrak{B}_{C \Delta}^{\prime}=2 \sqrt{3} \gamma_{C \Delta 3}^{\prime} \breve{k}_{z} \breve{k}_{-}$ | $\mathfrak{C}_{C}^{\prime}=\sqrt{3}\left[\gamma_{C 2}^{\prime}\left(\breve{k}_{x}^{2}-\breve{k}_{y}^{2}\right)-2 i \gamma_{C 3}^{\prime} \breve{k}_{x} \breve{k}_{y}\right]$ |
| $\mathfrak{C}_{\Delta C}^{\prime}=\sqrt{3}\left[\gamma_{\Delta C 2}^{\prime}\left(\breve{k}_{x}^{2}-\breve{k}_{y}^{2}\right)-2 i \gamma_{\Delta C 3}^{\prime} \breve{k}_{x} \breve{k}_{y}\right]$ | $\mathfrak{\mathfrak { G }}=\gamma_{2}^{\prime}\left(2 \breve{k}_{z}^{2}-\breve{k}_{\rho}^{2}\right)$ |
| $\mathfrak{U}_{\Delta}^{\prime}=\gamma_{\Delta 2}^{\prime}\left(2 \breve{k}_{z}^{2}-\breve{k}_{\rho}^{2}\right)$ | $\mathfrak{B}^{\prime}=2 \sqrt{3} \gamma_{3}^{\prime} \breve{k}_{z} \breve{k}_{-}$ |
| $\mathfrak{B}_{\Delta}^{\prime}=2 \sqrt{3} \gamma_{\Delta 3}^{\prime} \breve{k}_{z} \breve{k}_{-}$ | $\mathfrak{C}^{\prime}=\sqrt{3}\left[\gamma_{2}^{\prime}\left(\breve{k}_{x}^{2}-\breve{k}_{y}^{2}\right)-2 i \gamma_{3}^{\prime} \breve{k}_{x} \breve{k}_{y}\right]$ |
| $\mathfrak{C}_{\Delta}^{\prime}=\sqrt{3}\left[\gamma_{\Delta 2}^{\prime}\left(\breve{k}_{x}^{2}-\breve{k}_{y}^{2}\right)-2 i \gamma_{\Delta 3}^{\prime} \breve{k}_{x} \breve{k}_{y}\right]$ |  |

Furthermore, one has:

$$
\begin{gather*}
\gamma_{C}^{\prime}=\gamma_{C}-\frac{E_{P}}{3}\left(\frac{2}{E_{6-8}}+\frac{1}{E_{6-7}}\right)+\frac{E_{P}^{\prime}}{2}\left(\frac{2}{E_{8 C-6}}+\frac{1}{E_{7 C-6}}\right)  \tag{A.29}\\
\gamma_{1}^{\prime}=\gamma_{1}-\frac{E_{P}}{3 E_{6-8}}-\frac{E_{P X}}{3}\left(\frac{1}{E_{7 C-8}}+\frac{1}{E_{8 C-8}}\right)  \tag{A.30}\\
\gamma_{2}^{\prime}=\gamma_{2}-\frac{E_{P}}{6 E_{6-8}}+\frac{E_{P X}}{6 E_{7 C-8}}  \tag{A.31}\\
\gamma_{3}^{\prime}=\gamma_{3}-\frac{E_{P}}{6 E_{6-8}}-\frac{E_{P X}}{6 E_{7 C-8}} \tag{A.32}
\end{gather*}
$$

TABLE A.2: $k=0$ Parameters used in 14-band $\mathbf{k} \cdot \mathbf{p}$ model.

|  | AlP | GaP | InP | AlAs | GaAs | InAs | AlSb | GaSb | InSb |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $E_{0}(\mathrm{eV})$ | 3.63 | 2.2895 | 1.423 | 3.130 | 1.519 | 0.418 | 2.38 | 0.81 | 0.235 |
| $E_{0}^{\prime}(\mathrm{eV})$ | 4.78 | 4.38 | 4.78 | 4.55 | 4.54 | 4.48 | 3.53 | 3.11 | 3.18 |
| $\Delta_{0}(\mathrm{eV})$ | 0.06 | 0.08 | 0.107 | 0.3 | 0.341 | 0.38 | 0.67 | 0.76 | 0.81 |
| $\Delta_{0}^{\prime}(\mathrm{eV})$ | 0.04 | 0.09 | 0.19 | 0.15 | 0.2 | 0.31 | 0.24 | 0.33 | 0.46 |
| $\Delta_{0}^{-}(\mathrm{eV})$ | -0.03 | 0.04 | 0.11 | -0.19 | -0.17 | -0.05 | -0.41 | -0.4 | -0.26 |
| $\mathrm{P}\left(\mathrm{eV}, A^{0}\right)$ | 9.51 | 9.53 | 8.45 | 8.88 | 9.88 | 9.01 | 8.57 | 9.69 | 9.63 |
| $P^{\prime}\left(\mathrm{eV}, A^{0}\right)$ | 0.19 | 0.36 | 0.34 | 0.34 | 0.41 | 0.66 | 0.51 | 1.34 | 1.2 |
| $\mathrm{Q}\left(\mathrm{eV}, A^{0}\right)$ | 8.10 | 8.49 | 7.88 | 8.07 | 8.68 | 7.72 | 7.8 | 8.25 | 7.83 |

$$
\begin{gather*}
\gamma_{C 1}^{\prime}=\gamma_{C 1}+\frac{E_{P}^{\prime}}{3 E_{8 C-6}}+\frac{E_{P X}}{3}\left(\frac{1}{E_{8 C-8}}+\frac{1}{E_{8 C-7}}\right),  \tag{A.33}\\
\gamma_{C 2}^{\prime}=\gamma_{C 2}+\frac{E_{P}^{\prime}}{6 E_{8 C-6}}-\frac{E_{P X}}{6 E_{8 C-7}},  \tag{A.34}\\
\gamma_{C 3}^{\prime}=\gamma_{C 3}+\frac{E_{P}^{\prime}}{6 E_{8 C-6}}+\frac{E_{P X}}{6 E_{8 C-7}},  \tag{A.35}\\
\gamma_{\Delta j}^{\prime} \simeq \gamma_{j}^{\prime} ; \gamma_{C \Delta j}^{\prime} \simeq \gamma_{C j}^{\prime}, \tag{A.36}
\end{gather*}
$$

It is necessary to stress the particular point that the lack of inversion center does not contribute to the parameters in the VB. We take here the Hamiltonian in a $14 \times 14 \mathrm{k} . \mathrm{p}$ model and plot in Fig. A. 2 the band structure along three characteristic directions with parameters close to the values introduced in Ref. [92]. One needs to note also that we consider here the overall $14 \times 14$ k.p Hamiltonian with the perturbation of all remote bands which includes linear or quadratic $k_{i}$ terms but no cubic terms. Finally, the $14 \times 14$ Hamiltonian has the form:

## $\stackrel{\text { N }}{\text { ® }}$
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## A. 2 30-band k.p model [29, 412, 413]

We recall here the $30 \times 30$ band $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonian taken from Ref. [29] which takes into account the $\Gamma_{6}^{V}, \Gamma_{7}^{V} ; \Gamma_{8}^{V} ; \Gamma_{6}^{C} ; \Gamma_{7}^{C} ; \Gamma_{8}^{C} ; \Gamma_{6}^{U} ; \Gamma_{3}^{C} ; \Gamma_{7 d}^{C} ; \Gamma_{8 d}^{C} ;$ and $\Gamma_{6 q}^{C}$. The basis functions are the same Bloch functions as those used by Cardona and Pollak to describe Si and Ge band structures without spin-orbit coupling. The set of Luttinger-Kohn periodic amplitudes used in our calculations is specified in TableA.3. Note that $\Gamma_{6 u}$ and $\Gamma_{6 q}$ are due to the $(n+1) s$ levels whereas the $n s$ levels induce $\Gamma_{6 V}$ VB and $\Gamma_{6 C} \mathrm{CB}$. Our $30 \times 30$ band $\boldsymbol{k} . \boldsymbol{p}$ model is schematically represented at $\boldsymbol{k}=0$ in Fig. A.8. In this figure, both the wavefunctions corresponding to the bands and the matrix elements are indicated. The Hamiltonian $H_{30}$ is given explicitly for $\boldsymbol{k}=\left(k_{x}, k_{y}, k_{z}\right)$. For the $T_{d}$ group, the $\boldsymbol{k} \cdot \boldsymbol{p}$ elements of interest are: $P=\frac{\hbar}{m_{0}}\langle S| P_{x}|i X\rangle, P_{X}=$ $\frac{\hbar}{m_{0}}\left\langle X_{C}\right| P_{y}|i Z\rangle, P_{2}=\frac{\hbar}{m_{0}}\left\langle S_{2}\right| P_{x}|i X\rangle, P_{3}=\frac{\hbar}{m_{0}}\left\langle D_{z}\right| P_{x}|i X\rangle, P_{S}=\frac{\hbar}{m_{0}}\left\langle S_{V}\right| P_{x}\left|i X_{C}\right\rangle, P_{d}=\frac{\hbar}{m_{0}}\langle S| P_{x}\left|i X_{d}\right\rangle$, $P_{X d}=\frac{\hbar}{m_{0}}\left\langle X_{C}\right| P_{y}\left|i Z_{d}\right\rangle, P_{2 d}=\frac{\hbar}{m_{0}}\left\langle S_{2}\right| P_{x}\left|i X_{d}\right\rangle, P_{3 d}=\frac{\hbar}{m_{0}}\left\langle D_{z}\right| P_{x}\left|i X_{d}\right\rangle, P_{U}=\frac{\hbar}{m_{0}}\left\langle S_{U}\right| P_{x}\left|i X_{C}\right\rangle, P^{\prime}=$ $\frac{\hbar}{m_{0}}\langle S| P_{x}\left|i X_{C}\right\rangle, P_{2}^{\prime}=\frac{\hbar}{m_{0}}\left\langle S_{2}\right| P_{x}\left|i X_{C}\right\rangle, P_{3}^{\prime}=\frac{\hbar}{m_{0}}\left\langle D_{z}\right| P_{x}\left|i X_{C}\right\rangle, P_{S}^{\prime}=\frac{\hbar}{m_{0}}\left\langle S_{V}\right| P_{x}|i X\rangle, P_{U}^{\prime}=\frac{\hbar}{m_{0}}\left\langle S_{U}\right| P_{x}|i X\rangle$, $P_{d}^{\prime}=\frac{\hbar}{m_{0}}\left\langle X_{d}\right| P_{y}|i Z\rangle, P_{S d}^{\prime}=\frac{\hbar}{m_{0}}\left\langle S_{V}\right| P_{x}\left|i X_{d}\right\rangle$ and $P_{u d}^{\prime}=\frac{\hbar}{m_{0}}\left\langle S_{U}\right| P_{x}\left|i X_{d}\right\rangle$.

Table A.3: Luttinger-Kohn periodic amplitudes used in the 30-band k.p model. The phases are chosen to give real matrix elements to the k.p Hamiltonian.

| $\|q+\rangle=\left\|S_{q} \uparrow\right\rangle$ | $\|q-\rangle=\left\|S_{q} \downarrow\right\rangle$ |
| :---: | :---: |
| $\left\|d \frac{3}{2}\right\rangle=\left\lvert\, i\left\langle\left.\frac{1}{\sqrt{2}}\left(X_{d}-i Y_{d}\right) \downarrow \right\rvert\,\right\rangle\right.$ | $\left\|d-\frac{3}{2}\right\rangle=\left\lvert\, i\left[-\frac{1}{\sqrt{2}}\left(X_{d}+i Y_{d}\right) \uparrow\| \rangle\right.\right.$ |
| $\left\|d \frac{1}{2}\right\rangle=\|i\| \sqrt{\frac{2}{3}} Z_{d} \uparrow-\frac{1}{\sqrt{6}}\left(X_{d}+i Y_{d}\right) \downarrow\| \rangle$ | $\left\|d-\frac{1}{2}\right\rangle=\left\langle i\left(\frac{1}{\sqrt{6}}\left(X_{d}-i Y_{d}\right) \uparrow+\sqrt{\frac{2}{3}} Z_{d} \downarrow \downarrow\right)\right.$ |
| $\left\|d \frac{7}{2}\right\rangle=\left\langle i\left[\frac{1}{\sqrt{3}} Z_{d} \uparrow+\frac{1}{\sqrt{3}}\left(X_{d}+i Y_{d}\right) \downarrow\right]\right\rangle$ | $\left\|d-\frac{1}{2}\right\rangle=\left\|i\left[\frac{1}{\sqrt{3}}\left(X_{d}-i Y_{d}\right) \uparrow-\frac{1}{\sqrt{3}} Z_{d} \downarrow \downarrow\right]\right\rangle$ |
| $\left\|D_{z}+\right\rangle=\left\|D_{z} \uparrow\right\rangle$ | $\left\|D_{z^{-}}-\right\rangle=\left\|D_{z} \downarrow\right\rangle$ |
| $\left\|D_{x}+\right\rangle=\left\|D_{x} \uparrow\right\rangle$ | $\left\|D_{x}-\right\rangle=\left\|D_{x} \downarrow\right\rangle$ |
| $\|U+\rangle=\left\|S_{u} \uparrow\right\rangle$ | $\|U-\rangle=\left\|S_{u} \downarrow\right\rangle$ |
| $\left\|C_{2}^{3}\right\rangle=\left\|i\left[\frac{1}{\sqrt{2}}\left(X_{C}-i Y_{C}\right) \downarrow\right]\right\rangle$ | $\left\|C-\frac{3}{2}\right\rangle=\left\lvert\, i\left[-\frac{1}{\sqrt{2}}\left(X_{C}+i Y_{C}\right) \uparrow\| \rangle\right.\right.$ |
| $\left.\left.\left\|C \frac{1}{2}\right\rangle=\left\lvert\, i \cdot \sqrt{\frac{2}{3}} Z_{C} \uparrow-\frac{1}{\sqrt{6}}\left(X_{C}+i Y_{C}\right) \downarrow\right.\right]\right\rangle$ | $\left\|C-\frac{1}{2}\right\rangle=\left\|i\left[\frac{1}{\sqrt{6}}\left(X_{C}-i Y_{C}\right) \uparrow+\sqrt{\frac{2}{3}} Z_{C} \downarrow\right]\right\rangle$ |
| $\left\|C \frac{7}{2}\right\rangle=\left\|i\left[\frac{1}{\sqrt{3}} Z_{C} \uparrow+\frac{1}{\sqrt{3}}\left(X_{C}+i Y_{C}\right) \downarrow\right]\right\rangle$ | $\left\|C-\frac{1}{2}\right\rangle=\left\|i\left[\frac{1}{\sqrt{3}}\left(X_{C}-i Y_{C}\right) \uparrow-\frac{1}{\sqrt{3}} Z_{C} \downarrow \downarrow\right]\right\rangle$ |
|  |  |
| $\left\|\frac{3}{2}\right\rangle=\left\|i\left[\frac{1}{\sqrt{2}}(X-i Y) \downarrow\right]\right\rangle$ | $\left\|-\frac{3}{2}\right\rangle=\left\|i\left[-\frac{1}{\sqrt{2}}(X+i Y) \uparrow\right]\right\rangle$ |
| $\left.\left\|\frac{1}{2}\right\rangle=\|i\| \sqrt{\frac{2}{3}} Z \uparrow-\frac{1}{\sqrt{6}}(X+i Y) \downarrow \right\rvert\,$ | $\left\|-\frac{1}{2}\right\rangle=\|i\| \frac{1}{\sqrt{\sqrt{6}}}(X-i Y) \uparrow+\sqrt{\frac{2}{3}} Z \downarrow$ |
|  |  |
| $\begin{aligned} & \left.\frac{1}{2}\right\rangle=\left\|i\left[\frac{1}{\sqrt{3}} Z \uparrow+\frac{1}{\sqrt{3}}(X+i Y) \downarrow\right\rangle\right\rangle \\ & \|V+\rangle=\left\|S_{V} \uparrow\right\rangle \end{aligned}$ | $\begin{aligned} & \left.\left\|-\frac{1}{2}\right\rangle=\|i\| \frac{1}{\sqrt{3}}(X-i Y) \uparrow-\frac{1}{\sqrt{3}} Z \downarrow \right\rvert\, \\ & \|V-\rangle=\left\|S_{V} \downarrow\right\rangle \end{aligned}$ |

And the spin-orbit energies are defined as:
(i) The core SOI

$$
\begin{align*}
\Delta & =\frac{3 \hbar}{4 m_{0}^{2} c^{2}}\langle X| \frac{\partial V}{\partial x} p_{y}-\frac{\partial V}{\partial y} p_{x}|i Y\rangle \\
\Delta_{C} & =\frac{3 \hbar}{4 m_{0}^{2} c^{2}}\left\langle X_{C}\right| \frac{\partial V}{\partial x} p_{y}-\frac{\partial V}{\partial y} p_{x}\left|i Y_{C}\right\rangle  \tag{A.38}\\
\Delta_{d} & =\frac{3 \hbar}{4 m_{0}^{2} c^{2}}\left\langle X_{d}\right| \frac{\partial V}{\partial x} p_{y}-\frac{\partial V}{\partial y} p_{x}\left|i Y_{d}\right\rangle
\end{align*}
$$

(ii) The coupling between the two different multiplets $\left(\Gamma_{8}, \Gamma_{7}\right)$ and $\left(\Gamma_{8 d}, \Gamma_{7 d}\right)$.


Figure A.4: Real band structure of InGaAs via 30 -band $\boldsymbol{k} . \boldsymbol{p}$ model before (a,c,e) and after (b,d,f) using our novel ghost-band method to remove spurious states.


Figure A.5: Complex band structure of InGaAs via 30 -band $\boldsymbol{k} . \boldsymbol{p}$ model before (a,c,e) and after (b,d,f) using our novel ghost-band method to remove spurious states.


Figure A.6: Real band structure of Silicon via 30-band $\boldsymbol{k} . \boldsymbol{p}$ model before (a,c,e) and after (b,d,f) using our novel ghost-band method to remove spurious states.


Figure A.7: Complex band structure of Silicon via 30 -band $\boldsymbol{k} . \boldsymbol{p}$ model before (a,c,e) and after (b,d,f) using our novel ghost-band method to remove spurious states.


Figure A.8: Schematic representation of the 30 -band $\mathbf{k} . \mathbf{p}$ model representing in volved bands, relevant parameters, momentum matrix elements and spin-orbit couplings.

$$
\begin{equation*}
\Delta_{d s o}=\frac{3 \hbar}{4 m_{0}^{2} c^{2}}\left\langle X_{d}\right| \frac{\partial V}{\partial x} p_{y}-\frac{\partial V}{\partial y} p_{x}|i Y\rangle \tag{A.39}
\end{equation*}
$$

(iii) The coupling between $\left(\Gamma_{8 C}, \Gamma_{7 C}\right)$ multiplet and $\left(\Gamma_{8 d}, \Gamma_{7 d}\right)$ multiplet

$$
\begin{equation*}
\Delta_{3 C}=\frac{3 \hbar}{4 m_{0}^{2} c^{2}}\left\langle D_{1}\right| \frac{\partial V}{\partial x} p_{z}-\frac{\partial V}{\partial y} p_{y}\left|i X_{C}\right\rangle \tag{A.40}
\end{equation*}
$$

For the $T_{d}$ group, there are some additional SOCs:
(1) The coupling inside $\left(\Gamma_{8}, \Gamma_{7}\right)$ multiplets:

$$
\begin{align*}
\Delta^{\prime} & =\frac{3 \hbar}{4 m_{0}^{2} c^{2}}\left\langle X_{C}\right| \frac{\partial V}{\partial x} p_{y}-\frac{\partial V}{\partial y} p_{x}|i Y\rangle \\
\Delta_{C d}^{\prime} & =\frac{3 \hbar}{4 m_{0}^{2} c^{2}}\left\langle X_{d}\right| \frac{\partial V}{\partial x} p_{y}-\frac{\partial V}{\partial y} p_{x}\left|i Y_{C}\right\rangle \tag{A.41}
\end{align*}
$$

(2) The coupling inside $\left(\Gamma_{8}, \Gamma_{7}\right)$

$$
\begin{align*}
\Delta_{3}^{\prime} & =\frac{3 \hbar}{4 m_{0}^{2} c^{2}}\left\langle D_{1}\right| \frac{\partial V}{\partial x} p_{y}-\frac{\partial V}{\partial y} p_{x}|i X\rangle \\
\Delta_{3 d}^{\prime} & =\frac{3 \hbar}{4 m_{0}^{2} c^{2}}\left\langle D_{1}\right| \frac{\partial V}{\partial x} p_{z}-\frac{\partial V}{\partial y} p_{y}\left|i X_{d}\right\rangle \tag{A.42}
\end{align*}
$$

Because of inversion symmetry, all the matrix elements that are indexed by " $/$ " are equal to zero in the diamond group $\left(O_{h}\right)$. Furthermore, we define the related energies as usual, namely the energies $E_{P j}^{\left({ }^{(\prime)}\right)}$ by $E_{P j}^{\left({ }^{\prime}\right)}=\left(\frac{2 m_{0}}{\hbar^{2}}\right)\left[P_{j}^{\left({ }^{\prime}\right)}\right]^{2}$. All the matrix elements are real adjustable parameters. The 30-band $\boldsymbol{k} \cdot \boldsymbol{p}$ theory in the above form contains three kinds of parameters: the energy gaps, the matrix elements of the momentum and the spin-orbit interaction as well as the combinations of both. All these parameters are given explicitly in the Table. A.5. One may note that all the spin-orbit coupling terms appear between the different $\Gamma_{5}$ levels namely $\Gamma_{5 V}$ VBs, $\Gamma_{5 C}$ and $\Gamma_{5 d}$ CBs, or between $\Gamma_{5}$ and $\Gamma_{3 d}$ levels. Figure A. 8 represents schematically the effect of spin-orbit interaction in the 30-band $\boldsymbol{k} . \boldsymbol{p}$ model. One of the interests of this model is the calculation of Luttinger-Kohn parameters and $\Gamma$ effective mass of CB. Using second order Löwdin perturbation theory, the Luttinger-Kohn parameters $\gamma_{j}$ are given by:

$$
\begin{array}{r}
\gamma_{1}=-1+\frac{E_{P}}{3 E_{G}}+\frac{E_{P X}}{3}\left(\frac{1}{E_{G}+E_{G C}}+\frac{1}{E_{G}+E_{G C}+\Delta_{C}}\right) \\
+\frac{E_{P U}^{\prime}}{3 E_{6 U}}+\frac{4}{3} \frac{E_{P 3}}{E_{3 d}}+\frac{E_{P d}^{\prime}}{3}\left(\frac{1}{E_{5 d}}+\frac{1}{E_{5 d}+\Delta_{d}}\right) \\
+\frac{E_{P 2}}{3 E_{6 q}}-\frac{E_{P S}^{\prime}}{3 E_{6 V}} \\
\gamma_{2}=\frac{1}{6}\left(\frac{E_{P}}{E_{G}}+\frac{E_{P U}^{\prime}}{E_{6 U}}+\frac{E_{P 2}}{E_{6 q}}\right)+\frac{2}{3} \frac{E_{P 3}}{E_{3 d}}-\frac{1}{6}\left(\frac{E_{P X}}{E_{G}+E_{G C}}+\frac{E_{P d}^{\prime}}{E_{5 d}}+\frac{E_{P S}^{\prime}}{E_{6 V}}\right) \tag{A.44}
\end{array}
$$

$$
\begin{equation*}
\gamma_{3}=\frac{1}{6}\left(\frac{E_{P}}{E_{G}}+\frac{E_{P U}^{\prime}}{E_{6 U}}+\frac{E_{P 2}}{E_{6 q}}+\frac{E_{P d}^{\prime}}{E_{5 d}}+\frac{E_{P X}}{E_{F}+E_{G C}}\right)-\frac{1}{3} \frac{E_{P 3}}{E_{3 d}}-\frac{1}{6} \frac{E_{P S}^{\prime}}{E_{6 V}} \tag{A.45}
\end{equation*}
$$

Table A.4: $k=0$ energy levels (eV) used in the 30 -band $\mathbf{k} \cdot \mathbf{p}$ model.

| eV | Ge | Si | GaAs | AlAs | GaP | InAs | InP | InSb |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\Gamma_{8 C}$ | 3.22 | 3.40 | 4.569 | 4.69 | 4.87 | 4.63 | 4.794 | 3.59 |
| $\Gamma_{7 C}$ | 3.01 | 3.40 | 4.488 | 4.54 | 4.87 | 4.39 | 4.72 | 3.16 |
| $\Gamma_{6}$ | 0.90 | 4.185 | 1.519 | 3.13 | 2.895 | 0.37 | 1.424 | 0.25 |
| $\Gamma_{8}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\Gamma_{7}$ | -0.29 | -0.044 | -0.341 | -0.30 | -0.08 | -0.43 | -0.108 | -0.82 |
| $\Gamma_{6 v}$ | -13.14 | -12.92 | -12.55 | -11.95 | -12.30 | -12.69 | -11.078 | -11.71 |
| $\Gamma_{6 q}$ | 18.36 | 13.46 | 13.64 | 13.64 | 13.3 | 12.64 | 12.99 | 12.64 |
| $\Gamma_{8 d}$ | 17.0 | 12.78 | 11.89 | 12.50 | 11.80 | 11.89 | 11.50 | 9.89 |
| $\Gamma_{7 d}$ | 17.0 | 12.78 | 11.89 | 12.50 | 11.80 | 11.89 | 11.50 | 9.89 |
| $\Gamma_{8-3}$ | 10.47 | 9.66 | 10.17 | 10.50 | 9.80 | 9.88 | 9.50 | 8.88 |
| $\Gamma_{6 u}$ | 7.77 | 7.07 | 8.56 | 9.89 | 8.80 | 8.55 | 8.50 | 8.56 |

TABLE A.5: Dipole Matrix elements of GaAs and AlAs in a 30 -band $\mathbf{k} \cdot \mathbf{p}$ model given in unit of energy with definition of Ref. [200]. Energies $E$ and matrix elements $P$ are linked by $E=2 m_{0} / \hbar^{2} P^{2}$.

| eV | Ge | Si | GaAs | AlAs | GaP | InAs | InP | InSb |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $E_{P}$ | 24.60 | 19.96 | 22.37 | 21.10 | 21.0 | 19.04 | 18.012 | 24.5 |
| $E_{P X}$ | 17.65 | 14.81 | 16.79 | 16.80 | 17.01 | 15.64 | 14.01 | 14.5 |
| $E_{P 3}$ | 5.212 | 4.475 | 4.916 | 2.99 | 3.41 | 3.89 | 4.01 | 3.77 |
| $E_{P 2}$ | 2.510 | 3.993 | 6.280 | 0.00 | 6.20 | 1.00 | 6.20 | 0.17 |
| $E_{P S}$ | 1.071 | 1.092 | 2.434 | 0.10 | 3.43 | 5.00 | 3.43 | 0.40 |
| $E_{P}^{\prime}$ | 0 | 0 | 0.0656 | 0.16 | 0.50 | 0.01 | 0.15 | 0.03 |
| $E_{P d}$ | 0.0051 | 1.193 | 0.010 | 0.1 | 0.10 | 0.1 | 0.1 | 0.03 |
| $E_{P X d}$ | 12.23 | 7.491 | 4.344 | 4.12 | 7.00 | 5.00 | 7.50 | 2.34 |
| $E_{P 3 d}$ | 15.76 | 9.856 | 8.888 | 13.06 | 12.50 | 11.66 | 11.15 | 8.60 |
| $E_{P 2 d}$ | 27.59 | 20.76 | 23.15 | 3.50 | 2.51 | 2.50 | 2.51 | 7.99 |
| $E_{P U}$ | 17.84 | 16.36 | 19.63 | 18.00 | 20.05 | 19.00 | 20.05 | 16.00 |
| $E_{P S}^{\prime}$ | 0 | 0 | 0 | 0 | 0.012 | 0 | 0 | 0 |
| $E_{P d}^{\prime}$ | 0 | 0 | 0 | 0 | 0.20 | 0 | 0 | 0 |
| $E_{P u d}^{\prime P}$ | 0 | 0 | 0 | 0 | 0.10 | 0 | 0 | 0 |

The 30-band $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonian is given in the form:

$$
H_{30 \times 30}=\left(\begin{array}{ll}
A & B  \tag{A.46}\\
C & D
\end{array}\right)
$$

where

$$
\begin{aligned}
& \stackrel{\text { K }}{\underset{\text { E }}{4}}
\end{aligned}
$$



$$
\begin{aligned}
& \begin{array}{l}
\stackrel{\circ}{\circ} \\
\stackrel{n}{4} \\
\hline
\end{array}
\end{aligned}
$$

$$
\begin{aligned}
& \text { L }
\end{aligned}
$$

## A.2.1 Band parameters of semiconductors in 30-band k.p model

In Tables A. 4 and A. 5 we display the parameters of several semiconductors using in 30-band $\boldsymbol{k} . \boldsymbol{p}$ method, taken from Ref [412]. Furthermore, for the InGaAs alloys, the Vitual Crystal Approximation (VCA) has been used to compute $\operatorname{In}_{x} G a_{1-x} A s$ band structure for any In mole fraction $x$ in a work of Mugny et al. [413]. In this approximation, a virtual binary crystal is constructed, with atomic parameters interpolated between the two initial elements (In and Ga atoms in our case). Linear interpolation is made for all parameters, except for the energies $E_{g}$ and $\Delta_{S O}$ for which bowing coefficients $B$ are used:

$$
\begin{equation*}
P_{I n G a A s}=P_{I n A s} x+P_{G a A s}(1-x)-B x(1-x) \tag{A.51}
\end{equation*}
$$

where $B=0.477$ for $E_{g}$ and $B=0.15$ for $\Delta_{S O}$


Figure A.9: Variation of the lowest band gap at $T=300 k$ and electron effective mass at $\Gamma$ conduction bands of $I n_{1-x} G a_{x} A s$ (taken from [50])

Figures A.4, A. 5 ,A.6, A. 7 display the band structure along the three characteristic directions: [001]; [110] and [111] direction of InGaAs and Si before (Fig (a), (b), (c)) and after (Fig (d), (e), (f)) the spurious states treatment using the ghost-band method in framework of 30-band k.p Hamiltonian.

## A. 340 band k.p model [414, 415]

We are now going to present the Hamiltonian which is enlarged to include ten further levels (compare to the 30 -band $\boldsymbol{k} . \boldsymbol{p}$ model), namely, the $d$-valence levels can be divided into two types associated with the symmetry of the wave function: the $\Gamma_{3 d}^{V}$ are associated to $d$-like atomic levels which have the symmetry of $D_{1}=3 z^{2}-r^{2}$ and $D_{2}=\sqrt{3}\left(x^{2}-y^{2}\right)$, and $\Gamma_{5 d}$ levels which are associated to $p-l i k e$ functions which are split into two levels $\Gamma_{7 d}^{V}$ and $\Gamma_{8 d}^{V}$. The dimension of the Hamiltonian including $d$-valence levels is 40 which is the $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonian, denoted by $H_{40}$, in a $s p^{3} d^{5}$ model framework.

This model is schematically represented at $\boldsymbol{k}=0$ in Fig A.10. In this figure, both the wave functions corresponding to the bands and the matrix elements are indicated. Here, $\left(\left|X_{d}^{V}\right\rangle,\left|Y_{d}^{V}\right\rangle,\left|Z_{d}^{V}\right\rangle\right)$ are $\left(\Gamma_{7 d}^{V}, \Gamma_{8 d}^{V}\right)$ orbital functions, and $D_{z}^{V}$ and $D_{x}^{V}$ are $\Gamma_{8-3}^{V}$ orbital functions. Moreover, $|S\rangle ;|X\rangle ;|Y\rangle$ and $|Z\rangle$ are respectively, $\Gamma_{1}^{C}\left(\Gamma_{6}^{C}\right)$ and $\Gamma_{5}^{V}\left(\Gamma_{8}^{V}, \Gamma_{7}^{V}\right)$ orbital function as usual. $\left|S_{V}\right\rangle ;\left|X_{C}\right\rangle ;\left|Y_{C}\right\rangle$ and $\left|Z_{C}\right\rangle$ are respectively, $\Gamma_{1}^{V}\left(\Gamma_{6}^{V}\right)$ and $\Gamma_{5}^{C}\left(\Gamma_{8}^{C}, \Gamma_{7}^{C}\right)$ orbital functions. These eight functions correspond to the sp ${ }^{3}$ Tight-Binding functions. $\left|S_{U}\right\rangle$ and $\left|S_{q}\right\rangle$ are, respectively, $\Gamma_{6 U}^{C}$ and $\Gamma_{6 q}^{C}$ orbital functions. $\left|D_{z}\right\rangle$ and $\left|D_{x}\right\rangle$ are $\Gamma_{8-3}^{C}$ orbital

TABLE A.6: Luttinger-Kohn periodic amplitudes used in the 40-band k.p model. The phases are chosen to give real matrix elements to the k.p Hamiltonian.

| $\|q+\rangle=\left\|S_{q} \uparrow\right\rangle$ | $\|q-\rangle=\left\|S_{q} \downarrow\right\rangle$ |
| :---: | :---: |
| $\left\|d \frac{3}{2}\right\rangle=\left\|i\left[\frac{1}{\sqrt{2}}\left(X_{d}-i Y_{d}\right) \downarrow\right]\right\rangle$ | $\left\|d-\frac{3}{2}\right\rangle=\left\lvert\, i\left[-\frac{1}{\sqrt{2}}\left(X_{d}+i Y_{d}\right) \uparrow\| \rangle\right.\right.$ |
| $\left.\left\|d \frac{1}{2}\right\rangle=\\| i\left(\sqrt{\frac{2}{3}} Z_{d} \uparrow-\frac{1}{\sqrt{6}}\left(X_{d}+i Y_{d}\right) \downarrow\right]\right\rangle$ | $\left\|d-\frac{1}{2}\right\rangle=\left\langle i\left\langle\frac{1}{\sqrt{6}}\left(X_{d}-i Y_{d}\right) \uparrow+\sqrt{\frac{2}{3}} Z_{d} \downarrow\right]\right\rangle$ |
| $\left.\left\|d \frac{7}{2}\right\rangle=\\| i\left[\frac{1}{\sqrt{3}} Z_{d} \uparrow+\frac{1}{\sqrt{3}}\left(X_{d}+i Y_{d}\right) \downarrow\right]\right\rangle$ | $\left\|d-\frac{1}{2}\right\rangle=\left\|i\left[\frac{1}{\sqrt{3}}\left(X_{d}-i Y_{d}\right) \uparrow-\frac{1}{\sqrt{3}} Z_{d} \downarrow\right]\right\rangle$ |
| $\left\|D_{z}+\right\rangle=\left\|D_{z} \uparrow\right\rangle$ | $\left\|D_{z}-\right\rangle=\left\|D_{z} \downarrow\right\rangle$ |
| $\left\|D_{x}+\right\rangle=\left\|D_{x} \uparrow\right\rangle$ | $\left\|D_{x}-\right\rangle=\left\|D_{x} \downarrow\right\rangle$ |
| $\|U+\rangle=\left\|S_{u} \uparrow\right\rangle$ | $\|U-\rangle=\left\|S_{u} \downarrow\right\rangle$ |
| $\left\|C \frac{3}{2}\right\rangle=\left\|i\left[\frac{1}{\sqrt{2}}\left(X_{C}-i Y_{C}\right) \downarrow\right]\right\rangle$ | $\left\|C-\frac{3}{2}\right\rangle=\left\|i\left[-\frac{1}{\sqrt{2}}\left(X_{C}+i Y_{C}\right) \uparrow\right]\right\rangle$ |
| $\left\|C \frac{1}{2}\right\rangle=\left\|i\left\langle\sqrt{\frac{2}{3}} Z_{C} \uparrow-\frac{1}{\sqrt{6}}\left(X_{C}+i Y_{C}\right) \downarrow\right]\right\rangle$ | $\left.\left.\left\|C-\frac{1}{2}\right\rangle=\|i\| \frac{1}{\sqrt{6}}\left(X_{C}-i Y_{C}\right) \uparrow+\sqrt{\frac{2}{3}} Z_{C} \downarrow\right]\right\rangle$ |
| $\left.\left.\left\|C \frac{7}{2}\right\rangle=\left\lvert\, i \frac{1}{\sqrt{3}} Z_{C} \uparrow+\frac{1}{\sqrt{3}}\left(X_{C}+i Y_{C}\right) \downarrow\right.\right]\right\rangle$ | $\left.\left.\left\|C-\frac{1}{2}\right\rangle=\left\lvert\, i \frac{1}{\sqrt{3}}\left(X_{C}-i Y_{C}\right) \uparrow-\frac{1}{\sqrt{3}} Z_{C} \downarrow \downarrow\right.\right]\right\rangle$ |
|  |  |
| $\left\|\frac{3}{2}\right\rangle=\left\|i\left[\frac{1}{\sqrt{2}}(X-i Y) \downarrow\right]\right\rangle$ | $\left\|-\frac{3}{2}\right\rangle=\left\lvert\, i\left[-\frac{1}{\sqrt{2}}(X+i Y) \uparrow\| \rangle\right.\right.$ |
| $\left.\left.\left\|\frac{1}{2}\right\rangle=\|i\| \sqrt{\frac{2}{3}} Z \uparrow-\frac{1}{\sqrt{6}}(X+i Y) \downarrow\right]\right\rangle$ | $\left.\left.\left\|-\frac{1}{2}\right\rangle=\|i\| \frac{1}{\sqrt{6}}(X-i Y) \uparrow+\sqrt{\frac{2}{3}} Z \downarrow\right]\right\rangle$ |
| $\left\|\frac{7}{2}\right\rangle=\left\|i\left[\frac{1}{\sqrt{3}} Z \uparrow+\frac{1}{\sqrt{3}}(X+i Y) \downarrow\right]\right\rangle$ | $\left\|-\frac{1}{2}\right\rangle=\left\|i\left[\frac{1}{\sqrt{3}}(X-i Y) \uparrow-\frac{1}{\sqrt{3}} Z \downarrow\right]\right\rangle$ |
| $\|V+\rangle=\left\|S_{V} \uparrow\right\rangle$ | $\|V-\rangle=\left\|S_{V} \downarrow\right\rangle$ |
| $\left\|d^{V} \frac{3}{2}\right\rangle=\left\|i\left[\frac{1}{\sqrt{2}}\left(X_{d}^{V}-i Y_{d}^{V}\right) \downarrow\right]\right\rangle$ | $\left\|d^{V}-\frac{3}{2}\right\rangle=\left\|i\left[-\frac{1}{\sqrt{2}}\left(X_{d}^{V}+i Y_{d}^{V}\right) \uparrow\right]\right\rangle$ |
| $\left\|d^{V} \frac{1}{2}\right\rangle=\left\|i\left[\sqrt{\frac{2}{3}} Z_{d}^{V} \uparrow-\frac{1}{\sqrt{6}}\left(X_{d}^{V}+i Y_{d}^{V}\right) \downarrow\right]\right\rangle$ | $\left\|d^{V}-\frac{1}{2}\right\rangle=\left[i\left[\frac{1}{\sqrt{6}}\left(X_{d}^{V}-i Y_{d}^{V}\right) \uparrow+\sqrt{\frac{2}{3}} Z_{d}^{V} \downarrow\right]\right\rangle$ |
| $\left\|d^{V} \frac{7}{2}\right\rangle=\left\|i\left[\frac{1}{\sqrt{3}} Z_{d}^{V} \uparrow+\frac{1}{\sqrt{3}}\left(X_{d}^{V}+i Y_{d}^{V}\right) \downarrow\right]\right\rangle$ | $\left\|d^{V}-\frac{1}{2}\right\rangle=\left\|i\left\langle\frac{1}{\sqrt{3}}\left(X_{d}^{V}-i Y_{d}^{V}\right) \uparrow-\frac{1}{\sqrt{3}} Z_{d}^{V} \downarrow\right]\right\rangle$ |
| $\left\|D_{z}^{V}+\right\rangle=\left\|D_{z}^{V} \uparrow\right\rangle$ | $\left\|D_{z}^{V}-\right\rangle=\left\|D_{z}^{V} \downarrow\right\rangle$ |
| $\left\|D_{x}^{V}+\right\rangle=\left\|D_{x}^{V} \uparrow\right\rangle$ | $\left\|D_{x}^{V}-\right\rangle=\left\|D_{x}^{\tilde{V}} \downarrow\right\rangle$ |



Figure A.10: Schematic representation of the 40-band k.p model representing involved bands, relevant parameters, momentum matrix elements and spin-orbit couplings

Table A.7: $k=0$ energy level $(\mathrm{eV})$ used in the 40 -band $\mathbf{k} \cdot \mathbf{p}$ model.

| eV | GaAs | InAs | InP | Insb |
| :---: | :---: | :---: | :---: | :---: |
| $\Gamma_{6}^{V}$ | -12.50 | -12.69 | -11.08 | -11.71 |
| $\Gamma_{7}^{V}$ | -0.34 | -0.43 | -0.10 | -0.82 |
| $\Gamma_{8}^{V}$ | 0 | 0 | 0 | 0 |
| $\Gamma_{6}^{C}$ | 1.51 | 0.37 | 1.42 | 0.25 |
| $\Gamma_{7}^{C}$ | 4.52 | 4.35 | 4.59 | 3.16 |
| $\Gamma_{8}^{C}$ | 4.70 | 4.62 | 4.78 | 3.59 |
| $\Gamma_{6 U}^{C}$ | 9.02 | 7.82 | 9.81 | 9.37 |
| $\Gamma_{3}^{C}$ | 9.65 | 8.65 | 10.23 | 9.85 |
| $\Gamma_{7 d}^{C}$ | 12.25 | 13.62 | 11.08 | 10.28 |
| $\Gamma_{8 d}^{C}$ | 12.25 | 13.62 | 11.08 | 10.28 |
| $\Gamma_{6 q}^{C}$ | 15.34 | 14.47 | 13.00 | 11.38 |
| $\Gamma_{5}^{V}$ | -20.57 | -15.27 | -16.07 | -15.30 |
| $\Gamma_{3 d}^{V}$ | -22.54 | -15.74 | -19.54 | -15.94 |

Table A.8: Dipole Matrix elements of GaAs and AlAs in a 40-band $\mathbf{k} \cdot \mathbf{p}$ model given in unit of energy in definition of Ref. [200]. Energies $E$ and matrix components $P$ are linked by $E=2 m_{0} / \hbar^{2} P^{2}$.

| eV | GaAs | InAs | InP | InSb | eV | GaAs | InAs | InP | InSb |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $E_{P}$ | 23.81 | 19.33 | 18.81 | 24.08 | $E_{3 c V}$ | 0.23 | 0.63 | 0.03 | 0.73 |
| $E_{P X}$ | 15.79 | 17.97 | 16.03 | 12.55 | $E_{P d V}^{\prime}$ | 12.87 | 11.07 | 8.87 | 14.97 |
| $E_{P 3}$ | 6.22 | 4.32 | 4.66 | 4.72 | $E_{P 3 V}^{\prime}$ | 4.72 | 0.92 | 0.22 | 0.91 |
| $E_{P 2}$ | 0.11 | 10.51 | 14.37 | 0.08 | $E_{d V}$ | 2.27 | 2.13 | 0.07 | 0.43 |
| $E_{P S}$ | 6.14 | 4.29 | 4.88 | 3.92 | $E_{S d V}$ | 0.03 | 0.01 | 0.11 | 0.01 |
| $E_{P}^{\prime}$ | 0.11 | 0.11 | 0.15 | 0.03 | $E_{u d V}$ | 1.867 | 1.970 | 1.871 | 1.869 |
| $E_{P d}$ | 1.59 | 0.38 | 0.10 | 0.01 | $E_{P 3 d}^{\prime}$ | 0.096 | 0.095 | 0.093 | 0.096 |
| $E_{P X d}$ | 5.64 | 5.04 | 6.97 | 8.84 | $E_{P 3 d V}^{\prime}$ | 0.27 | 0.42 | 0.10 | 0.42 |
| $E_{P 3 d}$ | 13.38 | 13.11 | 8.42 | 11.32 | $E_{P x d V}^{\prime}$ | 2.47 | 0.77 | 7.07 | 1.17 |
| $E_{P 2 d}$ | 19.93 | 26.51 | 16.72 | 8.99 | $E_{d d}$ | 10.87 | 1.98 | 3.17 | 1.98 |
| $E_{P U}$ | 26.64 | 23.04 | 24.78 | 23.85 | $E_{P 2 d}^{\prime}$ | 0.060 | 0.058 | 0.060 | 0.16 |
| $E_{3 d V}^{\prime}$ | 8.04 | 0.012 | 0.082 | 0.322 | $\Delta$ | 0.341 | 0.43 | 0.108 | 0.82 |
| $\Delta_{c}$ | 0.180 | 0.24 | 0.19 | 0.43 | $\Delta_{3 C}$ | 0.26 | 0.140 | -0.067 | 0.29 |
| $\Delta_{d}$ | 0.217 | 0.02 | 0.013 | 0.04 | $\Delta_{c d}^{\prime}$ | 0.26 | 0.08 | 0.06 | 0.20 |
| $\Delta^{\prime}$ | -0.17 | 0.140 | -0.067 | 0.29 | $\Delta_{d s o}$ | -0.95 | 0.67 | 0.38 | 0.07 |
| $\Delta_{d}^{V}$ | 0.01 | 0.09 | 0.03 | 0.082 | $\Delta_{d s o}^{V}$ | 0.37 | -0.38 | 0.20 | -0.08 |

functions. $\left|X_{d}\right\rangle ;\left|Y_{d}\right\rangle$ and $\left|Z_{d}\right\rangle$ are $\left(\Gamma_{8 d}^{C}, \Gamma_{7 d}^{C}\right)$ orbital functions. In comparison to the 30 - band $\boldsymbol{k} . \boldsymbol{p}$ model, we have twelve additional matrix elements namely:
$P_{3 C}^{V}=\frac{\hbar}{m_{0}}\left\langle D_{Z}^{V}\right| P_{x}\left|i X_{C}\right\rangle, P_{d}^{V}=\frac{\hbar}{m_{0}}\left\langle X_{d}^{V}\right| P_{y}|i Z\rangle, P_{S d}^{V}=\frac{\hbar}{m_{0}}\left\langle S_{V}\right| P_{x}\left|i X_{d}^{V}\right\rangle, P_{u d}^{V}=\frac{\hbar}{m_{0}}\left\langle S_{u}\right| P_{x}\left|i X_{d}^{V}\right\rangle$, $P_{d d}=\frac{\hbar}{m_{0}}\left\langle X_{d}\right| P_{y}\left|i Z_{d}^{V}\right\rangle, P_{3 d}^{V}=\frac{\hbar}{m_{0}}\left\langle D_{z}^{V}\right| P_{x}\left|i X_{d}^{V}\right\rangle, P_{X d}^{\prime V}=\frac{\hbar}{m_{0}}\left\langle X_{C}\right| P_{y}\left|i Z_{d}^{V}\right\rangle, P_{d}^{\prime V}=\frac{\hbar}{m_{0}}\langle S| P_{x}\left|i X_{d}^{V}\right\rangle, P_{3}^{\prime V}=$ $\frac{\hbar}{m_{0}}\left\langle D_{Z}^{V}\right| P_{x}|i X\rangle, P_{3 d}^{\prime}=\frac{\hbar}{m_{0}}\left\langle D_{Z}\right| P_{x}\left|i X_{d}^{V}\right\rangle, P_{3 d}^{\prime V}=\frac{\hbar}{m_{0}}\left\langle D_{z}^{V}\right| P_{x}\left|i X_{d}\right\rangle$, and $P_{2 d}^{\prime}=\frac{\hbar}{m_{0}}\left\langle S_{q}\right| P_{x}\left|i X_{d}^{V}\right\rangle$

The 40-band $\boldsymbol{k} . \boldsymbol{p}$ theory in the above form contains three kinds of parameters: The energy gaps, the matrix elements of momentum, the spin-orbit interaction, and the combinations of both. We can notice that all the spin-orbit coupling appear between the different $\Gamma_{5}$ levels, namely, $\Gamma_{5 v}$ and $\Gamma_{5 d}^{V} \mathrm{VBs}, \Gamma_{5 c}$ and $\Gamma_{5 d}$ CBs, or between $\Gamma_{5}$ and $\Gamma_{3 d}$ or $\Gamma_{3 d}^{V}$ levels. In Fig. A. 10 we present schematically the effect of spin-orbit interaction in the 40 - band $\boldsymbol{k} . \boldsymbol{p}$ model. In comparison with the 30 - band $\boldsymbol{k} . \boldsymbol{p}$ model, we have eight additional spin-orbit coupling terms which appear between the different $\Gamma_{5}$ levels, or between $\Gamma_{5}$ and $\Gamma_{3}$ levels.


Figure A.11: Real band structure of InAs calculated via 40 bands $\boldsymbol{k} . \boldsymbol{p}$ model before (a,b,c) and after (d,e,f) using our novel ghost-band method to remove spurious states.

And finally, the Luttinger-Kohn parameters in the 40 - band $\boldsymbol{k} . \boldsymbol{p}$ model are modified from 30 - band $\boldsymbol{k} . \boldsymbol{p}$ model as:

$$
\begin{gather*}
\gamma_{1}=\gamma_{1}^{30}-\frac{1}{3}\left(\frac{E_{d V}}{E_{5 d V}+\Delta_{d}^{V}}+\frac{E_{d V}}{E_{5 d V}}+4 \frac{E_{P 3 V}^{\prime}}{E_{3 d d}}\right)  \tag{A.52}\\
\gamma_{2}=\gamma_{2}^{30}-\frac{1}{6}\left(\frac{E_{d V}}{E_{5 d V}}-\frac{E_{P 3 V}^{\prime}}{E_{3 d d}}\right) \tag{A.53}
\end{gather*}
$$



Figure A.12: Complex band structure of InAs calculated via 40 bands $\boldsymbol{k} . \boldsymbol{p}$ model before (a,b,c) and after (d,e,f) using our novel ghost-band method to remove spurious states.

$$
\begin{equation*}
\gamma_{3}=\gamma_{3}^{30}-\frac{1}{6}\left(\frac{E_{d V}}{E_{5 d V}}+2 \frac{E_{P 3 V}^{\prime}}{E_{3 d d}}\right) \tag{A.54}
\end{equation*}
$$

Where $\gamma_{j}^{30}(j=1,2,3)$ are the Luttinger-Kohn parameter defined in 30 - band $\boldsymbol{k} . \boldsymbol{p}$ model: Eqs: A. 43 ; A. 44 and A. 45 respectively. Besides, the 40 - band k.p Hamiltonian can be built from 30 - band $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonian by adding following block:

$$
\begin{equation*}
H_{10 \times 40}=\binom{\mathbb{E}}{\mathbb{F}} \tag{A.55}
\end{equation*}
$$

where:

## K K S

$$
\begin{aligned}
& \text { - }
\end{aligned}
$$

Figures A.11, A. 12 show the band structure along the three characteristic directions: [001]; [110] and [111] direction of InAs before (Fig (a), (b), (c)) and after (Fig (d), (e), (f)) the spurious states treatment using the ghost-band method in framework of 40-band k.p Hamiltonian.

## Error estimation of ghost-band method

This appendix is devoted to the validation of ghost band method with tunneling problem as well as with band structure. By considering the tunneling of an electron or a hole through simple barrier structure and plotting the transmission coefficient as a function of barrier thickness in logarithm scale with different ghost-band coupling strengths, one may extract the effective mass for electron and holes as well as the errors induced by ghost band method. Typically, we will show that the relative error of effective mass will be very small in order of $10^{-5}$. Besides, using Löwdin partitioning method to obtain an effective Hamiltonian for the $\Gamma_{1}$ conduction band and $\Gamma_{5}^{v}$ valence band from 14 band $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonian involving the ghost bands, we show that the contribution of ghost band on dispersion of CB and VB are in the order of $k^{5}$ where $k$ is the wave vector. The same treatment can be done with 30 and 40 band method with the same argument prove that our ghost band method is extremely robust to get rid of spurious states.

## B. 1 Error on effective mass extracted from a tunneling problem

In order to extract the effective mass and its error induced by ghost-band method, we now consider a tunneling problem where an electron with wavefunction $\psi(x)=e^{i k x}$ of energy $E=\hbar^{2} k^{2} / 2 m$ from $-\infty$, tunnels through a square potential $V(x)=V_{0}([0, a])$.


Figure B.1: Scheme of the tunneling process of an electron through a barrier structure.


Figure B.2: Transmission of carriers (in log. scale) vs. the barrier thickness d in fictitious GaAs/GaAs/GaAs trilayer barrier with different barrier's height and different incident electron wave vectors. The slope of the transmission in log. scale vs $d$ is related to the tunneling effective mass which remains robust under ghost-spurious coupling strength $\alpha:\left\{\alpha_{1}=1 \mathrm{eV} \cdot \mathrm{A}^{-2} ; \alpha_{2}=1.5 \mathrm{eV} \cdot \mathrm{A}^{-2} ; \alpha_{3}=2 \mathrm{eV} \cdot \mathrm{A}^{-2}\right\}$ in framework of 30 -band model.

The solutions of Schrödinger equation $\left(p^{2} / 2 m+V\right) \psi=E \psi$ in each of the domains can be written as:

$$
\begin{align*}
& \psi(x)=A_{0} e^{i k x}+B_{0} e^{-i k x}, \quad \text { for } x \in[-\infty, 0]  \tag{B.1}\\
& \psi(x)=A_{1} e^{\kappa x}+B_{1} e^{-\kappa x}, \quad \text { for } x \in[0, a]  \tag{B.2}\\
& \psi(x)=A_{2} e^{i k x}+B_{2} e^{-i k x}, \quad \text { for } x \in[a,+\infty] \tag{B.3}
\end{align*}
$$

where $k=\sqrt{2 m^{*} E} / \hbar$ and $\kappa=\sqrt{2 m^{*}\left(V_{0}-E\right)} / \hbar$.
Applying the standard matching conditions at each interface, one obtains:

$$
\begin{align*}
1+B_{0} & =A_{1}+B_{1}  \tag{B.4}\\
i k-i k B_{0} & =\kappa A_{1}-\kappa A_{2}  \tag{B.5}\\
A_{1} e^{\kappa a}+B_{1} e^{-\kappa a} & =A_{2} e^{i k a}  \tag{B.6}\\
\kappa A_{1} e^{\kappa a}-\kappa B_{1} e^{-\kappa a} & =i k A_{2} e^{i k a} \tag{B.7}
\end{align*}
$$

The transmission coefficient is given by:

$$
\begin{equation*}
T=\frac{\left|\psi_{\text {out }}\right|^{2}}{\left|\psi_{\text {in }}\right|^{2}}=\left|A_{2}\right|^{2}=16\left(\frac{k \kappa}{k^{2}+\kappa^{2}}\right)^{2} e^{-2 \kappa a} \tag{B.8}
\end{equation*}
$$

we thus have a relation between the logarithm of the transmission coefficient $T$ and the barrier thickness $a$

$$
\begin{equation*}
\ln T=C(k, \kappa)-2 \kappa a=\tilde{C}(E, \phi)-\frac{2 \sqrt{2 m^{*} \phi}}{\hbar} a \tag{B.9}
\end{equation*}
$$

where $\phi=V_{0}-E$. The effective mass $m^{*}$ can be extracted from the slope of $\ln T$ as a function of barrier thickness $a$. Figure B. 2 displays the calculations of transmission coefficient as a function of the barrier thickness. Those show that the slopes remain robust under three different values of ghost-spurious coupling strength. On the other word, the effective mass is weakly affected by the ghost-band method.

## B. 2 Errors induced by ghost-band method: The effective Hamiltonian

## B.2.1 Luttinger-Kohn perturbation theory

Theory and demonstration The Luttinger-Kohn perturbation theory or Löwdin partitioning is a generalization of perturbations theory in quantum mechanics. This method is very powerful and general because it no longer distinguishes between degenerate and non-degenerate cases leading to a possibility to deal this perturbation with subspaces of any dimension of the Hilbert space. However, this method is not so wellknown in quantum mechanics, we therefore present here the description of this method and will then apply it to calculate the errors induced by our novel ghost band method with effective Hamiltonian.

The key point of this method is that one may assume that the Hamiltonian $\mathcal{H}$ of interested systems can be expressed as the sum of two part: $\mathcal{H}_{0}$ with known eigenvalues and eigengunctions; and $\mathcal{H}^{\prime}$ which can be treated as a perturbation:

$$
\begin{equation*}
\mathcal{H}=\mathcal{H}_{0}+\mathcal{H}^{\prime} \tag{B.10}
\end{equation*}
$$

Assuming that the Hilbert space corresponding to $\mathcal{H}$ can be divided into two sets A and B leading to the fact that one can write this Hamiltonian in the block form. If we are only interested in the eigenvalues


Figure B.3: Removal of off-diagonal elements of H .


Figure B.4: Representation of H as the sum of $H_{0}, H_{1}$, and $H_{2}$ where $H_{0}$ is a truly diagonal matrix, $H_{1}$ is diagonal block matrix and $H_{2}$ is off-diagonal block matrix
of the block generated by the set A , the Luttinger-Kohn's perturbation theory makes it possible to deal with the effect of the couplings between A and B due to $\mathcal{H}^{\prime}$, as well as the effect of projection of set B into set A, as perturbations.

The basic idea of this theory is to find (construct) a representation via a unitary operator $e^{\mathcal{S}}$ such that for the transformed Hamiltonian

$$
\begin{equation*}
\mathcal{H}_{\mathcal{T}}=e^{-\mathcal{S}_{\mathcal{H}}} e^{\mathcal{S}} \tag{B.11}
\end{equation*}
$$

this Hamiltonian $\mathcal{H}_{\mathcal{T}}$ does not have any couplings between the two spaces. In order to do that, we first start with the perturbative Hamiltonian $\mathcal{H}^{\prime}$ and assume that this Hamiltonian $\mathcal{H}^{\prime}$ can be divided in two part:

- $\mathcal{H}_{1}$ : which has nonzero matrix elements only between the eigenfunctions within the sets A and B .
- $\mathcal{H}_{2}$ : which has nonzero matrix elements only between the sets A and B

This procedure is depicted in the Fig. B.4. One observes that, we must construct $\mathcal{S}$ such that the transformation B .11 converts $\mathcal{H}_{2}$ into a block-diagonal Hamiltonian as same as $H_{1}$ while keeping the desired block-diagonal form of $\mathcal{H}_{0}+\mathcal{H}_{1}$. Moreover, since $e^{\mathcal{S}}$ is unitary, therefore $\mathcal{S}$ must be anti-hermitian, i.e. $\mathcal{S}^{\dagger}=-\mathcal{S}$. In order to determine $\mathcal{S}$, we expand $e^{ \pm \mathcal{S}}$ in a series:

$$
\begin{equation*}
e^{ \pm \mathcal{S}}=\sum_{n=0}^{\infty} \frac{( \pm 1)^{n}}{n!} \mathcal{S}^{n} \tag{B.12}
\end{equation*}
$$

writing $\mathcal{H}_{\mathcal{T}}$ as a polynomial function of $\mathcal{S}$, one has:

$$
\begin{equation*}
\mathcal{H}_{\mathcal{T}}=\left(\sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!} \mathcal{S}^{n}\right) \mathcal{H}\left(\sum_{k=0}^{\infty} \frac{1}{k!} \mathcal{S}^{k}\right)=\sum_{n=0}^{\infty} \sum_{k=0}^{\infty} \frac{(-1)^{n}}{n!k!} \mathcal{S}^{n} \mathcal{H}^{k} \tag{B.13}
\end{equation*}
$$

If we define commutators between two operators $\mathcal{A}$ and $\mathcal{B}$ as following:

$$
\begin{array}{r}
{[\mathcal{A}, \mathcal{B}]^{(0)}=\mathcal{A}} \\
{[\mathcal{A}, \mathcal{B}]^{(1)}=[\mathcal{A}, \mathcal{B}]=\mathcal{A B}-\mathcal{B} \mathcal{A}} \\
{[\mathcal{A}, \mathcal{B}]^{(n+1)}=\left[[\mathcal{A}, \mathcal{B}]^{(n)}, \mathcal{B}\right]} \tag{B.16}
\end{array}
$$

then one may easily prove that:

$$
\begin{equation*}
[\mathcal{A}, \mathcal{B}]^{(n)}=\sum_{k=0}^{n}(-1)^{k}\binom{n}{k} \mathcal{B}^{k} \mathcal{A} \mathcal{B}^{n-k} \tag{B.17}
\end{equation*}
$$

or in the case of $\mathcal{H}$ and $\mathcal{S}$ :

$$
\begin{equation*}
[\mathcal{H}, \mathcal{S}]^{(n)}=\sum_{k=0}^{n}(-1)^{k}\binom{n}{k} \mathcal{S}^{k} \mathcal{H} \mathcal{S}^{n-k} \tag{B.18}
\end{equation*}
$$

by inductive approach. Indeed, one observes that for $n=0$, the equality is correct. If we assume that the equality is correct up to the rank $n$, the:

$$
\begin{align*}
{[\mathcal{H}, \mathcal{S}]^{(n+1)} } & =[\mathcal{H}, \mathcal{S}]^{(n)} \mathcal{S}-\mathcal{S}[\mathcal{H}, \mathcal{S}]^{(n)}  \tag{B.19}\\
& =\sum_{k=0}^{n}(-1)^{k}\binom{n}{k} \mathcal{S}^{k} \mathcal{H} \mathcal{S}^{(n+1-k)}-\sum_{k=1}^{n+1}(-1)^{k-1}\binom{n}{k-1} \mathcal{S}^{k} \mathcal{H} \mathcal{S}^{(n+1-k)}  \tag{B.20}\\
& =\mathcal{H} \mathcal{S}^{n+1}+(-1)^{n+1} \mathcal{S}^{n+1} \mathcal{H}+\sum_{k=1}^{n}(-1)^{k}\left(\binom{n}{k}+\binom{n}{k-1}\right) \mathcal{S}^{k} \mathcal{H} \mathcal{S}^{(n+1-k)}  \tag{B.21}\\
& =\sum_{k=0}^{n+1}(-1)^{k}\binom{n+1}{k} \mathcal{S}^{k} \mathcal{H} \mathcal{S}^{(n+1-k)} \tag{B.22}
\end{align*}
$$

Or one may state that the equality B. 18 is fulfilled for all n. Besides, one has :

$$
\begin{align*}
\sum_{n=0}^{\infty} \frac{1}{n!}[\mathcal{H}, \mathcal{S}]^{(n)} & =\sum_{n=0}^{\infty} \sum_{k=0}^{\infty} \mathbb{I}(k \leq n) \frac{(-1)^{k} n!}{n!k!(n-k)!} \mathcal{S}^{k} \mathcal{H} \mathcal{S}^{n-k}  \tag{B.23}\\
& =\sum_{k=0}^{\infty} \sum_{n^{\prime}=-k}^{\infty} \frac{\mathbb{I}\left(k \leq n^{\prime}+k\right)(-1)^{k}}{k!n^{\prime}!} \mathcal{S}^{k} \mathcal{H} \mathcal{S}^{n^{\prime}}  \tag{B.24}\\
& =\sum_{n=0}^{\infty} \sum_{k=0}^{\infty} \frac{(-1)^{k}}{k!n!} \mathcal{S}^{k} \mathcal{H} \mathcal{S}^{n}  \tag{B.25}\\
& =\mathcal{H}_{\mathcal{T}} \tag{B.26}
\end{align*}
$$

We are now trying to divide $\mathcal{H}_{\mathcal{T}}$ into a purely block-diagonal part and purely non-block-diagonal part. For this, we notice that a product of $p$ (number of) block-diagonal matrices and $q$ (number of) non-blockdiagonal matrices is block-diagonal matrix if $q$ is even and non-block-diagonal matrix if $q$ is odd. We then have the division of $\mathcal{H}_{\mathcal{T}}$ in its diagonal part $\mathcal{H}_{\mathcal{T}}^{d}$ and off-diagonal part $\mathcal{H}_{\mathcal{T}}^{\text {hd }}$ read:

$$
\begin{equation*}
\mathcal{H}_{\mathcal{T}}=\mathcal{H}_{\mathcal{T}}^{d}+\mathcal{H}_{\mathcal{T}}^{h d} \tag{B.27}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{H}_{\mathcal{T}}^{d} & =\sum_{j=0}^{\infty} \frac{1}{(2 j)!}\left[\mathcal{H}_{0}+\mathcal{H}_{1}, \mathcal{S}\right]^{(2 j)}+\sum_{j=0}^{\infty} \frac{1}{(2 j+1)!}\left[\mathcal{H}_{2}, \mathcal{S}\right]^{(2 j+1)}  \tag{B.28}\\
\mathcal{H}_{\mathcal{T}}^{h d} & =\sum_{j=0}^{\infty} \frac{1}{(2 j+1)!}\left[\mathcal{H}_{0}+\mathcal{H}_{1}, \mathcal{S}\right]^{(2 j+1)}+\sum_{j=0}^{\infty} \frac{1}{(2 j)!}\left[\mathcal{H}_{2}, \mathcal{S}\right]^{(2 j)} \tag{B.29}
\end{align*}
$$

Note that our initial goal was to transform $\mathcal{H}$ into diagonal block. It can be done if the condition $\mathcal{H}_{\mathcal{T}}^{h d}=0$ is satisfied. We recall that the Hamiltonian $\mathcal{H}=\mathcal{H}_{0}+\mathcal{H}_{1}+\mathcal{H}_{2}$ where $\mathcal{H}_{0}$ is of the order 0 and $\mathcal{H}_{1}$ as well as $\mathcal{H}_{2}$ are of the order 1 . We then expand the matrix $\mathcal{S}=\mathcal{S}^{(1)}+\mathcal{S}^{(2)}+\mathcal{S}^{(3)}+\ldots$, with $\mathcal{S}^{(p)}$ is the $p^{t h}$ order perturbation of $S$.

Since each term in $\mathcal{S}$ and $\mathcal{H}$ satisfies the equation $\mathcal{H}_{\mathcal{T}}^{h d}=0$, we obtain:

$$
\begin{align*}
& {\left[\mathcal{H}_{0}, \mathcal{S}^{(1)}\right]=-\mathcal{H}_{2}}  \tag{B.30}\\
& {\left[\mathcal{H}_{0}, \mathcal{S}^{(2)}\right]=-\left[\mathcal{H}_{0}, \mathcal{S}^{(1)}\right]}  \tag{B.31}\\
& {\left[\mathcal{H}_{0}, \mathcal{S}^{(3)}\right]=-\left[\mathcal{H}_{1}, \mathcal{S}^{(2)}\right]-\frac{1}{3}\left[\mathcal{H}_{2}, \mathcal{S}^{(1)}\right]^{(2)}} \tag{B.32}
\end{align*}
$$

These relations can be reversed to find the $\mathcal{S}_{m l}^{(p)}$. If we assume that $m, m^{\prime}, m^{\prime \prime}$, etc. correspond to the set A , and $l, l^{\prime}, l^{\prime \prime}$ are those of set B , then one has:

$$
\begin{align*}
& \mathcal{S}_{m l}^{(1)}=-\frac{\mathcal{H}_{m l}}{E_{m}-E_{l}}  \tag{B.33}\\
& \mathcal{S}_{m l}^{(2)}=\frac{1}{E_{m}-E_{l}}\left(\sum_{m^{\prime}} \frac{\mathcal{H}_{m m^{\prime}} \mathcal{H}_{m^{\prime} l}}{E_{m^{\prime}}-E_{l}}-\sum_{l^{\prime}} \frac{\mathcal{H}_{m l^{\prime}} \mathcal{H}_{l^{\prime} l}}{E_{m}-E_{l^{\prime}}}\right)  \tag{B.34}\\
& \mathcal{S}_{m l}^{(3)}=\frac{1}{E_{m}-E_{l}}\left(-\sum_{m^{\prime} m^{\prime \prime}} \frac{\mathcal{H}_{m m^{\prime \prime}} \mathcal{H}_{m^{\prime \prime} m^{\prime}} \mathcal{H}_{m^{\prime} l}}{\left(E_{m^{\prime \prime}}-E_{l}\right)\left(E_{m^{\prime}}-E_{l}\right)}-\sum_{l^{\prime} l^{\prime \prime}} \frac{\mathcal{H}_{m l^{\prime}} \mathcal{H}_{l^{\prime} \nu^{\prime}} \mathcal{H}_{l^{\prime \prime} l}}{\left(E_{m}-E_{l^{\prime}}\right)\left(E_{m}-E_{l^{\prime}}\right)}\right.  \tag{B.35}\\
& +\sum_{l^{\prime} m^{\prime}} \frac{\mathcal{H}_{m m^{\prime}} \mathcal{H}_{m^{\prime} l^{\prime}} \mathcal{H}_{l^{\prime} l}}{\left(E_{m^{\prime}}-E_{l}\right)\left(E_{m^{\prime}}-E_{l^{\prime}}\right)}+\sum_{l^{\prime} m^{\prime}} \frac{\mathcal{H}_{m m^{\prime}} \mathcal{H}_{m^{\prime} l} \mathcal{H}_{l^{\prime} l}}{\left(E_{m}-E_{l^{\prime}}\right)\left(E_{m^{\prime}}-E_{l^{\prime}}\right)}  \tag{B.36}\\
& +\frac{1}{3} \sum_{l^{\prime} m^{\prime}} \frac{\mathcal{H}_{m l^{\prime}} \mathcal{H}_{l^{\prime} m^{\prime}} \mathcal{H}_{m^{\prime} l}}{\left(E_{m^{\prime}}-E_{l^{\prime}}\right)\left(E_{m^{\prime}}-E_{l}\right)}+\frac{1}{3} \sum_{l^{\prime} m^{\prime}} \frac{\mathcal{H}_{m l^{\prime}} \mathcal{H}_{l^{\prime} m^{\prime}} \mathcal{H}_{m^{\prime} l}}{\left.E_{m}-E_{l^{\prime}}\right)\left(E_{m^{\prime}}-E_{l^{\prime}}\right)}  \tag{B.37}\\
& \left.+\frac{2}{3} \sum_{l^{\prime} m^{\prime}} \frac{\mathcal{H}_{m l^{\prime}} \mathcal{H}_{l^{\prime} m^{\prime}} \mathcal{H}_{m^{\prime} l}}{\left(E_{m}-E_{l^{\prime}}\right)\left(E_{m^{\prime}}-E_{l}\right)}\right) \tag{B.38}
\end{align*}
$$

where $H_{m l}=\left\langle\psi_{m}\right| H\left|\psi_{l}\right\rangle$. Inserting this expression of $\mathcal{S}$ into the expression of $\mathcal{H}_{\mathcal{T}}=\mathcal{H}_{\mathcal{T}}^{d}$ to obtain the series expression of $\mathcal{H}_{\mathcal{T}}=\mathcal{H}_{\mathcal{T}}^{(0)}+\mathcal{H}_{\mathcal{T}}^{(1)}+\mathcal{H}_{\mathcal{T}}^{(2)}+\ldots$. where:
(B.40)
(B.41)
(B.42)





These endless expressions do not lend themselves at first sight to a simple interpretation. However, they obey a certain structure that allows one to understand it as pathways of disruption. We can therefore represent it by a diagram proposed by Cardona et al. in Ref. [416] which will be described in following example.

Application of Luttinger-Kohn perturbation: The $k^{3}$ Dresselhaus term via Cardona's diagram In order to illustrate the Luttinger-Kohn perturbation, let us now consider an example on the effect of Dresselhaus interactions. A Luttinger-Kohn perturbation up to order n is generally written in the following manner:

$$
\begin{equation*}
H_{m m^{\prime}}=\sum_{i_{1}, \ldots i_{n-1}} H_{m i_{1}}^{\prime} H_{i_{1} i_{2}} \ldots H_{i_{n-2} i_{n-1}} H_{i_{n-1} m^{\prime}}^{\prime}\left(\sum \prod \frac{\gamma}{E_{\alpha}-E_{\beta}}\right) \tag{B.46}
\end{equation*}
$$

where $i_{p}$ indicates the inner index $m^{\prime \prime}$ as well as the outer index $l^{\prime \prime}$, and $\left(\sum \Pi \frac{\gamma}{E_{\alpha}-E_{\beta}}\right)$ is a symbolic notation which corresponds to a sum of products of inverses of differences of energies between the bands; $\gamma$ is weighting which changes from term to term and that we do not try to determine. The only imperative on the indices is that the path starts from the inner index $m$ and stop at the inner index $m^{\prime}$ by traversing $n$ paths or edges through mute interior or exterior index:

$$
\begin{equation*}
\left(m, i_{1}\right),\left(i_{1}, i_{2}\right), \ldots\left(i_{n}-1, m^{\prime}\right) \tag{B.47}
\end{equation*}
$$

A diagram representing the perturbation paths was introduced by Cardona et al. in Ref. [416] make it easy to represent the various possible perturbation. The numbers which indicate the order of perturbation are displayed in Fig. B. 5


Figure B.5: Cardona diagram [416] of the four terms which contribute to the Dresselhaus coefficient $\gamma$ of valence band.

Let us apply this method to find the $k^{3}$ Dresselhaus term by considering the extended Kane Hamiltonian

$$
H_{k}=\left[\begin{array}{ccc}
\Gamma_{5}^{c} & 0 & Q k  \tag{B.48}\\
0 & \Gamma_{1}^{c} & P k \\
(Q k)^{\dagger} & (P k)^{\dagger} & \Gamma_{5}^{v}
\end{array}\right]
$$



Figure B.6: Diagram of the contribution of spin-orbit coupling on the Dresselhaus coefficient in valence band.

In order to introduce spin-orbit coupling, we add to the $Q k$ blocks a $\Delta^{-}$spin-orbit coupling of zeroth order in $k$. Here, for the sake of simplicity, we neglect the effect of $P^{\prime}$ term.

$$
H_{k}^{S O}=\left[\begin{array}{ccc}
\Gamma_{5}^{c} & 0 & Q k+\Delta^{-}  \tag{B.49}\\
0 & \Gamma_{1}^{c} & P k \\
(Q k)^{\dagger}+\left(\Delta^{-}\right)^{\dagger} & (P k)^{\dagger} & \Gamma_{5}^{v}
\end{array}\right]
$$

We then try to project this Hamiltonian into the valence band $\Gamma_{5}^{v}$ by the Luttinger-Kohn perturbation method. When calculating the perturbation terms, the presence of $\Delta^{-}$allows to adding a $\Delta^{-}$disruption path which is independent of $Q k$ between $\Gamma_{5}^{c}$ and $\Gamma_{5}^{v}$. Therefore one observes that the Dresselhaus term is proportional to $(Q k)^{3} \Delta^{-}$. Note that $\Delta^{-}$is non-zero only in symmetry $T_{d}$ (without inversion center). If $\Delta^{-}=0$, as is the case in symmetry $O_{h}$ (with inversion center), any path involving exactly three times a term of the first order in $k$ can not leave from $\Gamma_{5}^{v}$ and back to $\Gamma_{5}^{v}$. Since the coupling $\Delta^{-}$does not involve $k$, we can make as many round trips as we want on the edge of the Cardona's diagram corresponding to the coupling $\Delta^{-}$. However, we have $\Delta^{-} \ll E_{0}$ ( $E_{0}$ is the energy gap) which is the characteristic magnitude of the problem. The contribution of the terms of high order in $\Delta^{-}$is therefore negligible and it is sufficient to consider only the smallest orders.

Explicitly, one may obtain the following term of first order in $\Delta^{-}$:

$$
\begin{equation*}
H_{v v^{\prime}}^{\prime \text { Dresselhaus }}=-\frac{1}{24} \sum_{\kappa, \kappa^{\prime}, v^{\prime \prime}}\left([Q k]_{v \kappa}[Q k]_{\kappa v^{\prime \prime}}[Q k]_{v^{\prime \prime} \kappa^{\prime}} \Delta_{\kappa^{\prime} v^{\prime}}^{-}+\text {p.c. }\right)\left(\sum \prod \frac{\gamma}{E_{\alpha}-E_{\beta}}\right) \tag{B.50}
\end{equation*}
$$

where p.c. denotes the circular permutation of the indices.
Note that the hypothesis $P^{\prime}=0$ was taken into account to simplify the problem but is not necessarily true, since the term in $P^{\prime}$ is often greater than the term in $\Delta^{-}$. This problem is discussed in a work of Durnev et al. in Ref. [31], but we will only note that the hypothesis $P^{\prime} \neq 0$ implies the appearance of terms in $k^{3}$ proportional to $Q P P^{\prime} k^{3}$ which exist even in symmetry $O_{h}$ when $\Delta^{-}$is null.

## B.2.2 Validation of the ghost-band approach

## Ghost-bands method in framework of the $14 \times 14$ Hamiltonian

Let us now explain the principle of the elimination of spurious states by inserting ghost bands. For convenience, we consider the extended Kane $14 \times 14$ Hamiltonian:

$$
H_{k}^{14 \times 14}=\left[\begin{array}{ccc}
\Gamma_{5}^{c} & P^{\prime} k & Q k  \tag{B.51}\\
\left(P^{\prime} k\right)^{\dagger} & \Gamma_{1}^{c} & P k \\
(Q k)^{\dagger} & (P k)^{\dagger} & \Gamma_{5}^{v}
\end{array}\right]
$$

where the diagonal blocks $\Gamma_{5}^{c}, \Gamma_{1}$ are diagonal matrices.
In order to eliminate spurious states at larger wave vector $k$, we increase the size of this Hamiltonian by adding to it fictitious energy levels via a diagonal block $\Phi$, which, for the moment, totally decouple in the new Hamiltonian. Therefore, there is no physical change at the moment.

$$
H_{k}=\left[\begin{array}{cccc}
\Phi & 0 & 0 & 0  \tag{B.52}\\
0 & \Gamma_{5}^{c} & P^{\prime} k & Q k \\
0 & \left(P^{\prime} k\right)^{\dagger} & \Gamma_{1}^{c} & P k \\
0 & (Q k)^{\dagger} & (P k)^{\dagger} & \Gamma_{5}^{v}
\end{array}\right]
$$

This Hamiltonian can be diagonalized for any $k$ by the unitary matrix $C$ which is the matrix of eigenvectors of the Hamiltonian:

$$
\begin{equation*}
H_{k}^{r o t}=C_{k} H_{k} C_{k}^{\dagger} \tag{B.53}
\end{equation*}
$$

The shape of the Hamiltonian B. 52 with the ghost-bands makes it possible to write $C_{k}$ in blocks as follows:

$$
C_{k}=\left[\begin{array}{cccc}
I & 0 & 0 & 0  \tag{B.54}\\
0 & & & \\
0 & & \hat{\omega}_{k} & \\
0 & & &
\end{array}\right]
$$

where $\hat{\omega}_{k}$ is also a unitary matrix. Now, in order to make the supplementary terms to be operated at specific $k_{c}$ point, we then impose a rotation to the $H_{k}$ Hamiltonian via $C_{k_{c}}$ :

$$
\begin{equation*}
H_{k}^{r o t}=C_{k_{c}} H_{k} C_{k_{c}}^{\dagger} \tag{B.55}
\end{equation*}
$$

After the rotation of the Hamiltonian, we can add a weak pure imaginary coupling in $k^{2}$ :

$$
V_{k}^{o f f}=\left[\begin{array}{c|ccc}
0 & \left.\left\lvert\, \begin{array}{|cc} 
& i \hat{\alpha} k^{2} \\
-i \hat{\alpha}^{\dagger} k^{2} & \begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}
\end{array}\right.\right] \tag{B.56}
\end{array}\right.
$$

between the ghost-bands and the initial Hamiltonian to give the new Hamiltonian

$$
\begin{equation*}
\tilde{H}_{k}^{r o t}=C_{k_{c}} H_{k} C_{k_{c}}^{\dagger}+V_{k}^{o f f} \tag{B.57}
\end{equation*}
$$

This will allow, as we will see, to eliminate the spurious without much altering the energy levels or the effective mass at the small $k$. Note that one has: $C_{k_{c}}^{\dagger} V_{k}^{o f f} C_{k_{c}}=\left[\begin{array}{cccc}I & 0 & 0 & 0 \\ 0 & & & \\ 0 & & \hat{\omega}_{k_{c}}^{\dagger} & \\ 0 & & & 0\end{array}\right]\left[\begin{array}{ccc}0 & i \hat{\alpha} k^{2} \\ \hline-i \hat{\alpha}^{\dagger} k^{2} & \left.\begin{array}{ccc}0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]\end{array}\right]\left[\begin{array}{cccc}I & 0 & 0 & 0 \\ 0 & & \\ 0 & \hat{\omega}_{k_{c}} \\ 0 & & & i \hat{\alpha} \omega_{k_{c}} k^{2} \\ \hline\left(i \hat{\alpha} \omega_{k_{c}} k^{2}\right)^{\dagger} & \left.\begin{array}{ccc}0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]\end{array}\right.$

Then one can apply the inverse rotation to the new Hamiltonian B. 57 to obtain $\boldsymbol{k} . \boldsymbol{p}$ Hamiltonian as:

$$
\begin{equation*}
\tilde{H}_{k}=C_{k_{c}}^{\dagger} \tilde{H}_{k}^{r o t} C_{k_{c}}=H_{k}+C_{k_{c}}^{\dagger} V_{k}^{o f f} C_{k_{c}}=\left[\right] \tag{B.59}
\end{equation*}
$$

Since the diagonal blocks ( $\Phi, \Gamma_{5}^{c}, \Gamma_{1}^{c}$, and $\Gamma_{5}^{v}$ ) are still diagonal matrices, then we have the matrix without the diagonal blocks, which is useful for Luttinger-Kohn perturbation in the following section:

$$
\begin{equation*}
\tilde{H}_{k}^{\prime}=\left[\right] \tag{B.60}
\end{equation*}
$$

Note that the analytic calculation with this matrix seems to be very difficult even impossible. Therefore, we have checked numerically that in order to remove the spurious in the right way, one may choose a matrix parameters $\alpha$ to couple the ghost-bands only with the valence bands because the valence bands are growing with $k$ and will cross the band-gap as they should not. A coefficient $\alpha=1 \mathrm{eV}^{\circ}{ }^{2}$ is then the minimum value of the coefficient of couplings which allows one to remove the spurious states in $14 \times 14 \boldsymbol{k} . \boldsymbol{p}$ Hamiltonian.

## Luttinger-Kohn perturbations and ghost-band method

Now we are going to obtain an effective Hamiltonian for the $\Gamma_{1}$ conduction band (respectively for the conduction band $\Gamma_{5}^{c}$ ) taking into account the influences of the ghost-bands and the other physical bands which are considered as perturbations. Using the Luttinger-Kohn perturbations for Hamiltonian B. 60 at the orders from 0 to 3 , one has:

$$
\begin{align*}
H_{c c^{\prime}}^{(0)} & =E_{c} \delta_{c c^{\prime}}  \tag{B.61}\\
H_{c c^{\prime}}^{(1)} & =0  \tag{B.62}\\
H_{c c^{\prime}}^{(2)} & =\sum_{v} \frac{[P k]_{c v}\left[(P k)^{\dagger}\right]_{v c^{\prime}}}{E_{c}-E_{v}}+\sum_{k} \frac{\left[P^{\prime} k\right]_{c k}\left[\left(P^{\prime} k\right)^{\dagger}\right]_{\kappa c^{\prime}}}{E_{c}-E_{\kappa}}+\sum_{\phi} \frac{\left[i \alpha k^{2} \omega_{k_{c}}\right]_{c \phi}\left[\left(i \alpha k^{2} \omega_{k_{c}}\right]^{\dagger}\right]_{\phi c^{\prime}}}{E_{c}-E_{\phi}}  \tag{B.63}\\
H_{c c^{\prime}}^{(3)} & =\sum_{v, \kappa} \frac{[P k]_{c v}\left[(Q k)^{\dagger}\right]_{v \kappa}\left[P^{\prime} k\right]_{\kappa c^{\prime}}+\left[\left(P^{\prime} k\right)^{\dagger}\right]_{c \kappa}[Q k]_{\kappa v}\left[(P k)^{\dagger}\right]_{v c^{\prime}}}{\left(E_{c}-E_{v}\right)\left(E_{c}-E_{\kappa}\right)}  \tag{B.64}\\
& +\sum_{v, \phi} \frac{[P k]_{c v}\left[\left(i \alpha k^{2} \omega_{k_{c}}\right)^{\dagger}\right]_{v \phi}\left[i \alpha k^{2} \omega_{k_{c}}\right]_{\phi c^{\prime}}+\left[\left(i \alpha k^{2} \omega_{k_{c}}\right)^{\dagger}\right]_{c \phi}\left[i \alpha k^{2} \omega_{k_{c}}\right]_{\phi v}\left[(P k)^{\dagger}\right]_{v c^{\prime}}}{\left(E_{c}-E_{v}\right)\left(E_{c}-E_{\phi}\right)}  \tag{B.65}\\
& +\sum_{\kappa, \phi} \frac{\left[\left(P^{\prime} k\right)^{\dagger}\right]_{c \kappa}\left[\left(i \alpha k^{2} \omega_{k_{c}}\right)^{\dagger}\right]_{\kappa \phi}\left[i \alpha k^{2} \omega_{k_{c}}\right]_{\phi c^{\prime}}+\left[\left(i \alpha k^{2} \omega_{k_{c}}\right)^{\dagger}\right]_{c \phi}\left[i \alpha k^{2} \omega_{k_{c}}\right]_{\phi \kappa}\left[P^{\prime} k\right]_{\kappa c^{\prime}}}{\left(E_{c}-E_{\kappa}\right)\left(E_{c}-E_{\phi}\right)} \tag{B.66}
\end{align*}
$$

Where $\phi$ is the block of ghost-band; $\kappa$ is the block of $\Gamma_{5}^{c} ; c$ is the block of $\Gamma_{1}^{c}$; and $v$ is the block of $\Gamma_{5}^{v}$. Doing the same treatment for VB, one has:

$$
\begin{align*}
& H_{v v^{\prime}}^{(0)}=E_{c} \delta_{v v^{\prime}}  \tag{B.67}\\
& H_{v v^{\prime}}^{(1)}=0  \tag{B.68}\\
& H_{v v^{\prime}}^{(2)}=\sum_{c} \frac{[P k]_{v c}\left[(P k)^{\dagger}\right]_{c v^{\prime}}}{E_{v}-E_{c}}+\sum_{\kappa} \frac{[Q k]_{v \kappa}\left[(Q k)^{\dagger}\right]_{k v^{\prime}}}{E_{v}-E_{\kappa}}+\sum_{\phi} \frac{\left[i \alpha k^{2} \omega_{k_{c}}\right]_{v \phi}\left[\left(i \alpha k^{2} \omega_{k_{c}}\right)^{\dagger}\right]_{\phi v^{\prime}}}{E_{v}-E_{\phi}}  \tag{B.69}\\
& H_{v v^{\prime}}^{(3)}=\sum_{c, \kappa} \frac{[P k]_{v c}\left[\left(P^{\prime} k\right)^{\dagger}\right]_{c \kappa}[Q k]_{\kappa v^{\prime}}+\left[(Q k)^{\dagger}\right]_{v \kappa}\left[P^{\prime} k\right]_{\kappa c}\left[(P k)^{\dagger}\right]_{c v^{\prime}}}{\left(E_{v}-E_{c}\right)\left(E_{v}-E_{\kappa}\right)}  \tag{B.70}\\
& +\sum_{c, \phi} \frac{[P k]_{v c}\left[\left(i \alpha k^{2} \omega_{k_{c}}\right)^{\dagger}\right]_{c \phi}\left[i \alpha k^{2} \omega_{k_{c}}\right]_{\phi v^{\prime}}+\left[\left(i \alpha k^{2} \omega_{k_{c}}\right)^{\dagger}\right]_{v \phi}\left[i \alpha k^{2} \omega_{k_{c}}\right]_{\phi c}\left[(P k)^{\dagger}\right]_{c v^{\prime}}}{\left(E_{v}-E_{c}\right)\left(E_{v}-E_{\phi}\right)}  \tag{B.71}\\
& +\sum_{\kappa, \phi} \frac{\left[(Q k)^{\dagger}\right]_{v \kappa}\left[\left(i \alpha k^{2} \omega_{k_{c}}\right)^{\dagger}\right]_{\kappa \phi}\left[i \alpha k^{2} \omega_{k_{c}}\right]_{\phi v^{\prime}}+\left[\left(i \alpha k^{2} \omega_{k_{c}}\right)^{\dagger}\right]_{v \phi}\left[i \alpha k^{2} \omega_{k_{c}}\right]_{\phi \kappa}[Q k]_{\kappa v^{\prime}}}{\left(E_{v}-E_{\kappa}\right)\left(E_{v}-E_{\phi}\right)} \tag{B.72}
\end{align*}
$$

Here, we neglected any zeros order of $k$ couplings of the $\Delta^{-}$type. In this case, an analysis of the perturbation make it possible to state that the ghost-band coupling does not induce any perturbation at orders less than $k^{3}$ and that any perturbation of order of $k^{4}$ (respectively $k^{5}$ ) involving ghost-band couplings must be in the term $H_{c c^{\prime}}^{(2)}$ (respectively $H_{c c^{\prime}}^{(3)}$ ). Therefore, the ghost-band contributes no change in effective mass (related to the term $k^{2}$ ) at the $\Gamma$ point. Let us now estimate the perturbation on the effective mass at fixed $k$ wave vector. One has the relation between the wave vector $k$ and the kinetic energy of the electron:

$$
\begin{equation*}
E_{\text {cin }}=\frac{\hbar^{2} k^{2}}{2 m_{0}} \Rightarrow|k|=\frac{\sqrt{2 m_{0} E_{c i n}}}{\hbar} \tag{B.73}
\end{equation*}
$$

We denote $E_{k}$ the energy before including ghost-band, $\tilde{E}_{k}$ the energy after including ghost-band, then $\tilde{E}_{k}-E_{k}=\sum_{i} \mathcal{P}^{(i)} k^{i}$ where $\mathcal{P}^{(i)}$ is the perturbation term which relates to ghost-band coupling; $m_{0}$ the effective mass before including ghost-band and $m^{*}$ after including ghost-band, we have:

$$
\begin{equation*}
\frac{1}{m^{*}}=\frac{1}{\hbar^{2}} \frac{\partial^{2} \tilde{E}_{k}}{\partial k^{2}}=\frac{1}{m_{0}}+\frac{12 \mathcal{P}^{(4)} k^{2}}{\hbar^{2}}+O\left(k^{3}\right) \tag{B.74}
\end{equation*}
$$

thus

$$
\begin{equation*}
\frac{\left|m_{0}-m^{*}\right|}{m_{0}} \approx \frac{12 m_{0} \mathcal{P}^{(4)} k^{2}}{\hbar^{2}}=\frac{24 m_{0}^{2} \mathcal{P}^{(4)} E_{\text {cin }}}{\hbar^{4}} \tag{B.75}
\end{equation*}
$$

## Analyses of the errors induced by ghost-band approach

Ghost-band contributions are up to order $\boldsymbol{k}^{5}$ We are now going to quantify the errors made on the energy dispersion and effective tunneling carrier mass on the different subbands. In order to evaluate the orders of magnitude of the perturbations, We use parameters which are given in the book of Winkler [44] for GaAs as following:

```
    \(\hbar=4 \cdot 10^{-15} \mathrm{eV} \mathrm{s}\)
```

    \(P \approx 10 \mathrm{eV} \AA\),
    \(Q \approx 8 \mathrm{eV}\) A,
    \(P^{\prime} \approx 5 i \mathrm{eV} \AA\),
    \(E_{c}-E_{\kappa}=E_{0}-E_{0}^{\prime} \approx-3 \mathrm{eV}\)
    \(E_{c}-E_{v}=E_{0} \approx 2 \mathrm{eV}\)
    \(E_{c}-E_{\phi} \approx-15 \mathrm{eV}\)
    \(N_{\phi}=4, N_{\kappa}=6, N_{c}=2, N_{v}=6\) where \(N_{\phi}\) is the number of ghost-band; \(N_{\kappa}\) is the number of \(\Gamma_{5}^{C}\)
    conduction band; $N_{c}$ is the number of $\Gamma_{1}$ conduction band; and $N_{v}$ is the number of $\Gamma_{5}^{V}$ valence band.
$m_{0} \approx 0,0665 \cdot m_{e}$ for electron in CB.

We give here the condition on the $\alpha$ coupling parameter which has to be fulfilled to avoid significant errors. As presented in the previous section, the tunneling transmission $T$ is expected to vary like

$$
\begin{equation*}
T \propto \exp \left(-2 \frac{\sqrt{2 m^{*} \phi} a}{\hbar}\right) \tag{B.76}
\end{equation*}
$$

where $\phi$ is the typical barrier height, $a$ its thickness and $K=\frac{\sqrt{2 m^{*} \phi} a}{\hbar}$ the typical imaginary wave vector. An error on the transmission of about $10 \%$ is then reached is the mass $\Delta m^{*}$ varies on the scale of $\frac{\Delta m^{*}}{m^{*}} \approx$ $\frac{1}{10 \mathrm{Ka}}$. On the other hand, in the following from the perturbative treatment, we will prove that the typical characteristic error on the energy eigenspectrum $\epsilon(\mathbf{k})$ introduced by the 'GB' treatment is of the order of:

$$
\begin{equation*}
\Delta \epsilon(\mathbf{k}) \approx N_{\Phi} \frac{\alpha^{2}}{\Delta_{G}} k^{4} \tag{B.77}
\end{equation*}
$$

where $N_{\Phi}$ is the number of supplementary ghost bands introduced, and $\Delta_{G}=E_{\Phi}-E_{\Gamma_{6,8}}$ is the typical energy gap between the phantom states and the bands of interest ( CB or VB). The results is that the resulting energy spectrum writes:

$$
\begin{equation*}
\epsilon(\mathbf{k}) \approx \epsilon^{0}(\mathbf{k})+N_{\Phi} \frac{\alpha^{2}}{\Delta_{G}} k^{4} \tag{B.78}
\end{equation*}
$$

leading to a small error on the effective mass as the wave vector $k$ (or $K$ ) increases from the band extrema. A relative error on the effective mass smaller than $\frac{\Delta m^{*}}{m^{*}} \approx \frac{1}{10 K a}$ is then associated to an upper bound on the value of $\alpha$ estimated at:

$$
\begin{equation*}
\alpha<\alpha_{l i m}=\left(\frac{\hbar^{2} \Delta_{G}}{20 N_{\Phi} m^{*} K^{3} a}\right)^{1 / 2} \tag{B.79}
\end{equation*}
$$

Numerical estimation of $\alpha_{l i m}$ given for GaAs or AlAs and $\Delta_{G}=15 \mathrm{eV}, K=10^{9} \mathrm{~m}^{-1}$, barrier thickness $a=2 n m$ and $N_{\Phi}=4$ gives $\alpha_{l i m} \approx 10 \mathrm{eV} . \AA^{2}$. Note then that the error made on the tunneling transmission scales then as $\left|\frac{\Delta \mathcal{T}}{\mathcal{T}}\right| \approx \frac{1}{10} \frac{\alpha^{2}}{\alpha_{\text {lim }}^{2}}$.

So that, the ghost-band coupling, we use in this work, varies between $\alpha_{\min }$ and $\alpha_{\max }$ according to:
$\alpha_{\min } \approx 1 \mathrm{eV} \AA^{2}$
Since the matrix $\omega_{k_{c}}$ is unitary then one may assume that $\left|\left[\omega_{k_{c}}\right]_{i j}\right| \leq 1$
The highest kinetic energy (and corresponding wave vector) used in effective mass calculations B. 1 via the tunneling through barrier structure, is of the order of half of the gap:

$$
\begin{align*}
& E_{\text {cin }} \approx E_{0} \approx 0.7 \mathrm{eV}  \tag{B.80}\\
&  \tag{B.81}\\
& |k|=\frac{\sqrt{2 m_{0} E_{\text {cin }}}}{\hbar} \approx 0.11 \AA^{-1}
\end{align*}
$$

We recall the notation:

$$
\begin{equation*}
\tilde{E}_{k}-E_{k}=\sum_{i} \mathcal{P}^{(i)} k^{i} \tag{B.82}
\end{equation*}
$$

First, let us neglect the zero order contribution in $k$ related to the term $\Delta^{-}$. We can therefore estimate the perturbations at $k^{4}$ for $\alpha \approx 1 \mathrm{eV}^{2}{ }^{2}$, which corresponds to the minimal correction to make the spurious disappear:

$$
\begin{align*}
\mathcal{P}_{c}^{(4)}|k|^{4} & =\left|\sum_{\phi} \frac{\left[i \alpha k^{2} \omega_{k_{c}}^{\dagger}\right]_{c \phi}\left[\left(i \alpha k^{2} \omega_{k_{c}}^{\dagger}\right)^{\dagger}\right]_{\phi c^{\prime}}}{E_{c}-E_{\phi}}\right| \approx \frac{N_{\phi}|\alpha|^{2}}{\left|E_{c}-E_{\phi}\right|}|k|^{4} \approx 4,0 \cdot 10^{-5} \mathrm{eV}  \tag{B.83}\\
\mathcal{P}_{c}^{(4)} & \approx 0,27 \mathrm{eV} \AA^{4} \tag{B.84}
\end{align*}
$$

or the perturbation at $k^{4}$ for $\alpha \approx 1 \mathrm{eV}^{2}$

$$
\begin{equation*}
\frac{\mathcal{P}_{c}^{(4)}|k|^{4}}{E_{0}} \approx 1 \cdot 10^{-4} \tag{B.85}
\end{equation*}
$$

Let us now estimate the perturbations at $k^{5}$ taking into account that $P$ is the largest of the couplings.

$$
\begin{align*}
\mathcal{P}_{c}^{(5)}|k|^{5} & \approx\left|\sum_{\kappa, \phi} \ldots\right|+\left|\sum_{v, \phi} \ldots\right| \approx \frac{2 N_{\phi}\left(N_{v}+N_{k}\right)|P||\alpha|^{2}}{\left|E_{c}-E_{v}\right| \cdot\left|E_{c}-E_{\phi}\right|}|k|^{5}  \tag{B.86}\\
& \approx 5,1 \cdot 10^{-4} \mathrm{eV}  \tag{B.87}\\
\mathcal{P}_{c}^{(5)} & \approx 32 \mathrm{eV} \AA^{5} \tag{B.88}
\end{align*}
$$

or

$$
\begin{equation*}
\frac{\mathcal{P}_{c}^{(5)}|k|^{5}}{E_{0}} \approx 3 \cdot 10^{-4} \tag{B.90}
\end{equation*}
$$

The error in the effective mass:

$$
\begin{equation*}
\frac{\left|m_{0}-m^{*}\right|}{m_{0}}=\frac{24 m_{0} \mathcal{P}_{c}^{(4)} E_{c i n}}{\hbar^{4}} \approx \frac{24 m_{0}^{2} N_{\phi}|\alpha|^{2} E_{c i n}}{\left(E_{c}-E_{\phi}\right) \hbar^{4}} \tag{B.91}
\end{equation*}
$$

one finds:

- for $\alpha \approx 1 \mathrm{eV} \AA^{2}, \frac{\left|m_{0}-m^{*}\right|}{m_{0}} \approx 3 \cdot 10^{-4}$
- for $\alpha \approx 10 \mathrm{eV}^{2}{ }^{2}, \frac{\left|m_{0}-m^{*}\right|}{m_{0}} \approx 3 \cdot 10^{-2}$

The calculation is similar for the valence band, except that the perturbation terms that mix the ghostband couplings and the physical couplings will no longer be $P^{\prime}$ and $P$ but $P$ and $Q$. Since $P$ remains the largest coupling, the sum which is found for the conduction band is also valid for the valence band. We then find for $\alpha \approx 1 \mathrm{eV} \AA^{2}$ :

$$
\begin{align*}
\mathcal{P}_{v}^{(4)} & \approx 0,23 \mathrm{eV} \AA^{4}  \tag{B.92}\\
\mathcal{P}_{v}^{(4)}|k|^{4} & \approx \frac{N_{\phi}|\alpha|^{2}}{\left|E_{v}-E_{\phi}\right|}|k|^{4} \approx 3,4 \cdot 10^{-5} \mathrm{eV}  \tag{B.93}\\
\mathcal{P}_{v}^{(5)} & \approx 19 \mathrm{eV} \AA^{5}  \tag{B.94}\\
\mathcal{P}_{v}^{(5)}|k|^{5} & \approx \frac{2 N_{\phi}\left(N_{c}+N_{\kappa}\right)|P \| \alpha|^{2}}{\left|E_{c}-E_{v}\right| \cdot\left|E_{v}-E_{\phi}\right|}|k|^{5} \approx 3,1 \cdot 10^{-4} \mathrm{eV} \tag{B.95}
\end{align*}
$$

The effects of $\Delta^{-}$term We have so far neglected the terms $\Delta^{-} \approx 5 \cdot 10^{-2}$ in our calculations above. We will now justify it. According to Cardona's perturbation diagram in Ref. [416], in order to consider the effect of $\Delta^{-}$in the perturbation calculation, one has to replace the coupling $Q k$ between the bands $\Gamma_{5}^{c}$ and $\Gamma_{5}^{v}$ by two independent couplings, $Q k$ and $\Delta^{-}$. This is explained by the terms obtained in $k^{4}$ when one expands a polynomial of the form $\prod_{a, b}(Q k)^{a}\left(\Delta^{-}\right)^{n-a}$.

In the conduction band, the $\Delta^{-}$terms do not strictly induce any perturbation in the order of $k^{4}$ because the coupling $\Delta^{-}$does not act directly on the conduction band. In the valence band, the terms of order of $k^{4}$ involving $\Delta^{-}$may be written in the form:

$$
\begin{equation*}
\frac{\left(\Delta^{-}\right)^{n}\left(i \alpha k^{2}\right)^{2}}{(\delta E)^{n+1}} \tag{B.96}
\end{equation*}
$$

where $n \in \mathbb{N}^{*}$ and $\delta E$ is the smallest difference in energy between bands involving $\Delta^{-}$. This formula can be rewritten as following:

$$
\begin{equation*}
\frac{\alpha^{2} k^{4}}{\delta E} \cdot\left(\frac{\Delta^{-}}{\delta E}\right)^{n} \tag{B.97}
\end{equation*}
$$

One may write the term $\left(\frac{\Delta^{-}}{\delta E}\right)^{n}$, in the form:

$$
\begin{equation*}
\left(\frac{\Delta^{-}}{\delta E}\right)^{n}=\exp \left(n \ln \left(\frac{\Delta^{-}}{\delta E}\right)\right)=\exp \left(-\frac{n}{v}\right) \tag{B.98}
\end{equation*}
$$

where $v=-\left(\ln \left(\frac{\Delta^{-}}{\delta E}\right)\right)^{-1} \approx 0.3$ for GaAs. It is therefore clear that one may consider only the term $n=1$ in calculation of $\left(\frac{\Delta^{-}}{\delta E}\right)^{n}$.

Besides, one has the first term:

$$
\begin{equation*}
\frac{i \alpha^{2} k^{4}}{\delta E} \approx 7,3 \cdot 10^{-5} \mathrm{eV} \tag{B.99}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{P^{(4)} k^{4}} \cdot \frac{i \alpha^{2} k^{4}}{\delta E} \approx 2 \tag{B.100}
\end{equation*}
$$

The first term is thus 20 times smaller than the term of order $k^{4}$, and we have for all n :

$$
\begin{equation*}
\frac{\frac{\alpha^{2} k^{4}}{\delta E} \cdot\left(\frac{\Delta^{-}}{\delta E}\right)^{n}}{P^{(4)} k^{4}} \approx 2 \cdot(0.025)^{n} \tag{B.101}
\end{equation*}
$$

We can therefore conclude that the perturbations induced by $\Delta^{-}$at the order $k^{4}$ are negligible compared to the other perturbations.

For the order terms of $k^{5}$, the perturbations for both the conduction band and the valence band can be written in the form:

$$
\begin{equation*}
\frac{\tilde{P} k\left(\Delta^{-}\right)^{n}\left(\alpha k^{2}\right)^{2}}{(\delta E)^{n+2}}=\frac{\tilde{P} \alpha^{2} k^{5}}{(\delta E)^{2}} \cdot\left(\frac{\Delta^{-}}{\delta E}\right)^{n} \tag{B.102}
\end{equation*}
$$

where $\tilde{P}=P, P^{\prime}$ and $Q$. The second term is treated the same as for $k^{4}$, the first term is:

$$
\begin{equation*}
\frac{\tilde{P} \alpha^{2} k^{5}}{(\delta E)^{2}} \approx 4 \cdot 10^{-5} \mathrm{eV} \tag{B.103}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{P^{(5)} k^{5}} \cdot \frac{\tilde{P} \alpha^{2} k^{5}}{(\delta E)^{2}} \approx 0.1 \tag{B.104}
\end{equation*}
$$

For the order $k^{5}$, the terms induced by $\Delta^{-}$are therefore also negligible.

Generalization to $30 \times 30$ and $40 \times 40$ Hamiltonian model The procedures for a 30 -band or 40 -band Hamiltonian are similar to those for the 14 bands, with the following corrections:

- There is a larger number of coupling coefficients, but one only has to consider the larger calculations
- There are more possible procedure paths, so the results must be corrected by a multiplicative factor related to the number of procedure paths


## Comparison between analytical and numerical calculations

We found that along [001]-direction:

| Band | Analytical calculations of the error $(\mathrm{eV})$ | Numerical calculations of the error $(\mathrm{eV})$ |
| :---: | :---: | :---: |
| CB $\left(k=0.1 \AA^{-1}\right)$ | $8.8 \cdot 10^{-5}$ | $4 \cdot 10^{-5}$ |
| VB HH $\left(k=0.1 \AA^{-1}\right)$ | $3.3 \cdot 10^{-4}$ | $1.1 \cdot 10^{-4}$ |
| VB LH $\left(k=0.1 \AA^{-1}\right)$ | $3.3 \cdot 10^{-4}$ | $1.15 \cdot 10^{-4}$ |

(B.105)

Our analytical predictions are therefore in a perfect agreement with our numerical results illustrated in figure B.7. Note also that for the conduction band at $k=0.1 \AA^{-1}$, the term in $k^{5}$ actually contributes the most weight to the analytical error. One observes that the analytical errors are barely larger than the numerical error, which shows that the analytical expression in $k^{5}$ is a good estimation!

Note that the 14 bands k.p model describes approximately $20 \%$ of Brillouin zone. Thus, we have only compared the analytical predictions of error induced by ghost-band method (in framework of 14 bands k.p Hamiltonian) to the numerical calculations (with 30 bands k.p Hamiltonian) at the small wave vector $k\left(\simeq 0.1 \AA^{-1}\right)$ in order to make sure an accuracy of the comparisons. Beyond that, we have also checked numerically with 30 bands k.p Hamiltonian, the error induced by ghost-band at the edge of the first Brillouin zone for both CB and VB with two typical material GaAs and AlAs as show in Fig 2.10 and observed that the errors, showed in the inset figures, are very small upto the edge of the Brillouin zone. In conclusion, we


Figure B.7: Numerical calculations of errors for CB, HH and LH subband, calculated via 30 -band $\boldsymbol{k} . \boldsymbol{p}$ model.
can state that the ghost-band method is good enough to give a full Brillouin zone descriptions that makes it possible to deal with indirect band gap semiconductors.

## Transfer and scattering matrices in framework of multiband k.p method

We present here in this appendix, firstly, the details of scattering and transfer matrix approach with recursion method in order to consider transport properties through an heterostructure. Besides, an alternative approach for recursion method is to use a global scattering or transfer matrix which seems to be very interesting since it gives us a appropriate connection to Green's function technique presented in Chapter 4.

## C. 1 Transfer and Scattering matrix approach in framework of multiband k.p theory

In this section, we introduce and discuss the mathematical formulas describing the transfer and scattering matrix allowing a description of the electron or hole propagation through the heterostructure. Note that there are two different definitions of the transfer matrix used in the literature [245]. One of them uses the linear relationship between the wave functions denoted by $\boldsymbol{M}$ and the other one uses of the linear relationship between coefficients denoted by $\boldsymbol{T}$. The transmission and reflection coefficients $T$ and $R$ extracted from these two definitions are the same since the transfer matrices $\boldsymbol{M}$ and $\boldsymbol{T}$ differ from each other only in the phase [245]. In this work, we focus on the transfer matrix $\boldsymbol{T}$ since it is convenient to directly describe both the standard matching conditions and extended matching conditions for possible symmetry reduction from $T_{d}$ to $C_{2 v}$ at the interfaces.

## C.1.1 Scattering and Transfer matrix for standard matching conditions

In the frame work of the $\boldsymbol{k} . \boldsymbol{p}$ theory, wave functions are linear combinations of Bloch functions shown in Eq.2.35. One assumes that the electron/holes tunnel through a heterostructure grown along the z axis, each medium being described by its own Hamiltonian. Suppose that the incident energy $\varepsilon$ and the in-plane wave vector $\boldsymbol{k}_{\|}=\left(k_{x}, k_{y}\right)$ are conserved during the transport (case of elastic tunneling), then we have to find the relevant out of plane wave vector $k_{z}$ and eigenvectors of the Hamiltonian in each medium, it means that the term $e^{i(\boldsymbol{k} \cdot \boldsymbol{r})}$ and $\psi_{j, \boldsymbol{k}}(\boldsymbol{r})$ in 2.35 can be re-written in the form: $e^{i(\boldsymbol{k} \cdot \boldsymbol{r})} \rightarrow e^{i\left(\boldsymbol{k}_{\|} \cdot \rho\right)} e^{i\left(k_{z} \cdot z\right)}$ and $\psi_{j, \boldsymbol{k}}(\boldsymbol{r})=\psi_{j, \boldsymbol{k}_{\|}, k_{z}}(\boldsymbol{r})$, where $\boldsymbol{\rho}=(x, y)$ is the in-plane vector. Let us assume that the medium within the $n^{t h}$ layer is homogeneous then the $\psi_{j, k_{\|}, k_{z}}^{n}(\boldsymbol{r})$, which is an eigenvector in $j^{t h}$ band of $n^{t h}$ layer's own Hamiltonian, does not depend on the proper coordinate z of $n^{\text {th }}$ layer. Therefore, for convenience, one may
replace $\psi_{j, k_{\|}, k_{z}}^{n}(\boldsymbol{r})$ by $\psi_{n}\left(\boldsymbol{k}_{\|}, k_{z}^{j}\right)$ or simply by $\psi_{n}\left(k_{z}^{j}\right)$ with keeping in mind that $\psi_{n}\left(k_{z}^{j}\right)$ depends also on $k_{\|}$which is conserved within the whole considered structure. The total wave function in the $n^{\text {th }}$ layer at the point defined by $\left(\rho, z_{n}\right)$, then, may be expressed as :

$$
\begin{equation*}
\Psi_{n}=e^{i\left(\boldsymbol{k}_{\|} \cdot \rho\right)} \sum_{j=1}^{m}\left[a_{n}^{j} \psi_{n}\left(k_{n}^{j}\right) e^{i k_{n}^{j} z_{n}}+b_{n}^{j} \psi_{n}\left(-k_{n}^{j}\right) e^{-i k_{n}^{j} z_{n}}\right] \tag{C.1}
\end{equation*}
$$

where $m$ is the band index in the k.p model, i.e., $m=6$ in 6-band k.p model, $m=40$ in 40 -band $\mathbf{k}$. p model ; $k_{n}^{j}$ (respective value of $k_{z}$ ) is the eigenvalue of Hamiltonian in $n^{\text {th }}$ layer with incident energy $\varepsilon$ in the $j^{\text {th }}$ band; $\psi_{n}\left(k_{n}^{j}\right)$ is the eigenvector of the Hamiltonian in the $n^{t h}$ layer corresponding to a solution $k_{n}^{j}$ with incident energy $\varepsilon$ and $z_{n}$ is the proper coordinate of $n t h$ layer:

$$
\begin{equation*}
\psi_{n}\left(k_{n}^{j}\right)=\left[\psi_{n}^{1}\left(k_{n}^{j}\right), \ldots ., \psi_{n}^{m}\left(k_{n}^{j}\right)\right]^{T} \tag{C.2}
\end{equation*}
$$

It is convenient to write $-k_{n}^{j}=k_{n}^{j+m}$ and without loss of generality, one considers the normal incident $\boldsymbol{k}_{\| \mid}=0$ (one can easily see that we get the same result for $\boldsymbol{k}_{\| \mid} \neq 0$ ) then we can write the Eq.C. 1 in a matrix form:

$$
\Psi_{n}=\left[\begin{array}{ccc}
\psi_{n}^{1}\left(k_{n}^{1}\right) & \ldots & \psi_{n}^{1}\left(k_{n}^{2 m}\right)  \tag{C.3}\\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\psi_{n}^{m}\left(k_{n}^{1}\right) & \ldots & \psi_{n}^{m}\left(k_{n}^{2 m}\right)
\end{array}\right]\left[\begin{array}{ccc}
e^{i k_{n}^{1} z_{n}} & \ldots & 0 \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
0 & \ldots & e^{i k_{n}^{2 m} z_{n}}
\end{array}\right]\left[\begin{array}{c}
a_{n}^{1} \\
\cdot \\
\cdot \\
a_{n}^{m} \\
b_{n}^{1} \\
\cdot \\
\cdot \\
b_{n}^{m}
\end{array}\right]
$$

Similarly, one may write the matrix form for the current wave in the $n^{t h}$ layer as:

$$
J_{z} \Psi_{n}=\left[\begin{array}{ccc}
J_{z} \psi_{n}^{1}\left(k_{n}^{1}\right) & \ldots & J_{z} \psi_{n}^{1}\left(k_{n}^{2 m}\right)  \tag{C.4}\\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
J_{z} \psi_{n}^{m}\left(k_{n}^{1}\right) & \ldots & J_{z} \psi_{n}^{m}\left(k_{n}^{2 m}\right)
\end{array}\right]\left[\begin{array}{ccc}
e^{i k_{n}^{1} z} & \ldots & 0 \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
0 & \ldots & e^{i k_{n}^{2 m} z}
\end{array}\right]\left[\begin{array}{c}
a_{n}^{1} \\
\cdot \\
\cdot \\
a_{n}^{m} \\
b_{n}^{1} \\
\cdot \\
\cdot \\
b_{n}^{m}
\end{array}\right]
$$

We consider the $n^{t h}$ and $(n+1)^{t h}$ layer with proper coordinate chosen as depicted in Fig C.1. Then, the wave function inside $n^{\text {th }}$ layer at $z_{n}=0$ is $\Psi_{n}^{(0)}$ and its expansion coefficients are $a_{n}^{j}$ and $b_{n}^{j}$. The same for the $(n+1)^{t h}$ layer: the wave function inside the $(n+1)^{t h}$ layer at $z_{n+1}=0$ is $\Psi_{n+1}^{(0)}$ and its coefficients expansion are $a_{n+1}^{j}$ and $b_{n+1}^{j}$. In order to find the relation which links the $a_{n}^{j}$ and $b_{n}^{j}$ to $a_{n+1}^{j}$ and $b_{n+1}^{j}$, one must apply the standard matching conditions at the interface $I_{n+1}$ between the $n^{\text {th }}$ layer and $(n+1)^{\text {th }}$ layer where the wave function and the current wave are continuous at the interface. If we denote the wave function inside the $n^{t h}$ layer close to the $I_{n+1}$ interface is $\Psi_{n}^{\left(d_{n}\right)}$ with $z_{n}=d_{n}$ : the thickness of $n^{t h}$ layer. Then, the matching conditions generally given by:


Figure C.1: The wave function in $n^{t h}$ layer and $(n+1)^{t h}$ layer. $\Psi_{n}^{(0)}$ is the wavefunction at $O_{n}$ point in nth layer, $a_{n}$ and $b_{n}$ are coefficients corresponding to $\Psi_{n}^{(0)}$; $\Psi_{n}^{\left(d_{n}\right)}$ is the wavefunction at $d_{n}$ point in nth layer, $\left(a_{n}^{\left.d_{n}\right)}\right.$ and $b_{n}^{\left(d_{n}\right)}$ are coefficients corresponding to $\Psi_{n}\left(d_{n}\right) ; \Psi_{n+1}^{(0)}$ is the wavefunction at $O_{n+1}$ point in nth layer, $a_{n+1}$ and $b_{n+1}$ are coefficients corresponding to $\Psi_{n+1}^{(0)}$. Here $O_{i} z_{i}$ is the proper coordinate in $i^{t h}$ layer where $O_{i}$ was chosen as the point at the interface between $(i-1)^{t h}$ and $i^{\text {th }}$ layer.

$$
\begin{gather*}
\Psi_{n}^{\left(d_{n}\right)}=\Psi_{n+1}^{(0)}  \tag{C.5}\\
J_{z} \Psi_{n}^{\left(d_{n}\right)}=J_{z} \Psi_{n+1}^{(0)} \tag{C.6}
\end{gather*}
$$

where

$$
\Psi_{n}^{\left(d_{n}\right)}=\left[\begin{array}{ccc}
\psi_{n}^{1}\left(k_{n}^{1}\right) & \ldots & \psi_{n}^{1}\left(k_{n}^{2 m}\right) \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\psi_{n}^{m}\left(k_{n}^{1}\right) & \ldots & \psi_{n}^{m}\left(k_{n}^{2 m}\right)
\end{array}\right]\left[\begin{array}{c}
a_{n}^{1\left(d_{n}\right)} \\
\cdot \\
\cdot \\
a_{n}^{m\left(d_{n}\right)} \\
b_{n}^{1\left(d_{n}\right)} \\
\cdot \\
\cdot \\
b_{n}^{m\left(d_{n}\right)}
\end{array}\right]=\left[\begin{array}{ccc}
\psi_{n}^{1}\left(k_{n}^{1}\right) & \ldots & \psi_{n}^{1}\left(k_{n}^{2 m}\right) \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\psi_{n}^{m}\left(k_{n}^{1}\right) & \ldots & \psi_{n}^{m}\left(k_{n}^{2 m}\right)
\end{array}\right]\left[\begin{array}{ccc}
e^{i k_{n}^{1} d_{n}} & \ldots & 0 \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
0 & \ldots & e^{i k_{n}^{2 m} d_{n}}
\end{array}\right]\left[\begin{array}{c}
a_{n}^{1} \\
\cdot \\
\cdot \\
a_{n}^{m} \\
b_{n}^{1} \\
\cdot \\
\cdot \\
b_{n}^{m}
\end{array}\right]
$$

(C.7)
and

$$
\Psi_{n+1}^{(0)}=\left[\begin{array}{ccc}
\psi_{n+1}^{1}\left(k_{n+1}^{1}\right) & \ldots & \psi_{n+1}^{1}\left(k_{n+1}^{2 m}\right)  \tag{C.8}\\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\psi_{n+1}^{m}\left(k_{n+1}^{1}\right) & \ldots & \psi_{n+1}^{m}\left(k_{n+1}^{2 m}\right)
\end{array}\right]\left[\begin{array}{c}
a_{n+1}^{1} \\
\cdot \\
\cdot \\
a_{n+1}^{m} \\
b_{n+1}^{1} \\
\cdot \\
\cdot \\
b_{n+1}^{m}
\end{array}\right]
$$

and

$$
\Psi_{n}^{(0)}=\left[\begin{array}{ccc}
\psi_{n}^{1}\left(k_{n}^{1}\right) & \ldots & \psi_{n}^{1}\left(k_{n}^{2 m}\right)  \tag{C.9}\\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\psi_{n}^{m}\left(k_{n}^{1}\right) & \ldots & \psi_{n}^{m}\left(k_{n}^{2 m}\right)
\end{array}\right]\left[\begin{array}{c}
a_{n}^{1} \\
\cdot \\
\cdot \\
a_{n}^{m} \\
b_{n}^{1} \\
\cdot \\
\cdot \\
b_{n}^{m}
\end{array}\right]
$$

Applying the standard matching conditions for multiband transport, $\Psi$ and $\hat{J}_{z} \Psi$ are continuous at the interface between $n^{t h}$ and $(n+1)^{t h}$ layer:

$$
\left[\begin{array}{ccc}
\psi_{n}^{1}\left(k_{n}^{1}\right) & \ldots & \psi_{n}^{1}\left(k_{n}^{2 m}\right)  \tag{C.10}\\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\psi_{n}^{m}\left(k_{n}^{1}\right) & \ldots & \psi_{n}^{m}\left(k_{n}^{2 m}\right) \\
J_{z} \psi_{n}^{1}\left(k_{n}^{1}\right) & \ldots & J_{z} \psi_{n}^{1}\left(k_{n}^{2 m}\right) \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
J_{z} \psi_{n}^{m}\left(k_{n}^{1}\right) & \ldots & J_{z} \psi_{n}^{m}\left(k_{n}^{2 m}\right)
\end{array}\right]\left[\begin{array}{ccc}
e^{i k_{n}^{1} d_{n}} & \ldots & 0 \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
0 & \ldots & e^{i k_{n}^{2 m} d_{n}}
\end{array}\right]\left[\begin{array}{c}
a_{n}^{1} \\
\cdot \\
\cdot \\
a_{n}^{m} \\
b_{n}^{1} \\
\cdot \\
\cdot \\
b_{n}^{m}
\end{array}\right]=\left[\begin{array}{ccc}
\psi_{n+1}^{1}\left(k_{n+1}^{1}\right) & \ldots & \psi_{n+1}^{1}\left(k_{n+1}^{2 m}\right) \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\psi_{n+1}^{m}\left(k_{n+1}^{1}\right) & \ldots & \psi_{n+1}^{m}\left(k_{n+1}^{2 m}\right) \\
J_{z} \psi_{n+1}^{1}\left(k_{n+1}^{1}\right) & \ldots & J_{z} \psi_{n+1}^{1}\left(k_{n+1}^{2 m}\right) \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot \\
J_{z} \psi_{n+1}^{m}\left(k_{n+1}^{1}\right) & \ldots & J_{z} \psi_{n+1}^{m}\left(k_{n+1}^{2 m}\right)
\end{array}\right]\left[\begin{array}{c}
a_{n+1}^{1} \\
\cdot \\
\cdot \\
a_{n+1}^{m} \\
b_{n+1}^{1} \\
\cdot \\
\cdot \\
b_{n+1}^{m}
\end{array}\right]
$$

For simplicity, we define the vectors

$$
\begin{equation*}
\boldsymbol{a}_{n}=\left[a_{n}^{1}, \ldots, a_{n}^{m}\right]^{T} \tag{C.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{b}_{n}=\left[b_{n}^{1}, \ldots, b_{n}^{m}\right]^{T} \tag{C.12}
\end{equation*}
$$

as the coefficients describing the wave fucntion and current wave in the $n^{\text {th }}$ layer. Then one may re-write Eq. C. 10 in the form:

$$
\left[\begin{array}{l}
\boldsymbol{a}_{n}  \tag{C.13}\\
\boldsymbol{b}_{n}
\end{array}\right]=\boldsymbol{I}(n+1)\left[\begin{array}{l}
\boldsymbol{a}_{n+1} \\
\boldsymbol{b}_{n+1}
\end{array}\right],
$$

where $\boldsymbol{I}(n+1)=Q^{-1} * I M(n+1)$; here $I M(n+1)$ is well known as the interfacial matrix at the $(n+1)^{t h}$ interface:


Figure C.2: Schematic diagram of electron tunneling through heterostrucutre.

$$
\boldsymbol{I} \boldsymbol{M}(n+1)=\left[\begin{array}{ccc}
\psi_{n}^{1}\left(k_{n}^{1}\right) & \ldots & \psi_{n}^{1}\left(k_{n}^{2 m}\right)  \tag{C.14}\\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\psi_{n}^{m}\left(k_{n}^{1}\right) & \ldots & \psi_{n}^{m}\left(k_{n}^{2 m}\right) \\
J_{z} \psi_{n}^{1}\left(k_{n}^{1}\right) & \ldots & J_{z} \psi_{n}^{1}\left(k_{n}^{2 m}\right) \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
J_{z} \psi_{n}^{m}\left(k_{n}^{1}\right) & \ldots & J_{z} \psi_{n}^{m}\left(k_{n}^{2 m}\right)
\end{array}\right]^{-1}\left[\begin{array}{ccc}
\psi_{n+1}^{1}\left(k_{n+1}^{1}\right) & \ldots & \psi_{n+1}^{1}\left(k_{n+1}^{2 m}\right) \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\psi_{n+1}^{m}\left(k_{n+1}^{1}\right) & \ldots & \psi_{n+1}^{m}\left(k_{n+1}^{2 m}\right) \\
J_{z} \psi_{n+1}^{1}\left(k_{n+1}^{1}\right) & \ldots & J_{z} \psi_{n+1}^{1}\left(k_{n+1}^{2 m}\right) \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
J_{z} \psi_{n+1}^{m}\left(k_{n+1}^{1}\right) & \ldots & J_{z} \psi_{n+1}^{m}\left(k_{n+1}^{2 m}\right)
\end{array}\right]
$$

and :

$$
Q=\left[\begin{array}{ccc}
e^{i k_{n}^{1} d_{n}} & \ldots & 0  \tag{С.15}\\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
0 & \ldots & e^{i k_{n}^{2 m} d_{n}}
\end{array}\right]
$$

More generally, when the heterostructure is composed of N different layers, in the framework of the transfer matrix theory, the relation between the coefficients is given by:

$$
\left[\begin{array}{l}
\boldsymbol{a}_{0}  \tag{C.16}\\
\boldsymbol{b}_{0}
\end{array}\right]=\boldsymbol{T}(0, N)\left[\begin{array}{l}
\boldsymbol{a}_{N} \\
\boldsymbol{b}_{N}
\end{array}\right],
$$

linking the wave function amplitude to the right $\left[\begin{array}{l}\boldsymbol{a}_{0} \\ \boldsymbol{b}_{0}\end{array}\right]$ to the one at the left $\left[\begin{array}{l}\boldsymbol{a}_{N} \\ \boldsymbol{b}_{N}\end{array}\right]$.

The equivalent scattering matrix relationship linking outgoing to incoming waves scattered from one interface would be [417]

$$
\left[\begin{array}{c}
\boldsymbol{a}_{N}  \tag{C.17}\\
\boldsymbol{b}_{0}
\end{array}\right]=\boldsymbol{S}(0, N)\left[\begin{array}{c}
\boldsymbol{a}_{0} \\
\boldsymbol{b}_{N}
\end{array}\right],
$$

The $T(0, N)$ and $S(0, N)$ are known as Transfer matrix and Scattering matrix, respectively. For the subsystem up to the $n^{\text {th }}$ layer, we have:

$$
\begin{align*}
& {\left[\begin{array}{l}
a_{0} \\
\boldsymbol{b}_{0}
\end{array}\right]=\boldsymbol{T}(0, n)\left[\begin{array}{l}
\boldsymbol{a}_{n} \\
\boldsymbol{b}_{n}
\end{array}\right],}  \tag{C.18}\\
& {\left[\begin{array}{l}
\boldsymbol{a}_{n} \\
\boldsymbol{b}_{0}
\end{array}\right]=\boldsymbol{S}(0, n)\left[\begin{array}{l}
\boldsymbol{a}_{0} \\
\boldsymbol{b}_{n}
\end{array}\right],} \tag{C.19}
\end{align*}
$$

Note that sometime, for convenience, one may work with the Scattering and Transfer matrices $\boldsymbol{S}(n, 0)$ and $\boldsymbol{T}(n, 0)$ which are defined by:

$$
\begin{align*}
& {\left[\begin{array}{l}
\boldsymbol{a}_{n} \\
\boldsymbol{b}_{n}
\end{array}\right]=\boldsymbol{T}(n, 0)\left[\begin{array}{l}
\boldsymbol{a}_{0} \\
\boldsymbol{b}_{0}
\end{array}\right]}  \tag{C.20}\\
& {\left[\begin{array}{l}
\boldsymbol{a}_{0} \\
\boldsymbol{b}_{n}
\end{array}\right]=\boldsymbol{S}(n, 0)\left[\begin{array}{l}
\boldsymbol{a}_{n} \\
\boldsymbol{b}_{0}
\end{array}\right]} \tag{C.21}
\end{align*}
$$

Obviously, one has

$$
\begin{align*}
& \boldsymbol{T}(0, n)=\boldsymbol{T}^{-1}(n, 0)  \tag{C.22}\\
& \boldsymbol{S}(0, n)=\boldsymbol{S}^{-1}(n, 0) \tag{С.23}
\end{align*}
$$

The T and S matrices are linked together via a certain relationship according to which:

$$
\begin{align*}
& \boldsymbol{T}(0, n)=\left[\begin{array}{ll}
T_{11} & T_{12} \\
T_{21} & T_{22}
\end{array}\right]=\left[\begin{array}{cc}
S_{11}^{-1} & -S_{11}^{-1} S_{12} \\
S_{21} S_{11}^{-1} & S_{22}-S_{21} S_{11}^{-1} S_{12}
\end{array}\right]  \tag{C.24}\\
& \boldsymbol{S}(0, n)=\left[\begin{array}{ll}
S_{11} & S_{12} \\
S_{21} & S_{22}
\end{array}\right]=\left[\begin{array}{cc}
T_{11}^{-1} & -T_{11}^{-1} T_{12} \\
T_{21} T_{11}^{-1} & T_{22}-T_{21} T_{11}^{-1} T_{12}
\end{array}\right] \\
& \boldsymbol{T}(n, 0)=\left[\begin{array}{ll}
\bar{T}_{11} & \bar{T}_{12} \\
\bar{T}_{21} & \bar{T}_{22}
\end{array}\right]=\left[\begin{array}{cc}
\bar{S}_{11}^{-1} & -\bar{S}_{11}^{-1} \bar{S}_{12} \\
\bar{S}_{21} \bar{S}_{11}^{-1} & \bar{S}_{22}-\bar{S}_{21} \bar{S}_{11}^{-1} \bar{S}_{12}
\end{array}\right] \\
& \boldsymbol{S}(n, 0)=\left[\begin{array}{ll}
\bar{S}_{11} & \bar{S}_{12} \\
\bar{S}_{21} & \bar{S}_{22}
\end{array}\right]=\left[\begin{array}{cc}
\bar{T}_{11}^{-1} & -\bar{T}_{11}^{-1} \bar{T}_{12} \\
\bar{T}_{21} \bar{T}_{11}^{-1} & \bar{T}_{22}-\bar{T}_{21} \bar{T}_{11}^{-1} \bar{T}_{12}
\end{array}\right] \tag{C.25}
\end{align*}
$$

where the relationship between submatrices of $\boldsymbol{T}(0, n)$ and $\boldsymbol{S}(n, 0)$ is given by:

$$
\boldsymbol{T}(0, n)=\left[\begin{array}{cc}
T_{11} & T_{12}  \tag{C.26}\\
T_{21} & T_{22}
\end{array}\right]=\left[\begin{array}{cc}
\bar{S}_{11}-\bar{S}_{12} \bar{S}_{22}^{-1} \bar{S}_{21} & \bar{S}_{12} \bar{S}_{22}^{-1} \\
-\bar{S}_{22}^{-1} \bar{S}_{21} & \bar{S}_{22}^{-1}
\end{array}\right]
$$

C.1.2 Recursive approach for the respective transfer and scattering matrices.

Substituting Eq.C. 18 into Eq.C. 13 to get:

$$
\begin{align*}
{\left[\begin{array}{l}
\boldsymbol{a}_{0} \\
\boldsymbol{b}_{0}
\end{array}\right] } & =\boldsymbol{T}(0, n) \boldsymbol{I}(n+1)\left[\begin{array}{l}
\boldsymbol{a}_{n+1} \\
\boldsymbol{b}_{n+1}
\end{array}\right] \\
& =\boldsymbol{T}(0, n+1)\left[\begin{array}{l}
\boldsymbol{a}_{n+1} \\
\boldsymbol{b}_{n+1}
\end{array}\right] \tag{C.27}
\end{align*}
$$

Then the new transfer matrix $\boldsymbol{T}(0, n+1)$ can easily be obtained by multiplication:

$$
\begin{equation*}
\boldsymbol{T}(0, n+1)=\boldsymbol{T}(0, n) \boldsymbol{I}(n+1) \tag{C.28}
\end{equation*}
$$

Moreover, from Eq.C.19; Eq.C. 21 and Eq.C. 13 we have:

$$
\begin{align*}
& {\left[\begin{array}{l}
\boldsymbol{a}_{n} \\
\boldsymbol{b}_{0}
\end{array}\right]=\left[\begin{array}{ll}
S_{11} & S_{12} \\
S_{21} & S_{22}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{a}_{0} \\
\boldsymbol{b}_{n}
\end{array}\right]}  \tag{C.29}\\
& {\left[\begin{array}{l}
\boldsymbol{a}_{0} \\
\boldsymbol{b}_{n}
\end{array}\right]=\left[\begin{array}{ll}
\bar{S}_{11} & \bar{S}_{12} \\
\bar{S}_{21} & \bar{S}_{22}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{a}_{n} \\
\boldsymbol{b}_{0}
\end{array}\right]} \tag{С.30}
\end{align*}
$$

and:

$$
\left[\begin{array}{l}
\boldsymbol{a}_{n}  \tag{C.31}\\
\boldsymbol{b}_{n}
\end{array}\right]=\left[\begin{array}{ll}
I_{11} & I_{12} \\
I_{21} & I_{22}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{a}_{n+1} \\
\boldsymbol{b}_{n+1}
\end{array}\right]
$$

then the coefficients $a_{n}$ and $b_{n}$ may be eliminated from the above equation to give:

$$
\begin{align*}
& \boldsymbol{a}_{n}=I_{11} \boldsymbol{a}_{n+1}+I_{12} \boldsymbol{b}_{n+1}  \tag{С.32}\\
& \boldsymbol{b}_{n}=I_{21} \boldsymbol{a}_{n+1}+I_{22} \boldsymbol{b}_{n+1} \tag{С.33}
\end{align*}
$$

Replacing $\boldsymbol{a}_{n}$ and $\boldsymbol{b}_{n}$ in Eq.C. 29 to obtain:

$$
\left[\begin{array}{c}
I_{11} \boldsymbol{a}_{n+1}+I_{12} \boldsymbol{b}_{n+1}  \tag{C.34}\\
\boldsymbol{b}_{0}
\end{array}\right]=\left[\begin{array}{cc}
S_{11} & S_{12} \\
S_{21} & S_{22}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{a}_{0} \\
I_{21} \boldsymbol{a}_{n+1}+I_{22} \boldsymbol{b}_{n+1}
\end{array}\right]
$$

equivalently:

$$
\left[\begin{array}{c}
I_{11} \boldsymbol{a}_{n+1}  \tag{C.35}\\
\boldsymbol{b}_{0}
\end{array}\right]+\left[\begin{array}{c}
I_{12} \boldsymbol{b}_{n+1} \\
0
\end{array}\right]=\left[\begin{array}{ll}
S_{11} & S_{12} \\
S_{21} & S_{22}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{a}_{0} \\
I_{22} \boldsymbol{b}_{n+1}
\end{array}\right]+\left[\begin{array}{cc}
S_{11} & S_{12} \\
S_{21} & S_{22}
\end{array}\right]\left[\begin{array}{c}
0 \\
I_{21} \boldsymbol{a}_{n+1}
\end{array}\right]
$$

or:

$$
\left[\begin{array}{c}
I_{11} \boldsymbol{a}_{n+1}  \tag{C.36}\\
\boldsymbol{b}_{0}
\end{array}\right]-\left[\begin{array}{ll}
S_{11} & S_{12} \\
S_{21} & S_{22}
\end{array}\right]\left[\begin{array}{c}
0 \\
I_{21} \boldsymbol{a}_{n+1}
\end{array}\right]=\left[\begin{array}{ll}
S_{11} & S_{12} \\
S_{21} & S_{22}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{a}_{0} \\
I_{22} \boldsymbol{b}_{n+1}
\end{array}\right]-\left[\begin{array}{c}
I_{12} \boldsymbol{b}_{n+1} \\
0
\end{array}\right]
$$

or:

$$
\left[\begin{array}{c}
\left(I_{11}-S_{12} I_{21}\right) \boldsymbol{a}_{n+1}  \tag{С.37}\\
\boldsymbol{b}_{0}-S_{22} I_{21} \boldsymbol{a}_{n+1}
\end{array}\right]=\left[\begin{array}{c}
S_{11} \boldsymbol{a}_{0}+\left(S_{12} I_{22}-I_{12}\right) \boldsymbol{b}_{n+1} \\
S_{21} \boldsymbol{a}_{0}+S_{22} I_{22} \boldsymbol{b}_{n+1}
\end{array}\right]
$$

Finally, one gets:

$$
\left[\begin{array}{cc}
-S_{22} I_{21} & \mathbb{I}  \tag{C.38}\\
I_{11}-S_{12} I_{21} & 0
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{a}_{n+1} \\
\boldsymbol{b}_{0}
\end{array}\right]=\left[\begin{array}{cc}
S_{21} & S_{22} I_{22} \\
S_{11} & S_{12} I_{22}-I_{12}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{a}_{0} \\
\boldsymbol{b}_{n+1}
\end{array}\right]
$$

where $\mathbb{I}$ is $m \times m$ identity matrix. From C.38, the new scattering matrix $\boldsymbol{S}(0, n+1)$ may be generated according to the recursive formula:

$$
\left[\begin{array}{c}
\boldsymbol{a}_{n+1}  \tag{С.39}\\
\boldsymbol{b}_{0}
\end{array}\right]=\left[\begin{array}{cc}
0 & \left(I_{11}-S_{12} I_{21}\right)^{-1} \\
\mathbb{I} & S_{22} I_{21}\left(I_{11}-S_{12} I_{21}\right)^{-1}
\end{array}\right]\left[\begin{array}{cc}
S_{21} & S_{22} I_{22} \\
S_{11} & S_{12} I_{22}-I_{12}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{a}_{0} \\
\boldsymbol{b}_{n+1}
\end{array}\right]=\boldsymbol{S}(0, n+1)\left[\begin{array}{c}
\boldsymbol{a}_{0} \\
\boldsymbol{b}_{n+1}
\end{array}\right]
$$

Replacing $\boldsymbol{a}_{n}$ and $\boldsymbol{b}_{n}$ in Eq.C. 30 and doing the same treatment, one has:

$$
\left[\begin{array}{cc}
\mathbb{I} & -\bar{S}_{11} I_{12}  \tag{C.40}\\
0 & I_{22}-\bar{S}_{21} I_{12}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{a}_{0} \\
\boldsymbol{b}_{n+1}
\end{array}\right]=\left[\begin{array}{cc}
\bar{S}_{11} I_{11} & \bar{S}_{12} \\
\bar{S}_{21} I_{11}-I_{21} & \bar{S}_{22}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{a}_{n+1} \\
\boldsymbol{b}_{0}
\end{array}\right]
$$

to obtain:

$$
\left[\begin{array}{c}
\boldsymbol{a}_{0}  \tag{C.41}\\
\boldsymbol{b}_{n+1}
\end{array}\right]=\left[\begin{array}{cc}
\mathbb{I} & \bar{S}_{11} I_{12}\left(I_{22}-\bar{S}_{21} I_{12}\right)^{-1} \\
0 & \left(I_{22}-\bar{S}_{21} I_{12}\right)^{-1}
\end{array}\right]\left[\begin{array}{cc}
\bar{S}_{11} I_{11} & \bar{S}_{12} \\
\bar{S}_{21} I_{11}-I_{21} & \bar{S}_{22}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{a}_{n+1} \\
\boldsymbol{b}_{0}
\end{array}\right]=\boldsymbol{S}(n+1,0)\left[\begin{array}{c}
\boldsymbol{a}_{n+1} \\
\boldsymbol{b}_{0}
\end{array}\right]
$$

Eventually, the submatrices of the new scattering matrix $S(0, n+1)$ are, explicitly given from the different components of the $S(0, n)$ matrix according to:

$$
\begin{align*}
& S_{11}(0, n+1)=\left(\mathbb{I}-I_{11}^{-1} S_{12} I_{21}\right)^{-1} I_{11}^{-1} S_{11} \\
& S_{12}(0, n+1)=\left(\mathbb{I}-I_{11}^{-1} S_{12} I_{21}\right)^{-1} I_{11}^{-1}\left(S_{12} I_{22}-I_{12}\right)  \tag{C.42}\\
& S_{21}(0, n+1)=S_{22} I_{21} S_{11}(0, n+1)+S_{21} \\
& S_{22}(0, n+1)=S_{22} I_{21} S_{12}(0, n+1)+S_{22} I_{22}
\end{align*}
$$

and the submatrices of the new scattering matrix $\boldsymbol{S}(n+1,0)$ are given by:

$$
\begin{align*}
& \bar{S}_{21}(n+1,0)=\left(\mathbb{I}-I_{22}^{-1} \bar{S}_{21} I_{12}\right)^{-1} I_{22}^{-1}\left(\bar{S}_{21} I_{11}-I_{21}\right) \\
& \bar{S}_{22}(n+1,0)=\left(\mathbb{I}-I_{22}^{-1} \bar{S}_{21} I_{12}\right)^{-1} I_{22}^{-1} \bar{S}_{22} \\
& \bar{S}_{11}(n+1,0)=\bar{S}_{11} I_{12} \bar{S}_{21}(n+1,0)+\bar{S}_{11} I_{11}  \tag{C.43}\\
& \bar{S}_{12}(n+1,0)=\bar{S}_{11} I_{12} \bar{S}_{22}(n+1,0)+\bar{S}_{12}
\end{align*}
$$

These equations C.38; C. 39 and C. 42 express the propagation of the wave function through the layers. Starting with the unit matrix for $\boldsymbol{S}(0,0)$ the successive scattering matrices $\boldsymbol{S}(0,1), \boldsymbol{S}(0,2), \ldots, \boldsymbol{S}(0, n)$ may be calculated from which the transmission and reflection coefficients can then be obtained using Eq.C.64. This iterative procedure is not as easy to use as the transfer-matrix method, which simply reverts to a product of matrices, but the gain in stability more than compensates. The stability and accuracy of the scattering matrix method is derived from the separation of the forward and backward states and by doing so, the less localized and the propagating states dominate numerically, the physics of the tunneling process is more faithfully described [417].

In multiple-barrier systems, the wave function in the intermediate layers is often of interest, since one may extract the information on properties such as inelastic-scattering matrix elements, real-space transfers,
and oscillator strengths from a wave function. For large systems the transfer matrix fails again because the coefficients in a given layer are evaluated from those in the previous layers, hence the numerical errors increase with the growing exponential [417]. To avoid this, the scattering matrix formalism may be used again. For the $n^{\text {th }}$ layer of an $N$ layer system, we have:

$$
\begin{align*}
& {\left[\begin{array}{l}
\boldsymbol{a}_{n} \\
\boldsymbol{b}_{0}
\end{array}\right]=\boldsymbol{S}(0, n)\left[\begin{array}{l}
\boldsymbol{a}_{0} \\
\boldsymbol{b}_{n}
\end{array}\right]} \\
& {\left[\begin{array}{l}
\boldsymbol{a}_{N} \\
\boldsymbol{b}_{n}
\end{array}\right]=\boldsymbol{S}(n, N)\left[\begin{array}{l}
\boldsymbol{a}_{n} \\
\boldsymbol{b}_{N}
\end{array}\right]}  \tag{C.44}\\
& {\left[\begin{array}{l}
\boldsymbol{a}_{0} \\
\boldsymbol{b}_{n}
\end{array}\right]=\boldsymbol{S}(n, 0)\left[\begin{array}{l}
\boldsymbol{a}_{n} \\
\boldsymbol{b}_{0}
\end{array}\right]} \\
& {\left[\begin{array}{l}
\boldsymbol{a}_{n} \\
\boldsymbol{b}_{N}
\end{array}\right]=\boldsymbol{S}(N, n)\left[\begin{array}{l}
\boldsymbol{a}_{N} \\
\boldsymbol{b}_{n}
\end{array}\right]} \tag{C.45}
\end{align*}
$$

The second equation expresses the coupling with the final layer of the system. The $a_{N}$ and $b_{0}$ may be eliminated from C. 44 giving the required intermediate coefficients:

$$
\begin{align*}
\boldsymbol{a}_{n} & =\left[\mathbb{I}-S_{12}(0, n) S_{21}(n, N)\right]^{-1} \times\left[S_{11}(0, n) \boldsymbol{a}_{0}+S_{12}(0, n) S_{22}(n, N) \boldsymbol{b}_{N}\right]  \tag{C.46}\\
\boldsymbol{b}_{n} & =\left[\mathbb{I}-S_{21}(n, N) S_{12}(0, n)\right]^{-1} \times\left[S_{21}(n, N) S_{11}(0, n) \boldsymbol{a}_{0}+S_{22}(n, N) \boldsymbol{b}_{N}\right]
\end{align*}
$$

This particular form has the advantage that only the initial boundary conditions $a_{0}$ and $b_{N}$ are required, hence the errors in the coefficients do not propagate from one layer to the next. Doing the same treatment for relations C. 45 to obtain:

$$
\begin{align*}
\boldsymbol{a}_{n} & =\left[\mathbb{I}-\bar{S}_{12}(N, n) \bar{S}_{21}(n, 0)\right]^{-1} \times\left[\bar{S}_{11}(N, n) \boldsymbol{a}_{N}+\bar{S}_{12}(N, n) \bar{S}_{22}(n, 0) \boldsymbol{b}_{0}\right] \\
\boldsymbol{b}_{n} & =\left[\mathbb{I}-\bar{S}_{21}(n, 0) \bar{S}_{12}(N, n)\right]^{-1} \times\left[\bar{S}_{21}(n, 0) \bar{S}_{11}(N, n) \boldsymbol{a}_{N}+\bar{S}_{22}(n, 0) \boldsymbol{b}_{0}\right] \tag{C.47}
\end{align*}
$$

One must be noted that the scattering matrix and its submatrices become singular in the limit of a large system. There is merely a reflection of the physical insignificance of the more localized states. Numerically, this makes the rank of the matrices smaller than their actual order and so direct inversions of the submatrices should be avoided.

More generally, if the initial coefficients are $a_{i}, b_{i}$ at $i^{t h}$ layer and $a_{j}, b_{j}$ at $j^{\text {th }}$ layer ( $\mathrm{j}>\mathrm{i}$ ), then the coefficients $a_{n}$ and $b_{n}$ within entire heterostructure can be calculated by considering three cases:

Case $n<i$ :

$$
\begin{align*}
& {\left[\begin{array}{l}
\boldsymbol{a}_{i} \\
\boldsymbol{b}_{n}
\end{array}\right]=\boldsymbol{S}(n, i)\left[\begin{array}{l}
\boldsymbol{a}_{n} \\
\boldsymbol{b}_{i}
\end{array}\right]} \\
& {\left[\begin{array}{l}
\boldsymbol{a}_{j} \\
\boldsymbol{b}_{n}
\end{array}\right]=\boldsymbol{S}(n, j)\left[\begin{array}{l}
\boldsymbol{a}_{n} \\
\boldsymbol{b}_{j}
\end{array}\right]} \tag{C.48}
\end{align*}
$$

$$
\begin{align*}
& {\left[\begin{array}{l}
\boldsymbol{a}_{n} \\
\boldsymbol{b}_{i}
\end{array}\right]=\boldsymbol{S}(i, n)\left[\begin{array}{l}
\boldsymbol{a}_{i} \\
\boldsymbol{b}_{n}
\end{array}\right]} \\
& {\left[\begin{array}{l}
\boldsymbol{a}_{n} \\
\boldsymbol{b}_{j}
\end{array}\right]=\boldsymbol{S}(j, n)\left[\begin{array}{l}
\boldsymbol{a}_{j} \\
\boldsymbol{b}_{n}
\end{array}\right]} \tag{C.49}
\end{align*}
$$

The coefficients are then

$$
\begin{align*}
& \boldsymbol{a}_{n}=A^{-1}\left[S_{22}(n, i) S_{12}^{-1}(n, i) \boldsymbol{a}_{i}-S_{22}(n, j) \boldsymbol{b}_{j}\right]  \tag{C.50}\\
& \boldsymbol{a}_{n}=S_{21}(n, j) A^{-1}\left[S_{22}(n, i) S_{12}^{-1}(n, i) \boldsymbol{a}_{i}-S_{22}(n, j) \boldsymbol{b}_{j}\right]+S_{22}(n, j) \boldsymbol{b}_{j}
\end{align*}
$$

or

$$
\begin{align*}
\boldsymbol{a}_{n} & =\bar{S}_{12}(j, n) \bar{A}^{-1}\left[\bar{S}_{11}(i, n) \bar{S}_{21}^{-1}(i, n) \boldsymbol{b}_{i}-\bar{S}_{11}(j, n) \boldsymbol{a}_{j}\right]+\bar{S}_{11}(j, n) \boldsymbol{a}_{j} \\
\boldsymbol{b}_{n} & =\bar{A}^{-1}\left[\bar{S}_{11}(i, n) \bar{S}_{21}^{-1}(i, n) \boldsymbol{b}_{i}-\bar{S}_{11}(j, n) \boldsymbol{a}_{j}\right] \tag{C.51}
\end{align*}
$$

where

$$
\begin{align*}
& A=S_{21}(n, j)-S_{21}(n, i)+S_{22}(n, i) S_{12}^{-1}(n, i) S_{11}(n, i)  \tag{C.52}\\
& \bar{A}=\bar{S}_{12}(j, n)-\bar{S}_{12}(i, n)+\bar{S}_{11}(i, n) \bar{S}_{21}^{-1}(i, n) \bar{S}_{22}(i, n) \tag{C.53}
\end{align*}
$$

Case $i \leq n \leq j$ :

$$
\begin{align*}
& {\left[\begin{array}{l}
\boldsymbol{a}_{n} \\
\boldsymbol{b}_{i}
\end{array}\right]=\boldsymbol{S}(i, n)\left[\begin{array}{l}
\boldsymbol{a}_{i} \\
\boldsymbol{b}_{n}
\end{array}\right]} \\
& {\left[\begin{array}{l}
\boldsymbol{a}_{j} \\
\boldsymbol{b}_{n}
\end{array}\right]=\boldsymbol{S}(n, j)\left[\begin{array}{l}
\boldsymbol{a}_{n} \\
\boldsymbol{b}_{j}
\end{array}\right]}  \tag{C.54}\\
& {\left[\begin{array}{l}
\boldsymbol{a}_{i} \\
\boldsymbol{b}_{n}
\end{array}\right]=\boldsymbol{S}(n, i)\left[\begin{array}{l}
\boldsymbol{a}_{n} \\
\boldsymbol{b}_{i}
\end{array}\right]} \\
& {\left[\begin{array}{l}
\boldsymbol{a}_{n} \\
\boldsymbol{b}_{j}
\end{array}\right]=\boldsymbol{S}(j, n)\left[\begin{array}{l}
\boldsymbol{a}_{j} \\
\boldsymbol{b}_{n}
\end{array}\right]} \tag{C.55}
\end{align*}
$$

The coefficients are then:

$$
\begin{align*}
\boldsymbol{a}_{n} & =\left[\mathbb{I}-S_{12}(i, n) S_{21}(n, j)\right]^{-1} \times\left[S_{11}(i, n) \boldsymbol{a}_{i}+S_{12}(i, n) S_{22}(n, j) \boldsymbol{b}_{j}\right]  \tag{C.56}\\
\boldsymbol{b}_{n} & =\left[\mathbb{I}-S_{21}(n, j) S_{12}(i, n)\right]^{-1} \times\left[S_{21}(n, j) S_{11}(i, n) \boldsymbol{a}_{i}+S_{22}(n, j) \boldsymbol{b}_{j}\right]
\end{align*}
$$

or:

$$
\begin{gather*}
\boldsymbol{a}_{n}=\left[\mathbb{I}-\bar{S}_{12}(j, n) \bar{S}_{21}(n, i)\right]^{-1} \times\left[\bar{S}_{11}(j, n) \boldsymbol{a}_{j}+\bar{S}_{12}(j, n) \bar{S}_{22}(n, i) \boldsymbol{b}_{i}\right]  \tag{C.57}\\
\boldsymbol{b}_{n}=\left[\mathbb{I}-\bar{S}_{21}(n, i) \bar{S}_{12}(j, n)\right]^{-1} \times\left[\bar{S}_{21}(n, i) \bar{S}_{11}(j, n) \boldsymbol{a}_{j}+\bar{S}_{22}(n, i) \boldsymbol{b}_{i}\right]
\end{gather*}
$$

Case $n>j$ :

$$
\begin{align*}
& {\left[\begin{array}{c}
\boldsymbol{a}_{n} \\
\boldsymbol{b}_{i}
\end{array}\right]=\boldsymbol{S}(i, n)\left[\begin{array}{l}
\boldsymbol{a}_{i} \\
\boldsymbol{b}_{n}
\end{array}\right]}  \tag{C.58}\\
& {\left[\begin{array}{l}
\boldsymbol{a}_{n} \\
\boldsymbol{b}_{j}
\end{array}\right]=\boldsymbol{S}(j, n)\left[\begin{array}{l}
\boldsymbol{a}_{j} \\
\boldsymbol{b}_{n}
\end{array}\right]}
\end{align*}
$$

$$
\begin{align*}
& {\left[\begin{array}{l}
\boldsymbol{a}_{i} \\
\boldsymbol{b}_{n}
\end{array}\right]=\boldsymbol{S}(n, i)\left[\begin{array}{l}
\boldsymbol{a}_{n} \\
\boldsymbol{b}_{i}
\end{array}\right]} \\
& {\left[\begin{array}{l}
\boldsymbol{a}_{j} \\
\boldsymbol{b}_{n}
\end{array}\right]=\boldsymbol{S}(n, j)\left[\begin{array}{l}
\boldsymbol{a}_{n} \\
\boldsymbol{b}_{j}
\end{array}\right]} \tag{C.59}
\end{align*}
$$

The coefficients are then:

$$
\begin{align*}
& \boldsymbol{a}_{n}=S_{12}(i, n) B^{-1}\left[S_{11}(j, n) S_{21}(j, n) \boldsymbol{b}_{j}-S_{11}(i, n) \boldsymbol{a}_{i}\right]+S_{11}(i, n) \boldsymbol{a}_{i}  \tag{C.60}\\
& \boldsymbol{b}_{n}=B^{-1}\left[S_{11}(j, n) S_{21}(j, n) \boldsymbol{b}_{j}-S_{11}(i, n) \boldsymbol{a}_{i}\right]
\end{align*}
$$

or

$$
\begin{align*}
\boldsymbol{a}_{n} & =\bar{B}^{-1}\left[\bar{S}_{22}(n, j) \bar{S}_{12}^{-1}(n, j) \boldsymbol{a}_{j}-\bar{S}_{22}(n, i) \boldsymbol{b}_{i}\right] \\
\boldsymbol{b}_{n} & =\bar{S}_{21}(n, i) \bar{B}^{-1}\left[\bar{S}_{22}(n, j) \bar{S}_{12}^{-1}(n, j) \boldsymbol{a}_{j}-\bar{S}_{22}(n, i) \boldsymbol{b}_{i}\right]+\bar{S}_{22}(n, i) \boldsymbol{b}_{i} \tag{C.61}
\end{align*}
$$

where

$$
\begin{align*}
& B=S_{12}(i, n)-S_{12}(j, n)+S_{11}(j, n) S_{21}^{-1}(j, n) S_{22}(j, n)  \tag{C.62}\\
& \bar{B}=\bar{S}_{21}(n, i)-\bar{S}_{21}(n, j)+\bar{S}_{22}(n, j) \bar{S}_{12}^{-1}(n, j) \bar{S}_{11}(n, j) \tag{C.63}
\end{align*}
$$

## C.1.3 Transmission and Reflection amplitudes

According to the definition of the scattering matrix in the previous part, the scattering and transfer matrix entries are denoted respectively as [418]

$$
S(0, N)=\left[\begin{array}{cc}
t & r^{\prime}  \tag{C.64}\\
r & t^{\prime}
\end{array}\right] ; \quad T(0, N)=\left[\begin{array}{cc}
t^{-1} & -t^{-1} r^{\prime} \\
r t^{-1} & t^{\prime}-r t^{-1} r^{\prime}
\end{array}\right]
$$

We have to note that the reference to incoming and outgoing amplitudes does not necessarily mean that the above analysis is restricted to a basis of propagating states only. As is well-known by appropriate analytical continuation, wave vectors change from real to complex, i.e., change from waves propagating to the right/ left into waves decaying to the right left and the same formal analysis holds for bound states, if there are any.

We discuss now the general relationship linking the scattering waves treated in the S-matrix theory to the Landauer formula for the conductivity. This is an important challenge to make the connections between both quantities S-matrix and conductivity via the transmission coefficients. This connection allows one to calculate the different properties of multilayers structures like tunneling transport, spin-Hall effects, tunneling Hall effects and optical responses and related optical anisotropies.

We consider a diffusive region involving interfaces and we start with the general expressions giving the scattering waves incident from the left reservoir (designed by + ) or from the right reservoir (designed by - ); + and - sign means waves propagating from left to right and from right to left respectively. The scattered waves $\psi$ that obeys the Schrödinger equation in each part of the system and in the two reservoirs. They are expressed like:

$$
\begin{array}{r}
\psi_{n}^{+}=\phi_{L n}^{+}+\Sigma_{n}^{\prime} r_{n, n^{\prime}} \phi_{L n}^{-} \text {in the left part } \\
\psi_{n}^{+}=\Sigma_{n}^{\prime} t_{n, n^{\prime}} \phi_{R n}^{+} \text {in the right part } \tag{C.65}
\end{array}
$$

for the left incoming wave, where $r_{n, n^{\prime}} \phi_{L n}^{-}$and $t_{n, n^{\prime}} \phi_{R n}^{+}$are the respective reflected waves to the left and transmitted waves to the right part; $n$ and $n^{\prime}$ are the respective incoming and outgoing channels. In the same way, for the right incoming waves, one has:

$$
\begin{array}{r}
\psi_{n}^{-}=\phi_{R n}^{-}+\Sigma_{n}^{\prime} r_{n, n^{\prime}} \phi_{R n}^{+} \text {in the right part } \\
\psi_{n}^{-}=\Sigma_{n}^{\prime} t_{n, n^{\prime}} \phi_{L n}^{-} \text {in the left part } \tag{C.66}
\end{array}
$$

In order to put forward the importance of the unitarity of the S-matrix, one may express the average current density along the propagation direction $z$ according to:

$$
\begin{equation*}
J(z)=\psi^{*}(z) \overleftrightarrow{\hat{J}}_{z} \psi(z)=\psi^{*}(z) \hat{J}_{z} \psi(z)-\psi(z) \hat{J}_{z} \psi^{*}(z) \tag{С.67}
\end{equation*}
$$

where $\overleftrightarrow{\hat{J}}=\overleftarrow{\hat{J}}+\overrightarrow{\hat{J}}$, with $\overleftarrow{\hat{J}}$ acts on the left and $\overrightarrow{\hat{J}}$ acts on the right, giving thus the current density calculated to the left according to:

$$
\begin{equation*}
J_{L}(z)=\left(a_{n}^{+} \phi_{L n}^{+}+a_{n}^{-} \phi_{L n}^{-}\right)^{*}{\overleftrightarrow{J_{z}}}_{z}\left(a_{n}^{+} \phi_{L n}^{+}+a_{n}^{-} \phi_{L n}^{-}\right)=\sum_{n} J_{n}\left(\left|a_{n}^{+}\right|^{2}-\left|r a_{n}^{-}+t^{\prime} b_{n}^{-}\right|^{2}\right) \tag{C.68}
\end{equation*}
$$

where $a_{n}^{ \pm}$and $b_{n}^{ \pm}$are the amplitude of the channel wavefunction to the left ( $a$ ) and to the right ( $b$ ) normalized by their unit of flux $J_{n}$. We have identically for the right part:

$$
\begin{equation*}
J_{R}(z)=\left(b_{n}^{-} \phi_{R n}^{-}+b_{n}^{+} \phi_{R n}^{+}\right)^{*} \overleftrightarrow{J}_{z}\left(b_{n}^{-} \phi_{R n}^{-}+b_{n}^{+} \phi_{R n}^{+}\right)=\sum_{n} \frac{\hbar}{m^{*}}\left(-\left|b_{n}^{-}\right|^{2}+\left|r^{\prime} b_{n}^{+}+t a_{n}^{+}\right|^{2}\right) \tag{C.69}
\end{equation*}
$$

where we have used the major property that $\operatorname{Re}\left(\langle m| \vec{J}_{z}|n\rangle+\langle m| \overleftarrow{\hat{J}}_{z}|n\rangle\right)=0$ for $|n\rangle \neq|m\rangle$ like established in the previous chapter (see section 3.2.1). Developing both equalities on $r, r^{\prime}, t$ and $t^{\prime}$ finally gives:

$$
\begin{align*}
J_{L}(z) & =\frac{\hbar}{m^{*}}\left[\left(a^{+}\right)^{\dagger}\left(\hat{1}-r^{\dagger} r\right) a^{+}-\left(b^{-}\right)^{\dagger}\left(t^{\prime \dagger} t^{\prime}\right) b^{-}-2 \operatorname{Re}\left[\left(a^{+}\right)^{\dagger} r^{\dagger} t^{\prime} b^{-}\right]\right]  \tag{C.70}\\
J_{R}(z) & =\frac{\hbar}{m^{*}}\left[\left(b^{-}\right)^{\dagger}\left(-\hat{1}+r^{\dagger} r^{\prime}\right) b^{-}+\left(a^{+}\right)^{\dagger}\left(t^{\dagger} t\right) a^{+}-2 \operatorname{Re}\left[\left(a^{+}\right)^{\dagger} t^{\dagger} r^{\prime} b^{-}\right]\right] \tag{C.71}
\end{align*}
$$

Making $J_{L}$ and $J_{R}$ equal for every channel contribution, whatever their weight $a_{n}^{+}$and $b_{n}^{-}$gives the necessary conditions for the unitary matrix:

$$
\begin{array}{r}
{[\mathbf{r}]^{\dagger}[\mathbf{r}]+[\mathbf{t}]^{\dagger}[\mathbf{t}]=[\hat{\mathbf{l}}]} \\
{\left[\mathbf{r}^{\prime}\right]^{\dagger}[\mathbf{r}]+\left[\mathbf{t}^{\prime}\right]^{\dagger}[\mathbf{t}]=[\hat{\mathbf{1}}]} \\
{[\mathbf{r}]^{\dagger}\left[\mathbf{t}^{\prime}\right]+[\mathbf{t}]^{\dagger}\left[\mathbf{r}^{\prime}\right]=[\hat{\mathbf{0}}]} \tag{C.74}
\end{array}
$$

demonstrating thus the unitarity of the S-matrix. Here $[\hat{\mathbf{1}}]$ and $[\hat{\mathbf{0}}]$ indicate the unit matrix and zeros matrix respectively. Therefore, in terms of the elements of the S-matrix, we obtain

$$
\begin{equation*}
\sum_{k=1}^{2 m}\left|S_{k n}\right|^{2}=\sum_{k=1}^{2 m}\left|S_{n k}\right|^{2} \tag{C.75}
\end{equation*}
$$

or equivalenty,

$$
\begin{align*}
\sum_{k=1}^{m}\left|r_{k n}\right|^{2}+\sum_{k=1}^{m}\left|t_{k n}^{\prime}\right|^{2} & =\sum_{k=1}^{m}\left|r_{n k}\right|^{2}+\sum_{k=1}^{m}\left|t_{n k}\right|^{2},  \tag{C.76}\\
\text { and } \sum_{k=1}^{m}\left|t_{k n}\right|^{2}+\sum_{k=1}^{m}\left|r_{k n}^{\prime}\right|^{2} & =\sum_{k=1}^{m}\left|t_{n k}^{\prime}\right|^{2}+\sum_{k=1}^{m}\left|r_{n k}^{\prime}\right|^{2} .
\end{align*}
$$

As a consequence of Eq. C.76, we obtain

$$
\begin{equation*}
\sum_{k=1, n=1}^{k=m, n=m}\left|t_{k n}\right|^{2}=\sum_{k=1, n=1}^{k=m, n=m}\left|t_{k n}^{\prime}\right|^{2} . \tag{С.77}
\end{equation*}
$$

Equation C. 77 shows that the total transmission coefficients of the left and right incoming waves are equal.

## C. 2 Global transfer and scattering matrices

The concept of global transfer matrix was introduced as early in Ref. [419] and recently, was developed for a semiconductor heterostructure in Ref [420]. The aim of constructing the global transfer matrix is to replace the recursion method with conventional transfer matrix for a heterostructure by increasing the site of matrix. Then even though, one has to deal with large site matrix however, with one step, it is possible to extract all the essential information of tunneling problem through heterostructure from the calculation. In this section, we review the details of global transfer matrix and then introduce the same treatment with global scattering matrix for a heterostructure.

## C.2.1 Global transfer matrix

We now are considering a heterostructure described in Fig. C.2. Using the notation of transfer matrix $\boldsymbol{T}(N, 0)$ in the transfer matrix formalism's section and writing out matching equations for the wave function at each interface of the heterostructure, it is possible to obtain a set of equations as following :

$$
\begin{align*}
\boldsymbol{T}(1,0)\left[\begin{array}{l}
\boldsymbol{a}_{0} \\
\boldsymbol{b}_{0}
\end{array}\right]-\left[\begin{array}{l}
\boldsymbol{a}_{1} \\
\boldsymbol{b}_{1}
\end{array}\right] & =0 \\
\boldsymbol{T}(2,1)\left[\begin{array}{l}
\boldsymbol{a}_{1} \\
\boldsymbol{b}_{1}
\end{array}\right]-\left[\begin{array}{l}
\boldsymbol{a}_{2} \\
\boldsymbol{b}_{2}
\end{array}\right] & =0  \tag{C.78}\\
\ldots \ldots \ldots \ldots . . & =\ldots \\
\boldsymbol{T}(N, N-1)\left[\begin{array}{l}
\boldsymbol{a}_{N-1} \\
\boldsymbol{b}_{N-1}
\end{array}\right]-\left[\begin{array}{l}
\boldsymbol{a}_{N} \\
\boldsymbol{b}_{N}
\end{array}\right] & =0
\end{align*}
$$

Since we are interested in the tunneling problems through heterostructure with an incoming electron from the left, then one may assume that $\boldsymbol{a}_{0}$ are input parameters describing the incoming wave function of the electron, $\boldsymbol{b}_{0}$ are output parameters describing the reflected wave function of the electron at the first interface, $\boldsymbol{a}_{N}$ are also output parameters describing the outgoing wave function of the electron tunnels through the structure and $\boldsymbol{b}_{N}=0$. Conveniently, one may rewrite the system of equations C. 78 as:

$$
\begin{aligned}
\boldsymbol{T}(1,0)\left[\begin{array}{c}
\mathbf{0} \\
\boldsymbol{b}_{0}
\end{array}\right]-\left[\begin{array}{l}
\boldsymbol{a}_{1} \\
\boldsymbol{b}_{1}
\end{array}\right] & =-\boldsymbol{T}(1,0)\left[\begin{array}{c}
\boldsymbol{a}_{0} \\
\mathbf{0}
\end{array}\right] \\
\boldsymbol{T}(2,1)\left[\begin{array}{c}
\boldsymbol{a}_{1} \\
\boldsymbol{b}_{1}
\end{array}\right]-\left[\begin{array}{l}
\boldsymbol{a}_{2} \\
\boldsymbol{b}_{2}
\end{array}\right] & =0 \\
\ldots \ldots \ldots \ldots . . & =\ldots \\
\boldsymbol{T}(N, N-1)\left[\begin{array}{c}
\boldsymbol{a}_{N-1} \\
\boldsymbol{b}_{N-1}
\end{array}\right]-\left[\begin{array}{c}
\boldsymbol{a}_{N} \\
\mathbf{0}
\end{array}\right] & =0
\end{aligned}
$$

In a compact form, one has:

$$
\begin{equation*}
K_{G} v=u \tag{C.80}
\end{equation*}
$$

or:

$$
\begin{equation*}
\boldsymbol{v}=K_{G}^{-1} \boldsymbol{u} \tag{C.81}
\end{equation*}
$$

where:

$$
\boldsymbol{v}=\left[\begin{array}{c}
\boldsymbol{b}_{0}  \tag{C.82}\\
\boldsymbol{a}_{N} \\
\boldsymbol{a}_{1} \\
\boldsymbol{b}_{1} \\
\vdots \\
\boldsymbol{a}_{N-1} \\
\boldsymbol{b}_{N-1}
\end{array}\right] ; \boldsymbol{u}=\left[\begin{array}{c}
-\boldsymbol{T}(1,0)\left[\begin{array}{c}
\boldsymbol{a}_{0} \\
\mathbf{0}
\end{array}\right] \\
0 \\
0 \\
\vdots \\
0 \\
0
\end{array}\right]=\left[\begin{array}{c}
-\boldsymbol{T}(1,0)\left[\begin{array}{l}
\mathbb{I} \\
\mathbf{0}
\end{array}\right] \\
0 \\
0 \\
\vdots \\
0 \\
0
\end{array}\right] \boldsymbol{a}_{0}
$$

and

$$
K_{G}=\left[\begin{array}{cccccc}
\boldsymbol{T}(1,0) \boldsymbol{M}_{1} & -\mathbb{I} & 0 & \ldots & 0 & 0  \tag{C.83}\\
0 & \boldsymbol{T}(2,1) & -\mathbb{I} & \ldots & 0 & 0 \\
0 & 0 & \boldsymbol{T}(3,2) & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & \boldsymbol{T}(N-1, N-2) & -\mathbb{I} \\
-\boldsymbol{M}_{2} & 0 & 0 & \ldots & 0 & \boldsymbol{T}(N, N-1)
\end{array}\right]
$$

with

$$
\boldsymbol{M}_{1}=\left[\begin{array}{cc}
0 & 0  \tag{C.84}\\
\mathbb{I} & 0
\end{array}\right] ; \quad \boldsymbol{M}_{2}=\left[\begin{array}{cc}
0 & \mathbb{I} \\
0 & 0
\end{array}\right]
$$

and $\mathbb{I}$ denotes an identity matrix. If we define:

$$
T_{G}=K_{G}^{-1}\left[\begin{array}{c}
-\boldsymbol{T}(1,0)\left[\begin{array}{l}
\mathbb{I} \\
\mathbf{0}
\end{array}\right]  \tag{C.85}\\
0 \\
0 \\
\vdots \\
0 \\
0
\end{array}\right]
$$

then the Eq. C. 81 can be re-written as:

$$
\begin{equation*}
\boldsymbol{v}=T_{G} \boldsymbol{a}_{0} \tag{C.86}
\end{equation*}
$$

and in this sense, $T_{G}$, a global transfer matrix, is a rectangular matrix with 2 N super-rows numbered by 1 , $2,3, \ldots 2 \mathrm{~N}$ and one super-column.

Note that since the global transfer matrix is not unique, then one may define another global transfer matrix by using the following system of equations:

$$
\begin{aligned}
\boldsymbol{T}(0,1)\left[\begin{array}{l}
\boldsymbol{a}_{1} \\
\boldsymbol{b}_{1}
\end{array}\right]-\left[\begin{array}{c}
0 \\
\boldsymbol{b}_{0}
\end{array}\right] & =\left[\begin{array}{c}
\boldsymbol{a}_{0} \\
\mathbf{0}
\end{array}\right] \\
\boldsymbol{T}(1,2)\left[\begin{array}{l}
\boldsymbol{a}_{2} \\
\boldsymbol{b}_{2}
\end{array}\right]-\left[\begin{array}{c}
\boldsymbol{a}_{1} \\
\boldsymbol{b}_{1}
\end{array}\right] & =0 \\
\boldsymbol{T}(N-1, N)\left[\begin{array}{c}
\boldsymbol{a}_{N} \\
0
\end{array}\right]-\left[\begin{array}{c}
\boldsymbol{a}_{N-1} \\
\boldsymbol{b}_{N-1}
\end{array}\right] & =0
\end{aligned}
$$

giving:

$$
\begin{equation*}
\tilde{K}_{G} \boldsymbol{v}=\tilde{\boldsymbol{u}} \tag{C.88}
\end{equation*}
$$

or

$$
\begin{equation*}
\tilde{T}_{G} \tilde{\boldsymbol{u}}=\boldsymbol{v} \tag{C.89}
\end{equation*}
$$

where:

$$
\tilde{T}_{G}=\tilde{K}_{G}^{-1}=\left[\begin{array}{cccccc}
-\boldsymbol{M}_{1} & \boldsymbol{T}(0,1) & 0 & \ldots & 0 & 0  \tag{C.90}\\
0 & -\mathbb{I} & \boldsymbol{T}(1,2) & \ldots & 0 & 0 \\
0 & 0 & -\mathbb{I} & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & -\mathbb{I} & \boldsymbol{T}(N-2, N-1) \\
\boldsymbol{T}(N-1, N) \boldsymbol{M}_{2} & 0 & 0 & \ldots & 0 & -\mathbb{I}
\end{array}\right]^{-1}
$$

and

$$
\tilde{\boldsymbol{u}}=\left[\begin{array}{c}
\boldsymbol{a}_{0}  \tag{C.91}\\
\mathbf{0} \\
0 \\
0 \\
\vdots \\
0 \\
0
\end{array}\right]
$$

$\tilde{T}_{G}$ is also a global transfer matrix which is equivalent to $T_{G}$ for the same heterostructure.

## Transmission and reflection coefficients from global transfer matrix

Looking at Eq. C.86, one observes that if we write the global matrix $T_{G}$ as following:

$$
T_{G}=\left[\begin{array}{c}
T_{G 1}  \tag{C.92}\\
T_{G 2} \\
\vdots \\
T_{G N}
\end{array}\right]
$$

where

$$
T_{G j}=\left[\begin{array}{l}
T_{G j}^{1}  \tag{C.93}\\
T_{G j}^{2}
\end{array}\right]
$$

then $T_{G 1}^{1}$ will be a reflection matrix $\boldsymbol{r}$ and $T_{G 1}^{2}$ will be a transmission matrix $\boldsymbol{t}$. The other super-elements of $T_{G}$ will yield the coefficients in the intermediate domains in the form:

$$
\left[\begin{array}{c}
\boldsymbol{a}_{n}  \tag{C.94}\\
\boldsymbol{b}_{n}
\end{array}\right]=\left[\begin{array}{c}
T_{G n}^{1} \boldsymbol{a}_{0} \\
T_{G n}^{2} \boldsymbol{a}_{0}
\end{array}\right]
$$

Doing the same treatments, if we write the global transfer matrix $\tilde{T}_{G}$ as:

$$
\tilde{T}_{G}=\left[\begin{array}{cccc}
\tilde{T}_{G 11} & \tilde{T}_{G 12} & \ldots & \tilde{T}_{G 1 N}  \tag{C.95}\\
\tilde{T}_{G 21} & \tilde{T}_{G 22} & \ldots & \tilde{T}_{G 2 N} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{T}_{G N 1} & \tilde{T}_{G N 2} & \ldots & \tilde{T}_{G N N}
\end{array}\right]
$$

and:

$$
\tilde{T}_{G 11}=\left[\begin{array}{ll}
\tilde{T}_{G 11}^{11} & \tilde{T}_{G 11}^{12}  \tag{C.96}\\
\tilde{T}_{G 11}^{22} & \tilde{T}_{G 11}^{22}
\end{array}\right]
$$

then $\tilde{T}_{G 11}^{11}$ will be a reflection matrix $\boldsymbol{r}$ and $\tilde{T}_{G 11}^{21}$ will be a transmission matrix $\boldsymbol{t}$.

## C.2.2 Global scattering matrix

Now, we present the same treatments with an introduction of a global scattering matrix. In addition to the recursive method to construct scattering matrices for a heterostructure presenting above in the section of scattering matrix formalism, there is an alternative way to describe this scattering problem by using the global scattering matrix.


FIGURE C.3: Schematic of scattering process within a heterostructure with indications of wavefunction's amplitudes and interfacial scattering matrix $S_{i}$ at each interface as well as the propagation between two interfaces of considering heterostructure.

In order to introduce the global scattering matrix in a convenient way, let us consider a scattering process within a heterostructure as depicted in Fig. C.3. We define:

$$
S_{i}=\left[\begin{array}{cc}
t_{i} & r_{i}^{\prime}  \tag{C.97}\\
r_{i} & t_{i}^{\prime}
\end{array}\right]
$$

is an interfacial scattering matrix at the $i^{t h}$ interface and $P_{0}^{(i, i+1)}$ is the propagation from $i^{t h}$ interface to $(i+1)^{t h}$ interface:

$$
P_{0}^{(i, i+1)}=\left[\begin{array}{cc}
P_{0}^{(i, i+1)} & 0  \tag{C.98}\\
0 & 0
\end{array}\right]
$$

and

$$
P_{0}^{(i+1, i)}=\left[\begin{array}{cc}
0 & 0  \tag{C.99}\\
0 & \tilde{P}_{0}^{(i, i+1)}
\end{array}\right]
$$

are the propagation from $i^{t h}$ to $(i+1)^{t h}$ interface and from $(i+1)^{t h}$ back to $i^{t h}$ interface (Thank to the time inversion symmetry that yields: $P_{0}^{i j} \equiv \tilde{P}_{0}^{i j}$ ). One has:

$$
\begin{array}{r}
{\left[\begin{array}{l}
\boldsymbol{a}_{1} \\
\boldsymbol{b}_{1}^{\prime}
\end{array}\right]=S_{1}^{-1}\left[\begin{array}{l}
\boldsymbol{a}_{1}^{\prime} \\
\boldsymbol{b}_{1}
\end{array}\right]} \\
{\left[\begin{array}{c}
0 \\
\boldsymbol{b}_{1}^{\prime}
\end{array}\right]=\left[\begin{array}{cc}
0 & 0 \\
0 & \tilde{P}_{0}^{(1,2)}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{a}_{2}^{\prime} \\
\boldsymbol{b}_{2}
\end{array}\right]=P_{0}^{(2,1)}\left[\begin{array}{l}
\boldsymbol{a}_{2}^{\prime} \\
\boldsymbol{b}_{2}
\end{array}\right]} \tag{C.101}
\end{array}
$$

giving:

$$
S_{1}^{-1}\left[\begin{array}{l}
\boldsymbol{a}_{1}^{\prime}  \tag{C.102}\\
\boldsymbol{b}_{1}
\end{array}\right]-P_{0}^{(2,1)}\left[\begin{array}{l}
\boldsymbol{a}_{2}^{\prime} \\
\boldsymbol{b}_{2}
\end{array}\right]=\left[\begin{array}{c}
\boldsymbol{a}_{1} \\
0
\end{array}\right]
$$

Furthermore:

$$
\begin{array}{r}
{\left[\begin{array}{c}
\boldsymbol{a}_{2} \\
0
\end{array}\right]=\left[\begin{array}{cc}
P_{0}^{(1,2)} & 0 \\
0 & 0
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{a}_{1}^{\prime} \\
\boldsymbol{b}_{1}
\end{array}\right]=P_{0}^{(1,2)}\left[\begin{array}{l}
\boldsymbol{a}_{1}^{\prime} \\
\boldsymbol{b}_{1}
\end{array}\right]} \\
{\left[\begin{array}{l}
\boldsymbol{a}_{2} \\
\boldsymbol{b}_{2}^{\prime}
\end{array}\right]=S_{2}^{-1}\left[\begin{array}{l}
\boldsymbol{a}_{2}^{\prime} \\
\boldsymbol{b}_{2}
\end{array}\right]} \\
{\left[\begin{array}{c}
0 \\
\boldsymbol{b}_{2}^{\prime}
\end{array}\right]=\left[\begin{array}{cc}
0 & 0 \\
0 & \tilde{P}_{0}^{(2,3)}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{a}_{3}^{\prime} \\
\boldsymbol{b}_{3}
\end{array}\right]=P_{0}^{(3,2)}\left[\begin{array}{l}
\boldsymbol{a}_{3}^{\prime} \\
\boldsymbol{b}_{3}
\end{array}\right]} \tag{C.105}
\end{array}
$$

giving:

$$
-P_{0}^{(1,2)}\left[\begin{array}{l}
\boldsymbol{a}_{1}^{\prime}  \tag{C.106}\\
\boldsymbol{b}_{1}
\end{array}\right]+S_{2}^{-1}\left[\begin{array}{l}
\boldsymbol{a}_{2}^{\prime} \\
\boldsymbol{b}_{2}
\end{array}\right]-P_{0}^{(3,2)}\left[\begin{array}{l}
\boldsymbol{a}_{3}^{\prime} \\
\boldsymbol{b}_{3}
\end{array}\right]=0
$$

Doing the same treatments, one finally obtain a system of equations as:

$$
\begin{align*}
S_{1}^{-1}\left[\begin{array}{l}
\boldsymbol{a}_{1}^{\prime} \\
\boldsymbol{b}_{1}
\end{array}\right]-P_{0}^{(2,1)}\left[\begin{array}{l}
\boldsymbol{a}_{2}^{\prime} \\
\boldsymbol{b}_{2}
\end{array}\right] & =\left[\begin{array}{c}
\boldsymbol{a}_{1} \\
0
\end{array}\right]  \tag{С.107}\\
-P_{0}^{(1,2)}\left[\begin{array}{c}
\boldsymbol{a}_{1}^{\prime} \\
\boldsymbol{b}_{1}
\end{array}\right]+S_{2}^{-1}\left[\begin{array}{c}
\boldsymbol{a}_{2}^{\prime} \\
\boldsymbol{b}_{2}
\end{array}\right]-P_{0}^{(3,2)}\left[\begin{array}{l}
\boldsymbol{a}_{3}^{\prime} \\
\boldsymbol{b}_{3}
\end{array}\right] & =0  \tag{C.108}\\
\ldots \ldots \ldots \ldots \ldots \ldots & =\ldots  \tag{C.109}\\
-P_{0}^{(i-1, i)}\left[\begin{array}{l}
\boldsymbol{a}_{i-1}^{\prime} \\
\boldsymbol{b}_{i-1}
\end{array}\right]+S_{i}^{-1}\left[\begin{array}{c}
\boldsymbol{a}_{i}^{\prime} \\
\boldsymbol{b}_{i}
\end{array}\right]-P_{0}^{(i+1, i)}\left[\begin{array}{l}
\boldsymbol{a}_{i+1}^{\prime} \\
\boldsymbol{b}_{i+1}
\end{array}\right] & =0  \tag{C.110}\\
-P_{0}^{(N-2, N-1)}\left[\begin{array}{l}
\boldsymbol{a}_{N-2}^{\prime} \\
\boldsymbol{b}_{N-2}
\end{array}\right]+S_{N-1}^{-1}\left[\begin{array}{c}
\boldsymbol{a}_{N-1}^{\prime} \\
\boldsymbol{b}_{N-1}
\end{array}\right]-P_{0}^{(N, N-1)}\left[\begin{array}{c}
\boldsymbol{a}_{N}^{\prime} \\
\boldsymbol{b}_{N}
\end{array}\right] & =0  \tag{C.111}\\
-P_{0}^{(N-1, N)}\left[\begin{array}{c}
\boldsymbol{a}_{N-1}^{\prime} \\
\boldsymbol{b}_{N-1}
\end{array}\right]+S_{N}^{-1}\left[\begin{array}{c}
\boldsymbol{a}_{N}^{\prime} \\
\boldsymbol{b}_{N}
\end{array}\right] & =\left[\begin{array}{c}
0 \\
\boldsymbol{b}_{N}^{\prime}
\end{array}\right]
\end{align*}
$$

This system of equations can be re-written in a compact form:

$$
\begin{equation*}
S_{T} \boldsymbol{m}=\boldsymbol{n} \tag{C.112}
\end{equation*}
$$

or:

$$
\begin{equation*}
S_{G} \boldsymbol{n}=\boldsymbol{m} \tag{C.113}
\end{equation*}
$$

where

$$
S_{T}=\left[\begin{array}{ccccccc}
S_{1}^{-1} & -P_{0}^{(2,1)} & 0 & 0 & \ldots & 0 & 0  \tag{C.114}\\
-P_{0}^{(1,2)} & S_{2}^{-1} & -P_{0}^{(3,2)} & 0 & \ldots & 0 & 0 \\
0 & -P_{0}^{(2,3)} & S_{3}^{-1} & -P_{0}^{(4,3)} & \ldots & 0 & 0 \\
0 & 0 & -P_{0}^{(3,4)} & S_{4}^{-1} & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \ldots & S_{N-1}^{-1} & -P_{0}^{(N, N-1)} \\
0 & 0 & 0 & 0 & \ldots & -P_{0}^{(N-1, N)} & S_{N}^{-1}
\end{array}\right]
$$

and

$$
S_{G}=\left[\begin{array}{ccccccc}
S_{1}^{-1} & -P_{0}^{(2,1)} & 0 & 0 & \ldots & 0 & 0  \tag{C.115}\\
-P_{0}^{(1,2)} & S_{2}^{-1} & -P_{0}^{(3,2)} & 0 & \ldots & 0 & 0 \\
0 & -P_{0}^{(2,3)} & S_{3}^{-1} & -P_{0}^{(4,3)} & \ldots & 0 & 0 \\
0 & 0 & -P_{0}^{(3,4)} & S_{4}^{-1} & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \ldots & S_{N-1}^{-1} & -P_{0}^{(N, N-1)} \\
0 & 0 & 0 & 0 & \ldots & -P_{0}^{(N-1, N)} & S_{N}^{-1}
\end{array}\right]^{-1}
$$

here $S_{G}$ is called the Global scattering matrix, and

$$
\boldsymbol{n}=\left[\begin{array}{c}
{\left[\begin{array}{c}
\boldsymbol{a}_{1} \\
\mathbf{0}
\end{array}\right]}  \tag{C.116}\\
0 \\
\vdots \\
0 \\
{\left[\begin{array}{c}
\mathbf{0} \\
\boldsymbol{b}_{N}^{\prime}
\end{array}\right]}
\end{array}\right] ; \quad \boldsymbol{m}=\left[\begin{array}{c}
{\left[\begin{array}{c}
\boldsymbol{a}_{1}^{\prime} \\
\boldsymbol{b}_{1}
\end{array}\right]} \\
\vdots \\
{\left[\begin{array}{c}
\boldsymbol{a}_{i}^{\prime} \\
\boldsymbol{b}_{i}
\end{array}\right]} \\
\vdots \\
{\left[\begin{array}{c}
\boldsymbol{a}_{N}^{\prime} \\
\boldsymbol{b}_{N}
\end{array}\right]}
\end{array}\right]
$$

are two super-column vectors containing the amplitudes of the wave function in each layers that can be used in order to construct the wave function within whole structure afterward

## Transmission and reflection coefficients from global scattering matrix

We are now going to derive the transmission and reflection coefficients of an electron tunnels through a heterostructure via global scattering matrix approach. Assuming that after doing an inversion calculation of the right hand side of Eq.C.115, one may write the global scattering matrix $S_{G}$ in the following form:

$$
S_{G}=\left[\begin{array}{cccc}
S_{G 11} & S_{G 12} & \ldots & S_{G 1 N}  \tag{C.117}\\
S_{G 21} & S_{G 22} & \ldots & S_{G 2 N} \\
\vdots & \vdots & \ddots & \vdots \\
S_{G N 1} & S_{G N 2} & \ldots & S_{G N N}
\end{array}\right]
$$

then the element $S_{G i j}$ of global scattering matrix $S_{G}$ will describe a scattering process from initial state at $j^{t h}$ layer to the ending state at $i^{t h}$ layer. In particular, two scattering processes giving rise the transmission and reflection of an electron through the heterostructure are interesting to be considered. For the electron starts from the first layer and then after a number of its transmitted as well as reflected events within the heterostructure, the electron is ending up back to the first layer, this process can be described by the element $S_{G 11}$ of $S_{G}$, and if we write:

$$
S_{G 11}=\left[\begin{array}{ll}
S_{G 11}^{11} & S_{G 11}^{12}  \tag{C.118}\\
S_{G 11}^{21} & S_{G 11}^{22}
\end{array}\right]
$$

then $S_{G 11}^{21}$ is the matrix of reflection coefficient $\boldsymbol{r}$. With the same argument, one has $S_{G N 1}$ describe the transmitted process from first layer to $N^{t h}$ layer or on the other hand, the transmitted process of an electron
through whole heterostructure. So, if we write:

$$
S_{G N 1}=\left[\begin{array}{ll}
S_{G N 1}^{11} & S_{G N 1}^{12}  \tag{C.119}\\
S_{G N 1}^{21} & S_{G N 1}^{22}
\end{array}\right]
$$

then the element $S_{G N 1}^{11}$ will give rise the matrix of transmission coefficient $\boldsymbol{t}$.

## C.2.3 Bound and quasi bound state in framework of global transfer and scattering matrices

In the same way as conventional transfer and scattering matrix formalism, one may use a global transfer or scattering matrices to describe the bound and quasi bound states in a quasi one dimensional structure as well. For example, in order to consider bound state in quantum heterostructure, we use global transfer matrix C. 80 and global scattering matrix C. 112 with the same treatment as in conventional scattering matrix formalism: the wave function decays at the both left and right sides of the structure. This leads to a fact that $\boldsymbol{a}_{0}=\boldsymbol{b}_{N}=0$ in the case of global transfer matrix and $\boldsymbol{a}_{1}=\boldsymbol{b}_{N}^{\prime}=0$ in the case of global scattering matrix. The Eqs. C. 80 and C. 112 for bound state can be read:

$$
\begin{equation*}
K_{G} \boldsymbol{v}=0 \tag{C.120}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{T} \boldsymbol{m}=0 \tag{C.121}
\end{equation*}
$$

respectively, leading to a condition for bound state as following:

$$
\begin{equation*}
\operatorname{det}\left[K_{G}\right]=0 \tag{C.122}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{det}\left[S_{T}\right]=0 \tag{C.123}
\end{equation*}
$$

Again, one may solve these equations numerically by varying the energy and find the local minimum of $\operatorname{det}\left[K_{G}\right]$ and $\operatorname{det}\left[S_{T}\right]$ then extract the corresponding bound energies and eigenvectors. The wave functions of bound state are then the linear combinations of the eigenvectors extracted above. Besides, for quasibound state considerations, one may use the same argument with the ideas of imaginary part in energy as presented in section 3.3.2.

## C.2.4 An example of global scattering matrix with single barrier structure

Let us now consider a simple example of an application of global scattering matrix with a single barrier structure. The global scattering matrix in this case is given by:

$$
S_{G}=\left[\begin{array}{ll}
S_{G 11} & S_{G 12}  \tag{C.124}\\
S_{G 21} & S_{G 22}
\end{array}\right]=\left[\begin{array}{cc}
S_{1}^{-1} & -P_{0}^{(2,1)} \\
-P_{0}^{(1,2)} & S_{2}^{-1}
\end{array}\right]^{-1}
$$

Not that if we denote

$$
M=\left[\begin{array}{ll}
A & B  \tag{C.125}\\
C & D
\end{array}\right]
$$

and

$$
M^{-1}=\left(\begin{array}{ll}
\alpha & \beta  \tag{C.126}\\
\gamma & \eta
\end{array}\right)
$$



Figure C.4: The elements to build up a global scattering matrix $S_{G}$ for a simple barrier structure.
where $M * M^{-1}=\mathbb{I}$ : identity matrix, then one has:

$$
\begin{align*}
\alpha & =\left[A-B D^{-1} C\right]^{-1}  \tag{C.127}\\
\beta & =\left[C-D B^{-1} A\right]^{-1}  \tag{C.128}\\
\gamma & =\left[B-A C^{-1} D\right]^{-1}  \tag{C.129}\\
\eta & =\left[D-C A^{-1} B\right]^{-1} \tag{C.130}
\end{align*}
$$

So, the matrix components of global matrix $S_{G}$ are then given by:

$$
\begin{align*}
S_{G 11} & =\left[S_{1}^{-1}-P_{0}^{(2,1)} S_{2} P_{0}^{(1,2)}\right]^{-1}=\left[\mathbb{I}-S_{1} P_{0}^{(2,1)} S_{2} P_{0}^{(1,2)}\right]^{-1} S_{1}  \tag{C.131}\\
S_{G 12} & =\left[-P_{0}^{(1,2)}+S_{2}^{-1}\left(P_{0}^{(2,1)}\right)^{-1} S_{1}^{-1}\right]^{-1}=\left\{\left[-P_{0}^{(1,2)} S_{1} P_{0}^{(2,1)} S_{2}+\mathbb{I}\right]\left[S_{2}^{-1}\left(P_{0}^{(2,1)}\right)^{-1} S_{1}^{-1}\right]\right\}^{-1} \\
& =S_{1} P_{0}^{(2,1)} S_{2}\left[\mathbb{I}-P_{0}^{(1,2)} S_{1} P_{0}^{(2,1)} S_{2}\right]^{-1}  \tag{C.132}\\
S_{G 21} & =\left[-P_{0}^{(2,1)}-S_{1}^{-1}\left(P_{0}^{(1,2)}\right)^{-1} S_{2}^{-1}\right]^{-1}=\left\{\left[-P_{0}^{(2,1)} S_{2} P_{0}^{(1,2)} S_{1}+\mathbb{I}\right]\left[S_{1}^{-1}\left(P_{0}^{(1,2)}\right)^{-1} S_{2}^{-1}\right]\right\}^{-1} \\
& =S_{2} P_{0}^{(1,2)} S_{1}\left[\mathbb{I}-P_{0}^{(2,1)} S_{2} P_{0}^{(1,2)} S_{1}\right]^{-1}  \tag{C.133}\\
S_{G 22} & =\left[S_{2}^{-1}-P_{0}^{(1,2)} S_{1} P_{0}^{(2,1)}\right]^{-1}=\left[\mathbb{I}-S_{2} P_{0}^{(1,2)} S_{1} P_{0}^{(2,1)}\right]^{-1} S_{2} \tag{C.134}
\end{align*}
$$

## Transmission and reflection coefficient from global scattering matrix

Now we are going to derive the transmission and reflection coefficient from global scattering matrix defined for single barrier structure above. Let us now consider the term $S_{G 11}$ and $S_{G 21}$, using the Taylor's expansion, one has:


Figure C.5: Schematic of scattering process between two interface.

$$
\begin{align*}
& S_{G 11}= {\left[\mathbb{I}-S_{1} P_{0}^{(2,1)} S_{2} P_{0}^{(1,2)}\right]^{-1} S_{1} } \\
&= {\left[\mathbb{I}+S_{1} P_{0}^{(2,1)} S_{2} P_{0}^{(1,2)}+S_{1} P_{0}^{(2,1)} S_{2} P_{0}^{(1,2)} S_{1} P_{0}^{(2,1)} S_{2} P_{0}^{(1,2)}+\ldots\right] S_{1} }  \tag{C.135}\\
&=S_{1}+S_{1} P_{0}^{(2,1)} S_{2} P_{0}^{(1,2)} S_{1}+S_{1} P_{0}^{(2,1)} S_{2} P_{0}^{(1,2)} S_{1} P_{0}^{(2,1)} S_{2} P_{0}^{(1,2)} S_{1}+\ldots \\
& S_{G 21}= S_{2} P_{0}^{(1,2)} S_{1}\left[\mathbb{I}-P_{0}^{(2,1)} S_{2} P_{0}^{(1,2)} S_{1}\right]^{-1} \\
&= S_{2} P_{0}^{(1,2)} S_{1}\left[\mathbb{I}+P_{0}^{(2,1)} S_{2} P_{0}^{(1,2)} S_{1}+P_{0}^{(2,1)} S_{2} P_{0}^{(1,2)} S_{1} P_{0}^{(2,1)} S_{2} P_{0}^{(1,2)} S_{1}+\ldots\right] \\
&= S_{2} P_{0}^{(1,2)} S_{1}+S_{2} P_{0}^{(1,2)} S_{1} P_{0}^{(2,1)} S_{2} P_{0}^{(1,2)} S_{1}+S_{2} P_{0}^{(1,2)} S_{1} P_{0}^{(2,1)} S_{2} P_{0}^{(1,2)} S_{1} P_{0}^{(2,1)} S_{2} P_{0}^{(1,2)} S_{1}+\ldots \tag{C.136}
\end{align*}
$$

If we put:

$$
\begin{align*}
& S_{G 11}=  \tag{C.137}\\
& =\left[\begin{array}{ll}
S_{G 11}^{11} & S_{G 11}^{12} \\
S_{G 11}^{21} & S_{G 11}^{22}
\end{array}\right] \\
& =S_{1}+S_{1} P_{0}^{(2,1)} S_{2} P_{0}^{(1,2)} S_{1}+S_{1} P_{0}^{(2,1)} S_{2} P_{0}^{(1,2)} S_{1} P_{0}^{(2,1)} S_{2} P_{0}^{(1,2)} S_{1}+\ldots \\
S_{G 21}= & {\left[\begin{array}{ll}
S_{G 21}^{11} & S_{G 21}^{12} \\
S_{G 21}^{21} & S_{G 21}^{22}
\end{array}\right] }  \tag{C.138}\\
= & S_{2} P_{0}^{(1,2)} S_{1}+S_{2} P_{0}^{(1,2)} S_{1} P_{0}^{(2,1)} S_{2} P_{0}^{(1,2)} S_{1}+S_{2} P_{0}^{(1,2)} S_{1} P_{0}^{(2,1)} S_{2} P_{0}^{(1,2)} S_{1} P_{0}^{(2,1)} S_{2} P_{0}^{(1,2)} S_{1}+\ldots
\end{align*}
$$

then we are going to prove that:

* $S_{G 21}^{11}$ is the transmission coefficient of an electron moving through this simple barrier structure.
* $S_{G 11}^{21}$ is the reflection coefficient of an electron moving through this simple barrier structure.

Note that:

$$
S_{1}=\left[\begin{array}{cc}
t_{1} & r_{1}^{\prime}  \tag{C.139}\\
r_{1} & t_{1}^{\prime}
\end{array}\right] ; S_{2}=\left[\begin{array}{cc}
t_{2} & r_{2}^{\prime} \\
r_{2} & t_{2}^{\prime}
\end{array}\right] ; P_{0}^{(1,2)}=\left[\begin{array}{cc}
P_{0} & 0 \\
0 & 0
\end{array}\right] ; P_{0}^{(2,1)}=\left[\begin{array}{cc}
0 & 0 \\
0 & \tilde{P}_{0}
\end{array}\right]
$$

where $P_{0} \equiv \tilde{P}_{0}$.
In order to show that $S_{G 21}^{11}$ is the transmission coefficient of an electron moving through this simple barrier structure, let us now consider, for example, the first term in Eq. C.142:

$$
S_{2} P_{0}^{(1,2)} S_{1}=\left[\begin{array}{cc}
t_{2} & r_{2}^{\prime}  \tag{C.140}\\
r_{2} & t_{2}^{\prime}
\end{array}\right]\left[\begin{array}{cc}
P_{0} & 0 \\
0 & 0
\end{array}\right]\left[\begin{array}{cc}
t_{1} & r_{1}^{\prime} \\
r_{1} & t_{1}^{\prime}
\end{array}\right]=\left[\begin{array}{cc}
t_{2} P_{0} t_{1} & t_{2} P_{0} r_{1}^{\prime} \\
r_{2} P_{0} t_{1} & r_{2} P_{0} r_{1}^{\prime}
\end{array}\right]
$$

and the second term in Eq. C.142:

$$
\begin{align*}
S_{2} P_{0}^{(1,2)} S_{1} P_{0}^{(2,1)} S_{2} P_{0}^{(1,2)} S_{1} & =\left(S_{2} P_{0}^{(1,2)} S_{1}\right) P_{0}^{(2,1)}\left(S_{2} P_{0}^{(1,2)} S_{1}\right) \\
& =\left[\begin{array}{ll}
t_{2} P_{0} t_{1} & t_{2} P_{0} r_{1}^{\prime} \\
r_{2} P_{0} t_{1} & r_{2} P_{0} r_{1}^{\prime}
\end{array}\right]\left[\begin{array}{cc}
0 & 0 \\
0 & \tilde{P}_{0}
\end{array}\right]\left[\begin{array}{cc}
t_{2} P_{0} t_{1} & t_{2} P_{0} r_{1}^{\prime} \\
r_{2} P_{0} t_{1} & r_{2} P_{0} r_{1}^{\prime}
\end{array}\right]  \tag{C.141}\\
& =\left[\begin{array}{ll}
t_{2} P_{0} r_{1}^{\prime} \tilde{P}_{0} r_{2} P_{0} t_{1} & t_{2} P_{0} r_{1}^{\prime} \tilde{P}_{0} r_{2} P_{0} r_{1}^{\prime} \\
r_{2} P_{0} r_{1}^{\prime} \tilde{P}_{0} r_{2} P_{0} t_{1} & r_{2} P_{0} r_{1}^{\prime} \tilde{P}_{0} r_{2} P_{0} r_{1}^{\prime}
\end{array}\right]
\end{align*}
$$

doing the same treatments for the other terms in Eq. C. 142 then one may get a final result that:

$$
\begin{equation*}
S_{G 21}^{11}=t_{2} P_{0} t_{1}+t_{2} P_{0} r_{1}^{\prime} \tilde{P}_{0} r_{2} P_{0} t_{1}+t_{2} P_{0} r_{1}^{\prime} \tilde{P}_{0} r_{2} P_{0} r_{1}^{\prime} \tilde{P}_{0} r_{2} P_{0} t_{1}+\ldots \tag{C.142}
\end{equation*}
$$

Considering, for example, the second term in Eq. C.137:

$$
S_{1} P_{0}^{(2,1)} S_{2} P_{0}^{(1,2)} S_{1}=\left[\begin{array}{cc}
t_{1} & r_{1}^{\prime}  \tag{C.143}\\
r_{1} & t_{1}^{\prime}
\end{array}\right]\left[\begin{array}{cc}
0 & 0 \\
0 & \tilde{P}_{0}
\end{array}\right]\left[\begin{array}{cc}
t_{2} & r_{2}^{\prime} \\
r_{2} & t_{2}^{\prime}
\end{array}\right]\left[\begin{array}{cc}
P_{0} & 0 \\
0 & 0
\end{array}\right]\left[\begin{array}{cc}
t_{1} & r_{1}^{\prime} \\
r_{1} & t_{1}^{\prime}
\end{array}\right]=\left[\begin{array}{l}
r_{1}^{\prime} \tilde{P}_{0} r_{2} P_{0} t_{1} \\
r_{1}^{\prime} \tilde{P}_{0} r_{2} P_{0} r_{1}^{\prime} \\
t_{1}^{\prime} \tilde{P}_{0} r_{2} P_{0} t_{1} \\
t_{1}^{\prime} \tilde{P}_{0} r_{2} P_{0} r_{1}^{\prime}
\end{array}\right]
$$

doing the same treatment for the other terms in Eq. C.137, finally, it is possible to obtain:

$$
\begin{equation*}
S_{G 11}^{21}=r_{1}+t_{1}^{\prime} \tilde{P}_{0} r_{2} P_{0} t_{1}+t_{1}^{\prime} \tilde{P}_{0} r_{2} P_{0} r_{1}^{\prime} \tilde{P}_{0} r_{2} P_{0} t_{1}+\ldots \tag{C.144}
\end{equation*}
$$

The equations C. 142 and C. 144 give exactly the expressions of transmission and reflection coefficients for considering case as describe in the Fig C. 5 for schematic of scattering process within a simple barrier structure. So that, in conclusion, beside the conventional scattering and transfer matrices, one may use the global scattering or global transfer matrix in order to describe the tunneling problem through heterostructure. Note that, the size of global scattering or global transfer matrix are larger than the conventional ones, but however with one step of calculation, one may obtain all characterized information of an electron tunneling through the heterostructure.

## Calculations of the oscillator strength and optical anisotropy for heavy and light holes [250]

This section is devoted to the mathematical demonstration of the general relationship linking the anisotropic part of the optical response (absorption, gain) involving the respective HH and LH valence band states near the $\Gamma$ point. Considering the wave function in CB and VB and taking in to account the mixing between heavy holes and light holes in valence band, then we have [250]:

$$
\begin{align*}
& \left| \pm \frac{3}{2}\right\rangle=C(z)\left| \pm \frac{3}{2}\right\rangle^{(0)} \pm i \alpha S(z)\left|\mp \frac{1}{2}\right\rangle^{(0)}  \tag{D.1}\\
& \left| \pm \frac{1}{2}\right\rangle=C(z)\left| \pm \frac{1}{2}\right\rangle^{(0)} \mp i \alpha S(z)\left|\mp \frac{3}{2}\right\rangle^{(0)}  \tag{D.2}\\
& |s\rangle=| \pm 0\rangle \tag{D.3}
\end{align*}
$$

where $\alpha$ is the heavy-light hole mixing component, $C(z)$ is mostly cosinus (even function) and $S(z)$ is mostly sinus (odd function) [250].

$$
\begin{align*}
& \left|\frac{3}{2}\right\rangle=C(z)\left|\frac{X+i y}{\sqrt{2}} \uparrow\right\rangle^{(0)}+i \alpha S(z)\left[\left|\frac{X-i y}{\sqrt{6}} \uparrow\right\rangle^{(0)}+\sqrt{\frac{2}{3}}|\mathcal{Z} \downarrow\rangle^{(0)}\right]  \tag{D.4}\\
& \left|-\frac{3}{2}\right\rangle=C(z)\left[\frac{X-i y}{\sqrt{2}} \downarrow\right\rangle^{(0)}-i \alpha S(z)\left[\left|\frac{X+i y}{\sqrt{6}} \downarrow\right\rangle^{(0)}+\sqrt{\frac{2}{3}}|\mathcal{Z} \uparrow\rangle^{(0)}\right]  \tag{D.5}\\
& \left|\frac{1}{2}\right\rangle=C(z)\left[\left|\frac{X+i y}{\sqrt{6}} \downarrow\right\rangle^{(0)}+\sqrt{\frac{2}{3}}|\mathcal{Z} \uparrow\rangle^{(0)}\right]-i \alpha S(z)\left|\frac{X-i y}{\sqrt{2}} \downarrow\right\rangle^{(0)}  \tag{D.6}\\
& \left|-\frac{1}{2}\right\rangle=C(z)\left[\left|\frac{X-i y}{\sqrt{6}} \uparrow\right\rangle^{(0)}+\sqrt{\frac{2}{3}}|\mathcal{Z} \downarrow\rangle^{(0)}\right]+i \alpha S(z)\left|\frac{X+i y}{\sqrt{2}} \uparrow\right\rangle^{(0)} \tag{D.7}
\end{align*}
$$

Then the optical transition term between the $H H \uparrow$ and $e_{1}$ is proportional to:

$$
\begin{equation*}
\langle s| \hat{r}\left| \pm \frac{3}{2}\right\rangle=\langle s| \hat{r}\left\{C(z)\left| \pm \frac{3}{2}\right\rangle^{(0)} \pm i \alpha S(z)\left|\mp \frac{1}{2}\right\rangle^{(0)}\right\} \tag{D.8}
\end{equation*}
$$

The transition along [110] direction is:

$$
\begin{equation*}
\left.\left|\langle s|\left(\frac{x+y}{\sqrt{2}}\right)\right| \frac{3}{2}\right\rangle\left.\right|_{[110]} ^{2}=\frac{1}{2}\left|\left(\frac{C(z)}{\sqrt{2}}+\frac{\alpha S(z)}{\sqrt{6}}\right)+i\left(\frac{C(z)}{\sqrt{2}}+\frac{\alpha S(z)}{\sqrt{6}}\right)\right|^{2}+\frac{1}{3}|\alpha S(z)|^{2} \tag{D.9}
\end{equation*}
$$

or we have:

$$
\begin{equation*}
\left.O T_{[110]}=\left|\langle s|\left(\frac{x+y}{\sqrt{2}}\right)\right| \frac{3}{2}\right\rangle\left.\right|_{[110]} ^{2}=\frac{1}{2}|C(z)|^{2}+\frac{1}{2}|\alpha S(z)|^{2}+\frac{1}{12}|\mathfrak{\Re}(\alpha) C(z) S(z)| \tag{D.10}
\end{equation*}
$$

In the same way for transitions along $1 \overline{1} 0$ direction, we have:

$$
\begin{equation*}
\left.\left|\langle s|\left(\frac{x-y}{\sqrt{2}}\right)\right| \frac{3}{2}\right\rangle\left.\right|_{[1 \overline{1} 0]} ^{2}=\frac{1}{2}\left|\left(\frac{C(z)}{\sqrt{2}}-\frac{\alpha S(z)}{\sqrt{6}}\right)-i\left(\frac{C(z)}{\sqrt{2}}-\frac{\alpha S(z)}{\sqrt{6}}\right)\right|^{2}+\frac{1}{3}|\alpha S(z)|^{2} \tag{D.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.O T_{[1 \overline{1} 0]}=\left|\langle s|\left(\frac{x-y}{\sqrt{2}}\right)\right| \frac{3}{2}\right\rangle\left.\right|_{[1 \overline{1} 0]} ^{2}=\frac{1}{2}|C(z)|^{2}+\frac{1}{2}|\alpha S(z)|^{2}-\frac{1}{12}|\mathfrak{R}(\alpha) C(z) S(z)| \tag{D.12}
\end{equation*}
$$

Optical transitions: $H H \downarrow$ along [110] direction corresponds to:

$$
\begin{equation*}
\left.\left|\langle s|\left(\frac{x+y}{\sqrt{2}}\right)\right|-\frac{3}{2}\right\rangle\left.\right|_{[110]} ^{2}=\frac{1}{2}\left|\left(\frac{C(z)}{\sqrt{2}}+\frac{\alpha S(z)}{\sqrt{6}}\right)-i\left(\frac{C(z)}{\sqrt{2}}+\frac{\alpha S(z)}{\sqrt{6}}\right)\right|^{2}+\frac{1}{3}|\alpha S(z)|^{2} \tag{D.13}
\end{equation*}
$$

or we have:

$$
\begin{equation*}
\left.O T_{[110]}=\left|\langle s|\left(\frac{x+y}{\sqrt{2}}\right)\right|-\frac{3}{2}\right\rangle\left.\right|_{[110]} ^{2}=\frac{1}{2}|C(z)|^{2}+\frac{1}{2}|\alpha S(z)|^{2}+\frac{1}{12}|\Re(\alpha) C(z) S(z)| \tag{D.14}
\end{equation*}
$$

Similarly for transitions along $1 \overline{1} 0$ direction, we have:

$$
\begin{equation*}
\left.\left|\langle s|\left(\frac{x-y}{\sqrt{2}}\right)\right|-\frac{3}{2}\right\rangle\left.\right|_{[1 \overline{1} 0]} ^{2}=\frac{1}{2}\left|\left(\frac{C(z)}{\sqrt{2}}-\frac{\alpha S(z)}{\sqrt{6}}\right)-i\left(\frac{C(z)}{\sqrt{2}}+\frac{\alpha S(z)}{\sqrt{6}}\right)\right|^{2}+\frac{1}{3}|\alpha S(z)|^{2} \tag{D.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.O T_{[1 \overline{1} 0]}=\left|\langle s|\left(\frac{x-y}{\sqrt{2}}\right)\right|-\frac{3}{2}\right\rangle\left.\right|_{[1 \overline{1} 0]} ^{2}=\frac{1}{2}|C(z)|^{2}+\frac{1}{2}|\alpha S(z)|^{2}-\frac{1}{12}|\mathfrak{\Re}(\alpha) C(z) S(z)| \tag{D.16}
\end{equation*}
$$

Appendix D. Calculations of the oscillator strength and optical anisotropy for heavy and light holes [250]

Optical transitions : LH $\uparrow$

$$
\begin{align*}
& \left.\left|\langle s|\left(\frac{x+y}{\sqrt{2}}\right)\right| \frac{1}{2}\right\rangle\left.\right|_{[110]} ^{2}=\frac{1}{2}\left|\left(\frac{C(z)}{\sqrt{6}}-\frac{\alpha S(z)}{\sqrt{2}}\right)+i\left(\frac{C(z)}{\sqrt{6}}-\frac{\alpha S(z)}{\sqrt{2}}\right)\right|^{2}+\frac{1}{2}|\alpha S(z)|^{2}  \tag{D.17}\\
& \left.O T_{[110]}=\left|\langle s|\left(\frac{x+y}{\sqrt{2}}\right)\right| \frac{1}{2}\right\rangle\left.\right|_{[110]} ^{2}=\frac{1}{6}|C(z)|^{2}+|\alpha S(z)|^{2}-\frac{1}{12}|\Re(\alpha) C(z) S(z)|  \tag{D.18}\\
& \left.\left|\langle s|\left(\frac{x-y}{\sqrt{2}}\right)\right| \frac{1}{2}\right\rangle\left.\right|_{[110]} ^{2}=\frac{1}{2}\left|\left(\frac{C(z)}{\sqrt{6}}+\frac{\alpha S(z)}{\sqrt{2}}\right)+i\left(\frac{C(z)}{\sqrt{6}}+\frac{\alpha S(z)}{\sqrt{2}}\right)\right|^{2}+\frac{1}{2}|\alpha S(z)|^{2}  \tag{D.19}\\
& \left.O T_{[1 \overline{1} 0]}=\left|\langle s|\left(\frac{x-y}{\sqrt{2}}\right)\right| \frac{1}{2}\right\rangle\left.\right|_{[1 \overline{1} 0]} ^{2}=\frac{1}{6}|C(z)|^{2}+|\alpha S(z)|^{2}-\frac{1}{12}|\mathfrak{R}(\alpha) C(z) S(z)| \tag{D.20}
\end{align*}
$$

Optical transitions: $L H \downarrow$

$$
\begin{align*}
& \left.\left|\langle s|\left(\frac{x+y}{\sqrt{2}}\right)\right|-\frac{1}{2}\right\rangle\left.\right|_{[110]} ^{2}=\frac{1}{2}\left|\left(\frac{C(z)}{\sqrt{6}}-\frac{\alpha S(z)}{\sqrt{2}}\right)-i\left(\frac{C(z)}{\sqrt{6}}-\frac{\alpha S(z)}{\sqrt{2}}\right)\right|^{2}+\frac{1}{2}|\alpha S(z)|^{2}  \tag{D.21}\\
& \left.O T_{[110]}=\left|\langle s|\left(\frac{x+y}{\sqrt{2}}\right)\right|-\frac{1}{2}\right\rangle\left.\right|_{[110]} ^{2}=\frac{1}{6}|C(z)|^{2}+|\alpha S(z)|^{2}-\frac{1}{12}|\Re(\alpha) C(z) S(z)|  \tag{D.22}\\
& \left.\left||s|\left(\frac{x-y}{\sqrt{2}}\right)\right|-\frac{1}{2}\right\rangle\left.\right|_{[1 \overline{1} 0]} ^{2}=\frac{1}{2}\left|\left(\frac{C(z)}{\sqrt{6}}+\frac{\alpha S(z)}{\sqrt{2}}\right)+i\left(\frac{C(z)}{\sqrt{6}}+\frac{\alpha S(z)}{\sqrt{2}}\right)\right|^{2}+\frac{1}{2}|\alpha S(z)|^{2}  \tag{D.23}\\
& \left.O T_{[1 \overline{1} 0]}=\left|\langle s|\left(\frac{x-y}{\sqrt{2}}\right)\right| \frac{1}{2}\right\rangle\left.\right|_{[1 \overline{1} 0]} ^{2}=\frac{1}{2}|C(z)|^{2}+\frac{1}{2}|\alpha S(z)|^{2}-\frac{1}{12}|\mathfrak{R}(\alpha) C(z) S(z)| \tag{D.24}
\end{align*}
$$

Optical transition : $H H \uparrow+H H \downarrow$

$$
\begin{align*}
& O T_{[110]}=|C(z)|^{2}+|\alpha S(z)|^{2}+\frac{1}{\sqrt{3}}|\Re(\alpha) C(z) S(z)|  \tag{D.25}\\
& O T_{[1 \overline{1} 0]}=|C(z)|^{2}+|\alpha S(z)|^{2}-\frac{1}{\sqrt{3}}|\Re(\alpha) C(z) S(z)| \tag{D.26}
\end{align*}
$$

Then the optical transition anisotopy is:

$$
\begin{equation*}
A O T_{H H}=\frac{O T_{[110]}-O T_{[1 \overline{1} 0]}}{O T_{[110]}+O T_{[1 \overline{1} 0]}}=\frac{1}{\sqrt{3}} \frac{|\Re(\alpha) C(z) S(z)|}{|C(z)|^{2}+|\alpha S(z)|^{2}} \tag{D.27}
\end{equation*}
$$

The optical transitions for light holes $(L H \uparrow+L H \downarrow)$ are

$$
\begin{align*}
& O T_{[110]}=\frac{1}{3}|C(z)|^{2}+2|\alpha S(z)|^{2}-\frac{1}{\sqrt{3}}|\mathfrak{\Re}(\alpha) C(z) S(z)|  \tag{D.28}\\
& O T_{[1 \overline{1} 0]}=\frac{1}{3}|C(z)|^{2}+2|\alpha S(z)|^{2}+\frac{1}{\sqrt{3}}|\Re(\alpha) C(z) S(z)| \tag{D.29}
\end{align*}
$$

Then one deduces the optical transition anisotropy according to the following formula:

$$
\begin{equation*}
A O T_{L H}=\frac{O T_{[110]}-O T_{[1 \overline{1} 0]}}{O T_{[110]}+O T_{[1 \overline{1} 0]}}=\sqrt{3} \frac{|\Re(\alpha) C(z) S(z)|}{|C(z)|^{2}+|\alpha S(z)|^{2}}=-3 A O T_{H H} \tag{D.30}
\end{equation*}
$$

showing that the anisotropy of CB1-LH1 is three time larger than CB1-HH1.
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#### Abstract

Résumé : Ce travail de thèse est essentiellement consacré au développement de la théorie de transport tunnel k.p multibandes (14, 30 et 40 bandes) pour une application à la spinorbitronique avec semiconducteur. La spinorbitronique associe généralement les effets de spin et d'orbite, qui par l'intermédiaire du couplage spin-orbite, introduit des propriétés de transport nouvelles comme les effets Hall de spin et les effets tunnel Hall anormal. Celui-ci se caractérise par une déflection de la trajectoire des porteurs polarisés en spin selon la direction transverse de leur flux. D'autres effets caractéristiques concernent i) les mécanismes de transfert de spin ('spin-transfer' ou 'spin-orbit torque' ) permettant de commuter une aimantation locale par transfert de moment angulaire, généralisant ainsi les processus de transfert de spin ainsi que ii) la conversion spin-charge aux interfaces médiés par les termes Rashba et/ou Dresselhaus. Dans ce cadre, notre théorie de transport tunnel est adaptable aux hétérostructures semiconductrices, magnétiques ou


non, traitant d'une simple interface ou de jonctions tunnel. Elle permet de tenir compte de façon fine des interactions spin-orbite de cœur et d'interface (Rashba, d'interface). Elle utilise de façon générale, l'introduction de bandes hautes supplémentaires, dites fantômes, pour traiter les états spurious inhérents à la théorie k.p multibandes. Outre l'introduction de tels états 'fantômes' ne déformant ni la structure électronique, ni le transport polarisé, notre approche utilise la continuité des composantes des fonctions d'onde à chaque interface ainsi que le raccordement des composantes du courant d'onde selon la symétrie particulière des interfaces en considérant soit 1) la continuité des composantes du courant d'onde (extension de la théorie Ben Daniel Duke), 2) les conditions de raccordement correspondant à une symétrie particulière $C_{2 v}$ introduisant un certain mélange trous lourds/trous légers dans la bande de valence (conditions d'lvchenko) ou 3) une discontinuité des bandes p 'hautes'.

Title : Advanced multiband k.p methods for semiconductor based spinorbitronics.
Keywords : k.p method, spinorbitronique, semi-conducteurs, Rashba, Dresselhaus, spin-transfer torque, spin-orbit torque.


#### Abstract

This thesis is essentially devoted to the development of the multiband k.p tunneling theory (14, 30 and 40 bands) for the applications of spinorbitronic based on semiconductors. Spinorbitronic generally associates to the effects of spin and orbit, which via spin-orbit coupling, introduces new transport properties such as spin Hall effects or anomalous tunnel Hall effects which is characterized by a deflection of the trajectory of the spin-polarized carriers according to the transverse direction of their flux. Other characteristic effects concern : i) the spin-transfer or spinorbit torque mechanisms, which make it possible to switch a local magnetization by angular momentum transfer, thus generalizing the spin transfer processes as well as ii) spin-charge conversion at interfaces mediated by the Rashba and/or Dresselhaus terms. In this context, our tunnel transport theory is adaptable to semiconductor heterostructures dealing with a simple interface or tunnel junctions. It allows one to


take into account in a good way the spin-orbit interactions within the bulk and at the interface. Besides, our method uses in a general way, the introduction of additional bands, called ghost-bands, to treat the spurious states in framework of multiband k.p theory. In addition to the introduction of such ghost states, which weakly affect the electronic structure or the polarized transport, our approach uses the matching conditions of the wave function and wave current at each interface according to the particular symmetry of the interfaces considering either 1) the continuity of the components of the wave function and wave current (extension of the Ben Daniel Duke theory), or 2) the matching conditions corresponding to a particular symmetry $C_{2 v}$ at the interface introducing a certain mixture of heavy holes/light holes in the valence band (Ivchenko's matching conditions) or 3) a discontinuity of the components of the wave functions of high bands (Durnev's matching conditions).
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[^1]:    ${ }^{2}$ In this thesis, the terminologies "spin-orbit interactions" and "spin-orbit coupling" are the same and are used interchangeably.

[^2]:    ${ }^{1}$ We will use the terminologies "Rashba Edelstein" and "Inverse Rashba Edelstein" effects later in the thesis but one has to note here that these effects seem to have previously discovered by other authors, but having more complicated last names, a common author is Lyanda-Geller, [98, 99]. The inverse effect was studied even earlier [100].

[^3]:    ${ }^{1}$ From now on for conveniently comparing our results with the calculations done by Durnev et al. in Ref [31], we use both HH or hh and LH or lh to stand for heavy hole and light hole, respectively.

[^4]:    ${ }^{1}$ In this case, the spin-flip terms are the same as spin relaxation.

