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Abstract:
Information and communication technologies have
recently become a major sector in energy consumption,
particularly with the advent of large platforms on the
Internet. These platforms use data centers, which
concentrate a very large number of machines processing
information and providing services, causing a high energy
consumption. The use of renewable energy sources (RES)
on-site is then a promising way to reduce their ecological
impact. However, some renewable energies such as
solar and wind energy are intermittent and uncertain,
being related to weather conditions. Since a data center
must maintain a certain quality of service, using these
sources effectively requires the usage of storage devices.
This thesis explores an efficient sizing and management
methods for a hybrid renewable energy infrastructure
composed of wind turbines, photovoltaic panels, batteries
and a hydrogen system..
A first contribution addresses the problem of sizing the

electrical plateform in order to meet the data center
demand. A sizing tool is proposed, taking several
metrics into account and providing three different system
configurations as solutions. The user therefore chooses
an appropriate configuration, according to his global
economic plan of his H2 ecosystem. A second contribution
studies the problem of energy management using a
mixed integer linear programming approach. An optimal
management tool is therefore provided to find various
source schedules according to different user’s objectives.
The obtained solutions are discussed with several metrics
considering different time horizon in order to find the best
storage management to meet the data center requests.
Finally, a third contribution aims to forecast the weather
data to obtain a preciser sizing of the sources using
SARIMA model in order to reduce forecasts errors.

Titre : Sizing and management of a hybrid renewable energy system for data center supply

Mots-clés : Système d’énergie hybride, Optimisation, Sources d’énergie renouvelables, Gestion de
l’énergie, Dimensionnement, Stockage d’énergie, Programmation linéaire, Centres de données verts

Résumé :
Le secteur du numérique est récemment devenu un
secteur majeur de la consommation d’electricité dans le
monde, notamment avec l’avènement des data centers
qui concentrent un trés grand nombre de machines
traitant des informations et fournissant des services.
L’utilisation de sources d’énergie renouvelables sur site
est un moyen prometteur de réduire l’impact écologique
des data centers. Cependant, certaines énergies
renouvelables comme les énergies solaire et éolienne sont
intermittentes, étant liées aux conditions météorologiques.
Étant donné qu’un centre de données doit maintenir
une certaine qualité de service, l’utilisation efficace de
ces sources nécessite l’utilisation de stockages. Cette
thèse explore à la fois une méthode dimensionnement
et une méthode de gestion optimale d’une infrastructure
hybride d’énergie renouvelable, composée de panneaux
photovoltaïques, d’éoliennes, de batteries et de système
de stockage hydrogène.
Une première contribution aborde le problème du

dimensionnement de cette infrastructure électrique afin
de répondre à la demande du data center. Un outil
de dimensionnement est proposé, prenant en compte
plusieurs métriques et fournissant trois configurations
différentes. L’utilisateur choisit donc la configuration
approprié, en fonction de son plan économique global de
son écosystème H2. Une deuxième contribution étudie le
problème de la gestion de l’énergie par programmation
linéaire en nombres entiers. Un outil de gestion optimal
est fourni pour trouver différents engagements optimaux
des sources en fonction des objectifs de l’utilisateur. Les
solutions obtenues sont ensuite discutées avec plusieurs
métriques et avec différents horizons temporelles afin de
trouver la meilleure solution pour répondre à la demande
du data center. Enfin, une troisième contribution vise
à prévoir l’evolution temporelle de l’ensoleillement et
de la vitesse du vent à gros grain pour obtenir un
dimensionnement plus précis à l’aide du modèle SARIMA.
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Success is not final, failure is not fatal: it is
the courage to continue that counts.

- Winston Churchill
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Introduction

The enormous growth of Internet, the increase in the number of online services accessible to public
have highlighted the cost imposed by the Cloud in general and by data centers in particular in terms
of energy consumption over the past few years. In fact, due to their high computing performance,
data center are getting called factories of the digital age. Actually, a typical data center includes
hundreds of thousands of servers, cooling equipment, and substation transformers which contribute
hardly in global warming as they deliver a huge quantity of CO2.

According to the Environment and Energy Control Agency, sending an e-mail with a file as an
attachment requires the cost of operating a high-powered bulb for one hour. Every day, 10 billion
emails are sent around the world, which corresponds on average to 50 GWh, means the electrical
production of 15 nuclear power stations operating for one hour. According to the estimates of the
year 2013, data-centers in the United States consumed around 91 billions of kWh. European data
center consumed 56 billions of kWh in the same year. Consequently, the global electricity part
dedicated to their consumption has reached unprecedented levels whee they reached 4 % of the
global energy consumption. This electricity consumption influences on climate change as most of
the electricity is produced from fossil fuels. A 2008 study has estimated that data-centers around
the world emitted 116 million tons of carbon, a little more than what Nigeria emitted in the same
year. The cost of electricity is therefore a significant burden on data-center operators, which has
led to many green energy initiatives.

In this context, several initiatives are being taken to make the data centers IT components more
virtuous in terms of their ecological footprint. Many researchers addressed this problem under
different approaches where they focused on using dynamic voltage and frequency scaling (DVFS)
for instance, or on consolidation, i.e., clustering virtual machines to avoid powering on too many
physical hosts. The reduction of energy consumption however tends to have a limited impact,
since it decreases performance. It may even lead to rebound effects as users tend to use more
computing resources if they are cheaper. It is thus not an adequate solution to satisfy the ever
growing need for computing power while reducing the carbon emissions.

Another approach able to limit the world-wild alert relies on energy sources that matches with
the present day demand for clean, affordable, and sustainable energy is the use of renewable
energy sources. Moreover, it allows the energetic independence of these critical facilities. In
a general sense, renewable energy as it is currently conceived, refers to energy sources that
have low environmental footprint such as solar panel or wind turbines. Nevertheless, due to their
main characteristic, intermittency, their integration in data centers is however causing technical
difficulties.

In fact, real-time balancing of supply and demand is a challenging task. Many criteria must be
taken into account in a daily supply of data centers such as reliable supply, quality services,
demand fluctuations. that must take into account the needs of data centers for highly reliable. As a
consequence, supplying a data center using only renewable is currently unfeasible without adding
energy storage or classical generators.

Utilization of these intermittent energy sources in a proper hybrid structure combining them with or
without grid connection, but with an energy storage/back-up power production unit (battery, fuel
cell, diesel generator, etc.) is the most accepted solution to overcome the mentioned drawbacks of
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these new generation power production systems especially for electrification of rural areas without
investment in grid facilities. Due to the intermittent nature of wind and solar energy, stand-alone
wind and PV energy systems normally require energy storage devices or some other generation
sources to form a hybrid system.

Then, several companies and researchers has been focusing on this approach in order to make
their data center the greenest possible. They can either generate their own renewable energy
(self-generation), draw it from a nearby plant (co-location) or simply buy renewable energy from an
external supplier on markets or via a power purchase commitment. For example, Apple with the
Techren Solar II project will produce 200 MW of solar power for their data center in Reno, Nevada.
In parallel, many researchers are working on the use of renewable energy sources and storage
units to supply datacenters. The “GreenDataNet” European project has proposed an optimization
solution, where they combines solar panels and batteries, that allows urban datacenters to radically
improve their energy performance. Similarly, the “RenewIT” project has developed a simulation tool
for datacenter operators to select the optimum combination of efficiency measures, and renewables,
for energy and carbon sustainable facilities in several European climate regions.

Although, none of these project handle a green data center only supplied by renewable energy.
For this reason, the DATAZERO project, funded by the French National research Agency (ANR),
adopts an original approach. It consists in computing data center’s resources provisioned with
100% renewable energy. Designing and operating such a data center is however not trivial. There
is a need to optimize the IT load to the energy availability, and conversely, to optimize the energy
production to the incoming IT load. The sizing of the system in terms of IT and electrical components
is also a huge challenge. Thus, the ANR DATAZERO project is divided on two main decision
modules; an IT decision module (ITDM) responsible for the management of the IT part (scheduling
tasks, virtualization of servers, etc.) and a power decision module (PDM) responsible for the
management of the renewable sources (source commitment, storage, etc.). The project ambition
consists in converging user needs with renewable energy production thanks to a negotiation loop
(NM) [103] as explained in Figure 1.

Figure 1: evolution of the renewable energy production by sources

In fact, at each step of this negotiation, one asks to receive one or multiple energy profiles that
could be delivered by the data center electrical part and needed to be consumed by the IT part to
satisfy a given level of computation for final clients. The negotiation will continue bargaining with the
two modules till reaching the achieved convergence between the IT and electrical power profiles.
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So, depending on the circumstances and on the period of the year, the level of energy available
for the calculations may vary. The principle is that the sizing of both the IT and the electrical
parts must allow a computation service in accordance with the quality of service announced in
full autonomy thanks to short and long-term storage devices. These storage devices help smooth
the energy production available to the data center so that they can provide online services all day
and all year long. However, the energy demand is not constant over time because client demand
varies. Thus, minimizing the use of storage in view of a given calculation demand to satisfy, and
therefore an electrical power to supply, is always the best solution. Therefore, in case of reduction
of the energetic envelope, machines can be extinguished, virtual machines can be migrated, etc.
Conversely, in the event of a strong demand from the servers, some of the energy can be drawn
in addition to that coming directly from the wind turbines and / or solar panels. Here, long-term
storage is done through the production of hydrogen with electrolyzers and the reverse generation
of electricity is done with fuel cells.

Thus, this thesis focuses on the electrical infrastructure. As part of the ANR DATAZERO project, an
efficient sizing and management tools for a hybrid renewable energy infrastructure, composed of
photovoltaic panels, wind turbines, hydrogen and battery storage system, is presented. Thus, the
chapters in this dissertation are organized as follows:

Figure 2: Thesis plan

chapter 1 In this chapter, the issues of the national, European and world wild energy consumption and
CO2 emission world wild are presented. As this situation raises a global alert concerning
global warming, to solve this problem using renewable energy system presents the most
popular solution. Thus, a presentation about these hybrid renewable energy system is given.
The chapter ends up by an application context studied in this manuscript from the DATAZERO
project and the motivation and objectives.

chapter 2 This chapter presents the techno-economic models, existing and retained for the study of
a data center supplied by renewable energy coupled with Energy Storage System (ESS).
An overview about data center is presented at first. Then, the models of the chosen system
composed of photovoltaic panels, wind turbines, batteries and hydrogen systems. This
chapter ends up by a review on different strategies adopted by researchers in designing or
managing these systems in order to supply power demand.

chapter 3 This chapter presents the sizing strategy settled in order to design the infrastructure able to
supply the data center demand. The chapter starts by detailing the principle of the sizing in
order to understand the follow-up ideas. Then the methodology employed is explained. This
chapter ends up by treating the results obtained from the sizing tools using common applied
performance metric.

chapter 4 This chapter aims to determine different optimal management policy for the hybrid renewable
energy system in order to meet several objectives defined the DATAZERO project. The
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optimization method used is linear programming. Thus, this chapter starts by a definition of
the power decision module and its components. Then, the constraint used are explained and
linearized in order to construct a mixed integer linear program (MILP). This chapter ends
up by playing different scenarios of the mixed integer linear program in order to be able to
deliver the power load needed by the negotiation module.

chapter 5 This chapter presents different playing scenarios of the sizing tool and management tool
used in the electrical infrastructure presented in the last two chapters. Then, this chapter
presents as set a set of scenarios against which the project will be challenged.

chapter 6 As the obtained solutions in the precedent chapters are quite related to the meteorological
data downloaded, a valid forecasting of meteorological data need to be studied in order to get
the best trends of during the next years. Based on these trends, a sustainable, optimal and
green management during the lifetime of the system is ensured. Thus, in this chapter, one
forecasting model is defined and used in order to evaluate the robustness of our approach.



Chapter 1

Renewable energy issues

In this chapter, a general introduction is presented for a better understanding of the thesis context.
First, the world wild, European and national energy issues are presented. This situation raises a
global alert concerning the greenhouse gas (GHG) emissions, air pollution, social concerns and
other energy security issues. As a result, many alternative approaches are considered in order to
solve these problems. One of the most popular solutions is the use of renewable energy system.
Thus, in this chapter, a presentation about these systems and their issues is given. However, due
to their intermittent and variable nature, the integration of such sources is a challenge to reach a
low-carbon society as it needs storage energy system (SES) to enable satisfaction of the demand.
Then, the SES are defined and compared. The chapter ends up by an application context studied
in this manuscript from the DATAZERO project and the motivation and objectives
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1.1/ Renewable Intermittent Energy

The renewable intermittent energy projects respond to two major objectives shared at world wild
and European level: limiting CO2 emissions, the main gas responsible for the greenhouse effect

5



6 CHAPTER 1. RENEWABLE ENERGY ISSUES

and reducing dependence on fossil fuels because of their unavoidable scarcity and increasing
cost without speeking of their negative ecologic impact and the speculative geopolitical risk . The
challenge is therefore significant since it involves responding to two major threats of Energy of the
21st century: control and security of energy supply (supply/demand balance) and the mitigation of
climate change, in particular through lower GHG emissions. These issues are even more important
in isolated sites context.

1.1.1/ Energetic Issues

Producing electrical energy, whatever the means used, is a process starting by consuming a
primary energy and ending by generating useful electrical energy, with more or less efficiency. This
process is classified as follows:

• Primary Energy: are the obtainable energy from nature (e.g., biomass, fossil fuels, wind,
etc.), before transformation by human being.

• Secondary Energy: are the conversion results of the primary sources (e.g., gasoline, elec-
tricity, etc.). It is also named energy carrier as it allows the user to use it whenever and
wherever he wants.

• Final energy: are the delivered energy to the user and directly consumed (e.g., station
service gasoline, home electricity). This energy is exchanged through monetary transaction.

• Useful energy: are the transformation of the final energy into services. The efficiency of the
user-devices is taken into account (e.g., washing machine, light bulb, etc.).

During this process, some crucial energy losses appears from a transformation to another. These
losses prove that energy services can be fulfilled with less primary energy through more efficient
conversion processes, delivering processes and devices.

1.1.1.1/ Worldwide energy consumption and emission

For the past decades, the world total primary consumption has been continuously increasing
and has almost tripled in 40 years: from 5.000 Million tonnes of oil equivalent (Mtoe) in 1970 to
14.000 Mtoe in 2018 (Figure 1.1a) [33].

(a) Evolution of the energetic wold wild con-
sumption

(b) Evolution of the CO2 emissions world wild

Figure 1.1: World wild Energetic consumption and emissions. Source: [140]

This corresponds to an average increase of more than 2.2 % per year. In fact, if this fast growth
continues, it could reach more than 25000 Mtoe in 2050 [101]. According to the International
Energy Agency (IEA), this global consumption should continue to increase in the coming decades
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Figure 1.2: Energy sources repartition, consumption and evolution. Source: [33]

because of the growing population (e.g., 7 to 9 billions from 2010 to 2040) and the increasing
economic mainly supported by the emerging countries outside OECD1 like India and China [22].

In 2018, energy combustion emissions count around 80 % of the global carbon dioxide (CO2)
emissions continue to increase (Fig 1.1b). In fact, the IAE has just published its annual report for
2018 [17] pointing out a vigorous growth of CO2 emissions related to fossil energy, with a 1.7 %
increase over 2017. And a historically high volume of 33.1 billion tonnes of CO2 emitted into the
atmosphere.

In 2014, 2015 and 2016, a stagnation followed by two years of slight decrease in emissions has led
to believe that the world was following the path advocated by the UN Climate Convention, signed
on 1992. Especially that, in December 2015, the Paris Agreement signed by all the countries of
the planet confirmed the climatic objectives set on 2009: not to exceed 2° C more than before the
industrial revolution on average worldwide.

Figure 1.2 shows that fossil fuels satisfy the vast majority (82 % in 2015) of global needs and, among
them, the first source is oil with 34.2 % of supply, then coal (28 %) and gas (22 %). Renewable
energies remain stable from 1993 till 2007 and start increasing to reach 10 % of primary energy
consumption, of which 8 % for hydropower while nuclear power supplies 5 % of global demand.

The “Grenelle 1”2 laws in 2009 and “Grenelle 2”3 in 2010 as well as the law for the energy transition
in 20154 have reaffirmed, particularly in the perspective of the world climate conference5 many
quantified objectives in terms of efficiency and energy sobriety. Among these objectives, there
is the 50 % reduction in energy world wild consumption in 2050 as well as increasing the part of
renewable energy (more carbon-free, less polluting energies) to 32 % of final consumption and
40 % of electricity production in 2030.

Indeed, the International Expert Group on Climate (IPCC) recalls in [36] that in addition to the

1Organization for Economic Cooperation and Development members (Europe, Australia, Canada, Korea,
United states, Israel, Japan, Mexico, New-Zealand)

2Law N°2009-967, August 3rd, 2009, related to the implementation of “Le Grenelle de l’environnement”.
3Law N°2010-788 ,July 12, 2010, on the national commitment to the environment
4Law N°2015-992 of 17 August 2015 on the Energy Transition for Green Growth
5COP21, Paris, December 2015
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Figure 1.3: evolution of the renewable energy production by sources

initiative of sobriety and energy efficiency, carbon capture and storage processes, renewable energy
is one of the essential means of reducing GHG emissions. As a result, this climate challenge is
leading to a significant change in the global energy mix. However, this mix must be considered
taking into account other major energy issues such as security and control of supply.

1.1.1.2/ Renewable energy

Alternative energy sources are renewable and are thought to be “free” primary energy sources.
There are many forms of renewable energy sources including mainly the sun, wind, sea (ocean
currents, tides, waves, temperature gradient) and rivers, biomass, as well as the heat of the
earth. Then, we speak of solar, wind, hydraulic, wave, tidal, thermal solar, biomass, geothermal.
On the other hand, the flows of organic waste and heat from economic activity that can lead
to energy recovery are also considered as renewable energies. It is essentially the recovery
of waste from agriculture and forestry, the fermentable part of household and industrial waste,
energy from industrial processes. RES are produced from these natural sources that are directly
inexhaustible on a human scale (wind, sea, sun) but can also be grown as fuelwood or agrofuels.
These renewable sources can be converted into energy in various forms to produce useful energy
(electricity, heat, cold, fuels):

• Either Grid Tied Systems using power plants (or farms) connected to the high-voltage
electricity network or producing heat/cooling distributed by networks;

• Off-Grid Systems (Stand-Alone System): using small-scale installations connected to the
low- or medium-voltage electricity network or heat and cold production installations on the
scale of one or a few buildings, whether or not connected (site isolated) to the low voltage
network.

There are six types of renewable energy [7]:

1. Wind power:
produced from atmospheric winds, either on land (onshore) or on sea (offshore). It exactly
comes from atmospheric changes; changes in temperature and pressure makes the air
move around the surface of the earth. Wind power is a clean energy source that consist in
converting wind energy into electricity by using wind turbines. A wind turbine creates reliable,
cost-effective, pollution free energy. It is affordable, clean and sustainable. One wind turbine
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can be sufficient to generate enough electrical energy for a household, assuming the location
is suitable. Because it is a renewable resource which is non-polluting and renewable, wind
turbines create power without using fossil fuels, without producing greenhouse gases or
radioactive or toxic waste.

2. Solar energy:
produced from solar rays, either from global radiation on photovoltaic cells (PV) to produce
electricity or from direct radiation to heat a heat transfer fluid to produce electricity (solar ther-
modynamic plant, Concentrating Solar Power Plant (CSP)). Installing solar power systems in
a residential setting generally means setting up a solar photovoltaic or a solar thermal system
on the roof. Photovoltaic means: Photo=“light” and photons=energy particles coming from
sunlight; voltaic=producing a voltage or volts. Abbreviation=PV. Solar energy is a renewable
free source of energy that is sustainable and totally inexhaustible at the humanity time scale,
unlike fossil fuels that are finite. It is also a non-polluting source of energy and it does not
emit any greenhouse gases when producing electricity. Solar electricity can supplement
entire or partial energy consumption.

3. Marine energy:
produced from either sea currents, swell or waves, the temperature gradient between surface
and depth of the sea, or of the tide.

4. Energy from biomass:
produced from the combustion of organic matter (wood, plants, animals, biogas after metha-
nization) or chemical transformations (agrofuels) [124]. It is the second source of renewable
energy in France after hydraulics. It is considered renewable if there is sustainable manage-
ment of the resource limiting environmental impacts. The combustion of wood energy is a
strong CO2 emitter, therefore, carbon capture and storage systems are needed [124,147].
Energy produced from urban waste in Energy Valuation Units (EVU) is not considered
renewable energy. Biomass fuels provided about 5 % of total primary energy use in the
United States in 2017. Of these 5 %, about 47 % were from biofuels (mainly ethanol), 44 %
were from wood and wood-derived biomass, and 10 % were from the biomass in municipal
waste [147]. Plans for biomass data centers are underway in several states. As reported in
Environmental Leader in 2018, HP Labs has developed a system that could power a one
megawatt data center using manure from a 10,000 cow farm - with enough electricity left
over the run of the farm. In Missouri, commity leaders are pushing for a data center to be
powered by grass, wood or hay [104].

5. Hydroelectric power:
Micro hydro systems, also called hydroelectric power systems convert the flow of water into
electrical energy. A turbine can be fully immersed in water. The flowing water rotates the
turbine’s blades. The amount of energy created depends on the amount of water flowing
on the turbine as well as the size of the turbine. Thus, it is produced from dams on rivers
or artificial lakes. Large scale hydro power provides about one-quarter of the world’s total
electricity supply, virtually all of Norway’s electricity and more than 40 % of the electricity
used in developing countries. The technically usable world potential of large-scale hydro
is estimated to be over 2200 GW, of which only about 25 % is currently exploited [27].
Hydropower is by far the leading source of renewable electricity: 3782.0 TWh over 5016.4
TWh, or 75 % in 2013 of global renewable production [32]. The hydraulic sector, with an
installed capacity of 25.4 TW, represents 13.8 % of French electricity consumption. There
are two small-scale hydropower systems: micro hydropower systems (MHP) with capacities
below 100 kW and small hydropower systems (SHP) with capacities between 101 kW and
1 MW. In the developing countries, considerable potential still exists, but large hydropower
projects may face financial, environmental, and social constraints [53].

6. Geothermal energy:
exploits the temperature gradient of the earth’s crust to produce electricity or heat, in
three different ways: the geothermal energy at medium and low level from 30 to 150° C
aquifers (usable only for heat), the geothermal energy at very low level exploits the heat
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around 10 meters deep for the heating (or air conditioning) of individual dwellings and deep
geothermal energy from aquifers or dry rocks from which steam is extracted under high
pressure converted into electricity. World Geothermal electricity production remains marginal
at 11.7 GWe in 2012, of which nearly a third in the United States [140].

Some renewable energies are considered as stable because they do not vary a lot during their
production process such as: geothermal energy, wood energy, hydraulic, tidal, thermal of the seas.

Figure 1.3 represents the world wild evolution of renewable energy productions. It shows a growing
share of renewable energy in total production, including hydro, from 18.53 % in 2002 to 20.78 % in
2012 [32].

1.1.1.3/ Issues of renewable energy integration

Intermittent RES are wind, photovoltaic or marine energy with the following characteristics [38]:

1. Non-programmable: The level of production can not be adapted to the users consumption
profile. The overall output of an electrical system must constantly adjust to consumption.
These energies do not allow these adjustments, their production profile is sustained and not
scalable.

2. Unsecured: these energies are by nature intermittent: we can not unfortunately guarantee
the presence of sun or wind. If the production of these energies replaces fossil fuels, it does
not spare the investment by ensuring the power supply. Thus, other guaranteed resources of
production are therefore necessary to compensate the lack of production (no wind, no sun).

3. Difficult to predict: these energies are difficult to predict even if many works are underway
in these areas to promote the development of these energies and thus, a better management
of the electrical systems. The forecast horizons sought today are essentially of two types:

• Forecast of the day for the next day to optimize the production planning of the different
energy resources used.

• Intra-day forecasts in order to anticipate potential breaks to supply the demand by
adjusting the operating program of the various production facilities.

There are other less restrictive forecasting needs for the management of the electrical system:
forecasts by the week, by the month, to forecast the best fuel supply, effective planning of the
maintenance of other means of production, optimization of the strategies of management of
hydraulic stocks. The absence of these forecasts leads to a reduction in the optimization
of the system. Nevertheless, these medium/long-term forecasts represent a lower stake
compared to the two types of forecast mentioned above. In general, additional production
resources are needed to compensate the forecasting errors.

4. Fluctuating: Wind and photovoltaic installations have rapid fluctuations in their production.
This instability requires the implementation of compensation means to adjust the supply-
demand balance in real time.

5. Without inertia : photovoltaic and DC grid interfaced by power electronics do not offer
kinetic energy for PV. It tends to increase the speed of variation of the frequency, making it
more difficult to maintain network stability.

When the presence of a RES is massive on an electrical system, these characteristics can then
quickly be incompatible with the dynamic management of the network.
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1.1.2/ Intermittency and forecasting of renewable energy sources

1.1.2.1/ Intermittency

Intermittency is an irregular criteria for an electricity production. It is linked to the flow variations of
the mobilized energy sources. Two elements characterize the degree of intermittency [102]:

1. The high variability of the production due to the big number of parameters that are involved
in its characterization ;

2. the ease or difficulty with which the intermittent flow can be predicted at the different time
scales (forecasted horizons) concerned.

Intermittent energies combine these two characteristics with divers degrees. It is difficult to compare
the sources as they have different characteristics (temporal and spatial), also strongly related to
the particularities of the considered site [135].

• wind energy: marked randomness and difficult to predict well in advance;

• wave energy: cycles more regular than the wind that generates them;

• tidal energy: regular and predictable cycles;

• solar energy (PV): a priori regular cycles (seasonal and daytime) to which are superimposed
variations directly related to the weather (cloudiness) of which we can predict the average
value but not the precise value at each moment. This instantaneous value would require
predicting the exact nature and timing of cloud passage.

The degree of intermittency also depends on geographical granularity because of the geographic
dispersion of the facilities: : wind sites obeying different wind regimes, PV sites sufficiently distant
to not be affected by the same cloud systems.

Photovoltaic and wind energies are intermittent energies that are difficult to predict with different
typologies of days and high variability. As shown in the examples in Figure 1.3, the power can
be relatively high. However, in wind power, the average load factor is, for example, 23 % on the
Caribbean Fund in Guadeloupe and 16 % on the site of La Perriere in Reunion. Over a year, the
ratio of the duration equivalent to full power on the installed power can vary from single to triple
(for example 600h to 1800h for a PV site of Guadeloupe). In addition, the intermittency of RES
productions strongly depends on the geographical area on implementation. So, the amounts of
energy are relatively low.

On the other hand, the electronic part (related to the connection of certain decentralized produc-
tions) should not be neglected as it also impacts the electrical system. In fact, it can strongly impact
the stability of the network. Thus, the reduction of the inertia of the network and therefore the
increased sensitivity to any disturbance are directly related to the interfacing of these new sources
of production and are independent of the intermittent nature of their production. The insertion of
RES is a technical and economic challenge as it is necessary to:

• Anticipate brutal events (production drop, ramps of high amplitude) and thus improve the
forecast in the short and medium term

• guarantee a reserve of mobilizable power to compensate for the absence of inertia;

• smooth the high frequency intermittencies and make the installations less sensitive.

In general, the aggregation of the sources RES can attenuate the variability of the cumulative
production at a very short term (or high frequency) in a limited way, especially for the long term
fluctuations [25]. This expansion also depends on the distribution on the territory and on the type of
installation. Actions are being taken by both the renewable energy producers and the grid operator
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Figure 1.4: Power production variability of the intermittent sources in Los Angeles

to better characterize the output and its intermittency: monitoring of productions in steps of 5 to
10 minutes and measurement campaigns in steps of 1 to 5 seconds, statistical analyzes of the
variability, work on forecasting, analysis of impacts on the system.

1.1.2.2/ Forecasting

Detailed information on energy production and consumption forecasts are an essential element for
the management and operation strategies of the electricity grid. In fact, reliable forecasts for the
production of intermittent renewable energies allow less use of storage and better integration of
larger quantities of RES.

Forecasting is an estimate of the short-, medium- or long-term evolution of a variable or phe-
nomenon. It is used in the field of intermittent energies to anticipate future production. Depending
on this forecast, decisions can be made and strategies can be applied, particularly concerning
the operation of production facilities (RES or storage). The forecast has to be appropriate for the
intended application. The forecasting methods are often elaborated in a collaboration between
the users (network operators, producers, etc.) and the forecasters in order to define the context
and the objectives of their application. As part of intermittent renewable energy participation in the
energy mix, the power grid operator needs production forecasts to ensure a high-performance,
secure and economical electricity supply system [29].

Two elements characterize the forecast: the forecast horizon and its granularity. The forecast
horizon is the time during which the different variables or phenomena are predicted while the
granularity corresponds to the time step of this forecast. There are three types of forecast [67]:

• Immediate forecasts: it is a forecast horizon ranging from 15 minutes (m + 15) to 2 hours (H
+ 2) with a granularity of 30 seconds to 5 minutes. These forecasts make decisions about
network regulation and real-time distribution.

• Very short-term forecasts: it is a forecast horizon ranging from 1 hour to 6 hours with hourly
granularity. They are used in the load follow and in the planning use update of the sources of
production;
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• Short-term forecasts: it is a forecast horizon ranging from 1 day to 3 days (D + 1 to D + 3) with
hourly granularity. They are used in unit commitment to minimize the overall cost associated
to the start-up or shutdown of each sources. These daily forecasts help to optimize the
production sources and storage planning, and the control of energy demand. This type of
forecast is often made the day before for a production management of the day after D + 1.

In countries with high wind production, forecasting is essential in power grid control systems [92].
In the same way, forecasting the photovoltaic production increasingly occupies an important
place, even more in countries where legislation favors the use of solar energy. Many research
efforts are currently devoted to improve solar radiation forecasts in order to directly determine
the corresponding photovoltaic production forecasts. More reliable solar radiation forecasts will
improve the integration of solar RES, either with or without storage, into power grids, particularly in
the island.

Determined more and more by specialized companies, forecasting has become a market of interest
to both producers and the network operator. However, it remains a technical barrier and a great
deal of research work in progress, notably via the use of satellite images [78].

1.2/ Storage energy system (SES)

This section summarizes the issues related to the storage of the intermittent renewable energy
(RES) and associated applications. The different storage systems are recalled in Section 1.2.2 but
will not be presented in detail in this chapter. The following questions are therefore addressed:

1. Why are we in need to store and for what?

2. How and in what form to store energy, especially from intermittent sources?

1.2.1/ Issues

The challenge of “energy storage” is to provide flexibility and enhance the reliability of energy
systems. It is a matter of balancing energy supply and demand, as much for the supply of power as
of heat or cold. Today, the answer to consumption peaks; the regulation of power demand during
peak hours i.e., high demand. It is mainly achieved either by importing electricity, either by using
gas or oil-fired power plants or by means of hydraulic storage. The deployment of other storage
systems would not only reduce the cost of imported electricity but also significantly decrease
GHG emissions generated by the use of thermal power plants and, in general, by recourse to
fossil resources. In addition, the stationary storage of energy for both electricity and thermal
storage, is associated to the development of renewable energies as it guaranties a current quality
on the distribution network. In fact, the intermittent energy production thanks to solar and/or wind
generates significant fluctuations which disturb and deteriorate the distribution equipment. In
addition, the intermittent supply is often out of step with the demand, for example, the photovoltaic
at the peak demand in the evening. The storage, according to its dimensioning and to its technical
specifications, backed by an intermittent source of energy, can offer guarantees in terms of power,
predictability, stability, or even provide a programmable energy (“dispatchable”) while providing
system services required for the proper functioning of electrical systems [71].

In the current context of renewable energy development, energy storage appears as a possible
solution to:

• promote the integration of fluctuating renewable energies,

• improve energy efficiency,

• provide flexibility to energy systems and to enhance the safety of networks.
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The ADEME 6, the ATEE 7 and the DGCIS 8 study on the potential of energy storage by 2030.
They have confirmed that power storage can play an important role in the supply-demand balance,
particularly on cold days [3]. Indeed, by storing at times of lower demand and destocking during
the few hours of ultra-peak, investments in production capacity can be avoided. This capacity value
of power storage represents about half of the valuations presented and remains independent of the
evolution of fuel prices. However, it depends heavily on the discharging duration and the penetration
rate of power storage: a “long-term” power storage – several days – allows the demand to be
shifted to other days when consumption is lower. Whereas a major deployment of power storage
“short term” - a few hours - would not solve a prolonged lack of production capacity, the power
storage can not be recharged between two periods of ultra-peak. It is therefore recommended to
promote innovative R&D projects to reduce the costs of storage. This should enable to respond in
the long term to a major deployment of the intermittent fleet, with satisfactory costs.

The optimal energy mix is energy production but also storage in its various forms, including
electricity, heat and hydrogen. In this context, it is also important to consider in particular the
energy expenditure needed to manufacture (energy investment) and to recycle the elements of the
system. For example, studies on electrochemical batteries, including the results of the INVESTIRE
program [114], show that the energy investment of an accumulator is very heavy [113]. In addition,
other solutions to better adapt production to consumption exist: a production-driven consumption
that could be described as intelligent consumption (incentive pricing, off-peak hours for example,
load shedding, etc.). Actions in energy management (MDE) - energy efficiency and sobriety - could
also help reduce storage needs and improve carbon balances of energy consumption.

The storage of electrical energy is therefore a major challenge to allow a real penetration of vast
naturally dispersed renewable resources, especially those of the sea (wind, waves, currents),
intermittent and more or less easily predictable. It is also a solution to increase the safety of
grid-connected systems with the possibility of centrally controllable decentralized storage. In this,
the DOM-TOM represents a field of experimentation conducive to the development of stationary
storage of electricity. Even if the French deposit remains limited (200 to 400 MW), the studied
projects (surface CAES, Li-Ion batteries) are profitable for the community and the prospects of
deployment on a global level are promising, considering not only the islands but also the regions
whose electricity network is not very interconnected [71].

1.2.2/ General description

Storing energy is keeping a quantity of energy for future use. By extension, energy storage also
refers to the storage of the material containing the energy. There are two types of applications:
stationary (or fixed) storage and embedded (or mobile) storage. We are particularly interested in
this part of stationary storage which concerns power production, in particular from RES, connected
to the network or isolated site.

Storage is not a power generation facility like any other since the operation of a grid-connected
storage system can not be considered alone. Indeed, a single storage is a “production tool” that
consumes energy: the technical losses induced by the storage result in an energy balance of
the negative system. A storage structure therefore absorbs more energy than it restores. The
ratio between energy restored and energy absorbed then defines the overall efficiency of the SSE.
In this section we give only the main technical information (operating principles, characteristics,
typical applications) of the different large scale HSE technologies. The objective is rather to situate
the storage of RES in the general context of SSE. Additional details can be found in [118] or in [1].

6Agence de l’Environement et de la maitrise de l’Énergie
7Association Technique Énergie Environnement
8Direction Générale de la Compétitivité de l’Industrie et des Services
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1.2.2.1/ Technologies

Energy Storage Systems (SSE) converts electricity, which is difficult to store directly, into potential,
kinetic or chemical energy. There are five physico-chemical categories of stationary storage
depending on whether the stored energy is in mechanical, chemical, thermal, electrochemical or
electromagnetic form.

1. Storage in a mechanical energy form:

• Pumped-Hydro Energy storage or PHS:

Figure 1.5: Principle of Pumped-Hydro Energy storage. Source [70]

The PHS can store a large amount of electrical energy through the water potential
energy. This type of hydroelectric plant is used to transfer water between two basins at
different altitudes. When the network provides surplus electricity, the water from the
lower basin is pumped into the upper basin (Figure 1.5).
Under the effect of gravity, this body of water represents a future power generation
capacity. During a deficit of electricity production, the water circulation is reversed: the
pump becomes turbine and restores the accumulated energy. With a yield of up to
80 %, it is the most widely used solution for storing energy from power plants [19].

• Flywheels:
The energy can be stored as kinetic energy of a wheel-shaped device rotating around
its central axis, as shown in Figure 1.6.
An electric machine provides the kinetic energy (engine operation) and recovers as
needed (generator operation), resulting in a decrease in the speed of rotation of the
flywheel. The unit operates under vacuum to eliminate frictional energy losses. This
system makes it possible to restore more than 80 % of the accumulated energy but
for a limited storage time [95]. In practice, the flywheel is used for a very short-term
smoothing of energy supply within production devices. This is particularly the case of
thermal engines and especially diesel engines.

• Compressed Air Energy storage or CAES:
When electricity demand is low, existing systems use old salt mines as reservoirs and
a motor-generator-turbine assembly. When electricity demand is high, compressed air
in the cavern is used to run a turbine coupled to a generator that produces electricity
(Figure 1.7).
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Figure 1.6: Principle of flywheels. Source [14]

Figure 1.7: Principle of Compressed Air Energy storage [94]

The yield, currently around 50 %, is an axis of research and development. Cave-based
compressed air storage from wind and solar power is being piloted in Germany and in
the United States.

2. Storage in a chemical energy form:

• Hydrocarbons: Liquid hydrocarbons are currently the dominant form of energy storage
in volume, especially for the transport sector. The fuels come from fossil fuels and have
a 75 % yield from the “source at the pump”, the source – electricity yield being often
less than 50 %. Biofuels come from biomass, with a 70 % yield “from biomass to the
pump”.

• Biomass: Any fuel can be considered as a stock of energy in chemical form. While
burning, the compound releases energy in the form of heat that can be recovered and
recovered. The term “biomass” refers to all organic materials that can become sources
of energy. In the case of plants, it is a form of storage of solar energy: organic matter
is derived from CO2 captured during photosynthesis. However, this energy storage
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process is long, of the order of several months, and of low efficiency. Indeed, only 1 %
of the solar radiation used during photosynthesis is returned in the form of biomass.

• Hydrogen: does not exist in its natural state but is very abundant on Earth in atomic
form H (water, hydrocarbons, etc.). Electrolysis, which consists of breaking down
the water molecule into hydrogen and oxygen, requires electricity (cost-effective if
electricity production itself is low cost). Hydrogen has the ability to restore energy,
making it a particularly attractive form of storage. In fact, hydrogen storage system is
composed of an electrolyzer, fuel cell and hydrogen tank where the hydrogen is stored.
An electrolyzer is a non-reversible device that uses electricity to produce dihydrogen
(H2) through the electrolysis process. The process consists in passing a direct electric
current through an ionic substance that is either molten or dissolved in a suitable
solvent, producing chemical reactions at the electrodes and a decomposition of the
materials [74]. According to [30], fuel cells are electrochemical devices that convert
chemical energy of a fuel, usually hydrogen or hydro-carbon, directly into electricity.
Fuel cells consist of an anode, electrolyte, and cathode; and by varying the materials
used for each component different fuel cell types are obtained. However, following [37],
the most common type is the Proton Exchange Membrane Fuel Cells (PEMFC). The
main characteristics of PEMFC are quick start-up, low operating temperatures, and low
corrosion. This makes the PEMFC fuel cell a very good option for decentralized power
generation.
Then, electricity produced in excess should be stored for the days with no wind or less
sun. The main advantage of hydrogen as energy storage medium is the ability of long
term/seasonal storage of different renewable energies in contrast to batteries that can
be used for daily storage because of the low storage capacity and the self discharge
rate [105].
One solution is to produce hydrogen through electrolysis [74], splitting with an electric
current, of water and to use that hydrogen in a fuel cell to produce electricity during
times of low power production or peak demand. When DC current is passed through
electrodes immersed in water, hydrogen (at the cathode, negative electrode) and
oxygen (at the anode, positive electrode) is generated through electrolysis process.
The half reaction at cathode is a reduction (2H`paqq ` 2e´ Ñ H2pgq) and the half
reaction at anode is an oxidation (2H2Oplq Ñ O2pgq ` 4H`paqq ` 4e´). The overall
reaction is expressed by:

2H2O ÝÑ 2H2 ` O2 (1.1)

The mathematical total energy needed to split the water molecules is defined by the
heat of reaction (reverse of the heat of combustion of hydrogen). Conventional values
given are either higher heating value (HHV) or lower heating value (LHV), depending on
the combustion result if it’s liquid water or water vapor. In fact, HHV of a fuel is defined
as the amount of heat released by combusting an exact quantity (initially at 25°C) once
it is combusted and the products have returned to a temperature of 25°C. In the other
sens, LHV is the amount of heat released by combusting a specified quantity (initially
at 25°C) and returning the temperature of the combustion products to 150°C.

3. Storage in an electrochemical energy form:

• Electrochemical batteries: The storage of energy in electrochemical batteries is the
most common technique for small amounts of electrical energy. Depending on the
type of battery (lead-acid, lithium-ion, nickel-metal hybrid, etc.), different chemical
reactions are caused by electricity: this is the charging phase of the battery. According
to demand, reverse chemical reactions then produce electricity and discharge the
system.
Electrochemical batteries are often intended for portable applications. With a relatively
low power, nevertheless, they have a large storage capacity for high discharge times (up
to several hours) with a 70 to 90 % efficiency rate. These devices may also have backup
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functions when the power grid is faulty or in the case of a generation of electricity from
renewable energies, with stored energy values of a few Wh up to 40 MWh. The major
drawback is related to their lifetime, limited by the chemical degradation of the reactions
and their cost.

4. Electrical storage:

• Super Capacitors: Some systems can store energy directly in electrical form. These are
mainly super capacitors, electrical components consisting of two conductive armatures
that store opposite electrical charges. They are able to deliver a strong power for a very
short time. Unlike electrochemical batteries, they can be discharged in a time of about
one second or less with a yield of between 80 % and more than 90 %. However, these
devices do not store large amounts of energy. Super capacitors have applications in
the field of land transport. They ensure in particular the stop and restart at a stop and
go.

• Upper conducting magnetic energy storage ou SMES: Another track is that of electro-
magnetic storage based on superconducting materials. This system is designed to
store large amounts of energy, 50 % of which can be restored in less than one second.
In addition, such a device has a yield of 75 % to more than 90 %. However, SMES
applications, at still very high costs, are still limited and have to demonstrate their
feasibility on a large scale, due to the need to maintain a very low temperature. They
are mainly developed in the United States.

1.2.2.2/ Comparison

Several solutions are available for energy storage. Nevertheless, they are quite different in their
specifications which make them difficult to compare. This is why we have chosen to present a set
of technical and economic characteristics that improve the conditions of acceptability of ESS. The
Table 1.1 summarizes these characteristics [42]. Flywheels are more suitable for short response
times with high discharge powers; they are well established in the markets of critical energy
consumption and power control systems (UPS). However, they have significant friction losses
that causing a high cost of installation and maintenance [19] . In addition to flywheels, hydrogen
systems and circulation batteries are also two prominent technologies in renewable energy storage
systems. Hybrid hydrogen/fuel cell photovoltaic production systems are used because they are
clean, environmentally friendly, modular and independent of fossil fuels. Circulating batteries allow
high power, decoupled power and energy systems, low self-discharge but with low yields compared
to other forms of storage technologies. Fuel cells and circulating batteries are suitable for the
integration of small-scale renewable energies [95].
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Figure 1.8 places the various ESS according to their power or energy: small (of the order of kW,
kWh) or large (of the order of MW, MWh or GW, GWh), or according to their response time: short
(of the order of the second, minute) or long (of the order of the hour).

Figure 1.8: Distribution of ESS by power / response time. Source ENEA.

Energy storage is at the heart of current issues, whether it is to optimize energy resources or to
promote access to them. It allows to adjust the “production” and the “consumption” of energy by
limiting the losses. In fact, the energy, stored when its availability is greater than the needs, can be
restored at a time when the demand is more important.

Storage methods depend on the type of energy. Fossil energy sources (coal, gas, oil), in the
form of natural reservoirs, naturally fulfill the function of stocks. Once extracted, they can easily
be isolated, hosted and transported from a technical point of view. Storage is more complex for
intermittent energies: their production is relayed by energy vectors such as electricity, heat or
hydrogen, requiring specific storage systems.

1.3/ System configuration

Two very different patterns of use must be distinguished [113] depending on the connection of
power systems to the main grid, power systems can be broadly classified into:

1. Autonomous systems (stand-alone);

2. Grid-Tied systems.

Autonomous systems are designed and optimized to meet the power demand of remote places.
A stand-alone systems does not have a connection to the main electricity grid (Figure 1.9).
Standalone systems need to have generation and storage capacity large enough to handle the load
and these systems vary widely in size. Thus, storage is necessary in order to respect the adequacy
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between production and consumption. In fact, Production off-cuts (partial or total according to the
technology of the production system) can be created during overproduction energy times; when
the power produced from the intermittent natural elements (wind, swell, solar) is greater than the
power load. Conversely, load shedding may possibly be operated in case of power demand greater
than the sum of the power produced (underproduction energy times).

Figure 1.9: Stand-Alone or Off-Grid System [141]

In the case of Grid-Tied systems, the situation is significantly different because the constraints
are quite different. In fact, Grid-Tied systems are connected to a larger independent grid typically
the public electricity grid and feeds energy directly into the grid (Figure 1.10). In a grid connected
system, the size of storage devices can be relatively smaller as the deficient power can be obtained
from the grid. The feeding of electricity into the grid requires the transformation of DC into AC by a
synchronizing grid-tied inverter (also called grid-interactive inverter). If electricity is supplied by
“wind”, “sun” or “swell”, storage is useless. However, the presence of storage offers the opportunity
to participate in “system services” (network regulation) and better value the energy produced
economically. In this context, the sizing of the storage is a problem different from that previously
described, particularly through the criteria and constraints, but the parameters to be optimized
remain the same. Such a device also allows the islanding in case of disconnection of the network.
In this case, we find ourselves in the autonomous situation described above.

Figure 1.10: Grid Tied System [141]
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1.4/ Thesis Issues and objectives

In this context, this thesis aims to design a reliable sizing of the hybrid renewable energy sources
and to optimally manage it for a 100% green data center supply. This work was partly supported by
the French Research Agency under the project DATAZERO.

1.4.1/ ANR DATAZERO project

The ANR DATAZERO9 project (for DATA center with Zero Emission and RObust management
using renewable energy) is building an innovative adaptive data center concept that optimizes
both IT and power loads [103]. Relying on the latest technologies in terms of renewable power
sources, electrical equipment, servers and cloud management systems, it aims at drastically
reducing the energy consumption of tomorrow’s data centers. Recently the industry has focused on
increasing energy efficiency in data centers but the total amount of electricity needed for operating
and hosting Cloud services is still increasing, driven by the increased size of the infrastructure to
support user demands. Efforts for improving efficiency have been conducted independently in the
following areas: compute infrastructure (service placement and scheduling) and renewable energy
production, little has been done to focus on the interaction between these two parts. DATAZERO
aims to provide new reliable solutions for high availability of IT (Information Technologies) services,
andq to avoid unnecessary infrastructure redundancies while taking into account the intermittent
nature of renewable power production (solar panel, wind turbine). Concerning the data center’s
local energy storage and management, Fuel Cells combined with Li-Ion batteries can go beyond
traditional technologies, such as diesel generating sets combined with lead-acid batteries. In this
way DATAZERO introduces a new concept called “data center long-term green energy storage”.

1.4.1.1/ Objective of the project

The question that we address in DATAZERO is:

How to design and manage the electricity and the IT service flows in order to deliver robust and
efficient IT services to customers in data centers operating only with renewable energy sources?

To answer this question, we identified 7 scientific challenges:

• to make demand and production envelope constraints coincide with the electrical and IT
planes;

• to correctly size the equipment;

• to optimally control the electrical converters to minimize electrical losses and maximize
renewable energy use;

• to schedule and manage the IT load;

• to take into consideration thermal management;

• to study the complexity of the optimization problem;

• to develop a simulation toolkit.

The main targets of DATAZERO are mid-size data centers (about 1 MW) where the IT load can be
managed through Virtualization or Cloud orchestrator commonly encountered in enterprise and
public institutions.

9http://www.datazero.org

http://www.datazero.org
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1.4.2/ Collaborators and work packages

The project is composed of 4 work packages:

• Services / IT tasks: The objective is the optimal distribution of computer tasks on calculators
and the extraction of energy consumption. Then it will be necessary to define a power supply
structure of different computers in an intelligent and redundant way.

• Renewable & Storage Sizing: This module aims at establishing the models of the different
sources (Photovoltaic Panels, Wind Turbine, Fuel Cell) and storage means (electrolyzer,
batteries, hydrogen tank). This at different time scales, from a dynamic reaction point of
view (dt <1s) until their aging is taken into account. Then it will be necessary to decide their
association in unit of production (a type of source + a means of storage) as well as their
interconnection with the load (choice of the appropriate static converter, control law, etc.).
The objective is to be able to provide statistically or periodically significant parameters in a
structured way for optimization.

• Energy management: This module is the link between the IT part considered as a load and
the electrical part (Elec). The energy management algorithm will have to allocate the energy
demand to the different sources optimally. Several approaches will be studied, from a simple
instant allocation to an overall optimization on a sliding window.

• Negotiation IT-Elec: It is in a way the conductor of the system, which according to the data
of each module and also of parameters outside (weather, cycles day-night, etc.) act on the
2 previous modules in order to change the overall management strategy: reconfiguration
of the distribution of calculation tasks, use or not of new sources or change of strategy of
energy management.

The execution of these various works will be done in collaboration between the various partners:

• IRIT (Toulouse): The IRIT lab (Toulouse Institute of Computer Science Research) is one of
the biggest lab. in computer science in France. The SEPIA team is centered on the efficient
conception and usage of distributed operating systems, for clusters, grids and clouds, and is
managing the Grid5000 node in Toulouse.

• LAPLACE (Toulouse): The LAPLACE (Plasma and energy Conversion lab) UMR 5213 (A+
rated), is one of the biggest laboratory in electrical engineering (topics developed: power
electronics, materials, plasma and electrical systems design, control and diagnostic).

• FEMTO-ST (Besançon): FEMTO-ST Institute, UMR6174 A+ rated is one of the biggest
French lab in engineering sciences (about 700 persons). Among its 7 research departments,
AS2M (Automation and Micro Mechatronics Systems), ENERGIE and DISC (Informatique
des Systèmes Complexes) are involved in this project.

• EATON (Grenoble): EATON is an international leader in components and electrical systems,
in particular for the data center segment, with more than 100000 employees. EATON has a
R&D center in Grenoble.

1.4.3/ Thesis objectives and organization

In the DATAZERO project, our task is to build the electrical part of the infrastructure. Thus, the
goal of this thesis work is to design a reliable sizing of the hybrid renewable energy sources and
to optimally manage it for a 100% green data center supply. To this end, this work is articulated
around four main objectives:

(1) Analyze, discuss, and evaluate the validity and applicability of different model used of
the renewable energy sources, of the diverse sizing and management approaches in the
literature to justify our choices.
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(2) Characterize and model the chosen sizing approach. This analysis will enable fixing the best
configuration capable to supply the data center using different metrics.

(3) Develop an power decision module capable to negotiate with the negotiation module and to
deliver different power profiles from the management approaches used.

(4) Validation of the chosen sizing with the developed power decision module.

This thesis is made as part of an AS2M and Energy department collaboration in the laboratory
FEMTO-ST.

1.5/ Synthesis

In this chapter, we first presented a review of renewable intermittent energy where we explained
the energetic issues and the main two criteria needed to be taken into account for our study. Then,
a review of storage energy system was made; the issues and different technologies were defined
and compared. This chapter ends up by detailing the DATAZERO project and explaining the scope
of our contribution in it.



Chapter 2

Green Data Center & Power Supply

This chapter presents the techno-economic models, existing and retained for the study of a data
center supplied by renewable energy coupled with Energy Storage System (ESS). A definition
of data center structure and an overview about their huge electrical consumption is presented at
first. Then, the second part of this chapter is dedicated to a state of art about the models of the
chosen system composed of photovoltaic panels, wind turbines, batteries and hydrogen systems.
This chapter ends up by a review on different strategies adopted by researchers in designing or
managing these systems in order to supply power demand.
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2.1/ Data centers

2.1.1/ Overview

The trend toward server-side computing and the exploding popularity of Internet services have
created a new class of computing systems called warehouse-scale computers, or WSCs. The name
is meant to call attention to the most distinguishing feature of these machines: the massive scale of
their software infrastructure, data repositories, and hardware platform. In fact, Internet service may
consist of many individual programs that operate together in order to implement complex end-user
services such as maps, data search or email. The hardware part of warehouse-scale computers is
composed of individual computing nodes including their network and storage subsystems, their
conditioning and power distribution equipment, and their cooling systems. The whole set of these
systems is actually a building simply referred as data centers. Thus, data centers building are quite
similar to large warehouse that collocates multiple servers and communication equipment due to
their physical security needs and common environmental requirements and ease of maintenance.

Yet, traditional data center host a large number of medium or small sized applications, each running
on the dedicated server, decoupled and protected from other systems in the same installation,
as those buildings host hardware and software of many organizational units or even different
companies. In such data centers, different computer systems have a bit in common of the
software, hardware or even maintenance infrastructure and do not tend to communicate with
each other at all. Nevertheless, when these buildings belong to a same single organization, they
use quite homogeneous hardware and system software platform, and share a common systems’
management layer.

Usually, data centers are run by government agencies or big corporations. However, they are also
more and more used in order to provide a fast growing cloud solution service and to meet the
soaring demand for IT applications which makes these building even more hungry for power and
brings large electricity bills to data center operators. Therefore, energy and power usage also
holds an important role in the design of data centers because energy-related costs have become
an important component of the total cost of ownership of this class of systems: the expansion of
demand has increased the power consumption and in recent years power has become a significant
portion of a DC’s costs.

Most large data centers are built to host servers from multiple companies and can support a critical
load of [10-20] MW. Very few data centers today exceed 30 MW of critical capacity. Data centers
are essentially very large devices that consume electrical power and produce heat [52]. A 2008
study has estimated that data centers around the world emitted 116 million tons of carbon, a little
more than what Nigeria emitted in the same year [82]. Moreover, according to the estimates of the
year 2010, data centers consumed 1.5 % of the total electricity used in the world within the half is
attributed to cooling increasing 300 % compared to ten years before [66].

This situation raises a global alert concerning the greenhouse gas (GHG) emissions, air pollution,
social concerns and other energy security issues [26, 76]. It has led many government and
researchers around the world to find a new alternative in order to reduce the energy consumption
impact. These initiatives treat the subject in different ways by focusing each on a research area
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such as the control of the processor consumption, using dynamic voltage and frequency scaling
(DVFS) or on consolidation. For instance, clustering virtual machines to avoid powering on too many
physical hosts. Nevertheless, these initiatives tends to have a limited impact, since it decreases
performance. It may even lead to rebound effects as users tend to use more computing resources if
they are cheaper. It is thus not an adequate solution to satisfy the ever growing need for computing
power while reducing the carbon emissions. Other important approaches are used to make data
centers more virtuous in terms of their ecological footprint. These initiatives are explained in the
following :subsections.

2.1.2/ Energy efficiency strategies

2.1.2.1/ Cooling supply strategies

A data center is not just a place of data storage, it is also a real factory of heat releases. Thus,
to be able to ensure the proper functioning of the IT and electrical equipment used, industry and
researchers are currently studying several methods focusing in reducing cooling demand:

• Free cooling: It is a methodology consisting in using natural cooling resources to decrease
the heat released by the data center. Zhang et al. [145] treated the advancement of free
cooling methods focusing on the configuration and performance feature. They can be divided
as follows:

– Airside free cooling: using the outside air for data center cooling can be done following
two different ways. The first manner consist in aspiring the cold air outside directly in
the data center (Direct airside free cooling). For instance, Siriwadrana et al. [122] con-
sidered this strategy for their data center cooling based in Australia. They investigated
and analyzed the hourly temperature and humidity across all the Australian regions
in order to determine the potential of using airside free cooling. They ended up by
discovering a sizable potential of savings on cooling costs in some states. The second
consist in operating through air to air heat exchangers (Indirect airside free cooling).

– Waterside free cooling: it consists in using natural cold source through a cooling
water infrastructure. It can be done either by direct water cooled system composed
of exchangers between warm air and cold water from sea, rivers, etc. For instance a
Stockholm data center reduced 80 % of energy costs while implementing a seawater
cooling system. Either while using an cooling tower system allowing the refreshing of
the water circulating through cracks and heat exchangers.

• Hot and cold aisle containment: it consist in separating hot and cold by aisle containment.
It is one of the most used energy efficiency method in data center. The purpose of alternating
aisle containment is to separate the source of cooling air from hot air, preventing the cold
supply air and hot return air from mixing.

• Increasing IT temperatures: this method considers increasing the IT room ambient temper-
ature which will directly impact the white space temperature of the data center. In fact, raising
the maximum allowable white space makes it possible to use free air cooling at a higher
outside temperature. In some cases, this may end up by not even installing a mechanical
cooling. In [99], a study on the impact of an increased ambient temperature was made after
analyzing a complete energy picture for a data center. Actually, the authors indicates the
existence of an optimum temperature depending on individual characteristics, including IT
equipment, cooling system architecture and location.

To summarize, these methods has led to significant power and cost savings on data centers cooling
demand.
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2.1.2.2/ Power supply advanced concept

In order to minimize the electrical consumption of data centers, some researches worked on the
advancement of electrical devices of the data center or in the power distribution:

• Smart management using the Uninterruptible power supply (UPS): The UPS is an
electrical device generally used as an emergency power in case of fail-over situations such
as diesel generators. Nevertheless, the strategy here consists in using the UPS in a different
manner as an energy storage device. For instance, in the article [128], an investigation about
cost reduction opportunities using the UPS unit as energy storage device was established.
The authors used Lyapunov optimization to develop an on-line control algorithm able to
minimize the time average cost. Moreover, Deng et al. [28], tried to decrease the operation
cost of data center by introducing an online control policies that uses several characteristics
of several energy sources. The authors use Lyapunov optimization, and design a control
algorithm that does not require significant statistics of the dynamics of the system. The
control algorithm makes decisions on long-term ahead power procurement, real-time power
procurement and real-time uninterrupted power supply (UPS) charging/discharging. A one-
month trace-driven simulation shows that the proposed algorithms provide a compromise
between operational cost, UPS lifetime and data center availability. The algorithms are also
robust to time-varying supply and power demand.

• Direct current optimization: The power distribution of data center can be made using
alternating current (AC) or direct current (DC). Although, the authors in [111] believed that
AC displaces the DC and will stay the best method of powering a data center thanks to
its compatibility. In this context, Tom et al. [126] proposed in 2008 a comparison of two
different power installations. In fact, in the first installation, direct current was distributed at
the facility level to racks of computers which accept high voltage direct current. In the second
installation, the DC power power conversion occurs at the rack level and is then distributed
to the server of the rack. They showed that when DC is then directly distributed to servers
within the rack can create electrical inefficiency through the converters AC/DC-DC/AC.

To end up, these methods has led to significant power and cost savings on data centers power
supply.

2.1.2.3/ Managing workloads in data centers

Recently, numerous works in managing IT resources are being done in order to optimize the
scheduling computation or allocation such as:

• Scheduling computation tasks under energetic constraints: In fact, in [61], several
common standard scheduling techniques such as list scheduling algorithm and binary
search technique were adapted to take power constraints into account. They were tested
on a high performance multi-core computing platform that is powered solely by renewable
sources. Their approach does not aim to reduce the energy consumption, but rather to
optimize typical common scheduling objectives such as minimizing the makespan and the
total flow time, while respecting the power constraint. The amount of jobs that can be
executed simultaneously at a certain time is limited by how much power is being produced
by the renewable sources, which naturally varies through time. Their results show that the
list scheduling algorithms that they adapted to this problem give fast and good solutions.
In [62], Kassab et al. used Genetic Algorithm (GA) to deal with the IT jobs scheduling
problem in green data centers. The paper assumes that different tasks have different power
consumptions, according to their computational density; therefore, changing the order of
the tasks leads to different power consumption levels at a given time. In the proposed GA,
each chromosome represents a different solution. Each solution proposes a possible order
of the tasks of a set of independent sequential tasks. The GA then shuffles the genes of
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a chromosome (the order of tasks) by applying several different crossover and mutation
operators that are tested and compared in this work. Then, the tasks are greedily scheduled
according to their order in each chromosome on a multi-core platform powered entirely by
renewable energy sources.

• Problems of allocation and resource management (server shutdown, migration of virtual
machines, etc.): In [46,47], the authors propose GreenSlot which is a batch scheduler for
parallel tasks. The aim is to reduce the brown power consumption of a data center partially
powered by solar panels. In GreenSlot computation jobs have deadlines and the scheduler
first reserves resources for these jobs with lower slack (distance from latest possible start time
to current time). Based on weather forecasting and power prediction, GreenSlot schedules
the tasks on time slots. However the authors do not try to optimize their schedules. They
just reduce the consumption and costs while meeting as much deadlines as possible. The
simulation results are generated for two different systems: SLURM (scheduler for Linux) and
MapReduce (scheduler for Hadoop). Similarly, Liu et al. in [77] present an holistic approach
to optimize the energy cost with incomes from running a batch of jobs and outcomes to buy
brown energy.

To conclude, these methods has led to significant power and cost savings on data centers supply.

2.1.2.4/ Managing en energy sources in data centers

Two approaches are usually followed when trying to reduce the use of brown energy in data centers,
besides compute/load management: using local renewable resources (on-site generation) and/or
resources available on the grid (off-site generation).

• Off-site generation:

The choice of IT companies depends on various factors such as financial interests, grid reliability,
and geographical location. For example, due to the intermittent character of Renewable Energy
System (RES), the uncertainty issue can be dealt with by using additional resources and/or
curtailment. However, IT companies, instead of dealing with the issue themselves, might prefer to
use already existing RES on the electricity grid. This option can influence the local producers and/or
regional governance to build more renewable resources to attract IT companies through long-term
agreements. For example, MidAmerican Energy, a utility in Iowa, decided to invest $1.9 billion
to increase its wind generation after a renewable energy policy announcement of Facebook [35].
Similarly, Google1 operates its data centers using 100% renewable energy since 2017, but this
energy is not generated on-site. There is however no guarantee that the electrons supplying the
data center are actually “green”, as they will typically originate from the nearest plants, green or
not.

• On-site generation:

On the other hand, if the current electricity grid is not able to support a high penetration of RES, if
the data center operator requires the use of clean energy or if the operator requires greater control
on energy supply, companies might be interested in investing in on-site generation, either from
conventional or from renewable generators. Then, IT companies avoid the incurred transmission
and distribution costs, as well as reduce the system losses [136]. For example, large companies
such as Apple, Google or eBay are building unplugged data centers to have a better control
over their infrastructure. eBay’s Utah data center uses natural gas to produce its electricity 2,
while the grid is only used as a backup. In a similar fashion, Apple’s Maiden, North Carolina
Datacenter3, is using a 40 MW solar plant along with biogas fuel cells. Similarly, Apple has invested

1https://sustainability.google/projects/announcement-100/
2https://www.ebayinc.com/stories/news/new-utah-data-center-advances-our-commitment-greener-commerce
3https://www.datacenterknowledge.com/data-center-faqs/apple-data-center-faq-part-2

https://sustainability.google/projects/announcement-100/
https://www.ebayinc.com/stories/news/new-utah-data-center-advances-our-commitment-greener-commerce
https://www.datacenterknowledge.com/data-center-faqs/apple-data-center-faq-part-2
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in several on-site installations of renewable energy, particularly solar power in North Carolina and
Nevada [58]. McGraw-Hill has recently completed a 14 MW solar field for its data center [89]. A
drawback is that this type of installation requires large financial investment, which might not be
possible for some small IT companies. Furthermore, diverse researchers explore in the same
direction trying to combine renewable energy sources in order to provide electricity to their data
centers. The European project named “GreenDataNet” coupling solar panels and batteries is a
good illustrating example. They designed and validated a new smart energy management system
allowing urban data centers to radically improve their energy performance [48]. Also, the “Renew
it” project developed a simulation tool to evaluate the energy performance of different technical
solutions integrating diverse renewable energy sources as wind turbines and photovoltaics in
different European climate regions [112].

Knowing that the European Technology Plate-form (ETP) for electricity networks of the future,
more popular as ETP Smart grid expected that by 2020 approximately 34% of the total electrical
consumption will come from renewable energy and will have gone more than that by 2035 [130],
these initiative allows data center either to generate their own renewable energy or to use power
directly from the nearest renewable power plant decreasing then their influences on climate change.

Designing green data center implies to change the electrical generators of the latter and to use
other reliable technologies, environmentally friendly, cost-effective, and affordable even to the
general public infrastructure. First, for a better understanding of the data center buildings, let’s
detail their infrastructure.

2.1.3/ Green data center infrastructure

Data centers can be classified following different parameters such as their localization, size and
system type. Redundancy represents a main issue for data centers as they have to guarantee
a quality of service to their clients (if one component breaks down, the system has to continue
working). Moreover, while connecting many energy providers to the data center, redundancy qualify
the latter function and categorize it into four architectures [107,118]:

• Redundancy level 0: N architecture 2.1 with no redundancy or backup. Only the number
of components needed is provided, there is no resilience and component failure will cause
downtime. As there is no duplication of any of the components, the system will stop working
when a component break down (see Figure 2.1).

• Redundancy level 1: N+1 redundancy means that the number of components provided
is one more than the number of components needed so it is a N+1 structure. This kind of
system has a low level of redundancy. It could still work when a component who has the “+1”
goes into a breakdown (see Figure 2.2).

• redundancy level 2: 2N redundancy means that the data center architecture consists of
two complete power systems, each containing N components, run in parallel to hot swap
between each other in case of failure. (see Figure 2.3).

According to D. O’Sullivan in [97], most data centers use either N+1 or 2N architectures. As
stated in [98], redundancy is necessary to achieve higher availability, but it also improves the
maintainability, flexibility, expandability and fault management of data centers. However, it is also
a complex trade-off due to its impact on Total Cost of Ownership. In his report [110] written in
2011, Neil Rasmussen describes the mean load of a data center, which is usually far from 100%;
consequently, having a 2N redundancy leads to an increase in infrastructure that is already usually
oversized.

New architectures are proposed to change the classical paradigm of having a grid-connected data
center using fuel generators for backup. As further described in Section 2.1.2.4, renewable energy
can supplement or replace grid supply and backup generators. This energy can also be generated
and used locally or imported from external sources.
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Figure 2.1: Classical N architecture.
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Figure 2.2: N+1 architecture: The Critical load can be fully supported by green sources
(left part) which can be replaced in case of failure by a fail safe system (right part) such as
a fuel-based or H2-based generator.

In addition to these considerations, installing data centers in remote places such as a research
center in Arctic or in countries after major devastating events leads to face multiple challenges. The
concept of containerized data centers is often used in these contexts. All the computing, cooling,
and electrical infrastructure of a small data center is included in the form-factor of a transport
container [131, 133]. For example, using wind-powered containers, in the patent [16], Burger
et al. have proposed in 2011 a self-sufficient container storing the energy surplus in batteries.
Other types of containers are also leveraging their form factor to achieve free-cooling such as the
underwater container built by Microsoft [83], which still needs to be plugged to the electrical grid.
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Figure 2.3: 2N architecture: The critical load can be fully supported by each of the green
sources on right and left. Even in case of failure of half of the sources, the data center can
still operate using 100% green energy.

More extreme concepts have also been explored. For example, in [20,100], authors propose to use
a swarm of satellites carrying computing nodes. Using this technology helps having a completely
deterministic renewable energy production. This approach is however limited due to the constraints
of building and maintaining a swarm of satellites.

2.1.4/ Data center selected model for DATAZERO

In the ANR DATAZERO4 research project, we intend designing a data center with the following
constraints:

• 1 MW total electric capacity distributed on four (2x 2x 275 kW in peaks) branches 2N
redundancy.

• Each N must provide 500 kW and will be exactly duplicated.

• The cooling is taken into account into these 500 kW.

• The data center is only supplied by renewable energy produced locally.

• The chosen renewable energy sources are solar panels and wind turbines.

• The chosen storage system sources are hydrogen system composed of fuel cells, electrolyz-
ers and hydrogen tanks and battery system (lithium-Ion).

The following sections intends to propose power and energy source models (profiling) meeting
DATAZERO project needs.

4http://www.datazero.org

http://www.datazero.org
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2.2/ Hybrid renewable energy system models

In DATAZERO project, the hybrid renewable energy system consists of photovoltaic panels (PV),
wind turbines (WT), hydrogen storage systems (HSS) and battery storage systems (BSS) as shown
in Figure 2.4.

PV panels WT Turbine Batteries

DC/DC DC/AC DC/DC

DC bus

Fuel cells Electrolyser IT loads

DC/DC DC/DC DC/AC

H2 tanks

Figure 2.4: Structure of the DC microgrid supplying the datacenter loads.

Then, this section introduces the models of the chosen hybrid renewable energy system from
literature data. Characteristic equations are thus established for each component, from renewable
sources to storage units for two different purposes. The first purposes consist in sizing and long
term management written (A) in the modeling tables. The mathematical models presented in
here do not take into account the instantly variation. The models are on the hourly, daily scale in
order as the users apply it for a sizing methods and/or long term management of an infrastructure.
The second purposes consist in the control of the devices and the short term management
written (B) in the modeling tables. These mathematical models should be really detailed as the
times scale here is micro or milliseconds. The control and/or the management needs to be done
for the next hour.

Both purposes (A) and (B) are defined and explained in each power sources modeling in order
to choose, at the end, the most suitable model. These equations are expected to be used in
optimization loops for energy management and sizing.

2.2.1/ Wind power model

The local climate conditions have to be taken into account in the used models as the data center can
be installed in diverse location. Actually, wind speed differs through the pressure and temperature
of each chosen location. Moreover, wind speed measurements are obtained at a 10 m height,
which mismatch with turbine hub height. In these cases, The wind speed vptq can be estimated as
follows:

vptq “ v0ptq
logp h

z q

logp h0
z q

(2.1)

where v0 is the measured or forecasted wind speed, in m/s, h is the desired hub height, in m, h0 is
the actual height of measurement, in m and z is the terrain roughness length, in m.
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Figure 2.5: Ideal wind turbine power output

After environmental conditions and input data are known, the turbine model can be established.
Although they are very similar, several basic models are used in the literature. In the following,
we define two models in the table 2.1: a simple one, suitable for sizing and long term scheduling
(A) [31,45,125,143], and another one, more detailed and suitable for precise control of equipment
(B) [56,57,84].

Table 2.1: Wind turbine mathematical models following the use purpose

(A) (B)

Pwtk “

$

’

’

’

&

’

’

’

%

0 if vpkq ď vci or vpkq ě vco

Pr
vpkq ´ vci

vr ´ vci
if vci ă vpkq ă vr

Pr if vr ă vpkq ă vco

Pwtk “ 1
2ρπr2cpv3pkq ˆ 10´3

v, the wind speed value, in m/s.
Pr, the rated output power of the WT, in kW,
vco, the WT cut-out wind speed, in m/s.
vci, the WT cut-in wind// speed, in m/s,
vr, the WT rated wind speed, in m/s,

ρ, the air density, in kg/m 3
v, the wind speed value, in m/s.
r, the length of the WT blades, in m
cp, the conversion efficiency.

Both models take the wind speed as input and deliver the output power of the wind turbine (WT).
In fact, the output power model of one wind turbine generator follows the power curve shown
in Figure 2.5. So, the turbine starts generating power at the "cut-in" wind speed vci. Then, the
generated output power increases with the increase of wind speed from the "cut-in" vci to the rated
wind speed vr. When the wind speed varies between the rated wind and the "cut-out" wind speed
vco, which is the maximum wind speed value at which the turbine can correctly work, the turbine
produces a constant or "rated power". Once the wind speed goes beyond the "cut-out" speed, the
turbine stops generating for safety reasons.

2.2.2/ Photovoltaic panels model

A photovoltaic panel converts solar energy into electricity. Multiple panels can be connected in
series and/or parallel to form a plant. In the following, two models are proposed: the simple one
(A), used by many researchers in their sizing or management work such as [10,60,115,121]. The
second one (B) more detailed was used by many researchers [79,127,129] for precise control of
equipment These two models are summerized in the Table 2.2
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Table 2.2: Photovoltaic mathematical models following the use purpose

(A) (B)

Ppvk “ Ik ˆ Apv ˆ ηpv

Ppvk “ Vpvpkq ˆ Ipvpkq
with:
Ipvpkq “ NpIphpkq ´ NpIspkqpexpp qVpvpkq

NsAkTcpkq
q ´ 1q

Iphpkq “ IsunpkqpIsc ` KipTcpkq ´ Tre f qq

Ispkq “
Isc

expp
qVpv,oc

NskATcpkq
q´1
p

Tcpkq
Tre f

q3expp qEg
kA p

1
Tre f

´ 1
Tcpkq

qq

I, is the solar radiation in W{m2,
Apv, is the area of the PV

panels in m2,
ηpv, is PV panels efficiency,

Isun, the forecasted solar radiation, in W/m 2
Tc , the panels cells temperature, in K
Vpv , the plant voltage, in V
Ns , the number of the cells in series,
Np , the number of cells in parallel,
Tre f , the reference cell temperature (303.15 K),
Isc , the short circuit current, in A,
Vpv,oc , the open-circuit voltage, in V,
A, the ideal factor,
Eg , the band gap energy

of the semiconductor, in eV,
Ki , the temperature of the circuit current, in A/K,
k, the Boltzmann constant, in J/K,
q, the elementary electronic charge, in C,
Ppv , the plant power output, in kW,
Ipv, the plant current, in A.

2.2.3/ Hydrogen storage system model

Component models of the hydrogen storage system are explained a follows:

2.2.3.1/ Fuel cell model

Table 2.3 summarizes a simple model (A), suitable for sizing and managing [24], and another one
suitable for controlling electrical device [69] is also introduced (B).

Table 2.3: Fuel cell mathematical models following the use purpose

(A) (B)

P f ck “ η f c ˆ LHVH2 ˆ Q f ck

P f cmin ă P f ck ă P f cmax
P f cmin ă P f ck ă P f cmax
P f ck “ ηsys ˆ V f cpkqI f cpkq

η f c , the fuel cell system efficiency,
LHVH2 , the lower heating value of hydrogen,
in kWh/kg (constant at 33.33kWh/kg),
P f cmin, P f cmax , the fuel cell system
min. and max. power output, in kW,
Q f c, the hydrogen consumption, in kg

I f c , the fuel cell current, in A,
V f c , the fuel cell voltage, in V,
ηsys , the system efficiency
P f cmin, P f cmax , the fuel cell system
min. and max. power output, in kW
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2.2.3.2/ Electrolyser model

In the following table 2.4, a simple electrolyzer system model suitable for sizing and managing is
given on colomn (A) [8,24,81,93], and another one suitable model for the control part (B).

Table 2.4: Electrolyser mathematical models following the use purpose

(A) (B)
Pezk “

η f cˆQezk
HHVH2

Pezmin ă Pezk ă Pezmax
Pezmin ă Pezk ă Pezmax
Pezk “ VelpkqIelpkq

ηel , the electrolyzer system efficiency,
HHVH2 , the higher heating value of hydrogen,
in kWh/kg (constant at 39.4kWh/kg),
Pezmin, Pezmax , the system
min. and max. power output, in kW,
Qez, the hydrogen production, in kg

Pezmin, Pezmax , the system
min. and max. power output, in kW,
Iel , the current density, in A/cm 2
Vel , the output cell
voltage of the electrolyzer, in V.

According to the studies mentioned above [24,81], the electrolyzer has physical constraints that
have to be taken into account during the operation; the electrolyzers have not been designed to
operate under variable power conditions, such as those that can be found in renewable micro grids.
For safe operation, the electrolyzer should be operated above a minimum power level in order
to avoid impurities in the gases produced and hazardous mixtures of H2 in O2. In addition, high
current densities accelerate the degradation due to over-voltage in the electrodes.

2.2.3.3/ Hydrogen level of H2-tank

The hydrogen produced by the electrolyzer and consumed by the fuel cell is stored in tanks. For
sizing and scheduling application purposes (A) [18,73] and for short term control and simulation
applications the model of hydrogen tanks is defined in equation (2.2) where the hydrogen level
LOH-tank at time step t depends on hydrogen level at time t ´ 1 (LOHpt ´ 1)), output hydrogen
mass flow of electrolyzer at time step t (Qez), and hydrogen consumption of FC at time t. (Q f c):

LOHk “ LOHk´1 ` Qezk ´ Q f ck (2.2)

2.2.4/ Battery storage system Models

Several researchers [10,49,72,115,143] used the simple model (A). In this model, the status of
the battery is represented by its State-of-Charge (SOC), which represents how full it is. The SOC
varies with how electric power is input or drawn into/from the battery, while considering the related
efficiencies. Note that the starting time is negligible and the ramp rates can be assumed infinite.
For short term control and simulation applications (B) [6, 39, 121, 139], the voltage of a battery
depends on several parameters, such as the state-of-charge (SOC, which represents how charged
or discharged the battery is), the current, and the temperature.

These both models are defined in Table 2.5.

2.2.5/ Selected models for DATAZERO project

Hybrid renewable energy sources is largely dependent on its components, thus an accurate
modeling of each component of HRES provides tools to better understand the performance and
reliability of the system, assisting to optimize it. Thus, after analyzing the models and following the
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Table 2.5: BSS mathematical models following the use purpose

(A) (B)
S OCk “ S OCk´1 ˆ p1´ σq

`
Pchk´1ˆηchˆ∆t´

Pdchk´1
ηdch

ˆ∆t

Cbat
S OCmin ă S OCk ă S OCmax
S OC0 “ S OCinit

S OCk “ S OCk´1 ` ηch{dch
Ibatk∆t
Cbat

S OCmin ă S OCk ă S OCmax
S OC0 “ S OCinit
Ibat,min ă Ibatk ă Ibat,max

Pch , the charging power (<0), in W,
Pdch, the discharging power (>0), in W,
Cbat , the battery capacity, in Wh,
∆t, the time step duration,
ηch, the charging efficiency,
ηdch, the discharging efficiency,
Ebat , the battery capacity, in Wh,
S OCmin, S OCmax ,the min.

and max. SOC values, in %,

Ibat , the battery current, in A.
Cbat , the battery capacity, in Wh,
ηch{dch, the charging/discharging efficiency,
S OCmin, S OCmax, the min. and

max. SOC values, in %,
Ibat,min, Ibat,max , the battery min.

and max. current, in A.

thesis objectives (Optimization of sizing and management), the models chosen for each sources are
the simple model (A) defined for sizing and scheduling applications purposes. Thus, in the following
sections, a review about performance metrics used in the literature to evaluate the reliability and/or
feasibility of the HRES, sizing methodology and optimal management are presented.

2.3/ Electrical sizing

2.3.1/ Definition

Sizing a hybrid renewable energy system consists in finding the most appropriate size, taking into
account the intermittent production and forecasts, that allow to maximize (or minimize) predefined
performance criteria. Sizing of HRES, whether in grid connected or in stand alone system follows
a common methodology used by the scientific community. Three types of input parameters are
distinguished [90]:

• Economic parameters (performance metric);

• Meteorological parameters (measurements and/or forecast);

• Production parameters (non-renewable, RES, etc.).

An optimization procedure is then performed to determine the best configuration based on prede-
fined criteria. The output parameters are the platform cost, the number of elementary modules (PV
panels, wind turbines, batteries, etc.) or the distribution of production (energy/power) in the case of
a distributed system, the size of the storage as well as that its associated operation over the period,
as shown in Figure 2.6.

2.3.2/ Technical performance metric

There are different criteria for evaluating the performance of a HRES which can be used to identify
the reliability and/or feasibility of the system. Then, the designer is able to size in an accurate way
the platform. The most known criteria are briefly described in this section.
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Figure 2.6: Standard methodology of sizing

2.3.2.1/ Loss of power supply probability (LPSP)

Loss of power supply probability (LPSP) criterion was introduced in [139] for isolated systems
in 2003. It assesses the reliability of demand satisfaction in the case of an isolated system and
represents the share of energy not provided on the requested energy [80]:

LPS P “

řK´1
k“0 Ploadk ´ Pprodk

Ploadk
ps.t. Ploadk ą Pprodkq (2.3)

where the Ploadk is the energy demand and Pprodk is the energy produced by the HRES. Another
definition of LPSP appeared in [138] and represents the time of service default. It is defined as
follows:

LPS P “

řK´1
t“0 ∆k
H

ps.t. Pprodk ă Ploadkq (2.4)

where ∆k is the time step and H is the horizon considered. A LPSP equals to 0 means that the
system is absolutely reliable and a LPSP equals to 1 means that the demand is not satisfied at all
by the generated power.

2.3.2.2/ Loss Of Load Probability (LOLP)

The Loss Of Load Probability (LOLP) is the probability that a loss of load situation will occur, i.e., a
time when the consumption is greater than all the means of production available, which may lead
to a load shedding (inability to meet demand). This criterion is also used in the security of the
national electrical systems for which the number of admissible hours of loss of load over a year
(Loss Of Load Expectation or LOLE) is 3 hours (LOLP = 0.034 %).

2.3.2.3/ Level of Autonomy (LA)

Level of Autonomy (LA) is defined as the complement to 1 of the ratio between the number of hours
of Loss of Load divided by the total number of hours the facility is operational:
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LA “ 1´
HLOL

H
(2.5)

2.3.2.4/ Annual system cost

The annualized cost of the system (ACS) includes the capital cost (Ccap), the replacement cost in
case of system breakdowns (Crep) and operation and maintenance costs to ensure the lifetime of
the system (CO&M) defined by:

ACS “ Ccap `Crep `CO&M (2.6)

In the design of an electrical system, evaluating criteria are essential for security of supply, reliability
of the system, etc. In an isolated mode (SA) but also connected (GC), it is a question of a best
answering to a demand of final consumers. In the following, we studied different way of sizing an
HRES.

2.3.3/ Existing methods methodology

Diverse methodologies have been used in order to compose optimal energy systems. An easy way
to classify them is according to their complexity level as we can see in Figure 2.7.

Sizing methodologies
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Figure 2.7: Sizing methodologies

2.3.3.1/ Probabilistic methods

A probabilistic method is an efficient technique based on probability to prove the existence of
combinatorial objects having some specific properties. This method consists in generating entire
sample space for combinatorial object, places probability on each object in a simple space. Then
given these probabilities, we verify if the probability of the combinatorial object exists or if we
consider complement. In sizing of HRES, these methods can be one of the simplest sizing method.
Nevertheless, the obtained results are not efficient to find the best solution. Generally, these
methods take only one or two performance criteria to be optimized into account.

For instance, Yang et al. [139] proposed a probabilistic method, where they prove the importance
of choosing a suitable typical meteorological year (TMY) in order to get an accurate assessment
of performance in a hybrid PV-wind energy system. Another probabilistic approach is suggested
by Tina et al. in 2011 [125]. Their method is based on convolution techniques using probability
density functions (PDF) to assess long term performance of hybrid solar wind power systems.
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In addition, C. Protogeropoulos et al. presented two sizing methods [106] for autonomous PV-wind
hybrid systems many years before. Both methods determine system performance by computing
the system autonomy level and the total cost. However, in the first method, an annual average of
monthly system performance is used and, in the second one, the worst monthly scenario.

2.3.3.2/ Analytical methods

The performance evaluation of a hybrid system in this case can be achieved by computational
models (i.e., commercial software tools and/or numerical approximations of system components)
describing the HRES size in function of its feasibility. Therefore, system performance can be
evaluated for a conceivable system architecture set and/or an appropriate component size. The
best results are obtained due to the analyze of one or several performance criteria.

Recently, several computer tools have been developed in order to help the user to analyze the
integration of the sources for optimizing, designing and evaluating performance of PV-wind hybrid
systems as discussed in a comprehensive review by Sinha and Chandel [120]. The most used ones
are: Hybrid Optimization Model for Electric Renewable Energy (HOMER) [96], software developed
by the National Renewable Energy Laboratory (NREL), The Hybrid Power System Simulation
Model (HYBRID2), Hybrid Optimization using Genetic Algorithm (HOGA), etc. However, these
softwares have limitations like black box coding, different working platforms, unavailability of some
of the software, and they are also not as flexible as optimization techniques which can be used as
per research criteria [120].

2.3.3.3/ Iterative methods

Iterative methods in sizing of HRES consist in using recursive process taking design specifications
into account that stops once the best configuration is achieved.

Many researchers have worked using genetic algorithms (GA) to achieve a good sizing as close the
optimal solution as possible. For instance, Kaldellis et al. [60] proposed to minimize the system cost
by means of electrical load under some design constraints. Their best sizing solution is reached by
using a GA process. Similar works can be found in Dufo-Lopez and Bernal-Agustin in 2005 [34]
and in Yang et al. [137,138].

Moreover, Ashok [4] obtained a hybrid system among different combinations for a rural community,
minimizing the total life cycle cost and ensuring systems reliability. In this work, a numerical
algorithm based on the QuasiNewton method was used to solve the optimization problem [109].

Another iterative method is reported in [75]. The authors analyze real-world workload traces from
a medium-sized data center to calculate the optimal size of the solar panels needed to generate
enough green energy to cover the entire workload energy consumption, assuming that all the
surplus solar energy is stored in a battery of infinite size. Then, assuming that the size of the used
solar panel is the found ideal size, they calculate the optimal capacity of the battery needed so
that the workload consumes zero brown energy. They show that using an opportunistic scheduling
algorithm demands a smaller battery size than a baseline algorithm with Energy Storage Device
(ESD). Finally they combine both approaches to find the optimal solution for solar panels and
different batteries of different sizes.

2.3.3.4/ Hybrid methods

Using hybrid method in HRES is defined as an optimization problem with a multidimensional nature.
It consists in solving a multi-objective optimization based on combining several methods such as
heuristic method (GA, neural network, etc.) and other optimization techniques.
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For instance, many researchers [9, 63, 117] modified Genetic Algorithms (GA)) in order to give
the designer the choice of the optimal configuration. This was done by a set of non-dominating
Pareto set using selection criteria. In [63], the optimization objective was twofold and consists
of minimizing the system cost of energy and greenhouse gas (GHG) emissions by six different
constraints. In this work, the main originality comes from the assessment of GHG emissions based
on life cycle analysis. A similar work was proposed in [134] where the set of non-dominated Pareto
solutions was obtained using a particle swarm optimization algorithm (PSO). The optimization
objective in this work was to twofold techno-economical and threefold technical, economical and
environmental.

Moreover, Artificial Neural Networks (ANNs) can be used as a hybrid method for sizing, as it is
considered as a simplified mathematical model of brain-like systems. Different authors used the
ANN for many purposes. For example, [54] and [87] used ANN in the prediction of daily solar
radiation in isolated areas where data were missing. It is also used to improve the analytic method
of loss of load probability (LOLP) [55,86,88].

2.4/ Management of green energy sources

2.4.1/ Definition

Nowadays, energy management became a key issue for companies as they are playing an essential
role in giving their organization more sustainable energy choices. Managing a hybrid renewable
energy system consists in finding the right balance between the power demand of the clients
and the power production. A good management strategy must increase profitability to its maker
while respecting some defined constraints such as decreasing the brown energy consumption,
reducing costs, decreasing the companies’ environmental impact, etc. Thus, these strategies are
established with clear targets and provide a logical framework for utilizing the appropriate resource
in the appropriate time to achieve these goals.

Due to the global warming alert, a wide-range of different actors and stakeholders developed an
interest in green renewable energy use and management, such as industries, clients, government
authorities, researchers, NGOs, associations, local communities, suppliers, etc. Therefore, many
management strategies have seen the light and are considered, used and improved every day to
ensure the reliability and sustainability of the HRES. In these management strategies, many opti-
mization methods were used in order to get results as optimal as possible. Figure 2.8 summarizes
some of the optimization techniques used in the research community with different approach in
order to improve the commitment of the renewable energy sources.

Energy source man-
agement techniques

Stochastic
programming

Linear programming
Non linear

programming

Figure 2.8: HRES management approach

2.4.2/ Existing management methods

2.4.2.1/ Stochastic programming

Stochastic programming is an algorithmic approach that incorporates uncertainty by nature. The
uncertainty is unknown and usually characterized by a probability distribution on the parameters.
Authors used stochastic program to minimize the exposure of each microgrid to vulnerabilities. For
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instance, a stochastic energy and reserve scheduling method for a microgrid, which considers
various types of demand response algorithms (DR), has been proposed in [142]. In this proposed
scheme, all types of customers namely residential, commercial and industrial ones can take part in
demand response programs which will be considered in either energy or reserve scheduling. A
probabilistic energy management system, to optimize the operation of the microgrid, based on an
efficient point estimate method is proposed in [65,91]. The authors used the proposed method to
model the uncertainty associated with the wind, solar power generation systems, the market prices
and the load demands. Moreover, in [2], the authors have proposed a strategy for constructing
microgrids with optimized supply adequacy. The problem has been formulated as multi-objective
optimization problem. The authors used three different types of algorithms at different stages,
graph theory related algorithms and forward-back-ward-based probabilistic algorithm. They argued
that the proposed planning framework can help utility engineers and system planners in designing
microgrids capable of working in island mode.

2.4.2.2/ Linear programming

Linear programming is a mathematical problem of optimizing (maximizing or minimizing) a linear
function of several variables that are connected by linear relationships called constraints. For
example, the two-variable problem x “ px1, x2q P R2 such that:
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minimize x1 ` x2
s.t. :

x1 ` 2x2 ě 2
x1 ě 0
x2 ě 0

(2.7)

which consists in minimizing the linear function x “ px1, x2q P R2 ÞÑ x1 ` x2 P R under the linear
inequality constraint x1 ` 2x2 ě 2 and the positivity constraints of xi. It is in fact a linear optimization
problem. A polynomial time algorithm is able to optimally solve this problem as long as the variables
are real-numbers. As it is a convex problem, the solution is a point of the convex polytope defined
by the constraints. It is worth px1, x2q “ p0, 1q. On the other hand, as soon as the variables are
integer or boolean, the problem becomes more difficult (NP-Complet) and it is then only possible to
find an optimal solution in cases where the number of variables is small. Indeed there is no reason
that the points of the polytope should be integer.

A microgrid consisting of hybrid renewable energy systems has been modeled by using a linear
programming in [85] where the total annualized cost has been minimized by optimally selecting
different system components and renewable resources for the smartgrid. The mixed integer linear
program (MILP), where variables are either integer-value or real value, presented in [108] tackles
the problem of optimal distributed generation by dividing the problem into two phases, namely
site planning model and capacity planning model. The authors argued that their proposed model
was computationally efficient with better optimal solution. In [59], a novel double-layer coordinated
control approach for microgrid energy management is proposed. The proposed approach involves
two layers: the schedule layer and the dispatch layer. The schedule layer is a MILP. The schedule
layer provides an economic operation scheme based on forecasting data, while the dispatch layer
provides power of controllable units based on real-time data. Energy management problem of a
standalone MG integrated with RES has been formulated as MILP problem in [119] to minimize the
operation cost and penalties related to unmet energy. In [144] a MILP is used to solve the multi-
objective framework. The framework facilitates an efficient trade off between low operation cost and
good energy services to the end users. The objective includes the cost of power exchange with the
main grid, the startup and shutdown costs, the operating cost of distributed generators, the payment
for demand response load, the penalty costs for involuntary load curtailment and renewable energy
spillage. A generic mixed integer linear programming model has been proposed in [68] to minimize
the operating cost of a residential microgrid. A mixed-integer linear programming model has been
proposed in [13] for the optimal design and operation of an energy system consisting of combined
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heat and power. The proposed model has been used to formulate a multi objective function to
minimize the capital and operational costs along with minimization of the carbon dioxide CO2.

2.4.2.3/ Non linear programming

In [40], the power consumption model of transaction and communication based applications is
presented into a Modified Simple Power Consumption model (MSPC) of a server. A non-linear
program is used for the model. The proposed algorithm selects one of the servers for mixed types
of applications so that the total power consumption of servers can be reduced. A mixed integer
non-linear programming based computational framework has been proposed in [21] to evaluate the
performance of a hybrid renewable energy system. A bi level programming approach is presented
in [5] to analyze the competitive situations of hierarchical decision between an energy service
provider (ESP) and a large central production unit. The ESP includes several microgrids, each
one comprising of controllable loads and dispatched distributed generation units. The scheme is
compared with the vertically integrated operation of the system, in which only one entity manages
both the central production unit and the distributed resources of the microgrid. The automation
level in a microgrid is a complex, non-linear and discrete optimization problem. The authors
in [146] presented a procedure which is a scenario-based search method using local automation
and remote control strategies in a combinatorial manner considering achievable benefits for each
scenario. The authors simulated their proposed methodology on a sample microgrid. In [123],
the problem is formulated as a non-linear mixed-integer program which minimizes capital and
annual operational costs of renewable energy subject to a variety of system and unit constraints.
With a broader use of distributed generation and storage, many buildings and campuses will
become microgrids. Specific supply-side and demand-side aspects include on-site renewable
generation, storage technologies, electric cars, dynamic pricing, and load management. A non-
linear mixed integer optimization problem is used in [41] to solve these technical challenges.The
authors formulated a long term scheduling optimization problem of a grid-tied renewable energy
microgrid with hybrid energy storage as mixed quadratic program (MQP).

2.5/ Summary

This chapter helps to understand the main models used for each sources of the defined DATAZERO
hybrid renewable energy sources. It is composed of photovoltaic panels, wind turbine, battery
storage system and hydrogen storage system composed of fuel cell, electrolyzer and hydrogen
tank in order to supply a data center of 1 MW peak consumption. The first section of this chapter
defined the infrastructure of data center and their architecture. The maintained architecture of
DATAZERO Project is A 2N data center. In the section 2.2, the mathematical models of the electrical
sources were presented in details for two purposes; the model (A) is used for sizing and long term
management and the model (B) is used for short control and management. Then, a state of art of
sizing and management methodology were described in order to study the difference of between
these methodology and to determine the best way for our infrastructure. The chapter 3 and chapter
4 presents respectively a hybrid novel method for the design and a linear programming for the
management of the infrastructure.





Chapter 3

Sizing Strategy

In this chapter, the sizing strategy is explained and settled. The chapter starts by explaining the
objectives and motivation needed to attend. Then, the principle of the sizing is detailed in order
to understand the follo-up ideas. The third part of this chapter is dedicated to the methodology
employed in order to design the hybrid renewable energy system chosen. To end up, the results
obtained from the sizing tools are treated and explained using common applied performance
metric.
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3.1/ Objectives & Motivation

In the previous chapter, the modelings of the electrical sources used was presented for two different
purposes. The first one is for sizing and management and the second one is for controlling the
electrical sources. These models are used, in this chapter, in order to identify the production power
produced by each sources for an horizon H . This production coupled with an storage energy
system (SES) must satisfy at best the data center demand ("Pload").

In fact, the objective of the sizing consist in finding the best size of the electrical sources used while
guaranteeing the best answer to the power request (Pload) of the data center during a defined
period. In fact, in case of good weather, the overproduction (when the renewable energy produced
is bigger then the demand) is stored in the SES. In the opposite, in case of bad weather, the
renewable power production can be not enough to supply the load. In these cases, storage capacity
compensates the difference between the advertisement and the renewable production. Thus, the
objective here is to use the renewable overproduction to fulfill the gap of underproduction during a
defined period in order to ensure the green aspect and autonomy of the data center.

Consequently, a hybrid sizing method is presented in this chapter as we have chosen to place
ourselves from an operational point of view where at each step of time we must wonder: how much
energy must we load / unload? The aim is to have an electrical infrastructure that allows to respond
to the data center power demand while using the renewable energy and keeping the same level of
storage as at the beginning while respecting the defined performance criteria.

3.2/ Principle

In this section, the principle of sizing, on which the methodology is based, is explained. In order to
understand the operating of the hybrid renewable energy system, the principle is divided into two
different parts treating two type of infrastructure. The first one is composed of photovoltaic panels
(PV) and hydrogen storage system. The second one is is constituted by the defined architecture of
the project (photovoltaic panels, wind turbines, battery storage system, hydrogen storage system).
The mean average power during one hour is named power till the end of this thesis.

3.2.1/ Photovoltaic and hydrogen infrastructure

To illustrate our general approach, we consider that the infrastructure is only composed of photo-
voltaic panels and hydrogen storage system. The PV are then the primary sources used to directly
supply the data center demand. The hydrogen system is considered as a secondary sources used
as a back up supply. In this case, we assume that, the idealized daily can be represented like the
typical curve of the photovoltaic system. Moreover we assume that the production of energy by the
primary sources during one year linearly increases when days get longer and linearly decreases
when days get shorter (see Figure 3.1). In this figure n represents the number of days (n “ 365)
during a year, E and e are respectively the maximum and minimum production of energy in the
year for each day. So 0 corresponds to December the 21th (the day with the shortest light) and n{2
to June the 21th (the day with the longest light).

During one year, the electrical production varies greatly over season. With making a zoom on
the daily scale, it’s obvious to differentiate the best production day (E) and the worst one (e) as
showed in Figure 3.2 and where D is the power demand of the data-center. Considering our model,
the overproduction of one day has to offset the underproduction of another day. And using both
the wind turbine and the photovoltaic panel models introduced in chapter two, we can estimate
their mean power production in kWh during these two days. This allows us to evaluate the primary
source sizing. To make this sizing, we choose the worst and the best days (0 and n{2).

As mentioned before, the objective fixed is to fulfill the lack of energy of the worst day by the over-
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Figure 3.1: Primary energy produced by PV

production of the best day and to repeat this operation all over the year by taking the charging and
discharging storage efficiency η into account. This problem is summarized by these equations (3.1):

pE ´ D∆tq ˆ η “ D∆t ´ e

ηE ` e “ D∆tp1` ηq (3.1)

where ∆t is the time step (∆t “ 24 h). We assume the energy produced during the best day E and
the energy produced during the worst day e could be written using a proportionality coefficient α:
e “ αE.

E “
D∆tp1` ηq

pη` αq (3.2)

Then, the sizing of PV is made following the power demand that should be provided on the best
day. Considering the value of E and the energy model for solar radiation, we can found the peak of
power that the photovoltaic panels have captured to produce E at the end of the best day. Based
on that, on can determine the surface of photovoltaic panels needed to produce E. However, it is
necessary now to focus on the hydrogen storage system.

Taking storage efficiency into account, the former introduced model is not accurate anymore. The
overproduction part needs to be bigger than the lack in the production part as it is multiplied by the
storage efficiency. The real model then representing the system can be defined according to the
scheme shown in Figure 3.3. The sizing of the hydrogen system consists in calculating the area of
the triangle above the demand and is calculated by Equation (3.3) to get the energy needed to be
provided in time of need:

EH2 “
nD∆tp1´ αq

4ˆ pη` αq
(3.3)

Nevertheless, using this approach does not give enough information in order to design the real
infrastructure composed of PV, WT as primary sources and Hydrogen and battery storage system
as secondary sources. Moreover, one needs to take into account all the days over the year and not
only be based on the best day in the idea of covering underproduction by overproduction. Thus, the
main idea of covering underproduction by overproduction will remain in the following approaches
and the the rest will not be taken into account.
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Figure 3.3: Required overproduction (gray part) for energy storage that takes efficiency
ratio into account

3.2.2/ Main infrastructure

The main infrastructure of the hybrid renewable energy sources (HRES) is composed of photovoltaic
panels (PV), wind turbines (WT), battery storage system (BSS) and hydrogen storage system
(HSS). The aim of this infrastructure to supply the energy demand of the data center and to define
the number of each source used. These electrical sources are divided into 2 different subsystems
as explained in Figure 3.4:

• The primary sources: consist in providing the basic power to supply the data center and are
composed of photovoltaic panels and wind turbines.

• The secondary sources: are the back up power to supply the data center in times of need
and are composed of batteries and fuel cells.

As the data center should be autonomous in terms of energy consumption, the totality of the energy
comes from primary sources. Moreover knowing that the primary sources operate as intermittent
sources in time, we have to balance the lack of energy production (for example in the winter) by an
over production (summer) during the year. To achieve this balance, the secondary sources (storage
sources) are divided following the type of storage explained in the section above and operate as
follows:

• Long-term storage: where days of overproduction will balance days of underproduction. The
electrical resources used in this case is the hydrogen system;

• Short-term storage : where the hours of overproduction will balance the hours of under-
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Figure 3.4: Subsystems of the HRES

production during the same day (fluctuations between day and night). It means that the
production will be smoothed over the day. The electrical resources used in this case is the
batteries.

In this section, the problem is taken backward.In fact, from a given infrastructure, the power load
Pprod is computed such as the overproduction is equal to underproduction. It is the available
constant power that an infrastructure can provide all over the year. This is done in order to find a
global calculation that determines a prediction model ensuring a cyclical use of the sources.

3.2.2.1/ Power load determination

In this part, the power load Pprod is determined following a given primary production (PV + WT).
Then the demand is computed such as the surface of the energy above it, multiplied by the storage
efficiency η is equal to the surface below.

To make it possible, the renewable energy production is calculated based on the short model
presented in the previous chapter. Then, all the primary production values xi are sorted in a
decreasing order. Then using binary search, we look for the exact value of k for which the
overproduction is equal to the underproduction and calculate Pprod following Equation 3.4. At the
end, Pprod is chosen according to the best combinations.

For instance, Figure 3.5 constitutes the power production by the renewable energy sources in
each time slot X1, X2 till Xn, and Pprod represents the exact value for which the surface (Energy)
above Pprod multiplied by the efficiency η is equal to the surface below Pprod. In other words, the
overproduction is equal to the underproduction taking the storage efficiency η into account.

As a consequence, the general mathematical formula enabling the determination of the demand
can be written as:

Pprod “
η
řk

1 xi `
řn

k`1 xi

n´ kp1´ ηq
(3.4)
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Figure 3.5: Compensation principle

where k is the number of time slots where the renewable energy production is bigger than the
demand. Using Equation 3.4, one can determine for any renewable production, the exact maximal
power value for which the overproduction is equal to the underproduction taking the storage
efficiency into account. This maximal power value is the constant power that an infrastructure can
provide all over the year Consequently, it reinforces the autonomous character of any infrastructure
taken.

Nevertheless, the computing of Pprod depends of the efficiency of the storage used. In this case,
we are considering two different storage system. The approach is then explained in the two
following paragraphs following the usage of the storage sources (short term or long term storage).

• Short-term storage

The short-term storage or in other words the daily offset consists in using the battery to cover
the lack of production during hours within the same day. Then, the battery is used to smooth the
production over the day. The calculation of the power needed to be stored or, in the other way,
needed to be taken from the battery consists in computing Pprod with the same formula in 3.4
for each day following the primary sources production taking the efficiency of the battery ηbatt into
account. Once computed, the result achieved consist in 365 values of Pprod, where each Pprod
represent the demand of one day of a year.

For instance, as explained in Figure 3.6 which represents only two days, let us suppose that X1, X2
are the production values for the first day, X3,X4 are production values of another day and that the
efficiency of a charge discharge cycle of the battery ηbatt “ 0.8.

Figure 3.6: short term management in the same day

The production values of these time slot is as follows:

• X1 “ 10

• X2 “ 0
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• X3 “ 5

• X4 “ 0

Then, following the same strategy explained above,

The energy production of the first day is computed as follows:

Pprod1 “
0.8 ˚ 10

2´ 1p1´ 0.8q
“ 4.44

Second, we compute the energy production of the second day:

Pprod2 “
0.8 ˚ 5

2´ 1p1´ 0.8q
“ 2.22

Using this strategy, the battery is smoothing the production during the same day. Then, this
computing is made for every day over the horizon considered. The hydrogen is used to smooth the
production over days. The used strategy is explained in the following section.

• Long-term storage

The long-term storage or seasonal offset consists in using the hydrogen system to compensate
the lack of energy by using the fuel cell or also to store the overproduction of energy using the
electrolyzer and store it in some hydrogen tanks to be used in time of need.

Figure 3.7: Double compensation process

The long term storage is calculated following the the 365 values of Pprod obtained in the first part
following the formula 3.4 using binary search. So, if we use the same example as before, we
calculate again a new Pprod1 with Equation 3.4 using the efficiency of the hydrogen storage in this
time as follows:

Pprod1 “
0.4 ˚ p4.44` 2.22q

2´ p1´ 0.4q
“ 1.90 (3.5)

Where the efficiency of the hydrogen storage is the efficiencies of both fuel cell and electrolyzer
ηH2 “ ηel ˆ η f c “ 0.4

With the long-term storage, a double compensation is made by smoothing the production, in
the beginning, with battery and then with the hydrogen system. While computing the double
compensation, we find out that it’s the lower bound quoted Lb that we can obtain for the power
load Pprod.
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Figure 3.8: Dichotomy calculation for the power load of an infrastructure

Based on this strategy, the constant power load, that an infrastructure is able to deliver, is between
a lower bound and a higher bound. Moreover, if the renewable power produced during a day is
bigger then the power demand, it is better to store the overproduction directly in hydrogen and not
into the batteries to avoid losses of energy. Therefore, in the following part, the computing of the
higher bound is explained.

The higher bound quoted Hb consists in computing the average power for each day. As a result,
we will get 365 values of daily average. With these values, we calculate again the yearly average.
This bound represents the upper bound because with computing the mean of the daily average, we
do not take into account neither the efficiency of the battery nor the one of the hydrogen system.

For instance, the higher bound is computed as follows:

M1 “
10` 0

2
“ 5 M2 “

5` 0
2

“ 2.5 (3.6)

Hb “
5` 2.5

2
“ 3.75 (3.7)

• Conclusion:

To conclude, the aim is to find more precisely the value of the load that a hybrid infrastructure
is able to produce over the year. Moreover, this value is between the two limits: the higher and
lower bound respectively Hb and Lb. Using these 2 values the power load Pprod is computed
using binary search between these two bounds and the storage process (which is explained in the
following sections). The right value of demand is reached when the level of hydrogen, after the
defined horizon, attains the same initial level at the beginning.

Using this strategy, the renewable energy produced from any infrastructure including hydrogen
and battery storage system can define an exact constant power load for which the HRES can be
completely reliable over the horizon considered.

3.3/ HRES sizing methodology

In this section, sizing methodology is presented. In the beginning, in order to better understand the
operating of a hybrid infrastructure, we proceeded to a power load determination using a calibration
of the renewable energy production. In the section 3.3, the data center load is defined. Then, our
methodology consist in finding the best sizing for the client demand.

3.3.1/ Sizing of the storage system:

The strategy that aims to design the storage system rely on computing time slots of overproduction
and underproduction for each day during the time horizon. Thus, from the renewable energy
production, the sizing of the batteries and the hydrogen system can be started. As a reminder, the
hydrogen system composed of fuel cells and electrolyzers is used to balance day of overproduction
and days of underproduction (seasonal offset). However, the batteries are used during the same
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day to balance the hours of overproduction and underproduction (fluctuations between day and
night).

This sizing strategy is explained in the two diagrams 3.10, 3.12. It starts by initializing the power
values respectively of the battery Pbatt and the hydrogen PH2 , the Energy that is Needed to be
Stored (ENS ) in the batteries to handle the daily smoothing and the energy already stored in the
batteries Estoredbatt. Variables i and d represent respectively hours and days.

Second, to get the exact quantity needed to be stored in the storage system and the quantity
needed to be taken from it in time of need, we compute the missing energy (underproduction U p)
and the overabundant energy (overproduction Op) during a day with a time step of one hour as
defined in equations (3.8), (3.9):

Overproduction : Op “
24
ÿ

k“0

pxk ´ Dkq ˆ ∆t f or xk ą Dk (3.8)

Underproduction : U p “
24
ÿ

k“0

pDk ´ xkq ˆ ∆t f or xk ă Dk (3.9)

where xk is the renewable production power over the hour k and Dk is power demand in the
same hour. Thus, based on these two energy quantities Op and U p, a day can be defined as an
overproduction or a underproduction day taking the storage efficiency into account as explained in
the table 3.1:

Table 3.1: days management

Overproduction day Underproduction day
Opˆ η2

batt ą U p Opˆ η2
batt ą U p

Where the definition of the battery efficiency has changed: it is the charging or discharching
efficiency. This explains the square η2

batt in the table 3.1. First let’s start by explaining the sizing
strategy of the storage system in an overproduction day.

• Overproduction day:

The sizing of the battery is a pessimistic sizing. In days of overproduction as showed in the
figure 3.9, the energy needed to be stored in the batteries ENS is equivalent to the underproduction
hours taking into account the battery efficiency. By this way, the batteries smooth the day. Then,
the remaining overproduction energy is stored in the hydrogen system. To make it possible, hours
of overproduction should be differentiated of hours of underproduction. To summarize, in an
overproduction day, the steps are (from step 5 in 3.10):

• Step 5: As the batteries should assure the daily smoothing, the energy that should be
stored from overproduction hours is equal to the sum on the underproduction hours. This
energy is defined as:

ENS “
U p
η2

batt

• Step 6: Check if it’s an underproduction or overproduction hour

• Step 7: In case it’s an overproduction hour, the energy management of the storage system
is defined as follows:

– Step 8-1: Verify if the energy that is needed to store ENS in the batteries is smaller
than the renewable energy produced in the same hour Opris
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Figure 3.9: Overproduction day

– Step 9-1: If the latter condition is true, the battery charge all the energy that is needed
to store ENS

– Step 10-1: The hydrogen charge the remaining energy of the renewable energy
produced taking the electrolyzer’s efficiency ηelec into account

– Step 11-1 : Step 13,1: Initialize the variable of the energy needed to store and
increment the counter of hours to evaluate the next hour of the day

– Step 8-2: Verify if the energy that is needed to store ENS in the batteries is bigger
than the renewable energy produced in the same hour Opris

– Step 9-2: If the latter condition is true, the battery charge all the energy that is
produced by renewable energy in the same hour Opris

– Step 10-2: As there is no remaining energy, the hydrogen does not charge
– Step 11-2: Decrease the energy needed to store by what is already charged in the

batteries
– Step 12: Test the hour counter and increment it if i is less than 24 and reconsider for

the next hour.

• Step 7-3: In case of underproduction hour, the energy management of the storage system
is defined as follows:

– Step 8-3: 9-3: Discharge the battery of the energy of underproduction taking the
efficiency into account

– Step 10-3: As the hydrogen is responsible of the seasonal offset, the fuel cell does
not start here.

– Step 11: Test the hour counter and increment it if i is less than 24 and reconsider for
the next hour.

• Underproduction day:

In an underproduction day as showed in the figure 3.11, only the energy equivalent to the hours
of overproduction is stored in the batteries to supply the underproduction hours of the same day.
To provide the remaining quantity of underproduction, fuel cells start working to handle the data
center demand. This operations are summarized in the diagram 3.12 and explained as follows:
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Start Storage Sizing

Initialisation: Pbatt “ 0, PH2 “

0, Estoredbatt “ 0, ENS “ 0, i “ 1, d “ 1

1 while d ď last day do:

Compute Op and U p

Is it an
Overproduction
day 3.1?

2

Compute the quantity of
Energy Needed to Store in
the batteries ENS “ Up{η

2

Is it an
Overproduction
hour (OP[i])?

It is an Underpro-
duction hour (UP[i])

ENS ď OPris ? ENS ą OPris Pbatt “ ´UPris{ηbatt

Pbatt “ ENS ˆ ηbatt, Estoredbatt` “ Pbattris Pbatt “ OPrisˆηbatt, Estoredbatt` “ Pbattris Estoredbatt “ Estoredbatt ´ U pris

PH2 “ pOPris ´ ENS q ˆ ηelec PH2 “ 0 PH2 “ 0

ENS “ 0 ENS “ ENS ´ OPris

i ď 24? 3

i “ i ` 1

d “ d ` 1
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Figure 3.10: Overproduction day sizing

• Step 2: It’s an underproduction day

• Step 3: As the batteries should assure the daily smoothing, the energy that should be
discharged is equivalent to the overproduction hours. The latter is defined as :

END “ Opˆ η2
batt

• Step 4: In case it’s an underproduction hour, the energy management of the storage system
is defined as follows:

– Step 5-1: Verify if the energy that is needed to discharge END in the batteries is
smaller than the renewable energy produced in the same hour U pris

– Step 6-1: If the latter condition is true, the battery discharge all the energy that is
needed to discharge END and could not be able to meet the data center demand.

– Step 7-1: The hydrogen discharge the remaining energy to supply the data center
demand taking the fuel cell’s efficiency η f c into account



56 CHAPTER 3. SIZING STRATEGY

0 5 10 15 20 25

50

100

150

200

ř

opˆ ηbatt “
ř

up{ηbatt

ř

up{η f c from H2

hours

po
w

er
kW

Renewable power
Power demand

Figure 3.11: Example of a underproduction day

– Step 8-1: Initialize the variable of the energy needed to discharge and go to the point
3 to pass to the next hour/day.

2

Underproduction day

Compute the Discharge Energy Needed
from batteries: END “ Op ˆ η2

Underproduction
hour UP[i]?

Overproduction
hour OP[i]

END ď UPris ? END ą UPris Pbatt “ OPris ˆ ηbatt

Pbatt “ ´END
ηbatt

Pbatt “
UPris
ηbatt

PH2 “ 0

PH2 “
p´pUPris´ENDqq

η f c
PH2 “ 0

END “ 0 END “ END ´ UPris

3

yes

no

yes

no

Figure 3.12: Underproduction day sizing

– Step 5-2: Verify if the energy that is needed to discharge END from the batteries is
bigger than the underproduction U pris of the same hour.
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– Step 6-2: If the latter condition is true, the battery discharge all the energy that is
needed to supply the demand of the data center U pris in the same hour.

– Step 7-2: As there is no a remaining energy, fuel cells does not work.

– Step 8-2: Decrease the energy needed to discharge by what is already discharged
from the batteries and go to the point 3 to pass to the next hour/day.

• Step 4-3: In case of overproduction hour, the energy management of the storage system is
defined as follows:

– Step 5-3: charge the battery of the energy of overproduction taking their efficiency
into account

– Step 6-3: As the hydrogen is responsible of the seasonal offset, the fuel cell does not
start here. Then go to the point 3 to pass to the next hour/day.

• Synthesis

In order to balance the lack of energy production by an over production during the year, taking the
intermittent nature of the primary into account, we divided the storage as follows:

• Long-term storage: where the day of overproduction will balance the days of underproduction.
The electrical resources used in this case is the hydrogen system

• Short-term storage : where the hours of overproduction will balance the hours of under-
production during the same day (fluctuations between day and night). It means that the
production will be smoothed over the day. The electrical resources used in this case are the
batteries.

Using the strategy explained in the subsection above, the battery will always come back to the
initial capacity after 24 hours of the starting time. Moreover, at the end of the whole period, (fixed
in simulation for a year) the hydrogen also comes back to its initial state at the beginning of the
period. Once the strategy of sizing the back up sources is fixed, one needs to design the primary
sources which is the aim of the following section.

3.3.2/ Sizing of the primary source

Taking the demand of the data center into account, we can choose different way of sizing. To
sweep up all the cases, in the beginning, the wind turbines are maximized and the difference is
filled by photovoltaic panels. Then, the same calculation is made with one wind turbine less and
more photovoltaics. As a result, we obtain different configuration of the hybrid renewable energy
system.

First of all, letH “ K∆t a time window discretized into K identical periods of duration ∆t unit of time.
Depending on the case, let k defined as both the kth time step at instant k∆t from the beginning of
H and the index of the kth period ∆t ofH defined between the two time step k and k` 1 (k P ~0,K�)
.

3.3.2.1/ Sizing of the wind turbine

First, we compute the energy produced by the wind turbine during one year with a time step of one
hour using the equation(3.10):

Ewt “

K
ÿ

k“0

Pwpkq ˆ ∆t (3.10)
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Then, we compute the maximum number of power turbine that could be used in the installation
following the equation (3.11) where ED is the energy demand of the data center during an horizon H
:

Nmaxwt ě

R

ED

Ewt

V

(3.11)

3.3.2.2/ Sizing of the photovoltaic panels

First, we compute the energy produced by one m2 of photovoltaic panel during an horizon H using
the equation (3.12):.

Epv “

K
ÿ

k“0

Ppvpkq ˆ ∆t (3.12)

Second, as the maximal number of wind turbine is defined, we use binary search to define the
exact surface Apv of photovoltaic panels that is needed for the infrastructure. In fact, the exact
surface is the one for which the computed level of hydrogen LOHpKq at the end of the horizon H
comes back to the same initial values LOHp0q. It is computed such as:

• if LOHpKq ą LOHp0q, the surface should decrease;

• if LOHpKq ă LOHp0q, the surface should increase;

• if LOHpKq “ LOHp0q, the right value for the surface of PV is found.

This design can be defined in the following algorithm 1:

Algorithm 1: Computation of the surface Apv of solar panels
Require: Nmaxwt, the charge Dp0..K ´ 1q along the horizon H “ K ˆ ∆t

for nbWT “ 0 : 1 : Nmaxwt do
Apvmax Ð MAX_S URFACE {Maximal surface}
Apvmin Ð 0 {Minimal surface}
Pwpkq Ð Pwpkq ˆ nbWT@k P ~0,K ´ 1�
LOHp0q Ð LOHinit
LOHpkq Ð 0@k P ~1,K�
while Apvmax´ Apvmin ě 1 and LOHpHq ‰ LOHp0q do

ApvpnbWT q Ð pApvMax` ApvMinq{2
Ppvpkq Ð Ipkq ˆ Apvˆ ηpv@k P ~0,H ´ 1�
Prepkq Ð Ppvpkq ` Pwpkq@k P ~0,H ´ 1�
LOH Ð proceedSizingStorage(D, Pre)
if LOHpHq ď LOHp0q then

Apvmin Ð ApvpnbWT q
else

ApvMax Ð ApvpnbWT q
end if

end while
end for
return Apvp0..Nmaxwtq the Nmaxwt ` 1 configurations
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The “proceedSizingStorage” in the algorithm 1 is the computation of sizing storage while taking
into account the daily and seasonal compensation as explained in the precedent subsections over
the year. For instance, if the chosen horizon is equal to one year, then, H is equal to 8760 and
Deltat “ 1 h. Thus, the “proceedSizingStorage” algorithm level turns on all H , but with an internal
treatment 24h. In fact, it is composed of an internal loop turning on 24h (24 iterations) and an
external loop running on 365d (365 iterations)

Then, we repeat the same sizing strategy with one power turbine less and the equivalent surface of
PV calculated till reaching the all PV configuration.

As a result, we obtain different configurations of the hybrid renewable energy system. Nevertheless,
in front of many optimal solutions, one needs to settle some metrics in order to choose the best
one.

3.4/ Applied performance criteria

In order to analyze the results, several metrics have been settled in order to quantify the obtained
solutions.

3.4.1/ Annual system cost

The Annualized Cost of the System (ACS) includes the capital cost (Ccap), the replacement cost in
case of system breakdowns (Crep) and operation and maintenance cost to ensure the lifetime of
the system(CO&M) defined by:

ACS “ Ccap `Crep `CO&M (3.13)

• The capital cost (Ccap)

Ccap “ CcapPV ˆ PmaxPV `CcapWT ˆ Pr`

Ccapbatt ˆCbatt `Ccap f c ˆ Pmax f c`

Ccapel ˆ Pmaxel `CcapH2
ˆCH2 `Ccapinv

where: CcapPV , CcapWT , Ccapbatt, Ccap f c, Ccapel, CcapH2
and Ccapinv the capital cost of each

sources as explained in the 3.3. Ppvmax , Pr, P f cmax, Pelmax are the maximal power attained by
the photovoltaic panel, wind turbine, fuel cell and the electrolyzer. Finally, CH2 and Cbatt are the
capacity of the battery and the hydrogen tank. We define S “ tPV,WT, batt, f c, el,H2u is the set of
the electrical sources used with s P S .

• The replacement cost (Crep)

Crep “
ÿ

sPS

Creps ˆ Pmaxs ˆ
Tsys

Ts
(3.14)

where Creps is the replacement cost of each one of the resources used s with a defined lifetime Ts,
Pmaxs is the maximal power delivered by the sources. Additionally, we defined the operating time
of the hybrid system (Tsys).

• The operation and maintenance cost (CO&M)

CO&M “
ÿ

sPS

Cmains ˆ Pmaxs ˆ Ts (3.15)
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Where Cmains is the operation & maintenance cost of each resource s used with a defined lifetime
Ts, Pmaxs is the maximal power delivered by the sources.

3.4.1.1/ Reliability

Due to the intermittent nature of the power produced by PV and WT, analyzing the reliability of the
system is quite important. Actually, an electrical system is considered reliable when it is able to
supply the required power. There are many methods for carrying out the reliability analysis: The
Loss of Power Supply Probability (LPSP) defined in the following equation is one of the most used
ones:

LPS P “

řK´1
k“0 1PavaikăDkpkq

K
(3.16)

where Pavaik and Dk are respectively is the available power and the power demand in the kth time
step ∆t. 1PavaikăDk “ 1 if the condition Pavaik ă Dk is true, 0 otherwise.

Pavaik “ Prek ` Pbattk ` Ph2k (3.17)

with Pre is the renewable power produced, Pbatt and Ph2 are respectively the charging or discharg-
ing power of the battery and the hydrogen system @k P ~0,K ´ 1�.

A loss of power suplly equal to zero means that the system is absolutely reliable and a LPSP of
one means that the load is not satisfied at all by the generated power.

3.4.1.2/ level of autonomy

The level of autonomy (LA) is defined as the percentage of hours where the demand is satisfied by
the renewable energy solely. It is computed as defined in the equation 3.18.

LA “

řK´1
k“0 1PrekěDkpkq

K
ˆ 100 (3.18)

Where 1PrekěDk “ 1 if the condition Prek ě Dk is true, 0 otherwise.

3.5/ Results and Analysis

In this section, the input data to the program (such as the meteorological data, the efficiencies
values, etc.) are given. The obtained results are explained in a second time in two paragraphs.
The first one treats the power load determination approach. Its aim is the find the exact power load
that an infrastructure can provide all over the year. The second paragraph is dedicated the results
of the sizing methodology for a given load of the data center.

3.5.1/ Input data for simulations

• Meteorological and IT data

To simulate the primary sources production (photovoltaic panels and wind turbines), one needs to
download meteorological data such as the irradiance and wind speed data. These data can be
obtained from various database online. On our case, the irradiance data are downloaded from
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the National Solar Radiation Database (NSRDB) [116], and the wind speed data are downloaded
from the wind prospector from the national Renewable Energy Laboratory (NREL) [43]. These data
can be taken every hour during a day starting from 2004 till 2012. The chosen localization is Los
Angeles with the details of Table 3.2.

Table 3.2: Meteorological data localization

Latitude Longitude Time Zone Elevation
34.57 -118.02 -8 807

On the other side, for the results methodology, the load used to simulate the data center is the traces
of access logs from the World Cup web site of 1998 [23]. These meteorological data and IT traces
are used as main input of the sizing strategy programmed in Python 3. In the subsection 3.5.2,
the traces are not taken into account as it aims to determine a power load for which the HRES is
completely autonomous.

• Electrical data

The electrical specification of the hybrid renewable energy system are defined in Table 3.3. All these
specifications are used as inputs for the program. As a result, one can obtain different configurations
of sizing of the hybrid energy system composed of photovoltaic panels, wind turbines, batteries
and hydrogen system for each year.

3.5.2/ Power load determination results

Several years of meteorological data (from 2004 till 2012) are taken into account in order to verify
the robustness of the approach.

As a reminder, in this part, the renewable energy produced by both wind turbines and photovoltaic
panels is computed during the whole year (8760 hours). These values are then sorted out in
a decreasing order to determine the power value for which the overproduction is equal to the
underproduction taking the storage efficiency into account. Then the management of storage
energy system is played where the batteries ensure the short term storage (daily smoothing) and
the hydrogen system ensure the long term storage (seasonal offset).

• Battery storage system: the capacity of the battery must be in the same level as the initial
capacity as it only needed to the daily compensation. It means that the energy charged in
the batteries are discharged in the hour of need and the battery comes back to the same
level as the beginning of the day.

• Hydrogen storage system : the level of hydrogen (LOH) at the end of the horizon defined, 1
year in our simulation example, should be equal to the initial LOH. It means that:

LOHK “ LOH0 “ LOHinit (3.19)

Once all the scenario is played, the power load value, that the system is capable to ensure all over
the year, is computed and displayed.

For instance, the meteorological data of 2005 for Los Angeles are used with an hourly timescale to
verify the correct operational state of the equipment. Moreover, the 2N data center infrastructure
must be able to deliver 1MW in time of peaks. Given the redundant nature of the infrastructure,
each branch (N) of the data center should be capable of delivering peak power equal to 500 kW.
Thus, the infrastructure was sized and calibrated such as it is capable to deliver a constant power
load each hour equal to 500 kW.



62 CHAPTER 3. SIZING STRATEGY

Table 3.3: Nomenclature

Variable Description
Specifications: Solar panel

Rated module efficiency ηpv 15 %
Lifetime 25
Efficiency 15 %
Capital cost Ccappv 2000 per kW
O&M cost Cmainpv 30 per kW per year
Replacement cost Creppv 1200 per kW

Specifications: Wind turbines
Rated power Pr 500 kW
Cut-in speed vci 4m{s
Rated output speed vr 14m{s
Cut-out speed vco 25m{s
Lifetime 20
Capital cost Ccapwt 3000 per kW
O&M cost Cmainwt 40 per kW per year
Replacement cost Crepwt 1500 per kW

Specifications: Batteries
Battery charge efficiency ηch 90 [%]
Battery discharge efficiency ηdch 90 [%]
Lifetime 20
Capital cost Ccapbatt 600 per kW
O&M cost Cmainbatt 5 per kW per year
Replacement cost Crepbatt 420 per kW

Specifications: Hydrogen tank
Lifetime 30
Capital cost CcapH2

600 per kW
O&M cost CmainH2 5 per kW per year
Replacement cost CrepH2

420 per kW
Specifications: Electrolyzer

Electrolyzer efficiency ηez 60 [%]
Lifetime 40000 hours
Capital cost Ccapel 2700 per kW
O&M cost Cmainel 30 per kW per year
Replacement cost Crepel 1600 per kW

Specifications: Fuel Cell
Fuel Cell efficiency η f c 60 [%]
Lifetime 40000 hours
Capital cost Ccap f c 4000 per kW
O&M cost Cmain f c 30 per kW per year
Replacement cost Crep f c 2500 per kW

Specifications: other
Inverter efficiency ηinv [%]
Lifetime 15 years
Capital cost Ccapinv 600 per kW
O&M cost Cmaininv 0 per kW per year
Replacement cost Crepinv 600 per kW
System lifetime T sys 30 years

As a result of the simulation, different sizing configurations capable of delivering variable power
load are summarized in the Table 3.4.

The different sizing configuration of the year 2005 are detailed as follows:

• Full PV: this configuration is composed by only photovoltaic panel as renewable sources
to deliver the power load. In this configuration the storage is bigger as it must ensure the
demand during nights where there is no solar.
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Table 3.4: Results of the sizing tool for the year 2005

Nwt Npv (m2) Battery capacity (kWh) Hydrogen size (kg) Demand (kWh)
0 18269 8027.56 15511.10 500.02
1 11720 6927.48 10301.83 499.98
2 7011 5546.82 8026.92 499.99
3 3050 5649.51 9581.05 499.98
4 0 8603.93 12241.93 517.32

• Hybrid configuration: these configurations are composed by an increasing number of wind
turbine with respectively a decreasing number of photovoltaic panels.

• Full WT: this configuration is composed by only wind turbine as renewable sources to supply
the data center demand. One can see that the demand delivered by this infrastructure is
bigger than the peak demand. This is due to the rated power of the turbine.

All these configuration delivers as expected 500 kW each hour. However, the Full WT configuration
delivers more than expected as the rated power of the wind turbine is the constant and same for
all configurations. The configurations obtained for the different years for 2004 till 2012 are in the
appendix A. This table summarizes the sizing infrastructure for each year of the data base able to
deliver as a constant power load Pprod equal to 500 kW. The results are different since each of
these years has different sunshine and wind profiles.

In the same time, common sens rules detailed in the sections before can be illustrated in Figure 3.13,
where the illustrated sizing configuration is 2 wind turbine and 8762 PV panels. In this figure, one
can see that the renewable energy is maximized during the day and decrease during nights. This
behavior is completely normal as this sizing prioritize the PV panels. The demand (Load in the first
sub-figure) obtained by binary search from this renewable profile is equal to Pprod “ 500.02 kW
equal to the data center demand Pprod “ 500 kW. One can see also that the level of hydrogen at
the end of the horizon H (equal to 8760 hours in this case) comes back to the initial level at k “ 0.
This behavior is conform with the strategy of the long term storage where the hydrogen is supposed
to maintain the seasonal variation. The hydrogen power in red in the sub-figure represents both
power of the fuel cell and the electrolyzer. When the latter is positive, it represents the power of the
electrolyzer and when it’s negative it represents the power of the fuel cell.

However, in order to show the proper use of the battery, Figure 3.14 shows a zoom of the Figure 3.13
during the first 10 days (240 hours). In fact, the capacity of the battery comes back to its initial level
after each 24hours to ensure the day and night alternation.

This sizing method can calibrate thus any hybrid renewable energy system in order to make it
100 % autonomous while delivering a certain load for each hour.

3.5.3/ HRES infrastructure results

In this part, the same years of meteorological data from 2004 till 2012 for Los Angeles are used
as an illustrative case and with a simulated load. It means that the obtained results varies with
another load or meteorological data.

For instance, one can see the different configurations obtained for the year 2004 in Table 3.5.

Figure 3.15 shows the different configuration behavior related to a specific sizing. In the same
time, the rules detailed in the sections before are maintained and are illustrated in Figure 3.15. In
this figure, the behavior of the resources used in each configuration during 8760 hours of the year
2004 of simulation are shown. Figure 3.15a is composed of a full PV panel system. First, one can
see the capacity of the battery which comes back to the initial state for each 24 hours. Thus, the
daily smooth (day and night alternation) is maintained and ensured. Second, the variation of the
level of hydrogen in the tank can be seen. As the simulation starts in January (winter), the level
of hydrogen is decreasing because there is not enough sun to maintain the data center demand.
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Figure 3.13: Result of the sizing management of the year 2005 with 2 wind turbine and
8762 pv panels

Figure 3.14: Result of the sizing management of the year 2005 with 2 wind turbine and
8762 pv panels (Zoom)

Then, it starts charging as it is the summer period until reaching the initial level of charge in the
beginning of the period fixed (1 year).

In Figures 3.15b and 3.15c, 3.15d, one can see the energy produced by wind turbine and PV
panels. The common sens rules are maintained where also here the battery assures the daily
smoothing and the hydrogen assures the seasonal offset. Nevertheless, some differences can be
remarked compared to the previous figure:
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Table 3.5: Results of the sizing tool for the year 2004

Config Nwt Npv Battery capacity (kWh) electrolyzer(kW) Fuel cell(kW) H2 size (kg)
A (3.15a) 0 13587 7035.92 1115.16 832.65 11720.40
B (3.15b) 1 7883 4935.8 840.76 832.65 6845.29
C (3.15c) 2 3791 4466.65 779.85 832.65 3935.54
D (3.15d) 3 446 6110.37 798.77 832.65 4697.23
E (3.15d) 4 0 6435.36 1075.785 832.65 17920.35

(a) Configuration A (b) Configuration B

(c) Configuration C (d) Configuration D

(e) Configuration E

Figure 3.15: The results of the sizing strategy

• The battery is considerably less used: The previous case was a full PV which means zero
energy production during the night so the batteries discharge to maintain the demand. In
this case, wind turbine supplies the missing part of the data center demand..

• The level of hydrogen is more fluctuating and one cannot really differentiate the seasonality
(winter and summer). This is also due to the hybridity of the system.
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The last Figure 3.15e is a full wind turbine system. In this configuration, one can see that the
system is over sized as the level of hydrogen increases over time and does not come back to the
initial state at the end of the year. This is due to the energy production of the fourth wind turbine.
Thus the case of full wind turbine cannot be used with this strategy.

3.5.4/ Applied performance results

3.5.4.1/ Cost Analysis

The total cost of each configuration obtained from the simulation is calculated using Equation (3.13).
The results are illustrated in Figure 3.16 which shows the total cost of the different types of
configuration per year.

Actually, Full PV means a configuration where the primary sources are only composed from
PV, Hybrid 1 is a hybrid configuration composed from only one wind turbine and photovoltaic
panels, Hybrid 2 is composed from 2 wind turbines and photovoltaic panels. Finally, Full WT
is a configuration composed from only wind turbines. In Figure 3.16, one can identify that the
configuration Full WT is the most expensive infrastructure over the years. It turn around the same
prices, respectively 2500 kUSD and 3100 kUSD from 2004 till 2011.

The configuration Full PV is the second most expensive infrastructure overs the years. It costs
around 2500 kUSD and 2700 kUSD depending of the executed year.

The hybrid configurations remains the cheapest infrastructure with some low differences; The Hybrid
1 and Hybrid 3 configurations are around 200k USD more costly than the Hybrid 2 configuration.
Thus, in terms of cost, the Hybrid 2 configuration composed of 2 wind turbines and the rest of PV
constitutes the best choice. Using this configuration, one can recognize the best year where the
system is able to supply the data center with a minimal cost. This year is 2004 where the cost of
the Hybrid 2 configuration is exactly equal to equal to 1, 836, 418.494 USD and the worst year where
the system is able to supply the data center with the maximal cost. This year is 2010 where the
cost of the hybrid 2 system is 2,378,959.034 USD. .

3.5.4.2/ Reliability Analysis

The sizing strategy is made to turn the data center on stand alone and to be completely reliable.
After simulation, the LPSP value for all the configurations obtained was equal to 0. It means that
our system is completely reliable.

3.5.4.3/ Renewable energy penetration Analysis

As explained in the previous section, the REP analysis consists in the percentage of hours where
the renewable energy supplies the data center without using the storage energy.

In Figure 3.17, the renewable energy penetration of each configuration (Full PV, Hybrid 1, Hybrid 2,
etc. and Full WT) is illustrated in bar charts per year. The Full PV configuration turns out to be the
worst in terms of autonomy. As there is no sun during the night, the Full PV configuration is directly
related to the storage part. Thus, it is the configuration which loses the most energy in efficiency of
the storage system. One can see that Hybrid 1, 2 and Full WT assure, in the majority of the cases,
more than 50% of autonomy thanks to the availability of wind during the whole day. Nevertheless,
the Hybrid 2 configuration is the configuration with the best REP value over the years except for
the year 2010.
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Figure 3.16: Cost analysis of the different configurations obtained for each year
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Figure 3.17: Autonomy analysis of the different configurations obtained for each year

3.5.5/ Summary of the results

The results obtained above suggest several interesting observations:
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• All the simulations made for each configuration show an LPSP equal to 0: The system is
reliable for each configuration.

• The simulations of the Full WT configurations does not correspond to the sizing strategy as
the level of hydrogen increases at the end of the horizon. Second, their annual cost is really
high compared to the other configurations.

• The Full PV configuration is quite costly for an autonomy quite low.

• Taking the renewable energy penetration metric into account, the best hybrid configuration is
Hybrid 2 composed of two wind turbines and the rest of solar panels as it has the best value
over years.

ñ The best configuration is the Hybrid 2 configuration to supply the data center.

Using this configuration (Hybrid 2), one can recognize first the best year where the system is able
to supply the data center with a minimal cost. This year is 2004. Second, one can identify the worst
year where the system is able to supply the data center with the maximal cost. This year is 2010.
Using these two obtained sizing results, one can play them on the other years in order to see the
storage variation.

3.6/ Playing sizing scenarios

The aim of this section is to play different sizings obtained of the configuration Hybrid 2 composed
of 2 wind turbines and PV panels under other meteorological data of the other years in order to
qualify the best sizing of the system. Three sizing values will be played in other scenarios:

• Best year: Supply the data center with minimal cost (2004)

• Worst year: Supply the data center with higher cost (2011)

• Average year: Calculate the average of the several sizing obtained for photovoltaic panels
and wind turbines

3.6.1/ Best year

The sizing of the best year is composed of 2 wind turbine with a rated power of 500 kW and 3791 m2

with a unit power of 300 kW of PV panels. This sizing is used under the meteorological data from
2004 to 2012 hour by hour. The results are illustrated in Figure 3.18. In this figure, the renewable
energy produced by the wind turbines is in red, the energy produced by the PV panel in green,
their sum in blue and the data center demand is in cian blue. One can also see the solicitation
of the batteries during hours where the level comes back to the initial level of the battery. Finally,
during the first year 2004, the level of hydrogen comes back to the initial level 0. During the other
years, the level of hydrogen is quite discharging. Each peak actually corresponds to buying the
needed quantity of hydrogen to restart over for the following year.

Thus, the best year sizing is not really an accurate sizing as it cannot handle the other years. Then
this sizing scenario will not be chosen for our system.

3.6.2/ Worst year

The sizing of the best year is composed of 2 wind turbines and 6815m2 of PV panels. This sizing is
used under the meteorological data from 2004 to 2012 hour by hour. The results are illustrated in
Figure 3.19. In this figure, the renewable energy produced by the wind turbine is in red, the energy
produced by the PV panels in green, their sum in blue and the data center demand is in cian blue.
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Figure 3.18: Scenario 1: Best year (2 WT & 3791 m2 PV)

One can also see the solicitation of the batteries during hours where the level comes back to the
initial level of the battery. Finally, during the first years, the level of hydrogen is quite increasing.
The quantity overproduced of hydrogen is then sold at the end of each year. One can recognize
the year 2010 on which the sizing was configured as the level of hydrogen comes back naturally to
0 at the end of the horizon.

Figure 3.19: Scenario 2: Worst year (2WT & 6815m2 PV)
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3.6.3/ Average year

The sizing of the average year was made on calculating the average value of the different PV areas
and number of wind turbines obtained from sizing of each year from 2004 till 2012. Thus, this
sizing is composed of two wind turbine and 4787m2 of PV panels. Figure 3.20 shows that the level
of hydrogen is fluctuating over the years where in some years (2010 and 2011), there is need to
buy hydrogen and in others (2004, 2005, 2006), there is need to sell it in order to answer to the
demand of the data center.

Figure 3.20: Scenario 3: Average year (2WT & 4787 PV)

3.7/ Synthesis

In this chapter, we presented a sizing strategy for a stand alone hybrid energy system composed
of photovoltaic panels, wind turbines, batteries, fuel cells and electrolyzers. First, we presented
the principle of our sizing strategy where the problem was taken backward. (determination of the
power load such as the overproduction is equal to underproduction). Then, our final sizing strategy
capable to respond to the data center demand is explained. The tool provided different results
for each year with different configurations; Full PV, Hybrid 1 composed of 1 wind turbine and the
rest of PV panels, Hybrid 2, etc, or Full WT. After introducing and analyzing some metrics such
as the annual cost, the renewable energy penetration and the reliability, the best configuration
chosen among all is Hybrid 2 as it is the best in quality/services. Once the configuration is fixed,
we needed an exact sizing for our data center demand, thus we played different scenarios with
different sizing such as the sizing of the best year, worst year and average year.





Chapter 4

Power Decision Module

This chapter aims to determine different optimal management policy for the hybrid renewable
energy system in order to meet several objectives defined the DATAZERO project. This chapter
starts by a definition of the power decision module, its architecture and its operating. The second
part is dedicated to a synthesis of the hybrid renewable energy system models, presented in the
precedent chapters (model (A)). These models are given in the form of a constraint satisfaction
problem. Nevertheless, as this models are non linear, we proceed, in a second time, in the
linearization of these constraints in order to construct a mixed integer linear optimization program
(MILP). This chapter ends up by playing different scenarios of the mixed integer linear program in
order to be able to deliver the power load needed by the negotiation module.
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4.1/ Power Decision Module (PDM) overview

4.1.1/ PDM within DATAZERO

The Figure 4.1 gives an overview of the global structure of the DATAZERO system on which it is
possible to see the different components that are connected to the middleware and the messages
that can be exchanged between components. DATAZERO embeds several optimization problems
as explained in the general introduction.
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Figure 4.1: DATAZERO global structure

In fact, the IT and Power Decision Modules are the main places where optimization is necessary.
On the one hand, in IT Decision Module, one has to deal with the allocation of the IT resources
considering the available power while satisfying the required quality of service. On the other hand,
in Power Decision Module, the required power should be produced using the available energy
sources and storage, while considering the IT demands on the considered time horizon. As a
consequence, various decision problems have to be solved. In this chapter, we propose to detail
the problems related to the Power Decision Module (PDM). Each of them is described by several
characteristics: known data or inputs of the problem, decision variables, constraints to satisfy,
optimization objective(s) and decision time horizon. Moreover, as already explained in the general
introduction and detailed in Figure 4.2, the negotiation module aims to guide both the decision
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optimization modules ITDM and PDM in order to converge to a power profile, first, close to the one
requested by IT and second, feasible by the electrical part. In evidence, the IT Decision Module
would prefer to execute jobs when that is better to ensure a Quality of Service (QoS). However, it
may most likely not match with the best usage of renewable energy and storage devices. Then, it
is mandatory to confront IT requests with the energy availability which is computed by the PDM.
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Figure 4.2: Illustration of the negotiation process, with the information exchanged between
the decision modules and the negotiation module.

To summarize, the PDM is then considered as a black box used by the other modules of DATAZER
to ensure an optimal management of the hybrid renewable energy sources able to meet the power
demand of the data center sent by the negotiation module in each negotiation round. Once the
negotiation is ended, the commitment of the hybrid system agreed on is then sent to the real
infrastructure (Power Simulator or Power Hardware In the Loop in the figure 4.1) in order to be
established for the planned horizon

4.1.2/ Power Decision module operations

The negotiation module forces both ITDM and PDM to design one or multiple power profiles and to
send them for each negotiation round. In order to converge and to find the best commitment for
both modules, the power profile sent must be different of the one sent before in the previous round
of negotiation. Therefore, the power decision module addresses different optimization problems
according to the purpose of the work, the constraints of the system as well as the particular
objective. In the strategy proposed (see 4.3), the negotiation module (NM) starts by requesting
different power profiles. PDM have to identify which source commitment can be proposed regarding
the energy storage levels and the weather forecasting. In this part, the power decision module
design two different profiles without having any information about the power demand of the data
center. These profiles, once sent to the negotiation, are then used as a base by the latter to request
against proposals. These two profiles are done following two different goals:

1. At the beginning, when a new negotiation is initiated (NegoRequestToPDM), the power deci-
sion module (PDM) receives the forecasted meteorological data, the electrical infrastructure
and the level of the storage devices. Then, two expected power profiles are computed and
sent as an answer to the negotiation module as follows:

• Providing the maximum constant power profile while respecting all the constraints and
the storage state and taking into account the weather forecasting during the chosen
time horizon;



76 CHAPTER 4. POWER DECISION MODULE

Negotiation
Module

IT De-
cision

Module

Power
Deci-
sion

Module

time

negotiation loop

request of profiles request of profiles

proposed profiles proposed profiles

suggested final profile suggested final profile

proposed profiles proposed profiles

chosen profile chosen profile

IT task
scheduling

Power
source
commit-
ment

Figure 4.3: Illustration of the negotiation process, with the information exchanged between
the decision modules and the negotiation module.

• Providing a non constant power profile where the goal consists in minimizing the loss
due to the usage of electrical devices while respecting all the constraints and the
storage level.

2. If the negotiation fails in finding a good compromise with the previously sent profiles, a second
negotiation take place. In this round of the negotiation (part framed in gray in Figure 4.3), the
negotiation module (NM) sends to PDM a power profile and asks to design a new profile that
is close to the given one as far as possible (which means that the profile is computed while
taking into account the renewable energy produced and respecting the state of storage). In
this case, the PDM uses another optimized program with another goal in order to conceive
this new eligible profile :

• Matching with the given load profile. The problem consists in maximizing the overall
power production. Additional constraints force the power production for each period to
be within an interval of values set by the suggested power profile sent by the NM, while
respecting the constraints defined by the model and the storage state.

When a compromise is finally found, the negotiation sends a message that ends the negotia-
tion round with the chosen power profile.

3. Obviously, if the proposed power profile meet the asked power proposal of NM then the
negotiation is resolved. Then, the NM sends the chosen profile to both PDM and ITDM parts.
The last optimization solver is requested to optimally find a commitment source by source.
The source commitment obtained to implement optimally the negotiated power profile is then
sent to the real power infrastructure by the PDM in order to start operating in the horizon
planned. In this interaction, we assume that no external event occurs (new negotiation, or
PSS change). Thus, this third problem follows another goal:

• Satisfying the load demand. The strategy proposed is to maximize the long-term
storage by setting a target level to reach at the end of the horizon. This allows to ensure
the seasonality variation of renewable energy production.

4. The PDM receives periodically the state of the platform to update its information or alarms
from the power infrastructure. These communications are able to force a new negotiation
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round before the end of the current period because of an unexpected situation (not enough
wind as expected, etc.). The new negotiation round takes updated weather forecasted data
to propose expected/relaxed power profiles.

To conclude, the power decision module play an important role as a negociator with the negotiation
module in order to find the best electrical source commitment and also, as a commander for the
real electrical platform.

4.1.3/ Architecture of the PDM

In order to make this operations possible, the power decision module must be composed of
several internal components which are responsible to listen the messages from the message bus
(ActiveMQ), process the messages, propose possible power profiles with their utility, calculate
electrical commitment, and interact with the real infrastructure (Power Hardware In the Loop –
PHIL ), the Power System Simulator (PSS) and the negotiation module (See Figure 4.4). Each
component is described separately below, followed by an example of interaction with the Negotiation
Module.

Figure 4.4: Power Decision Module architecture

• Weather Forecast Listener: receives the current and forecasted meteorological data and
forwards these data to the Algorithm Controller to help it to compute power profiles and
source commitment.

• Storage Listener: receives the level of each storage device (battery and hydrogen tank) from
the power simulator (PSS) or power hardware in the loop (PHIL) before each negotiation.

• Event Listener: receives events that make the source commitment impossible. This implies a
new negotiation round including the new configuration described within the event message.

• Infrastructure Manager: reads the initial infrastructure from a file made by the sizing module
and sends it to the message bus (ActiveMQ) (to inform the PSS module). If the configuration
of the electrical infrastructure is changing because of external events (wind turbine main-
tenance, etc.), the infrastructure is updated by listening the right topic of ActiveMQ. This
information comes from the electrical part (PSS or PHIL).
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• Electrical commitment: sends the power profile of each source device to the PSS or PHIL
which has to follow the commitment once the negotiation ends.

• Metronome Client: stores, within its own event list, all events that are already scheduled. The
Metronome Client sends to the Metronome Module (via ActiveMQ) the first upcoming event
of the list. The Metronome Manager sends back the date of the next event to be globally
scheduled within the DATAZERO platform. The Metronome Manager sends periodically its
message until this event becomes the event to be scheduled.

• Negotiation Proxy: receives and parses the messages concerning the step of the negotiation
round. The appropriate optimization algorithm is called within the Algorithm Controller. This
proxy sends back to the Negotiation Module an asked power profile.

• Algorithm Controller: receives requests from the negotiation module. It is composed of
different optimization solvers that aim at (1) creating and evaluating several profiles that fit
as much as possible within every source state and the weather forecasting, (2) modifying
and evaluating a proposed profile and (3) computing each source commitment for the next
chosen horizon of time. The evaluation of the given profile helps the negotiation to find the
appropriate compromise between the power demand from the IT part and the power offer
from the Power System part.

The architecture will enable the processing of the power decision modules in order to achieve the
explained goals. In order to better explain the optimized profiles sent in each negotiation round, the
constraint used are explained in the next section.

4.2/ Constraints of the Electrical Part

In this section, the scientific contributions of the algorithm manager of the PDM is explained. It
describes the usage limits of the different electrical devices (constraints). In this constraint system,
one needs to define mathematically each goal needed to achieve for the negotiation process. To
make the optimization process readable, a list of the notations used is summarized within Table 4.1.

4.2.1/ Power conservation

The average power produced (Pwtk ` Ppvk) by the primary sources during the time step k can be
for three purposes:

• Supply the electrolyzer (Pezk)

• Charging the batteries (Pchk)

• Power the data center demand (Ploadk)

In case there is not enough renewable average power to meet the power demand (Ploadk), additional
electrical power is delivered by the fuel cells (P f ck) and batteries (Pdchk). To satisfy the demand,
Equation (4.1) should be fulfilled for each k with k P ~0,K ´ 1�:

Ploadk ď Pwtk ` Ppvk ` pP f ck ` Pdchk ´ Pezk ´ Pchkq ˆ ηinv (4.1)

where : ηinv is the efficiency of the inverter. This equation will be used as the power conservation
equation in all the proposed problems defined in the following section. Moreover, while combining
this equations and those characterizing the models (A) of each power sources defined in the
second chapter (model of the photovoltaic panels, model of the wind turbine, etc.), one can define
a constraint satisfaction problem.
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Table 4.1: Nomenclature

Variable Description
H A given time window [h]
∆t Interval of time between two time steps [h]
k Index for one time step within H
K Number of time steps within H

The power of each sources is the mean power on the time step considered
Ppvk PV power [kW]
Pwtk WT power [kW]

S OCmax Maximal state of Charge (SOC) [%]
S OCmin Minimal SOC [%]

S OCk SOC at instant k∆t @k P ~1,K� [%]
Pchk Power used to recharge battery [kW]

Pdchk Power discharged from battery [kW]
Cbat Capacity of the battery [kWh]

LOHtargetD H2 tank level targeted for a given day D
LOHmax H2 tank upper limit [% ]
LHVh2 H2 lower heating value [kWh.kg´1]
HHVh2 H2 higher heating value [kWh.kg´1]
LOHk The level of H2 at instant k∆t @k P ~1,K� [kg]

H2 Maximal tank capacity [kg]
Pezmax Electrolyzer power upper limit [%]
Pezmin Electrolyzer power lower limit [%]

Pezk Electrical Power supplied to electrolyzer at instant k∆t @k P ~0,K ´ 1� [kW]
Qezk Electrolyzer H2 mass at instant k∆t @k P ~0,K ´ 1� [kg]

P f cmin Minimum power to operate fuel cell [kW]
P f cmax Maximum power delivered by fuel cell [kW]

P f ck Power delivered by fuel cell at instant k∆t @k P ~0,K ´ 1� [kW]
Q f ck Fuel cell H2 mass at instant k∆t @k P ~0,K ´ 1� [kg]
ηch Battery charge efficiency [%]
ηdch Battery discharge efficiency [%]
σ Battery self-discharge rate (constant) [%]
ηez Electrolyzer efficiency [%]
η f c Fuel Cell efficiency [%]
ηinv Inverter efficiency (constant) [%]
xk Battery in use (xk “ 1) or not (xk “ 0)
yk Electrolyzer in use (yk “ 1) or not (yk “ 0)

4.2.2/ Constraint Satisfaction Problem

The resulting model can be viewed as a Constraint Satisfaction Problem (CSP). The CSP is defined
as follows (with k P ~0,K ´ 1� or k P ~0,K� for S OCk and LOHk variables):
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Ploadk ď Pwtk ` Ppvk ` pP f ck ` Pdchkqηinv ´ pPezk ` Pchkqηinv
(4.1)

S OCk “ mintS OCk´1 ˆ p1´ σq `
Pchk´1 ˆ ηch ˆ ∆t

Cbat
, S OCmaxu if Pchk´1 ą 0 (4.2)

S OCk “ maxtS OCk´1 ˆ p1´ σq ´
Pdchk´1

ηdchCbat
ˆ ∆t, S OCminu if Pdchk´1 ą 0 (4.3)

Pezk∆t “ HHVh2 ˆ Qezk{ηez (4.4)
P f ck∆t “ LHVh2 ˆ Q f ck ˆ η f c (4.5)
LOHk “ LOHk´1 ` Qezk´1 ´ Q f ck´1{ηtank (4.6)
Bounds: (4.7)
P f ck ď P f cmax (4.8)
Pezmin ď Pezk ď Pezmax (4.9)
S OCmin ď S OCk ď S OCmax (4.10)
0 ď LOHk ď LOHmax (4.11)

The batteries are used for short term storage. The state of charge of the batteries is calculated
for each k with k P ~1,K� with respect to the previous state of charge of the battery S OCk´1,
the self-discharge rate σ, the charging and discharging power Pchk´1, Pdchk´1, the charging and
discharging efficiency ηch, ηdch as follows:

S OCk “ S OCk´1p1´ σq `
Pchk´1∆t ˆ ηch ´ Pdchk´1∆t{ηdch

Cbat
(4.12)

As the battery storage system (BSS) cannot charge and discharge simultaneously, the value of
S OCk is bounded by the minimum amount of S OCmin and maximum energy S OCmax. So @k P
~1,K� with S OC0 “ S OCinit the state of charge of the battery is calculated as in the equations (4.2)

and (4.3).

Equation (4.4) is the calculation of the operating power of the electrolyzer Pezk depends of the hydro-
gen mass Qezk in (kg), and is bounded by Pezmin, Pezmax the operating range of the electrolyzer.
This relation is defined for each time step k (k P ~0,K ´ 1�), with ηez the electrolyzer efficiency and
HHVh2 the hydrogen higher heating value.

Equation (4.5) is the computing of the output power of the fuel cell P f ck at any time during each
period k (k P ~0,K ´ 1�). It depends of the hydrogen mass Q f ck and η f c its efficiency and LHVh2
the low heating value of hydrogen.

The level of hydrogen produced by the electrolyzer and consumed by the fuel cell in the tank is
determined at any time during each period k with k P ~1,K� as in equation (4.6).

Nevertheless, almost all used equations are not linear. Then, in a second step, this model will
be linearized in the next section to be solved using an efficient solver as Gurobi. This allows to
propose solutions optimally computed by the Power module of the project: (i) identification of the
profile that maximizes the power produced by the electrical sources used , (ii) computation of an
optimal commitment around a target profile considering a given relax factor (which will be defined
later). , and (iii) computation of an optimal commitment of the electrical sources constrained by the
load profile.

4.2.3/ Context of the resolution

In addition, common sense rules have to be considered to allow the use of power components
without any time restriction if both following constraints are respected:

• When a FC starts working, it is only used to satisfy the demand and not to charge batteries.
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• When batteries start discharging, they are only used to satisfy the demand and not to
produce hydrogen.

These common sense rules are fixed in order to avoid unnecessary power conversions that would
increase losses. In the next section, we propose to transform the constraint satisfaction problem in
a linear constraint satisfaction problem.

4.2.4/ Linearization of the constraints

In this section, in order to be solved, the proposed constraint satisfaction problem is linearized.
Each constraint of the model is transformed to obtain a linear relation.

4.2.4.1/ The battery state of charge

The state of charge of the battery is limited by the SOC range (S OCmin and S OCmax) with k P ~1,K�
and depends both on the charge and discharge phases:

#

S OCmin ď S OCk ď S OCmax

S OCk “ S OCk´1p1´ σq `
Pchk´1∆tˆηch´Pdchk´1∆t{ηdch

Cbat

(4.13)

Because the both charge and discharge phases are concurrent phases, we introduce the set of
binary variables xk, and two sets of variables Pch1k, Pdch1k with k P ~0,K ´ 1� such as :

#

Pchk “ xk ˆ Pch1k
Pdchk “ p1´ xkq ˆ Pdch1k

(4.14)

where xk “ 0 means that the battery is discharging and xk “ 1 means that the battery is charging.
In this way, the battery can not charge and discharge at the same time. Then we propose to rewrite
the previous state of charge equations as the following:

#

S OCmin ď S OCk ď S OCmax

S OCk “ S OCk´1p1´ σq `
xkˆPch1k´1ˆ∆tˆηch´p1´xkqˆPdch1k´1∆t{ηdch

Cbat

(4.15)

Due to these substitutions, we add new constraints to linearize (4.15):
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0 ď Pchk ď Pchmax
Pchk ě 0
Pchk ď xkPchmax
Pchk ď Pch1k
Pchk ě Pch1k ´ p1´ xkqPchmax

(4.16)
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0 ď Pdchk ď Pdchmax
Pdchk ě 0
Pdchk ď p1´ xkqPdchmax
Pdchk ď Pdch1k
Pdchk ě Pdch1k ´ xkPdchmax

(4.17)

Because Equation (4.14) is not written within the final linear program, the fact that the battery cannot
charge and discharge is introduced by other new equations:
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$

’

&

’

%

Pchk ď xk ˆ Pchmax with k P ~0,K ´ 1�
Pdchk ď p1´ xkq ˆ Pdchmax with k P ~0,K ´ 1�
xk P t0, 1u

(4.18)

where Pchmax and Pdchmax are the respective upperbound of Pchk and Pdchk.

4.2.4.1.1/ Battery operation: The battery is supposed to balance underproduction and
overproduction during a period of time H. For instance if H “ 24 h with ∆t “ 1 h and K “ 24,
batteries are used for the fluctuations between day and night. It means that the production is
smoothed over the day. To make it possible, the level of the state of charge of the battery should
be greater or equal than its value at the beginning of each period H . This operation is explained by
the following to fix values before the resolution of the program if H is larger than 24 h:

#

S OCK “ S OC0 “ S OCinit if K ă 24
S OCk “ S OC0 “ S OCinit if K ě 24 and k%24 “ 0 pk P ~0,K�q

(4.19)

with S OCinit the right level of charge to make possible the daily power compensation from hours
where an extra renewable production is existing to hours this production is lacking. That is why this
level has to come back to the same level each day. The difference between days is compensated
by using long term storage.

4.2.4.2/ Electrolyzer

When the electrolyzer operates, it must respect the power range, otherwise it will not work and its
power will be equal to zero. The following bounds express these cases (@k P ~0,K ´ 1�):

#

Pezmin ď Pezk ď Pezmax
Pezk ě 0

(4.20)

It is then necessary to introduce a set of binary variables yk to model the two alternatives where
(with k P ~0,K ´ 1�):

• yk “ 1 means that the electrolyzer is in use with Pezmin ď Pezk ď Pezmax during period k;

• yk “ 0 means that the electrolyzer is stopped during period k.

By adding this binary variables, the equations (4.20) become as follows:

$

’

’

’

&

’

’

’

%

p1´ ykq ˆ Pezk “ 0
yk ˆ Pezk ď Pezmax
yk ˆ Pezk ě yk ˆ Pezmin
yk P t0, 1u

(4.21)

Due to the non linearity of the set of equations (4.21), we propose to add a new variable substitutions
Pez1k such as:

Pezk “ yk ˆ Pez1k (4.22)
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then we add the following equations to linearize (4.21):
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%

Pezk ď Pez1k
Pezk ě 0
Pezk ď yk ˆ Pezmax
Pezk ě Pez1k ´ p1´ ykqPezmax
0 ď Pez1k ď Pezmax
Pezk ě yk ˆ Pezmin
yk P t0, 1u

(4.23)

4.2.4.3/ Hydrogen tank level

As mentioned before for the battery, it is necessary to manage Q f ck and Qezk in order to control
the hydrogen mass during the kth time step ∆t in the hydrogen tank as mentioned in Equation (4.6).
Equations (4.4), (4.5) and (4.6) can be written by considering the new definition of Qezk and Q f ck for
k P ~0,K�:

$

’

&

’

%

Pezk∆t “ HHVh2 ˆ Qezk{ηez

P f ck∆t “ LHVh2 ˆ Q f ck ˆ η f c

LOHk “ LOHk´1 ` Qezk´1 ´ Q f ck´1{ηtank

(4.24)

Therefore, additionally to the two new sets of variables Qez1k and Q f c1k, we introduce an other set
of binary variables zk to model the two alternatives where the fuel cells are in use or not (with
k P ~0,K ´ 1�). As before and for the same reasons, let be the following variable substitutions:

#

Qezk “ zk ˆ Qez1k
Q f ck “ p1´ zkq ˆ Q f c1k

(4.25)

where:

• zk “ 1 means that Qezk “ 0

• zk “ 0 means that Q f ck “ 0

then we add the following set of equations :
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Qezk ď Qez1k
Qezk ě 0
Qezk ď zkQezmax
Qezk ě Qez1k ´ p1´ zkqQezmax
0 ď Qezk ď Qezmax

(4.26)
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Q f ck ď Q f c1k
Q f ck ě 0
Q f ck ď p1´ zkq ˆ Q f cmax
Q f ck ě Q f c1k ´ zk ˆ Q f cmax
0 ď Q f ck ď Q f cmax

(4.27)

In the rest of the document, we use these constraints as a basic model for the different applications
of the PDM.

4.2.5/ Additional linear constraints

As indicated in Section 4.2.3, let us recall the common sense usage rules.
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4.2.5.1/ Mutual exclusion between hydrogen and battery

The valid usage cases are:

1. The battery is in charge (xk “ 1) while electrolyzer can be in use (yk “ 0 or 1) and obviously
fuel cell is stopped (zk “ 0).

2. The battery is discharging (xk “ 0) then fuel cell can be in use (zk “ 0 or 1) and the
electrolyzer has to be stopped (yk “ 0).

3. The electrolyzer is in use (yk “ 1) with the battery in charge or not (xk “ 0 or 1), then the fuel
cell is stopped (zk “ 0).

4. Start and stop of the fuel cell and the electrolyzer are allowed in this problem.

The following constraints represent the solution to these requirements:
#

p1´ xkq ˆ yk “ 0
xk ˆ yk “ yk ` xk ˆ zk

(4.28)

Due to the non linearity of the set of equations (4.28), we propose to add a new set of variables uk

and vk (with k P ~0,K ´ 1�) that express the mutual exclusion between hydrogen and battery where:

• uk “ xk ˆ yk

• vk “ xk ˆ zk

then we add the following set of equations :
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%

uk ď xk

uk ď yk

1´ xk ´ yk ` u ě 0
uk ě 0

(4.29)
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’

’

&

’

’
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%

vk ď xk

vk ď zk

1´ xk ´ zk ` v ě 0
vk ě 0

(4.30)

The obtained mixed integer linear program will be used in the following section as a basic model
for the different optimization programs designed for the power decision module. Using this model,
one can find out how engaging the electrical sources in order provide enough power to the data
center following the defined goal and while respecting the constraints.

4.3/ Optimization programs obtained

In this section, the Power Decision Module is the used in order to find solutions of the optimization
problems that will be explained below according to the negotiation state. These optimization
problems are solved using linear programming which is defined by a set of equations: an objective
function and some constraints. Following the stage of the negotiation, the PDM should be able to
provide the good commitment of the power sources. Thus, as detailed in section 4.1.2, the PDM is
able to design different profiles in function of the goal it has to ensure.
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The problem takes as input the renewable power produced under weather conditions Prenewk “

Ppvk ` Pwtk, power demand Ploadk and other information of sizing like number of wind turbines,
PV panels, energy storage capacity and efficiency of any component, and generates a a power
commitment of each time slot for supply-side source and energy storage usage, according to the
availability of renewable power.

The optimization problems explained in the following paragraphs are programmed under python
and solved using GUROBI solver. The same sizing and the same weather conditions are applied
to all the programs for a better illustration of the difference of results.

4.3.1/ Providing a constant power profile

In this section, the aim is to obtain a maximum power production Pprod from the electrical sources
for the whole horizon H , taking into account the efficiency of each storage part used. Then the
PDM will take as input the meteorological data to determine the primary production, the storage
situation and the target set. As an output, the PDM must send the maximum constant profile
obtained and the storage situation to the negotiation module.

To make this possible, some modifications will be set for the mixed integer linear program and a
new objective function and new constraints are added. To simplify it, the new variables added are
explained in Table 4.2.

Table 4.2: Notations

Variable Description
Pprod “ Pprodk @k The constant power profile [kW]
LOHtargetD A level of hydrogen defined by the sizing needed to

be reached by the level of hydrogen LOHK at the
end of the horizon H [kg]

4.3.1.1/ Objective function

The objective function consists of maximizing the constant power profile obtained from the source
commitment Pprod in order to propose a profile in the first part to the negotiation. The problem is
thus mathematically translated to:

maximize Pprod (4.31)

4.3.1.2/ Additional constraints

Some constraints are added or modified in order to consider common sense usage rules: con-
sequently, Equation (4.1) is modified in this program as (4.32). Another constraint (4.33) is added to
ensure that the computed hydrogen level at the end of the period of simulation reached the target
defined by the sizing. In fact, while sizing, the usage of the storage system were played during the
horizon H . Thus, the level of hydrogen defined, in the sizing, is used as the hydrogen target for
our simulations in order to support the considered horizon H . It means that the computed level of
hydrogen of the PDM is compared, at the end of the horizon, to the one defined by the sizing. This
allows the storage system to handle the next periods @k P ~0,K ´ 1�:
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Pprod ď Pwtk ` Ppvk ` pP f ck ` Pdchk ´ Pezk ´ Pchkqηinv (4.32)
LOHtargetD ď LOHK (4.33)

The hydrogen target level LOHtargetD is supposed to be computed based on long term weather
forecasting and IT load consumption for one year. D represents the day number within the current
year and matches with the time horizon K ˆ ∆t.

4.3.1.3/ Obtained model

The constraints explained in Section 4.2.4 are used for each version of the PDM as the basic
constraints. Then, the linear program able to produce a constant maximum profile using the
storage system composed of batteries and hydrogen system is then written as mentioned in the
equation 4.34.

The obtained model used to provide a constant power profile as a first proposition for the negotiation
is in the Equation (4.34).

4.3.1.4/ Results

In this linear program, we suppose that we are in the first stage of the negotiation which explains
the absence of load in Figure 4.5. Actually, in that step of the negotiation, the PDM is supposed
to provide the negotiation with profiles without getting data about the load. The same power
architecture as in the previous section is used.

Figure 4.5: Constant Power Profile management

Results presented in Figure 4.5 are obtained by applying this linear program. The solution gives
here a maximum constant power that can be delivered equals to 1 MW. As can be seen in the
figure, the battery is responsible of the daily smoothing (day/night alternation). Thanks to the
constraint (4.33), the level of hydrogen is even more than targeted at the end of the horizon H (
LOHtargetD “ 300kg) to be able to assist the next time horizon.
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maximize Pprod
s.t. :

Pprod ď Pwtk ` Ppvk ` pP f ck ` Pdchkqηinv ´ pPezk ` Pchkqηinv

S OCk “ S OCk´1p1´ σq `
ηchPchk´1∆t´Pdchk´1∆t{ηdch

Cbat
LOHK ě LOHtargetD

Ploadk ď Pwtk ` Ppvk ` pP f ck ` Pdchkqηinv ´ pPezk ` Pchkqηinv

Pezk “ HHVh2 ˆ Qezk{ηez{∆t
P f ck “ LHVh2 ˆ Q f ck ˆ η f c{∆t

LOHk “ LOHk´1 ` Qezk´1 ´ Q f ck´1{ηtank

Pchk ď xk ˆ Pchmax
Pchk ě 0
Pchk ď xk ˆ Pchmax
Pchk ď Pch1k
Pchk ě Pch1k ´ p1´ xkqPchmax

Pdchk ď p1´ xkq ˆ Pdchmax
Pdchk ě 0
Pdchk ď p1´ xkqPdchmax
Pdchk ď Pdch1k
Pdchk ě Pdch1k ´ xkPdchmax

Pezk ď Pez1k
Pezk ě 0
Pezk ď yk ˆ Pezmax
Pezk ě Pez1k ´ p1´ ykqPezmax

0 ď Pez1k ď Pezmax
Pezk ě yk ˆ Pezmin
Qezk ď Qez1k
Qezk ě 0
Qezk ď zk ˆ Qezmax
Qezk ě Qez1k ´ p1´ zkqQezmax

0 ď Qez1k ď Qezmax
Q f ck ď Q f c1k
Q f ck ě 0
Q f ck ď p1´ zkq ˆ Q f cmax
Q f ck ě Q f c1k ´ zk ˆ Q f cmax

0 ď Q f c1k ď Q f cmax
(4.34)
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uk ď xk

uk ď yk

0 ď 1´ xk ´ yk ` u
uk ě 0
vk ď xk

vk ď zk

0 ď 1´ xk ´ zk ` v
vk ě 0
Bounds :
@k P ~0,K ´ 1� P f ck ď P f cmax
@k P ~0,K ´ 1� Pezk ě Pezmin
@k P ~0,K� S OCmin ď S OCk ď S OCmax
@k P ~0,K� 0 ď LOHk ď LOHmax

@k P ~0,K ´ 1� Pchk, Pdchk, Pezk ě 0
@k P ~0,K ´ 1� Pch1k, Pdch1k, Pez1k ě 0
@k P ~0,K ´ 1� Qezk,Q f ck,Qez1k,Q f c1k ě 0
@k P ~0,K ´ 1� xk, yk, zk P t0, 1u

4.3.2/ Providing a non constant power profile

In this section, the aim is to obtain a non constant power production profile Pprodk (k P ~0,K ´ 1�)
from the electrical sources used, taking into account the efficiency of each storage part used.
Then the PDM takes the meteorological data as an input to determine the primary production, the
storage levels, etc., along the horizon H .

As an output, the PDM must send the maximum power profile, and the storage situation to the
negotiation module.

To make this possible, some modifications are set to the linear program obtained in the previous
section. To simplify it, the variable Pprod is no longer equal to a constant value during the horizon
H but is changes following each step k in the horizon.
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4.3.2.1/ Objective function

For this strategy, the objective function consists of maximizing the power profile obtained from
the source commitment Pprodk (k P ~0,K ´ 1�) in order to propose a profile in the first part to the
negotiation. The problem is thus mathematically translated to:

maximize
K´1
ÿ

k“0

Pprodk (4.35)

4.3.2.2/ Added constraints

As in the constant power case, some constraints are added or modified to consider common sense
usage rules then Equation (4.1) is modified in this program as (4.36) (@k P ~0,K ´ 1�):

Pprodk ď Pwtk ` Ppvk ` pP f ck ` Pdchk ´ Pezk ` Pchkqηinv (4.36)

The same constraint (4.33) is added to ensure the target level of hydrogen is reached at the end of
the period of simulation, so that the storage system is able to handle the next periods.

In order to satisfy a minimum production to operate the data center, a new constraint is added to
the linear program as defined in Equation (4.37):

Pprodk ě Pprodmin (4.37)

Thus, the power produced in each time step k by the different sources should be greater or equal
to the minimal production.

4.3.2.3/ Obtained model

The linear program is able to produce a maximum non constant profile using the storage system
composed of batteries and hydrogen system is then written as in the Equation 4.38

4.3.2.4/ Results

Results presented in Figure 4.6 are obtained by applying this linear program. The production
Pprodk is variable in some time step k and greater than the minimal production Pprodmin (see for
example at t = 60 h). The same power architecture is used as in the previous subsections. The
minimal production is equal to 1MW in order to make the variations of Pprod more noticeable. The
batteries assure the smoothing as in the last linear program and the level of the battery comes back
to the intended one. The level of hydrogen at the end of the horizon is greater than the hydrogen
level target fixed, then, the constraint (4.33) is respected.
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Figure 4.6: Maximum Power Profile management
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maximize
K´1
ÿ

k“0

Pprodk

s.t. :
Pprodk ď Pwtk ` Ppvk ` pP f ck ` Pdchkqηinv ´ pPezk ` Pchkqηinv

S OCk “ S OCk´1p1´ σq `
ηchPchk´1∆t´Pdchk´1∆t{ηdch

Cbat
LOHK ě LOHtargetD

Pprodk ě Pprodmin
Pezk “ HHVh2 ˆ Qezk{ηez{∆t
P f ck “ LHVh2 ˆ Q f ck ˆ η f c{∆t

LOHk “ LOHk´1 ` Qezk´1 ´ Q f ck´1{ηtank

Pchk ď xk ˆ Pchmax
Pchk ě 0
Pchk ď xk ˆ Pchmax
Pchk ď Pch1k
Pchk ě Pch1k ´ p1´ xkqPchmax

Pdchk ď p1´ xkq ˆ Pdchmax
Pdchk ě 0
Pdchk ď p1´ xkqPdchmax
Pdchk ď Pdch1k
Pdchk ě Pdch1k ´ xkPdchmax

Pezk ď Pez1k
Pezk ě 0
Pezk ď yk ˆ Pezmax
Pezk ě Pez1k ´ p1´ ykqPezmax

0 ď Pez1k ď Pezmax
Pezk ě yk ˆ Pezmin
Qezk ď Qez1k
Qezk ě 0
Qezk ď zk ˆ Qezmax
Qezk ě Qez1k ´ p1´ zkqQezmax

0 ď Qez1k ď Qezmax

(4.38)
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Q f ck ď Q f c1k
Q f ck ě 0
Q f ck ď p1´ zkq ˆ Q f cmax
Q f ck ě Q f c1k ´ zk ˆ Q f cmax
0 ď Q f c1k ď Q f cmax
uk ď xk

uk ď yk

0 ď 1´ xk ´ yk ` u
uk ě 0
vk ď xk

vk ď zk

0 ď 1´ xk ´ zk ` v
vk ě 0
Bounds :
@k P ~0,K ´ 1� P f ck ď P f cmax
@k P ~0,K ´ 1� Pezk ě Pezmin
@k P ~0,K� S OCmin ď S OCk ď S OCmax
@k P ~0,K� 0 ď LOHk ď LOHmax

@k P ~0,K ´ 1� Pchk, Pdchk, Pezk ě 0
@k P ~0,K ´ 1� Pch1k, Pdch1k, Pez1k ě 0
@k P ~0,K ´ 1� Qezk,Q f ck,Qez1k,Q f c1k ě 0
@k P ~0,K ´ 1� xk, yk, zk P t0, 1u
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4.3.3/ Matching with a requested profile

In this subsection, the aim is to obtain a profile which is matching with a profile requested by the
negotiation module to end up with the negotiation between both modules. Thus, the PDM takes as
an input the data of the profile requested by the negotiation module, the meteorological data to
determine the production, the storage situations, etc.

As an output, the PDM must send more or less a similar profile to the one received by the negotiation
module.

To make this possible, some modifications are set for the basic linear program obtained and a
new objective function and new constraints are added. To simplify it, the new variable added is
explained in Table 4.3.

Table 4.3: Notations

Variable Description
r f Relaxation factor
λ Constant value

4.3.3.1/ Objective function

The objective function consists in maximizing the power production Pprodk hour by hour to increase
the chance to fulfill the data center power demand Ploadk. Moreover, the long term storage LOHK

should be strongly maintained in order to avoid power waste if Pprodk is too high (bigger than the
load). The difference should be stored in hydrogen. Thus, a high value for λ is necessary to offset
the fact that some of the energy produced is lost due to electrolyser and fuel cell efficiency. The
problem is thus mathematically translated to:

maximize
K´1
ÿ

k“0

Pprodk ` λLOHK (4.39)

4.3.3.2/ Added constraints

As in the two previous cases, considering common sense usage rules turns Equation (4.1) into
Equation (4.36). The constraint (4.33) is added in order to maximize the hydrogen level at the end
of the period of simulation so the storage system is able to handle the next period. In this stage
of the negotiation, in order to satisfy the profile requested by NM, a new constraint is added to
the linear program as defined in Equation (4.40). Therefore, we introduce a r f provided by the
negotiation module and enable the power produced Pprodk in each time step k to be inside an
interval rp1´ r f q ˆ Ploadk, Pprodks.

Pprodk ě p1´ r f q ˆ Ploadk (4.40)

In case of no existing solutions due to power production deficiency to supply the data center, the
relax factor value between 0 ď r f ď 1 is computed using a binary search approach in order to
degrade the power response for the data center as less as possible. As the data center load is
relaxed, another management is proposed. The solution is thus sub-optimal compared to the
initial power demand, but an alternative feasible solution is proposed to overcome the intermittent
nature of renewable sources. The evaluation of this degradation impact is evaluated in the following
chapter.
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The feasibility of the linear program depends on the r f value:

• if r f “ 0 it means that the profile generated must be the same as the one provided by the
NM

• if r f “ 1 it means that the profile could be entirely different from the one provided

4.3.3.3/ Obtained model

The linear program able to produce a profile that matches with a given one from the negotiation
module using the storage system is then written as mentioned in the equation 4.41.
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maximize
řK´1

k“0 Pprodk ` λLOHK

s.t. :
Pprodk ď Prekηinv ` pP f ck ` Pdchkqηinv ´ pPezk ` Pchkqηinv

Prek “ Pwtk ` Ppvk

S OCk “ S OCk´1p1´ σq `
ηchPchk´1∆t´Pdchk´1∆t{ηdch

Cbat
Pprodk ě p1´ r f q ˆ Ploadk

Pezk “ HHVh2 ˆ Qezk{ηez{∆t
P f ck “ LHVh2 ˆ Q f ck ˆ η f c{∆t

LOHk “ LOHk´1 ` Qezk´1 ´ Q f ck´1{ηtank

Pchk ď xk ˆ Pchmax
Pchk ě 0
Pchk ď xk ˆ Pchmax
Pchk ď Pch1k
Pchk ě Pch1k ´ p1´ xkqPchmax

Pdchk ď p1´ xkq ˆ Pchmax
Pdchk ě 0
Pdchk ď p1´ xkqPdchmax
Pdchk ď Pdch1k
Pdchk ě Pdch1k ´ xkPdchmax

Pezk ď Pez1k
Pezk ě 0
Pezk ď yk ˆ Pezmax
Pezk ě Pez1k ´ p1´ ykqPezmax

0 ď Pez1k ď Pezmax
Pezk ě yk ˆ Pezmin
Qezk ď Qez1k
Qezk ě 0
Qezk ď zk ˆ Qezmax
Qezk ě Qez1k ´ p1´ zkqQezmax

0 ď Qez1k ď Qezmax
Q f ck ď Q f c1k
Q f ck ě 0
Q f ck ď p1´ zkq ˆ Q f cmax
Q f ck ě Q f c1k ´ zk ˆ Q f cmax

0 ď Q f c1k ď Q f cmax
uk ď xk

uk ď yk

0 ď 1´ xk ´ yk ` u
uk ě 0
vk ď xk

vk ď zk

0 ď 1´ xk ´ zk ` v
vk ě 0

(4.41)

$

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

%

Bounds :
@k P ~0,K ´ 1� P f ck ď P f cmax
@k P ~0,K ´ 1� Pezk ě Pezmin
@k P ~0,K� S OCmin ď S OCk ď S OCmax
@k P ~0,K� 0 ď LOHk ď LOHmax

@k P ~0,K ´ 1� Pchk, Pdchk, Pezk ě 0
@k P ~0,K ´ 1� Pch1k, Pdch1k, Pez1k ě 0
@k P ~0,K ´ 1� Qezk,Q f ck,Qez1k,Q f c1k ě 0
@k P ~0,K ´ 1� xk, yk, zk P t0, 1u
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Figure 4.7: Management of the resources to match with a requested profile with r f “ 0

4.3.3.4/ Results

Results presented in Figure 4.7 are obtained by applying this linear program. The production
Pprodk is completely similar to the demand Ploadk (here the demand represents the power profile
received from the negotiation module) as the relax factor is equal to 0. The same power architecture
is used as in the previous section. The load is variable between 500 kW and 2 MW in this case
in order to see better variation of the profile. The battery assures the smoothing of the day/night
alternation and come back to the same level each 24h. At the end of the horizon, starting from the
hour 64, one can see an underproduction, the battery and the fuel cell are then working in order to
reach the demand. Nevertheless, the constraint (4.33) is maintained and level of hydrogen at the
end of the horizon is bigger to the target fixed 300 kg

If one considers a r f “ 0.3, the results of the MILP are as showed in the figure 4.8. As we can
see it, the profile generated is different from the provided one and respects the constraint given
in Eq 4.40. If we compare Figures 4.7 and Figure 4.8, the main difference is in the production
provided Pprod and in the storage behaviour. In this case, one can see that the storage state of
the battery is similar to the previous case. Nevertheless, the hydrogen level is varying and is equal
to the target fixed at the end of the horizon LOHK “ 300 kg. This is due to the freedom given by the
relax factor.

4.3.4/ Source commitment for the real plateform

In this subsection, the PDM is in charge to find with the best assignment of the sources for the
real platform of the profile agreed on between the negotiation, IT and power decision modules.
Thus, the PDM takes as an input the data of the profile agreed on from the negotiation module, the
meteorological data to determine the production, the storage situations.
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Figure 4.8: Management of the resources to match with a requested profile with r f “ 0.3

4.3.4.1/ Objective function

The objective function is to maximize long-term stocks by setting a target level hydrogen to reach
at each end of the time horizon. Target stocks are set by the previsions of renewable energy
production and by the capabilities of the components (Sizing). The problem is thus mathematically
translated by minimizing the difference in energy between the hydrogen level calculated at the end
of the horizon H (LOHK) and a hydrogen target level (LOHtargetD).

The objective function is defined as:

minimize LOHtargetD ´ LOHK (4.42)

4.3.4.2/ Obtained model

The linear program obtained for the source commitment is defined, @k P ~0,K´1� for all constraints
except k P ~0,K� for constraints containing variables S OCk, LOHk, Qezk, Q f ck, Qez1k and Q f c1k as
mentioned in the Equation 4.43.

4.3.4.3/ Results

The figure 4.9 shows the management of the different resources following the constraints explained
in the previous sections. The power profile agreed on after the negotiation will be designed with the
best assignment of the sources. One can also see that all the constraints are respected, especially
for the mutual exclusion between hydrogen and battery. Finally, we notice that the level of hydrogen
is decreasing at the end of the horizon H “ 72 h as well as the level of the battery because of the
lack of renewable production.
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minimize LOHtargetD ´ LOHK

s.t. :
Ploadk ď Pwtk ` Ppvk ` pP f ck ` Pdchkqηinv ´ pPezk ` Pchkqηinv

S OCk “ S OCk´1p1´ σq `
ηchPchk´1∆t´Pdchk´1∆t{ηdch

Cbat
Pezk “ HHVh2 ˆ Qezk{ηez{∆t
P f ck “ LHVh2 ˆ Q f ck ˆ η f c{∆t

LOHk “ LOHk´1 ` Qezk´1 ´ Q f ck´1{ηtank

Pchk ď xk ˆ Pchmax
Pchk ě 0
Pchk ď xk ˆ Pchmax
Pchk ď Pch1k
Pchk ě Pch1k ´ p1´ xkqPchmax

Pdchk ď p1´ xkq ˆ Pdchmax
Pdchk ě 0
Pdchk ď p1´ xkqPdchmax
Pdchk ď Pdch1k
Pdchk ě Pdch1k ´ xkPdchmax

Pezk ď Pez1k
Pezk ě 0
Pezk ď yk ˆ Pezmax
Pezk ě Pez1k ´ p1´ ykqPezmax

0 ď Pez1k ď Pezmax
Pezk ě yk ˆ Pezmin
Qezk ď Qez1k
Qezk ě 0
Qezk ď zk ˆ Qezmax
Qezk ě Qez1k ´ p1´ zkqQezmax

0 ď Qez1k ď Qezmax
Q f ck ď Q f c1k
Q f ck ě 0

(4.43)
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Q f ck ď p1´ zkq ˆ Q f cmax
Q f ck ě Q f c1k ´ zk ˆ Q f cmax
0 ď Q f c1k ď Q f cmax
uk ď xk

uk ď yk

0 ď 1´ xk ´ yk ` u
uk ě 0
vk ď xk

vk ď zk

0 ď 1´ xk ´ zk ` v
vk ě 0
Bounds :
@k P ~0,K ´ 1� P f ck ď P f cmax
@k P ~0,K ´ 1� Pezk ě Pezmin
@k P ~0,K� S OCmin ď S OCk ď S OCmax
@k P ~0,K� 0 ď LOHk ď LOHmax

@k P ~0,K ´ 1� Pchk, Pdchk, Pezk ě 0
@k P ~0,K ´ 1� Pch1k, Pdch1k, Pez1k ě 0
@k P ~0,K ´ 1� Qezk,Q f ck,Qez1k,Q f c1k ě 0
@k P ~0,K ´ 1� xk, yk, zk P t0, 1u

Figure 4.9: Source commitment results
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4.3.5/ Summary of the results

The results above suggest several interesting observations:

• The sizing of the electrical sources is very important as well as the values of the initial state
of storage. They allow a good running of the programs. Otherwise, the management tool
can provide an unfeasible model.

• The mixed integer linear program that matches with a given profile depends extremely of the
relax factor provided from the negotiation module. Sometimes, given the storage state at the
moment of the negotiation, the management tool provides an unfeasible model and is not
capable to answer to the demand. The negotiation takes an action here and sends a second
profile with a different relax factor. The increment value of the relax factor is equal to 0.01.

• The analysis of the curves of the MILP "Match Profile" shows an average gap between the
curves Pprodk and Ploadk as shown in following table:

Table 4.4: Gap calculation between Pprod and Pload

r f
ř

Pprod [kW]
ř

Pload [kW] gap [kW/h] Period
0 63820.0 63820.0 0.00 72 h

0.4 65532.0 63820.0 23.78 72 h
0.8 67922.0 63820.0 56.98 72 h
1 68993.4 63820.0 71.85 72 h

• The results of the table 4.4 are obtained after an execution of the MILP during 72 hours with
a time step δt equal to 1 hour. The choice of 72 hours is juste an illustrating exemple. It
respects the constraint 4.40. This constraint force the program to always be in the interval
given.

• Experimentation are performed on an Intel® Core™ i5-6200U CPU @ 2.30GHz × 4 , 8GB
RAM, 64-bit using Ubuntu 16.04 LTS as exploitation system. The solving time for each the
algorithms is at the scale of seconds which is compatible with the negotiation process as it’s
a synchronous negotiation.

• The PDM is an efficient management tool of all energy sources (wind turbine, photovoltaics,
batteries, fuel cell, electrolyzers) that is able to provide data center demand with 100%
renewable energy.

4.4/ Conclusion

In this chapter, we presented (1) an overview of the PDM within the ANR DATAZERO project was
made in order to understand the steps of negotiation and all the goals needed to to completely
provide a data center with only renewable energy; (2) the usage limits of the different electrical
devices (constraints) (3) the linearization of the constraints in order to get a convenient usage of
the sources and the mixed linear program which is used in the power decision module (PDM);
(5) the power decision module which is a management tool able to manage a hybrid renewable
energy system presenting four optimization problems depending on the stage of the negotiation.
Additional constraints are also written to allow us to find appropriate, exact and optimal solutions.
These problems have been illustrated by several simulations. We show that our optimal models are
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convenient to address the power commitment of an 100% renewable energy data center, since the
resolution is obtained within few seconds. The solving time for each the algorithms is at the scale
of seconds even for horizons of one year with a time step of hours.



Chapter 5

Experiments

The last two chapters have explained the sizing tool and management tool used in the electrical
infrastructure. This chapter aims at integrating both optimization modules (sizing and PDM) in
order to regulate the power energy production and determine how to produce and consume energy
within the whole system under the end-user service level constraint. Moreover, an exploitation
of these tools will be used in order to show a set of scenarios against which the project will be
challenged.

Contents
5.1 Objectives & motivations . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.2.1 Mixed integer linear program used . . . . . . . . . . . . . . . . . 98
5.2.2 Evaluation performance Metrics . . . . . . . . . . . . . . . . . . 98

5.2.2.1 Unused renewable energy (URE) . . . . . . . . . . . . 98
5.2.2.2 Percentage of the Energy Produced to demand (PEP) . 99

5.3 Experiments and discussions . . . . . . . . . . . . . . . . . . . . . . 99
5.3.1 Management results . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.3.2 Management scenarios results . . . . . . . . . . . . . . . . . . . 100

5.3.2.1 One resolution for one year . . . . . . . . . . . . . . . . 101
5.3.2.2 52 resolutions for one year . . . . . . . . . . . . . . . . 102
5.3.2.3 121 resolutions for one year . . . . . . . . . . . . . . . 104
5.3.2.4 365 resolutions for one year . . . . . . . . . . . . . . . 105

5.3.3 Summary of the results . . . . . . . . . . . . . . . . . . . . . . . 106
5.4 Synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

5.1/ Objectives & motivations

In the precedent chapters, we proved that the sizing module is able to provide an electrical
infrastructure based on meteorological data and a power load. This architecture is then used by
the power decision module in order to find the an optimized comitment of the sources following the
chosen goal.

In this chapter, experiments are done in order to measure the usage scope of both sizing and
power decision (PDM) modules on data center lifetime. These experiments will be done year after
year in order to find the best assignment of the electrical sources. This optimal management has to
meet our expectations in terms of satisfying the power demand while using the renewable energy
and limiting the storage losses.

In fact, the targeted data center is intended to be used all year long without resorting to the

97
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conventional power grid. In order to make it possible, the latter should maintain an energy level in
its long-term storage in order to be able to operate even if days where the power from renewable
sources is not enough to address the power demand. Indeed, the idea is that the most favorable
days (let say in summer) has to compensate for the worst days (let say in winter). The challenge is
therefore to smooth consumption over the year thanks to long-term storage (H2) and over days
thanks to the short term storage (batteries). It is then a question of scheduling a commitment of
the sources, and thus managing both the short term and long term storage.

5.2/ Methodology

In the power decision module, four MILP were presented in order to reach the goal fixed. Neverthe-
less, in this section, the mixed integer linear program (MILP) chosen to be used in the experiments
is explained. In a second time, a reminder of the evaluation performance metric is given. An
assumption that the weather forecast is reliable is made in the following. Then, the study of the
confidence interval related to the weather forecast is not taken into account.

5.2.1/ Mixed integer linear program used

The most used optimization problem in the negotiation loop is the one that tries to match with a
requested profile from the negotiation (4.41). It tends to maximize the power production Pprodk with
maintaining the level of hydrogen LOHK at the end of the horizon H to make possible the seasonal
compensation without wasting energy and to be able to handle the next season.

Moreover, the long term storage LOHK should be strongly maintained rather than allowing waste
if overproduction is too high. Thus, a high value for λ is necessary to offset the fact that some
of the energy produced is lost due to electrolyser and fuel cell efficiency. Also, in order to match
Pprodk with the data center load Ploadk for each time step k, a relax factor r f is used as in the
constraint (5.1).

Pprodk ě p1´ r f q ˆ Ploadk (5.1)

5.2.2/ Evaluation performance Metrics

In order to evaluate the solutions obtained by the mixed integer linear program (MILP), some new
metrics are settled down in this section. Some metric presented in the section 3.4 of the “Sizing
Strategy” chapter are also used in order to rate the obtained solutions such as the loss of power
supply probability (LPSP) and the level of autonomy (LA).

5.2.2.1/ Unused renewable energy (URE)

As the charging and discharging power of both system batteries and hydrogen are constants, the
MILP enables, sometimes, to not use all the energy produced by the renewable sources. Thus, this
quantity of unused renewable energy is computed as:

URE “
1
H

K´1
ÿ

k“0

ˆ

maxpPprodk ´ Ploadk, 0q ˆ ∆t
˙

(5.2)
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5.2.2.2/ Percentage of the Energy Produced to demand (PEP)

It consists in the computation of the power produced by the electrical infrastructure Pprodk divided
by the demand. This is mathematically proceeded by the following expression:

PEP “

řK´1
k“0 minpPprodk, Ploadkq

řK´1
k“0 Ploadk

(5.3)

5.3/ Experiments and discussions

First, the sizing module takes as inputs the weather conditions, power demand Ploadk and determine
the best configuration needed based on these informations. The data representing the solar
radiation and wind speed have been measured on an hourly scale from January 2004 till December
2012 in a coastal area. To be more precise, the endogenous data of the solar radiation and wind
speed time series have been measured at Los Angeles (Latitude: 34.57, Longitude: -118.02,
Time Zone: -8). These data has been obtained respectively from the National Solar Radiation
DataBase (NSRDB) [116] and from wind prospector of the National Renewable Energy Laboratory
(NREL) [43]. From the IT part, the data center demand were obtained from the traces of access
logs from the World Cup web site of 1998 [23]. This load choice is made because of its similarity to
the traces of a real data center. Based on these data, a sizing study was made and an average
infrastructure as showed in the table 5.1 is given. This sizing is an input the MILP needed to be
solved.

Table 5.1: Infrastructure sizing used in simulations

Nwt Npv Pch Pdch SOCmax Pez Pfc H2

2 6650 980 555 5287 910 832 6382

Then, the electrical power system configuration like the number of wind turbines Nwt, the
solar panel surface N pv, battery storage capacity S OCmax, the capacity of the hydrogen
tank H2, the efficiency of each component are sent to the PDM in order to start optimization.
As an output, the solver gives a schedule of each time slot for supply-side source and
energy storage usage, according to the availability of renewable power.

The same infrastructure sizing will be used in many management scenarios with a different
resolution time window for a better illustration of the difference between the obtained
results. A resolution time window consists in iteratively solving the power management
program for a given period length H as many times as it is needed to cover the whole year.
First, we proceed to the verification of the proper functioning of the optimization strategy.

5.3.1/ Management results

Figure 5.1 shows a solution obtained by solving the MILP on a given period H “ 14 days
“ 336 h with a time slot ∆t “ 1 h in the winter during the year 2010. This year was chosen
for a better illustration of the results (compared to the other years). This solution consists
of the evolution of each variable of the program, hour by hour, each visible on a specific
window of Figure 5.1. The first windows shows the data center demand Pload and the
produced power Pprod, used to supply the data center, optimized by the MILP. The second
window shows in details the the solar panels Ppv, the wind turbines Pwt and the total Pre
produced. The third window shows both the charging Pch and discharging power Pdch
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of the batteries followed by the variation of state of charge of the batteries (S OC). The
last two windows of Figure 5.1 show the actual level of hydrogen LOH computed by the
MILP. Finally, the electrolyzer power Pez and fuel cell power P f c obtained by the MILP
is shown to explain the evolution of LOH. This figure was chosen in winter in the worst

Figure 5.1: Management of the renewable sources for 15 days with r f “ 0.02

conditions of the year 2010 to show the aim of the relax factor. In fact, with an optimal
relax factor r f “ 0.02, the power supplied to the data center is relaxed (i.e., reduced as
less as possible) while a solution is possible because of the problem constraints. The first
founded solution is then displayed. It is used in order to propose an alternative power
profile if no solution exists to answer to the data center power demand. Thus, the latter
could postpone or reschedule the jobs. Based on Figure 5.1, one can see that the battery
state of charge comes back to its initial level each 24 hours because batteries are only
responsible of short term energy storage (daily compensation) to ensure the hourly lack of
renewable energy (e.g., solar night and day alternation) during the same day.

Also, as it is responsible of the seasonal offset, one can see that the level of hydrogen is
decreasing as there is not enough renewable energy to ensure the demand (no wind) and
get almost empty at the end of window.

Thus, as the linear program is working properly, the following subsection shows different
usage of this program. Indeed, the management program should be able to find a solution
under any weather conditions. The metrics explained in Section 5.2.2 are used to verify
the robustness of our approach.

5.3.2/ Management scenarios results

In this part, the program is executed following different resolution time windows for the
same horizon (1 year) under different weather conditions. In fact, the same sizing is played
from the year 2004 till 2012. For each year, several resolution time windows are simulated
with the weather condition of the year. One simulation consists in iteratively solving the
power management program for a given period length H as many times as it is needed to
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cover the whole year. This resolution time window H is related to the weather prediction
time.

Different cases of resolution time window are exploited to shows the impact of the decision
on the management proposed:

• 1st case: resolution window is equal to the horizon fixed (1 resolution for 1 year)
(Figure 5.2)

• 2nd case: resolution window is equal to 1 week (52 resolutions for 1 year) (Figure 5.3)

• 3rd case: resolution window is equal to 3 days (121 resolutions for 1 year) (Figure 5.4)

• 4th case: resolution window is equal to 1 day (365 resolutions for 1 year) (Figure 5.5)

The aim of this comparison is to choose the best management time window using this
approach (Should the decision be taken only 1 time per week, per three days or per days?).
The chosen metrics are applied on each cases study. For all cases, an average value of
the metrics is computed and displayed in the tables. In the following tables, the column
loss of power supply probability (LPSP) is divided on two columns, the average and the
standard deviation of the LPSP values obtained for each resolution in different simulations.

Experimentation are performed on an Intel® Core™ i5-6200U CPU @ 2.30GHz × 4 , 8GB
RAM, 64-bit using Ubuntu 16.04 LTS as exploitation system. The solving time for each
year with different resolution time windows will be also compared.

5.3.2.1/ One resolution for one year

Figure 5.2 shows the obtained solution of the solver. The figure shows 5 subfigures. The
first presents the power load of the data center Pload and the optimized power produced
by the infrastructure Pprod. The second window presents the produced power by the
photovoltaic panel Ppv, wind turbine Pwt and their sum to identify the renewable primary
power produced Pre. The third and fourth windows are dedicated to the battery where
the charging Pch, discharging power Pdch and the state of charge Soc are illustrated.
The last two windows are reserved to hydrogen storage system where the the level of
hydrogen calculated by the MILP (Loh), the level of hydrogen determined by the sizing
study (loh-Target), the fuel cell and electrolyzer power respectively Pfc and Pez are
identified.

Based on this figure, one can see that the produced power is not able to answer to the
demand from the beginning of the time window till the hour 3500. In this period, the level
of hydrogen computed by the solver is really close the loh-Target. From the hour 3500 till
6500 one can see that the production is bigger than the load demand.

The table 5.2 resume the metric results for a one year resolution with H “ 1 year “ 8760 h.
The results of the relax factor shows quite high values as only one decision is taken for
the whole year. This high relax factor has an impact on the LPSP which shows that, for
example, during 2005, 77% of the data center demand, on the considered horizon, was
not supplied by the system. Nevertheless, the infrastructure was able to give 94% of the
energy produced to the demand during the year. It means that the difference between the
load and the provided production is not big. Also, one can see that the level of autonomy
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Figure 5.2: Management of the renewable sources in the 1st case for the year 2008

Table 5.2: Metric for a one year simulation with H “ 1 year “ 8760 h

year relaxation LA LPSP URE PEPAverage SD
2004 0.07 0.67 0.98 0 3.45 0.93
2005 0.08 0.69 0.77 0 84.94 0.94
2006 0.11 0.66 0.85 0 47.08 0.90
2007 0.31 0.64 0.75 0 82.54 0.77
2008 0.18 0.64 0.85 0 43.84 0.78
2009 0.27 0.63 0.83 0 62.16 0.78
2010 0.48 0.60 0.72 0 121.51 0.67
2011 0.43 0.64 0.66 0 155.09 0.73
2012 0.3 0.61 0.79 0 60.94 0.76

LA is around 60% for all the years and that the unused energy is quite different from a year
to another.

After analyzing the results, taking only one decision for a whole year is actually not
accurate due to the uncertainty of the weather conditions . Then, we decided to shorten
the resolution window to 1 week (52 resolutions for one year), 3 days (121 resolutions for
one year) and to 1 day (365 resolutions for one year). The obtained solutions are illustrated
in the figures (5.3), (5.4), (5.5). The evaluating metric are summarized respectively in the
tables 5.3,5.4,5.5

5.3.2.2/ 52 resolutions for one year

In this subsection, the resolution time window is equal to 1 week. It means that during the
year, the solver tries to find an optimized power source commitment for each week during
the whole year.
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Figure 5.3: Management of the renewable sources in the 2nd case for the year 2008

The solution obtained is displayed on the figure 5.3. One can see that during the winter
period (till the hour 3500), the solution is better than in the first case. The energy produced
is able to supply the demand over the year except for 2 or 3 weeks (hours around 500 and
8000).

From the other hand, the level of hydrogen computed follows the trends of the loh-target of
the sizing but it is not really fitting to the values and is even higher (good year).

Table 5.3: Metric for a one year simulation with H “ 1 week “ 168 h

year relaxation LA LPSP URE PEPAverage SD
2004 0 1 0.06 0.04 84.36 0.67
2005 0 1 0.05 0.04 158.81 0.69
2006 0 1 0.05 0.03 129.46 0.67
2007 0.06 0.93 0.20 0.31 56.70 0.64
2008 0.02 0.97 0.18 0.29 56.89 0.64
2009 0.04 0.95 0.26 0.35 43.21 0.63
2010 0.10 0.89 0.31 0.39 45.65 0.60
2011 0.08 0.91 0.26 0.37 85.30 0.64
2012 0.12 0.93 0.30 0.37 1.55 0.61

Based on the values of the table 5.3, the relax factor is smaller than the first case especially
for the years 2004, 2005 and 2006 where the program is able to supply the power demand
of the data center without relaxing any week. The loss of power supply is almost equal to
0 for all the years which confirm our hypothesis.

From an opposite site, the percentage of energy produced to demand PEP decreases
compares to the first case.
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5.3.2.3/ 121 resolutions for one year

In this subsection, the resolution time window is equal to three days. It means that during
the year, the solver tries to find an optimized power source commitment for three days
during the whole year equal to 121 resolutions for one year. Same ascertainments can

Figure 5.4: Management of the renewable sources in the 3rd case for the year 2008

also be verified here. The solution obtained is displayed on the figure 5.4. One can see
that during the winter period (till the hour 3500), the solution is better than the first and
second case. The energy produced is able to supply the demand over the year except for
3 days (around the hours 1000 and 2000).

From the other hand, the level of hydrogen computed follows much better the trends of the
loh-target determined by the sizing. Moreover, it tries to get the closest possible and to fit
to the target values.

Table 5.4: Metric for a one year simulation with H “ 3 days “ 72 h

year relaxation LA LPSP URE PEPAverage SD
2004 0 1 0.06 0.05 84.59 0.67
2005 0 1 0.05 0.05 159.24 0.69
2006 0 1 0.05 0.05 129.81 0.67
2007 0.04 0.95 0.17 0.27 54.05 0.64
2008 0.02 0.98 0.15 0.24 57.52 0.64
2009 0.04 0.95 0.20 0.30 42.42 0.63
2010 0.08 0.91 0.28 0.37 44.27 0.59
2011 0.06 0.93 0.22 0.33 85.46 0.64
2012 0.05 0.94 0.23 0.32 1.55 0.61

Based on the values of the table 5.4, the relax factor is smaller than the first and second
cases. In fact, for the years 2004, 2005 and 2006, the architecture is able to supply the
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power demand of the data center without relaxing any days. For the other years, the
relaxation factor is lower than the precedent cases. The loss of power supply is almost the
same as the second case ,equal to 0 for all the years.

From an opposite site, the percentage of energy produced to demand PEP decreases
compares to the first case.

5.3.2.4/ 365 resolutions for one year

In this subsection, the resolution time window is equal to one day. It means that during the
year, the solver tries to find an optimized power source commitment for one day during the
whole year equal to 365 resolutions for one year.

Figure 5.5: Management of the renewable sources in the 4th case for the year 2008

Same ascertainments can also be verified here. The solution obtained is displayed on the
figure 5.4. One can see that during the winter period (till the hour 3500), the solution is
better than the first and second case. The energy produced is able to supply the demand
over the year except for some days (5 days).

From the other hand, the level of hydrogen computed follows much better the trends of the
loh-target determined by the sizing. Moreover, it really fits to the target values.

Based on the values of the table 5.5, the relax factor is quite similar to the third case.
In fact, for the years 2004, 2005 and 2006, the architecture is able to supply the power
demand of the data center without relaxing any days. For the other years, the relaxation
factor is lower than the precedent cases. The loss of power supply is almost the same as
the third case, equal to 0 for all the years.

From an opposite site, the percentage of energy produced to demand PEP decreases
compares to the first case.
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Table 5.5: Metric for a one year simulation with H “ 1 day “ 24 h

year relaxation LA LPSP URE PEPAverage SD
2004 0 1 0.07 0.09 84.13 0.67
2005 0 1 0.05 0.06 158.37 0.69
2006 0 1 0.06 0.07 129.09 0.66
2007 0.03 0.96 0.09 0.26 53.61 0.64
2008 0.01 0.98 0.08 0.20 56.71 0.64
2009 0.02 0.97 0.09 0.25 40.72 0.63
2010 0.06 0.93 0.08 0.34 43.98 0.60
2011 0.05 0.94 0.08 0.29 84.65 0.64
2012 0.03 0.96 0.1 0.28 1.55 0.61

5.3.3/ Summary of the results

In the three tables, one can see that the smaller is the resolution window, the smaller is
the relax factor. In fact, one can see that for the years 2004, 2005, 2006, r f decreased
from around 0.08 to 0 which improved the loss of power supply and made it capable to
answer to the data center demand more often. Contrarily, one can see that the percentage
of the energy produced by the electrical infrastructure to demand PEP degrades with the
smaller time windows. In fact, this is due to the inability of the system to answer to the
demand in some time steps (i.e., instead of treating the lack of overproduction during a
year, it is treated in a day). Indeed, the LPSP values computed for the different horizon
H P t168, 72, 24u are quite similar. Nevertheless, the standard deviation shows that the
smaller is the resolution time window, the bigger is the periodic variation. To conclude,
following to the metric results, the constraints of IT scheduling and the uncertainties of
the weather prediction, the best resolution time windows is equal to 3 days as showed in
Figure 5.4.

Based on Figure 5.4, one can see that around the hour 1000, the system is unable to
meet the data center demand Pload: the fuel cell started working and the level of hydrogen
decreases till reaching 0 kg. In this moment, the Pload is relaxed by r f for those three days.
This relaxation could also be translated by a purchase of hydrogen to fulfill the demand.
Starting from the hour 4000 (beginning of june), one can see that the level of hydrogen
increases till reaching it maximum level at around the hour 5500. Pprod is then bigger
than the demand. This unused renewable energy could be translated by selling hydrogen.

The resolution time of the MILP is in the order of seconds. For the one year time windows,
the resolution time is equal to 32.48 s. The weekly resolutions takes around 40.5 s . The
three days resolution time is equal to 44.8 s and the daily resolution time is equal to 55.7 s.

5.4/ Synthesis

In this chapter, the sizing and power decision modules were exploited under four opti-
mization scenarios depending on the resolution time window. These problems have been
illustrated by several simulations. The optimal model convenient to address the power
commitment of a 100% renewable energy data center, since the resolution is obtained
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within few seconds. Nevertheless, these results depends strongly of the meteorological
data downloaded. Thus, in order to get better results, a study of a forecasting method is
presented in the following chapter.





Conclusions and Future Works

General synthesis

In the context of the increasing electrical consumption of the data center (factories of
the digital), using hybrid renewable energy system is one of the most important solution.
In fact, it constitutes a strategic asset to win the trade between the energy dependency
and the environmental restrictions. The research works proposed in this manuscript has
focused on, as part of the ANR DATAZERO project, the sizing and optimal management of
hybrid renewable energy for a 100 % green supply of a data center.

First, up-to-date information on electrical consumption and CO2 emission was made on
a world wild level. Moreover, a review on renewable energy technologies and energy
storage systems technologies were presented in the first chapter. These technologies
were compared depending on their maturity, cyclability, energy density, and their costs.
The main sources used in our infrastructure are: solar, wind, hydrogen and batteries.

In a second time, an overview on the energy efficiency strategy for green data center was
presented, in chapter 2, in order to get positioned in the existing works. Then, a study on
data center and the electrical chosen sources model was presented. In fact, two different
models were presented for the electrical sources used for two different purposes. Model
(A) generally used in the literature for sizing and long term management of renewable
energy (hourly scale, daily, scale, etc.). A second model (B) were proposed for the control
of the devices and the short term management (second or minute scale). Our choice was
to focus on the model (A) following the our fixed goals (Sizing and management of an
infrastructure for data center application). The chapter 2 ends up by a review on different
strategies adopted by researchers in designing or managing these systems in order to
supply power demand.

After consulting the state of art of the published research related to hybrid renewable
energy sources, their sizing and management, we proceeded in the chapter 3 to sizing.
In fact, in the beginning of this chapter, we presented the principle of our sizing strategy
where the problem was taken backward: based on a given infrastructure, we search for
the power load that the latter is able to provide over the year. This was done such as
the overproduced energy is equal to under produced one taking into account the energy
efficiency of the storage. In the second part of this chapter, the final sizing strategy capable
to respond to the data center demand is explained. The tool provided different results
for each year with several configurations; Full PV, Hybrid 1 composed of 1 wind turbine
and the rest of PV panels, Hybrid 2, etc, or Full WT. After introducing and analyzing some
metrics such as the annual cost, the renewable energy penetration and the reliability, the
best configuration chosen among all is Hybrid 2 as it is the best in quality/services. Once
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the configuration is fixed, we needed an exact sizing for our data center demand, thus
we played different scenarios with three different sizing over the years: best year sizing,
worst year and average year sizing in order to verify the storage variation over the years.
Thus, the sizing tool was able to deliver the best architecture taking into account the played
scenarios, storage variation and while respecting the applied performance criteria was
made.

Taking into account the sizing results, we started working on an optimal management
of the hybrid renewable energy system, in the chapter 4, in order to supply the data
center. An overview of the power decision module, within the ANR DATAZERO project,
was made in order to understand the steps of negotiation and all the goals needed. In a
second time, the constraints deduced from the models and the usage limits of the different
electrical devices were defined. As these constraint were not linear, we proceeded to their
linearization to construct a mixed integer linear program (MILP) which is used in the power
decision module (PDM). Following the negotiation step, four optimization problems able
to assign the sources in order to supply the data center load are made. The simulation
results illustrated, have shown a good functioning of the four obtained MILP. To end up, we
created a management tool able to manage a hybrid system composed of photovoltaic
panels, wind turbines, hydrogen and battery energy systems capable to find 4 different
managements following the desired goal.

In the 5th chapter, the sizing and power decision modules were exploited under four
optimization scenarios depending on the resolution time window. A resolution time window
consists in iteratively solving the power management program for a given period length
H as many times as it is needed to cover the whole year. These problems have been
illustrated by several simulations with different time windows (year, week, 3 days and 1
day). Thus, we showed that our optimal models are convenient to address the power
commitment of an 100 % renewable energy data center, since the resolution is obtained
within few seconds. The solving time for each the algorithms is at the scale of seconds
even for horizons of one year with a time step of hours.

As the obtained solutions are quite related to the meteorological data downloaded: where
the sizing results were fixed based on the previous meteorological data (year 2004 till 2012).
Moreover, the power decision module makes management decision of the infrastructure for
1 year that is challenged every 3 days. Consequently, valid forecasting of meteorological
data needs to be studied in order to get the closest assignment to the real data. Chapter
6 presents a comparison among four distinct solar radiation and wind speed generation
forecasting models. It is shown that in general, SARIMA model is quite good in the
forecasting of the solar radiation during years and fits very well the data because of their
seasonal distribution. We also pointed out that the performance of the used model in
forecasting the solar during the years is more precise than the ones for the wind speed
which degrades noticeably for long term previsions. It is hence important to predict wind
speed variation as precisely as possible. This shows the interest to consider other models
or characteristics such as Markov Switching ARMA [44] to improve the precision of the
results in order to get an optimal sizing and management for the hybrid renewable energy
system supplying a data center power demand.
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Future works and perspectives

Different perspectives can be considered as a result of this work. First of all, Direct
perspectives include additions to improve the results obtained and complete the theoretical
study. More general perspectives in a broader context are then proposed.

The sizing study can be improved if some modification on the annual system cost is made.
In fact, the cost estimation studies can be ameliorated if we take into account the cable
costs (among others) and into consideration an interval of cost variation over the years
(inflation).

In the power decision module, aging coefficient of the electrical sources used in the
infrastructure were not taken into account. Nevertheless, it is quite important to include
the aging in these quid of work as it can completely change the planned management.

Improve both tools by working on forecasting and refining the trends of solar radiation
and wind speed using other models. This will minimize the event (power difference)
between the planned assignment of the electrical sources and the production of the real
infrastructure.

Finally, it would be interesting to take over the different approaches related to the optimiza-
tion of sizing and management:

• by adding studies of an efficient weather forecasting method. In fact, the obtained
results depend strongly of the meteorological data downloaded. valid forecasting
of meteorological data need to be studied in order to get the different trends of
wind speed and solar radiation during the next years. Based on these trends, the
overproduction period and underproduction period can be predefined in order to
ensure a sustainable, optimal and green management during the lifetime of the
system. In Appendix B, an initiating work is done where one forecasting model was
defined and used in order to evaluate the robustness of our approach.

• By taking into account uncertainty directly in the algorithms. As a result of these
algorithms, it would provide either a certain level of uncertainty is associated

• By offering robust solutions, which are not the best solutions and not the worst
neither. It consists in solutions that are able to provide a good level whatever the
scenario.
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Appendix A

Power load determination

The obtained of the power load determination tool is summarized in the following table:

Table A.1: Results of the power load determination tool

Year Nwt Npv Battery capacity Hydrogene size Demand

2004

0 17487 7840.38 15118.42 499.98
1 11505 6666.20 9656.63 500.00
2 7075 4844.50 6748.92 500.00
3 3382 5977.39 4378.75 500.01
4 148 8063.26 6436.34 500.02
5 0 10124.00 8168.31 617.86

2005

0 18269 8027.56 15511.10 500.02
1 11720 6927.48 10301.83 499.98
2 7011 5546.82 8026.92 499.99
3 3050 5649.51 9581.05 499.98
4 0 8603.93 12241.93 517.32

2006

0 17865 8199.86 12991.43 499.99
1 11840 6963.80 7959.60 500.01
2 7562 5112.36 5497.27 499.99
3 3983 5526.27 6745.69 500.03
4 828 7507.09 10702.41 500.03
5 0 9165.26 13994.54 585.83

2007

0 17249 8572.21 13538.50 500.01
1 12179 7310.12 9720.98 500.02
2 8456 6786.12 8672.29 500.02
3 5329 6547.33 8689.68 499.99
4 2475 6346.00 10991.14 500.01
5 0 7259.95 13672.79 508.94

2008

0 17585 7911.66 14540.78 500.02
1 12559 7204.35 10929.36 500.01
2 8712 6775.97 9701.63 500.00
3 5560 6502.30 8884.50 499.97
4 2690 6844.85 9079.32 500.02
5 0 8749.28 10115.18 500.42
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Table A.2: Results of the power load determination tool

Year Nwt Npv Battery capacity Hydrogene size Demand

2009

0 17675 8055.71 14107.47 500.03
1 12494 7620.75 9587.30 500.02
2 8744 6928.33 8426.53 500.03
3 5631 7036.50 10345.07 500.00
4 2772 6442.56 12765.82 500.03
5 80 7622.88 15887.82 499.99
6 0 9174.98 19063.57 596.45

2010

0 18084 8065.37 15892.14 500.02
1 13663 7533.78 12111.10 499.98
2 10330 7141.64 12570.24 500.00
3 7669 7117.26 13618.17 500.00
4 5185 7370.03 15550.29 500.00
5 2866 8054.65 17645.36 499.99
6 659 8796.60 20624.71 500.03
7 0 10019.60 23974.16 555.60

2011

0 17313 8056.63 13251.32 500.02
1 12440 7473.14 10852.20 500.01
2 8741 6790.08 10025.20 500.00
3 5642 5568.30 10998.12 500.02
4 2796 5764.14 13654.40 500.02
5 117 7952.21 16487.90 499.98
6 0 9610.65 19760.49 594.78

2012

0 17777 7930.42 13964.71 500.00
1 12916 7507.83 10559.48 499.98
2 9196 7466.17 8855.29 500.00
3 6154 7587.62 8735.73 499.99
4 3375 7690.78 9706.44 500.03
5 780 7779.74 10730.94 500.02
6 0 9285.35 13003.42 565.71



Appendix B

Forecasting Methodology

Before presenting the whole methodology, the type of data as well as their locations used
are those of the chapters of this manuscript. So, here we dispose of two types of data: solar
radiation and wind speed. The latter could be obtained from various databases online such
as the national solar data base (NSRDB) [116], the Modern-Era Retrospective analysis
for Research and Applications (MERRA2) [11], the wind prospector from the National
Renewable Energy Laboratory (NREL) [43]. In our case, the data are obtained from
NSRDB AND NREL. Recall that the aim of this chapter is to propose a statistical approach
for wind and solar forecasting. For that purpose, based on a review and results obtained
by different researchers mentioning the accuracy of the ARIMA model [12,50,64,132], we
have selected the SARIMA model [15,51]. In order to verify the robustness of the SARIMA
approach on our application, we will apply the methodology on two distinct locations having
different characteristics.

B.0.1/ SARIMA model

ARIMA is a statisctical approach widely used in today’s world since the evolution of
sophisticated statistical software package. ARIMA has four major steps in model building-
Identification, Estimation, Diagnostics & Forecast. Then, the general scheme for ARIMA
model is translated by:

1. Identification of the model structure;

2. Application of autocorrelation function (ACF) and partial autocorrelation function
(PACF) in order to identify the orders of the ARMA model. The parameters of the
model are estimated by a maximum likelihood (ML) function;

3. Testing the goodness of fit on the estimated model residuals;

4. Using the estimated model for forecasting.

ARIMA model uses the historic data and decomposes it into autoregressive (AR), Inte-
grated (I) indicates linear trends or polynomial trend and Moving Average (MA) indicates
weighted moving average over past errors. Therefore, it has three model parameters
AR(p), I(d) and MA(q) all combined to form ARIMA(p, d, q) model where:

• p = order of AR;
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• q = order of MA;

• d = order of I (differencing).

The multiplicatif Seasonal ARIMA model namely SARIMA is actually a variation of the
classical ARIMA model. In order to take into account the seasonal effect of the irradiation
and the wind speed, this model is generally written as SARIMA(p,d,q)(P,D,Q) where, as in
the ARIMA model, p, d, q and P, D, Q are non-negative integers that refer to the polynomial
order of the AR, I, MA parts of the non-seasonal and seasonal components of the model,
respectively. Mathematically, the SARIMA model is defined as in (B.1)

φppBqΦPpBsqOdOD
s xt “ θqpBqΘQpBsqεt (B.1)

Where: xt is the forecast variable (i.e., solar radiation), φppBq is the regular AR polynomial
of order ppq, θqpBq is the regular MA polynomial of order qpq, ΦPpBsq is the seasonal AR
polynomial of order Ppq, ΘQpBsq is the seasonal MA polynomial of order Q, Od is the
differentiating operator that eliminate the non-seasonal non-stationarity, OD

s is the seasonal
differentiating operator that eliminate the seasonal non-stationarity, B is the backshift
operator, which shift one point in time the observation xt (i.e., Bkpxtq “ xt´k) and finally εt

follows a white noise process and s defines the seasonal period. These polynomials are
described mathematically in Equations (B.2):

θqpBq “ 1´
q
ÿ

i“1

θiBi ΘQpBsq “ 1´
Q
ÿ

i“1

ΘiBs,i

φppBq “ 1´
p
ÿ

i“1

φiBi ΦPpBsq “ 1´
P
ÿ

i“1

ΦiBs,i

Od “ p1´ Bqd Od
s “ p1´ BsqD

(B.2)

In order to get the model that fits the best the data, the Akaike Information Criterion (AIC)
is a statistic measure to compare them. In fact, the AIC rewards models for a good fit and
penalize others for complexity. It could be written as:

AIC “ 2k ` ln
ˆ

RS S
n

˙

(B.3)

with k the number of free parameters, n the total number of observations equal to 468 and
RS S is the residual sum of squares.

Finally, using the obtained valid model, one can proceed to the forecasting of the wished
period.

B.0.2/ Evaluation of the forecasting performance

The forecasting model is constructed on time series of solar radiation and wind speed for
a duration of 9 years weekly (which means 468 values: average weekly values) Once the
models are formulated, they are used to forecast wind speed and solar radiation for the
last two years. Afterwards, the averages of the statistics for the 2 years forecasting results
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are computed to analyze the models’ accuracy. Several measurement statistics can be
used to examine the forecast accuracy of different models. Mean absolute percentage
error (MAPE) is used very often to evaluate the performance of the forecasting model. The
above-mentioned statistical quantities are computed as in (B.4):

MAPE “
100%

n

n
ÿ

t“1

ˇ

ˇ

ˇ

ˇ

xt ´ x̂t

xt

ˇ

ˇ

ˇ

ˇ

(B.4)

where x̂t is the forecast value.

B.1/ Results and discussions

The data representing the solar radiation and wind speed were measured on an hourly
scale from January 2004 till December 2012 (more than 6 years) in two different location.
To be more precise, the endogenous data of the solar radiation and wind speed time series
were measured at Chicago (Latitude: 41.810539, Longitude: -87.643127, Time Zone: -6)
and at Los Angeles (Latitude: 34.57, Longitude: -118.02, Time Zone: -8). Then, in order
to obtain weekly values, we calculated averages per groups of 168 values (168 hours
per week). Finally, we have obtained time series of 52 value per year, i.e., 468 values
during the nine years. Figures B.1 and B.2 showed this distribution respectively for solar
radiation and wind speed in Los Angeles. The first nine years have been used to setup
our models and the last two years to test them. The model has been implemented using R
programming language.
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Figure B.1: Weekly solar radiation distribution in Los Angeles

B.1.1/ Models validation

Based on Figure B.1, the measured solar radiation from 2004 till 2012 is quite seasonal. In
fact, the data starts from the first week of January till the last week of December. Each year,
the pic of solar radiation is in July that corresponds to the summer season where days
are quite long. Contrariwise, the lowest values are obtained in December or in January.
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Figure B.2: Weekly wind speed distribution in Los Angeles

This period matches with the winter where days are short. Thus, the solar distribution is
intrinsically seasonal and periodic which validates the choice of the SARIMA model.

In Figure B.2, the data also starts from the first week of January till the last week of
December. Moreover, it shows a random distribution where data varies from 3 m{s till
14.8 m{s. This series presents a seasonality that could be well seen especially starting
from the week 150. The wind speed is quite low in the winter and increases with the
oncoming of summer corresponding to the thermal hot wind of Los Angeles. Nevertheless,
the wind can vary from one year to another so we cannot confirm the periodicity.

Table B.1: Comparison of the statistic criterion AIC for wind speed in both Chicago and
Los Angeles

DATA SARIMA Configurations AIC

Chicago

SARIMA(21,0,21)(1,1,0) 1441,393
SARIMA(11,0,14)(1,1,1) 1359,254
SARIMA(11,0,14)(0,1,1) 1358,813
SARIMA(18,0,18)(0,1,0) 1498,97

Los Angeles

SARIMA(9,0,19)(1,1,0) 1886,61
SARIMA(6,0,6)(1,1,1) 1844,582
SARIMA(6,0,6)(0,1,1) 1839,007
SARIMA(9,0,0)(0,1,0) 2006,21

In order to obtain the model that fits the best the data, different configurations of SARIMA
have been applied on the distributions for the two locations. In each set, 4 seasonal
configurations have been applied such as the seasonal polynomial AR and MA respectively
ΦPpBsq and ΘQpBsq are set as explained in Table B.1

Based on results given in Tables B.1 and B.2 in the two different cities, with completely
different characteristics, one can see that the best AIC obtained is the one of the model
configuration SARIMA(p,d,q)(0,1,1) for both solar radiation and wind speed data. For
instance, The SARIMA modelp6, 0, 6qp0, 1, 1q is written during a period of s “ 52 as in
Equation (B.5)
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Table B.2: Comparison of the statistic criterion AIC for solar radiation in both Chicago and
Los Angeles

DATA SARIMA Configuration AIC

Chicago

SARIMA(10,0,9)(1,1,0) 4162,49
SARIMA(4,0,18)(1,1,1) 4075,66
SARIMA(4,0,18)(0,1,1) 4075,32
SARIMA(10,0,9)(0,1,0) 4283,52

Los Angeles

SARIMA(20,0,14)(1,1,0) 3796,42
SARIMA(13,0,14)(1,1,1) 3735,64
SARIMA(13,0,14)(0,1,1) 3733,59
SARIMA(13,0,20)(0,1,0) 3884,346

p1´ φ1B1 ´ φ3B3 ´ φ6B6qxt “ p1´ Θ1Bsqp1´ θ1B1 ´ θ3B3 ´ θ3B3 ´ θ6B6qεt (B.5)

Thus, only the latter is maintained as valid models to be used in the forecasting of the solar
radiation and wind speed for a duration of two years.

B.1.2/ Forecasting evaluation

Now coming back to the objective to predict the future meteorological data with the valid
SARIMApp, d, qqp0, 1, 1q model obtained in the section before, the results are shown in
Figure B.3. Moreover, to investigate the model sufficiency, we summarize the useful
statistics about the forecasting results in Table B.3 by computing the mean absolute
percentage error of all the tested weeks.

The forecasting model is applied on four years where it compares with the last two years
2011 and 2012 and continue the forecasts till 2014 weekly.

Based on the solar radiation prevision in Figures B.3b and B.3d, the forecasting curves in
blue fits to the real data of the years 2011 and 2012 and follow the seasonality. Moreover,
with a MAPE equal to 7 and 15.60 for the two sites Los Angeles and Chicago respectively,
the SARIMA model is quite validated and accurate.

Table B.3: The mean absolute percentage error of the used methods

Data Locations Methode MAPE
Solar
radiation

LA SARIMA(4,0,18)(0,1,1) 7,03
Chicago SARIMA(11,0,14)(0,1,1) 15,60

Wind
Speed

LA SARIMA(6,0,6)(0,1,1) 29,83
Chicago SARIMA(13,0,14)(0,1,1) 12,54

Figures B.3a and B.3c show the wind speed forecasting starting from 2011 till 2014. The
forecasting curves in blue is following the trend of the real data of the years 2011 and 2012.
Nevertheless, the 99% confidence interval is quite large and indicates high variability.
Thus, these rates should be interpreted with the noise variance estimated. The SARIMA
model applied on the wind speed in these two cities, Los Angeles and Chicago, is not as
precise as the solar forecasting.

Finally, recall that all interpretations and conclusions presented in this paper are based on
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(a) Wind speed in Chicago

(b) Solar radiation in Chicago

(c) Wind speed in Los Angeles (d) solar radiation in Los Angeles

Figure B.3: Forcasting results of the wind speed and solar radiation for Chicago and Los
Angeles

data available for the specific areas. Results can vary from an area to another depending
on different parameters (pressure, temperature, etc.).

B.2/ Synthesis

This appendix presents a comparison among four distinct solar radiation and wind speed
generation forecasting models. It is shown that in general, SARIMA model is quite good in
the forecasting of the solar radiation during years and fits very well the data because of
their seasonal distribution. We also pointed out that the performance of the used model in
forecasting the solar during the years is more precise than the ones for the wind speed
which degrades noticeably for long term previsions. Moreover, the construction of the wind
model depend strongly on the geographical area, which is less important for the sun It is
hence important to predict wind speed variation as precisely as possible. This shows the
interest to consider other models or characteristics such as Markov Switching ARMA [44]
to improve the precision of the results in order to get an optimal sizing and management
for the hybrid renewable energy system supplying a data center power demand.
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