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M. COMBEAU Pierre, Mâıtre de Conférences, Université de Poitiers . . . . . . . . . . . . . . . . Co-encadrant de Thèse
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BERNARD, Doctor, HDR, at the research institute of Saint-Louis, and Mr. Olivier MARC,
Engineer at Virtualys, for the honor that has been conferred on me by agreeing to chair the
thesis committee.

On a personal level, I would like to express my profound gratitude to my GREAT parents,
my lovely wife, my supportive siblings, my little princess, who provided me with moral and
emotional support all along the way, and I undoubtedly could not have done this accomplish-
ment without them.

Finally, I conclude by expressing my thanks to my friends and to every single member
of XLIM research institute of the University of Poitiers for their hospitality, collaboration,
assistance, and the fruitful discussions.





Table of contents

General introduction 13

1 Context and motivation 15

1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

1.2 Smart cities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

1.3 Wireless sensor networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.4 WSN protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

1.4.1 Short range communication protocols . . . . . . . . . . . . . . . . . . . 20

1.4.1.1 IEEE Std 802.15.4 . . . . . . . . . . . . . . . . . . . . . . . . . 20

1.4.1.2 IEEE 802.15.4 derived standards . . . . . . . . . . . . . . . . . 20

1.4.2 Low-Power Wide-Area Network (LPWAN) protocols . . . . . . . . . . . 22

1.4.2.1 Sigfox . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

1.4.2.2 LoRa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

1.5 Simulation tools for wireless sensor networks . . . . . . . . . . . . . . . . . . . 23

1.6 PERSEPTEUR project . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

1.6.1 Project objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

1.6.2 Project parteners . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

1.7 Thesis motivation and objectives . . . . . . . . . . . . . . . . . . . . . . . . . . 28

1.8 Thesis Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

1.9 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2 Background and state of the art 31

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.2 Radio Channel fundamentals . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.2.1 Multipath propagation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.2.2 Different Scales of Attenuation . . . . . . . . . . . . . . . . . . . . . . . 36

2.3 Parameters of Multipath Radio Channels . . . . . . . . . . . . . . . . . . . . . 37

2.3.1 Time dispersion parameters . . . . . . . . . . . . . . . . . . . . . . . . 37

2.3.2 Coherence bandwidth . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.3.3 Doppler spread and coherence time . . . . . . . . . . . . . . . . . . . . . 38

2.3.4 Narrowband and wideband channels . . . . . . . . . . . . . . . . . . . . 39



4 Table of contents

2.3.5 Macro, Micro, Pico, and Femto Cells . . . . . . . . . . . . . . . . . . . . 40
2.4 Review of empirical propagation radio models for WSNs . . . . . . . . . . . . . 41

2.4.1 Free Space Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.4.2 Adapted Free Space Model . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.4.3 Simplified Two-Ray Ground Reflection Model . . . . . . . . . . . . . . . 42
2.4.4 Free Space and Simplified Two-Ray Hybrid Model . . . . . . . . . . . . 44
2.4.5 Two-Ray Ground Reflection Model . . . . . . . . . . . . . . . . . . . . . 44
2.4.6 Free Outdoor Model (FOM) . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.4.7 Log Normal Model Shadowing Model . . . . . . . . . . . . . . . . . . . 46
2.4.8 Survey of radio propagation models in WSN Simulators . . . . . . . . . 48

2.5 Deterministic modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.5.1 Maxwell’s Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.5.2 Electrical properties of propagation medium . . . . . . . . . . . . . . . 51
2.5.3 Rigorous solutions to Maxwell’s equations . . . . . . . . . . . . . . . . . 52
2.5.4 Helmholtz wave Equation . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2.5.5 High frequency asymptotic methods . . . . . . . . . . . . . . . . . . . . 52

2.5.5.1 Geometric Optics and its extensions . . . . . . . . . . . . . . . 53
2.5.5.2 Wave types . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.5.5.3 Reflection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.5.5.4 Diffraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
2.5.5.5 The geometrical theory of diffraction . . . . . . . . . . . . . . 58
2.5.5.6 The Uniform theory of diffraction . . . . . . . . . . . . . . . . 59

2.6 Ray Tracing Techniques for Radio Propagation . . . . . . . . . . . . . . . . . . 61
2.6.1 Ray-launching method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
2.6.2 Image method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
2.6.3 Hybrid method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
2.6.4 Other methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

2.7 Ray-Tracing Acceleration Techniques . . . . . . . . . . . . . . . . . . . . . . . . 63
2.7.1 Dimension Reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
2.7.2 Space Division . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
2.7.3 Visibility Graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
2.7.4 GPU Acceleration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

2.8 Formulation of the research problem . . . . . . . . . . . . . . . . . . . . . . . . 64
2.9 Proposed Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
2.10 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3 Visibility tree and acceleration techniques 69
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.2 Input Data Bases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.2.1 Description of the propagation environment . . . . . . . . . . . . . . . . 70
3.2.2 Description of test scenes . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.3 Ray-tracing based on the visibility tree . . . . . . . . . . . . . . . . . . . . . . . 72
3.3.1 Creation of a horizontal 2D visibility tree . . . . . . . . . . . . . . . . . 73

3.3.1.1 Principle and data structure . . . . . . . . . . . . . . . . . . . 73
3.3.1.2 Horizontal plane profile from a 3D city map . . . . . . . . . . 74
3.3.1.3 Initialization of the visible zones . . . . . . . . . . . . . . . . . 74
3.3.1.4 Space Division . . . . . . . . . . . . . . . . . . . . . . . . . . . 75



5

3.3.1.5 Visible zones . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.3.1.6 Reflected zones . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.3.1.7 Diffracted zones . . . . . . . . . . . . . . . . . . . . . . . . . . 80

3.3.2 Calculating propagation paths from a visibility tree . . . . . . . . . . . 81
3.3.2.1 Propagation paths in the horizontal plane . . . . . . . . . . . . 81
3.3.2.2 Propagation paths in 3D . . . . . . . . . . . . . . . . . . . . . 84
3.3.2.3 Ground reflected path . . . . . . . . . . . . . . . . . . . . . . . 85
3.3.2.4 Electric field Computation . . . . . . . . . . . . . . . . . . . . 85

3.4 Model validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
3.4.1 Punctual validation with a standard 3D full ray-tracing tool . . . . . . . 85

3.4.1.1 Reflection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
3.4.1.2 Diffraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

3.4.2 Model validation with field measurements . . . . . . . . . . . . . . . . . 89
3.4.2.1 Scene modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.4.2.2 Antenna radiation pattern . . . . . . . . . . . . . . . . . . . . 90
3.4.2.3 Model performance without power averaging . . . . . . . . . . 91
3.4.2.4 Time gain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
3.4.2.5 Local average power estimation of mobile radio signals . . . . 93
3.4.2.6 Model performance with power averaging . . . . . . . . . . . . 93
3.4.2.7 Sources of error . . . . . . . . . . . . . . . . . . . . . . . . . . 95

3.4.3 Narrow-band and Wide-band simulations . . . . . . . . . . . . . . . . . 95
3.5 Acceleration techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

3.5.1 Scene preparation acceleration algorithms . . . . . . . . . . . . . . . . . 97
3.5.2 Maximum number of propagation paths . . . . . . . . . . . . . . . . . . 98

3.5.2.1 Hypothesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
3.5.2.2 Description of the algorithm . . . . . . . . . . . . . . . . . . . 98
3.5.2.3 Accuracy and Time gain . . . . . . . . . . . . . . . . . . . . . 98

3.5.3 Limited area . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.5.3.1 Hypothesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.5.3.2 Description of the algorithm . . . . . . . . . . . . . . . . . . . 99
3.5.3.3 Accuracy and Time gain . . . . . . . . . . . . . . . . . . . . . 100

3.5.4 Visibility trees storage (Pre-processing) . . . . . . . . . . . . . . . . . . 104
3.5.4.1 Hypothesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
3.5.4.2 Description of the algorithm . . . . . . . . . . . . . . . . . . . 105
3.5.4.3 Time gain and data size . . . . . . . . . . . . . . . . . . . . . . 108
3.5.4.4 Accuracy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

3.6 Optimal number of interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
3.6.1 Test scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
3.6.2 Parametric study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

3.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

4 Propagation in the vertical plane 113
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
4.2 Downtown Munich map and measurements . . . . . . . . . . . . . . . . . . . . 115

4.2.1 Measurement path Metro 200 . . . . . . . . . . . . . . . . . . . . . . . . 116
4.2.2 Measurement path Metro 201 . . . . . . . . . . . . . . . . . . . . . . . . 116
4.2.3 Measurement path Metro 202 . . . . . . . . . . . . . . . . . . . . . . . . 117



6 Table of contents

4.3 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
4.4 Vertical plane extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.5 Vertical Propagation Paths . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
4.6 State of the art review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

4.6.1 Multiple knife-edge diffraction . . . . . . . . . . . . . . . . . . . . . . . 123
4.6.2 Multiple edge Diffraction Integral . . . . . . . . . . . . . . . . . . . . . . 123
4.6.3 GTD/UTD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
4.6.4 UTD Slope diffraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
4.6.5 UTD-slope diffraction with distance parameter forcing . . . . . . . . . . 125

4.6.5.1 Principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
4.6.5.2 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . 126
4.6.5.3 Results and limitations . . . . . . . . . . . . . . . . . . . . . . 127

4.6.6 Capolino and Albani Method . . . . . . . . . . . . . . . . . . . . . . . . 129
4.6.6.1 Geometry and double diffraction coefficient . . . . . . . . . . . 129

4.6.7 Application to 2D configurations . . . . . . . . . . . . . . . . . . . . . . 131
4.6.8 3D Double diffraction coefficient . . . . . . . . . . . . . . . . . . . . . . 134
4.6.9 Application to 3D configurations . . . . . . . . . . . . . . . . . . . . . . 135

4.7 Model Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
4.7.1 Global validation via Munich measurements . . . . . . . . . . . . . . . . 137

4.7.1.1 Local average power estimation . . . . . . . . . . . . . . . . . 137
4.7.1.2 Model performance . . . . . . . . . . . . . . . . . . . . . . . . 138
4.7.1.3 Sources of error . . . . . . . . . . . . . . . . . . . . . . . . . . 139
4.7.1.4 Curve smoothing . . . . . . . . . . . . . . . . . . . . . . . . . . 139

4.7.2 Computational time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
4.8 Vertical propagation impact on Charles de Gaulle - Étoile scene . . . . . . . . . 141
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General introduction

This thesis is a part of a national research project funded by the French National Research
Agency (ANR) and supported by the National Center for Scientific Research (CNRS). The
work presented in this thesis was carried out at XLIM research institute of the University of
Poitiers under the direction of Mr. Rodolphe Vauzelle, Professor at the University of Poitier,
Mr. Pierre Combeau, Senior Lecturer at the University of Poitiers, and Mr. Ahcène Bounceur
Associate Professor at the University of Brest (UBO).

Nowadays, urban services are presented in a different way because new approaches of ma-
naging cities are replacing the conventional ones. In fact, the vision of managing cities was
reshaped due to the wirelessly connected elements offered by new technologies. These new
technologies improved the quality and efficiency of urban services for a wide range of appli-
cations in various domains. Wireless Sensor Networks and Internet of Things are the leading
technologies that introduced the concept of “Smart City”.

The radio channel is an unavoidable element in any wireless systems. Signals passing via
the radio channel are subjected to impairments introduced by the channel. Modeling the radio
channel for the wirelessly connected nodes within the wireless network simulators is the key
point of the here presented thesis. The objective of this thesis is therefore to develop radio
methods for modeling electromagnetic waves for outdoor urban environments. These models
should guarantee a high degree of precision in a city-wide scale under tight time constraints.
The models should also expect a large number of connected nodes.

The thesis consists of five chapters. The first chapter presents the general context, in
which this thesis was carried out. It also discusses : the concept of the “Smart Cities” and
their application domains, Wireless Sensor Networks, Internet of Things, and wireless net-
work simulators and protocols. It also outlines the required specifications and the expected
outcome of this work.
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Chapter 2 provides a detailed summary of the relevant literature of : the radio channel
fundamentals, radio wave interactions with the environment, channel modeling approaches,
and the advantages and disadvantages of each method. Accordingly, it formulates the research
problem, and then it concludes with a proposal for answering the research problem in an ef-
ficient way.

Chapter 3 will focus on developing a radio model for the configurations where the predo-
minant propagation mechanism is occurring in the horizontal plane i.e the antennas height
is lower than the average height of the surrounding environment. The adopted approach will
be based on the visibility technique between the transmitter and the obstacles in the propa-
gation environment. It will also be based on new acceleration techniques in order to ensure
the rapidity and accuracy of the model. Results will be evaluated in terms of precision and
execution time.

Chapter 4 starts by evaluating the validity of the radio model of chapter 3 when the an-
tennas height is higher than the surroundings. Consequently, the objective of chapter 4 is to
extend the existing model to be valid for all urban configurations. Therefore, it will integrate
an appropriate radio model in the vertical plane. Simulation results will be compared with
measurements conducted within a European project.

Chapter 5 will focus on the integration of the radio models into the final platform (i.e wi-
reless sensor simulator). It first starts by introducing the platform to which the radio models
are going to be integrated. It also details the integration process, and then it lists the encoun-
tered problems during this phase, especially due to the geometry databases. It also shows
how these issues will be resolved. Chapter 5 concludes with a real case study of a number of
sensors in an urban configuration. The study evaluates the impact on of integrating accurate
radio channel to the wireless sensor simulator.
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16 Chapter 1 : Context and motivation

1.1 Introduction

This introductory chapter intends to present the context, objectives, and expected out-
comes for the here presented thesis. In this regard, it will be important to start by introducing
a set of general concepts and definitions that will seen throughout this chapter.

The discussion in chapter 1 attempts to address three main aspects. To that end, this
chapter consists of three parts : the first part introduces the concept of the “Smart Cities”,
wireless sensor networks (WSNs), and wireless sensor network simulators. Then, the second
part intends to present the research project “PERSEPTEUR”, in which this thesis was carried
out. Furthermore, this part presents the project partners and a brief description of their main
roles in the project. Finally, part three will focus on the thesis itself, specifically, on objectives
and contributions.

1.2 Smart cities

It was estimated in 2014 that 54% of the world population lived in urban areas, roughly
3.3 billion people. This percentage is expected to increase to 66% by 2030, or roughly to 5 bil-
lion people[Lea17]. This massive increase leads to new avenues of research for new approaches
to manage cities and to offer urban services in a different way. Moreover, the increase of in-
terconnected elements in cities’ infrastructure due to new technologies has also reshaped the
vision of managing cities[Ers17]. This, in turn, leads to the concept of “Smart City”.

There are many angles from which smart cities can be defined. Generally speaking, a smart
city refers to a city which uses new technologies and innovative ideas to improve the quality
and efficiency of urban services in order to improve the lives of people. New solutions and
new approaches are intended to improve public transportation, city traffic, energy resources,
water management, environmental protection, surveillance, urban services, etc.

Technically speaking, smart cities involve three elements : information and communica-
tion technologies (ICTs) that collect data ; analytical tools that convert the collected data
into useful information ; and an application to analyze that real-time information.

Smart city concept involves a wide range of applications in various domains. A simple
practical example of these applications is the smart parking project, called “Connected Par-
king”, carried out with Libelium World in Montpellier city to quickly find a parking, reducing
considerably searching time for a free parking space [Lib]. A recent research published by the
American University with the National League of Cities [DS16] presents graphically a number
of applications for smart cities as shown in figure 1.1, which lists some interesting applications
such as :

1. Smart transportation systems.

2. Water monitoring.

3. Smart parking.

4. Bridge systems.
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5. Autonomous cars.

6. Waste management.

7. Lighting management.

8. Fire detection.

9. Energy management.

10. Solar panels monitoring.

11. Smart freight/tracking systems.

12. Vehicle fleet communication.

13. Drone applications.

14. Surveillance camera.

15. Body cameras.

16. Wearable detection sensors so that people can be a part of system.

Figure 1.1 – Smart city applications. Image source : Trends in smart city development : Case studies
and recommendations [DS16].

Currently, smart city solutions are mainly based on communication technologies such as
Wireless Sensor Networks (WSN) and the Internet of Things (IoT) [GMM+17]. However, in
the very near future, smart city solutions will rely on 5G networks. In fact, 5G networks
have a new vision. 5G networks intend to target every single element of future life because
5G networks define three service categories : enhanced mobile broadband (eMBB), massive
machine-type communication (mMTC), and ultra-reliable and low latency communication
(uRLLC) [XZS16]. Anyway, the discussion here will be limited to the current vision of smart
cities.
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1.3 Wireless sensor networks

Recently, several sensor-based technologies are being widely used in a wide range of do-
mains, particularly in monitoring and surveillance. A wireless sensor network is simply a
deployment of a large number of autonomous and self-configured devices equipped with sen-
sors to monitor a number of different phenomena of interest. These devices, which are called
sensor nodes, are typically tiny, low-cost, and battery-operated devices. The data collected
by these sensors are collaboratively passed through the network to a central point (i.e. a base
station) that gathers data from all sensor nodes for further processing. Through this defini-
tion, it is important to identify the following key elements : a physical sensor to collect the
desired data, a protocol to communicate that data, an end-user application where data could
be observed and analyzed. As is well known, WSN applications include, but are not limited
to, surveillance and monitoring such as humidity, temperature, light, dust, pressure, motion
detection, air pollution, fire detection, acoustic sensors, optical sensors, etc.

Internet of Things (IoT) is another important concept. IoT is a recent communication
model in which everyday life objects are equipped with transceiver units, communication pro-
tocols, and microcontrollers. These objects are able to communicate with the network and
with one another, becoming a part of the Internet [Tan16]. As a matter of fact, wireless sen-
sor network concept was an important building block for the IoT vision[Jac15]. In addition,
urban IoTs enhanced the vision of smart cities [ZBC+14]. According to [CIS15], it is estima-
ted that the number of devices, which will be connected to the network, will reach about 50
billion devices by 2020. Other less pessimistic predictions estimate that the total number will
be in the range of 20 - 30 billion connected things [KMF+14]. Regardless of the exact num-
ber, a huge growth in the number of the connected devices is expected over the next few years.

Let us take a closer look at the main blocks of a sensor node. A sensor node is composed of
four main units [KAMH17] : sensing unit, processing unit, radio transceiver unit, and power
unit as shown in figure 1.2. The sensing unit consists of a physical sensor which collects the
desired data from the environment. The processing unit, which is composed of a processor and
a specific operating system, processes data captured from nodes and transmits them to the
network via the radio unit. The radio unit is responsible for all transmissions and receptions
of data via defined communication protocols. The power unit supplies the energy to feed the
different components.

Sensing Unit Radio Transceiver UnitProcessing Unit

Power Unit

Figure 1.2 – Block diagram of a sensor node.
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Energy consumption, that is due to data sensing, processing, and communication, is one
of the major challenges in wireless sensor networks. Sensor nodes have very limited energy
resources, that imposes severe restrictions on processing capabilities, storage capacities, and
transmit power. Consequently, the transmit power is very moderate to reduce the transmis-
sion energy consumption since most of the energy usage is related to radio communications,
which will, therefore, lead to short-range wireless communication links (depending on the
communication protocol). This fact is exploitable in our context, as will be shown later on.

1.4 WSN protocols

One protocol cannot, indeed, cover all of the projected applications for WSNs and IoT. A
large number of protocols are designed to satisfy a set of requirements based on the applica-
tions. As shown in figure 1.3, WSN protocols can roughly be classified into three categories
according to the following parameters : data rate, radio range, and power consumption (bat-
tery lifetime). The first category is widely adopted to serve the applications that need to
transmit moderate data rates over short ranges at low power consumption. The most well-
known protocols for this category are the communication protocols that use the IEEE 802.15.4
standard (cf. subsection 1.4.1.1). The Second category offers a very long battery lifetime to
serve the applications that need to send very limited amounts of data over long distances.
This type of wireless networks is called a Low-Power Wide-Area Network (LPWAN). The
most notable LPWAN technologies are SigFox (cf. subsection 1.4.2.1) and LoRA (cf. sub-
section 1.4.2.2) radio standards. The third category uses the existing cellular technologies to
serve the applications that need high data rates, but it is not widely used due to the high
power consumption.It is important to underline that these categories should be considered
separately when modeling radio propagation models, as will be shown in the next chapters.

Low transmit Power

Short radio range

Short Range Communications          Low Power Wide Area Cellular Networks 

Long battery Life

Low transmit power

Long radio range

Long battery Life

High transmit power

Long radio range

Short battery Life

Average data rates Very low data rates High data rates

EDGE

Figure 1.3 – Classification of WSN protocols.
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1.4.1 Short range communication protocols

1.4.1.1 IEEE Std 802.15.4

IEEE 802.15.4 is a simple, low rate, low cost, short-range, flexible, and low power consump-
tion standard for the lower layers of the OSI model. It defines the specifications of the physical
layer (PHY) and also the medium access control (MAC) layer for a communication protocol
which is designed to satisfy a set of simple needs for wireless communications with limited
power and moderate throughput requirements. The standard was first defined in 2003 by the
IEEE 802.15.4 working group, yet new variants of the original IEEE 802.15.4-2003 such as
IEEE 802.15.4-2006, IEEE 802.15.4-2011, and IEEE 802.15.4-2015 were released afterward to
add new features and clarifications to the existing versions.

The technical specifications are fully detailed in the document defining the IEEE 802.15.4
- 2003 standard [IEE03], but it is important to mention some of the characteristics of the
IEEE 802.15.4 - 2003 that will be needed later on. The main characteristics of the standard
can be summarized as follows :

• Layers : Physical and MAC layers.

• Data rates : 20 kb/s, 40 kb/s, and 250 kb/s.

• Frequency bands :

– 868 MHz (1 channel)

– 915 MHz (10 channels)

– 2450 MHz (16 channels).

• Nominal transmit power of 0 dBm.

• Receiver sensitivity :

– -92 dBm @ 868/915 MHz .

– -85 dBm @ 2450 MHz.

• Modulation schemes : BPSK and O-QPSK.

• Low power consumption and short-range communications.

• Peer-to-peer or star topology.

• Two different device types :

– Full-function device (FFD) : a node that can perform all the functions defined by the
standard (i.e. send, receiver, and route data).

– Reduced-function device (RFD) : a node that can perform only a certain number of
functions so they are considered as low power consumption devices since these nodes
do not participate in traffic routing (i.e. end nodes).

1.4.1.2 IEEE 802.15.4 derived standards

IEEE 802.15.4 is the basis for a number of various higher layer standards such as ZigBee,
WirelessHart, ISA100.11a, OCARI, 6LoWPAN, and MiWi. Although these standards share
the same physical and MAC layers that have been defined in IEEE 802.15.4, they extend the
protocol by developing the upper layers in the OSI model.

ZigBee : is one the most popular WSN protocols that is an IEEE 802.15.4-based protocol.
The full ZigBee protocol stack defines the upper layers of the system all the way to the ap-
plication layer.
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WirelessHart : is an open industrial communication technology based on the HART Com-
munication protocol (Highway Addressable Remote Transducer). As its name indicates, it is
as the wireless extension to the HART protocol. The protocol stack of WirelessHart imple-
ments IEEE 802.15.4 physical layer at 2.4 GHz.

ISA100.11a : is a wireless communication technology developed by the International Society
of Automation (ISA) to provide a secure and reliable wireless system for industrial applica-
tions. Like WirelessHart, ISA100.11a is also based on IEEE 802.15.4 standard, implementing
the 2.4 GHz physical layer. However, ISA100.11a standard modifies the IEEE 802.15.4 MAC
layer, rather than adopting it in its entirety.

6LoWPAN : stands for IPv6 over Low-Power Wireless Personal Area Networks. 6LoWPAN
has defined the mechanisms for the upper layers that allow IPv6 packets to be transferred
over IEEE 802.15.4-based protocol.

MiWi : is an IEEE 802.15.4-based protocol designed by Microchip Technology, a well-known
micro-controller manufacturer. The main feature of MiWi protocol is that it offers a smaller
footprint, which makes microcontrollers perform opertaions with smaller memory.

OCARI : is a wireless communication protocol that was developed during the OCARI project
that is funded by the French National Research Agency (ANR). The main goal of the project
was to optimize the wireless communications for industrial networks. The project adopted the
physical layer proposed a new MAC layer.

IEEE 802.15.4 derived standards

Standard ZigBee WirelessHart ISA100.11a OCARI 6LoWPAN

IEEE
802.15.4

2003
802.15.4

2006
802.15.4

2006
802.15.4

2006
802.15.4

2003

Frequency
bands

868 MHz
915 MHz
2450 MHz

2450 MHz 2450 MHz 2450 MHz
868 MHz
915 MHz
2450 MHz

Data
rates

20 kbps
40 kbps
250 kbps

250 kbps 250 kbps 250 kbps
20 kbps
40 kbps
250 kbps

Modulation
BPSK

O-QPSK
O-QPSK O-QPSK O-QPSK

BPSK
O-QPSK

Receiver
sensitivity

-92 dBm
@915MHz
-85 dBm

@2450MHz

-85 dBm -85 dBm -85 dBm

-92 dBm
@915MHz
-85 dBm

@2450MHz

Nominal
transmit power

0 dBm 0 dBm 0 dBm 0 dBm 0 dBm

Radio
range (roughly)

150 m 150 m 150 m 150 m 150 m

Table 1.1 – IEEE 802.15.4 derived standards
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1.4.2 Low-Power Wide-Area Network (LPWAN) protocols

As was mentioned earlier, the number of connected nodes is expected to reach tens of
billions of nodes over the few next years. However, some of these nodes need only very li-
mited bandwidth to transmit small amounts of data over large distances. For many of these
applications, the existing cellular systems are not well adapted to the specific needs of these
applications because of the high power consumption, and the costly equipment. To this end,
alternative communication systems are proposed to provide communications with the required
objectives : long radio range, low data rates, and very low power consumption (i.e. a Low-
Power Wide-Area Network (LPWAN)). SigFox and LoRA are the most well-known LPWAN
technologies.

1.4.2.1 Sigfox

Sigfox is a proprietary protocol developed by the French company Sigfox [Sig]. It is a
wide-range communication system that has been designed to offer a very low bitrate with
significantly low power for remotely connected nodes using Ultra-Narrow Band (UNB) tech-
nology. In fact, transmitting through UNB channels makes it possible to send data over large
distances with low transmit power levels. The main features of the protocol are summarized
as follows :

• UNB technology (BW = 100 Hz).

• Modulation scheme :

– Uplink : D-BPSK.

– Downlink :GFSK.

• Bitrate :

– Uplink : 100 bps or 600 bps (depends on the operation region).

– Downlink : 600 bps.

• Frequency bands (depends on the operation region and the local regulations) :

– 868 - 868.2 MHz.

– 902 - 928 MHz.

• Low radiated Power :

– 25mW = 14dBm @ 100bps.

– 150mW = 22dBm @ 600bps.

• Receiver sensitivity :

– -142 dBm @ 100bps.

– -134 dBm @ 600bps.

• Link budget : ≈ 160 dB.

• Uplink messages :

– Payload size for each message is from 0 to 12 bytes + 14 bytes of header.

– Maximum 140 uplink messages per object per day to extend battery life.

• Downlink messages :

– Payload size for each message is static : 8 bytes.

– Maximum 4 downlink messages per object per day.

• Low power consumption :

– 50 Microwatt with standby time of 20 years [PC15].

• Network System Architecture :
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– Sigfox objects.
– Sigfox base stations.
– Sigfox cloud.
– Customer service (End-user).

1.4.2.2 LoRa

LoRa, an abbreviation for “Long Range”, is a proprietary comunication protocol for a
LPWAN that is designed to achieve long-range and low power communication links. It is
important to point out that LoRa is the physical layer for the protocol, while LoRaWAN
defines the whole communication protocol and network architecture. LoRaWAN specifications
vary depending on the operation region and on the local regulations. A brief summary of the
LoRaWAN specifications [Lor15] can be given as follows :

LoRaWAN specifications

Europe North America

Frequency bands 863 - 870 MHz 902 - 928 MHz

Channel BW downlink 125 kHz 500kHz

Channel BW uplink 125/250kHz 125/500kHz

Modulation scheme FSK FSK**

Transmit power downlink 14 dBm 27 dBm

Transmit power uplink 14 dBm 20 dBm

Data rate 250 bps - 50 kbps 980 bps - 21.9 kbps

Link budget downlink 155 dB 157 dB

Link budget uplink 155 dB 154 dB

Maximum number of
messages per day

Unlimited

Battery lifetime
(2000 mAh)

105 months

Network architecture

- LoRa Sensors
- Base Station (LoRaWAN Gateway)
- Network Server
- End-user application

Table 1.2 – LoRaWAN specifications

1.5 Simulation tools for wireless sensor networks

It is crucial for researchers and engineers to study, develop, test, and evaluate new de-
ployments, protocols, algorithms, and applications. These performance tests can be conduc-
ted through test-beds or simulation. Although test-beds are more realistic and more reliable
as they conduct real experiments, they are fairly complex, time-consuming, costly, or even
practically unfeasible for deploying a large number of nodes [AFAHN13]. Simulation is an ap-
propriate alternative to examine, evaluate, and study network parameters before deployment
especially for large-scale WSNs. In fact, simulations provide a cost-effective, fast-deployable,
and fairly reliable solution. A comparison between simulation tools and testbeds is given
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in [TWCM10] in order to provide a reference for choosing between them according to the
research requirements. In fact, simulation is the research tool used by the majority of the
research community as revealed by an investigation conducted through the papers published
in SENSORCOMM conference [AAFA+12].

A WSN simulator allows constructing virtual and interactive networks in order to ob-
serve and evaluate the operation of the network. A wide range of available WSN simula-
tors is presented in the literature. Exhaustive surveys of WSN simulation tools are given in
[NS15, Yur16, AAFA+12]. However, this subsection intends to give a short description of some
widely used network simulators with a particular focus on the integrated radio propagation
models, which have a major impact on the reliability and quality of the simulation results.
The main idea, therefore, is to present the most widely used network simulators in order to
identify the radio propagation models used in these simulators. It is important to note that
those models will not be presented here, but rather they will be discussed in detail in chapter 2.

There follows a brief summary of some well-known WSN simulators :

Network simulator 2 (NS-2)

NS-2 is one of the most popular WSN simulators [JZD09]. It is a discrete event open
source network simulation tool which is written in object-oriented programming languages
(i.e. C++ with OTcl). It is important to underline that NS-2 offers three simple non-realistic
radio models [ns2a] [ns2b].

MannaSim

MannaSim is regarded as an extension for NS-2. This later extension takes the main
features of NS-2 and adds ones to develop and analyze different WSN applications [Man].
MannaSim inherits the radio models from NS-2 [PRG15].

Network simulator 3 (NS-3)

NS-3 a is well-known, discrete-event, and open-source network simulator targeted mainly
for educational and research purposes. NS-3 integrates a number of simple radio models for
urban, suburban, and open environments [np16]. In fact, despite the fact that NS-3 offers a
number of models that are widely used in the literature, these models are still not accurate
enough or even not applicable in some circumstances.

TOSSIM

TOSSIM is a discrete-event simulator dedicated to networks running on the operating sys-
tem TinyOS, which is an operating system designed specifically for WSNs [TOSb]. TOSSIM
offers simple radio propagation models with the possibility to add additive white Gaussian
noise (AWGN) [TOSa].

Cooja

Cooja is a simulation tool specifically designed for WSNs. Cooja offers a simple unit-disc
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radio propagation model which abstracts the radio range simply as circles. It also includes a
more sophisticated model i.e. a 2D site-specific radio propagation model [WGG10]. Although
site-specific modeling provides accurate results, the computational complexity of this family
of models is often not tolerable because simulation results should be obtained under time
constraints.

Worldsens

Worldsens simulation environment is an integrated platform dedicated to designing ap-
plications for sensor networks. The Worldsens environment consists of two simulation tools
(WSim and WSNet) that are used independently or together during the application design
[FCF07] :

— WSNet is an event-driven large-scale wireless sensor network simulator. WSNet offers
a number of basic radio propagation models : disk model (range), simple radio pro-
pagation models, or even probability distribution (statistical characterizations of the
radio channel) [WSN].

— WSim is a hardware platform simulator that uses microcontroller binary codes.

QualNet

QualNet a commercial simulation platform developed by Scalable Network Technologies,
Inc. Although it is not dedicated to WSN simulations, it supports WSN simulations using
802.15.4 library. The manual of the model library index of QualNet 8.0 [Inc17] shows that the
urban propagation library includes a number of simple propagation models.

OMNeT++

OMNeT++ is an extensible component-based platform for building network simulators
[omn]. Independent plugins are developed to provide specific functionality for the platform
such support for WSNs :

— Castalia is a plugin for OMNeT++ platform developed by the National ICT Australia.
It was designed for simulating WSNs and body area networks (BANs). Castalia users
manual [Cas13] gives an overview of the radio models supported by this simulator. It
shows that Castalia integrates simple radio propagation models. In addition, it also
offers temporal models to describe the temporal variation of the channel.

— MiXiM is a plugin for OMNeT++ platform designed for WSNs, BAN, vehicular net-
works, etc. MiXiM includes the simple radio propagation models that are widely used
by the presented network simulators [KSW+08, MiX].

OPNET

OPNET Modeler Wireless Suite supports a wide range of wireless networks such as cellular
networks, ad-hoc networks, wireless LAN (IEEE 802.11), WSNs, and satellite communications
[Beu12]. Like other presented simulators, OPNET provides also several simple propagation
models [HBVP17]. It is necessary to underline that OPNET is now part of Riverbed company,
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the new name of OPNET Modeler Suite is Riverbed Modeler.

CNET

CNET is an open source network simulator developed for research purposes at the Uni-
versity of Western Australia. It implements the IEEE 802.11 standard, which makes it able
to simulate wireless networks. It integrates a simple radio propagation model, but it allows
the users to define their own radio propagation models [CNE].

Since our main aim was, as mentioned earlier, not to make an exhaustive list of all the
WSN simulators, but rather to give an overview of the radio models implemented in that
network simulators. In fact, the review leads to the conclusion that well-known network si-
mulators are implementing either simple radio propagation models which are environment
independent and often not accurate enough ; or sophisticated site-specific radio propagation
models which can give more accurate simulation results, but on the other hand, these simu-
lators do not address time constraints. Hence, a new effective way for radio channel modeling
for network simulators is required, taking into account the addressed problem.

1.6 PERSEPTEUR project

As mentioned in the introduction, this thesis is a part of a national project called “PER-
SEPTEUR”. The project’s name is an abbreviation for the complete French name of the
project ”PlateformE viRtuelle 3D pour la Simulation des rEseaux de caPTEURs” which can
be translated as a 3D Virtual Platform for Wireless Sensor Network Simulation. PERSEP-
TEUR is a research project funded by the French National Research Agency (ANR) and
supported by the National Center for Scientific Research (CNRS).

1.6.1 Project objectives

The primary objective of this project is to construct realistic simulation platforms for
WSNs and IoT for outdoor smart city applications using free 3D city models. The simulation
tools of this project must satisfy the following global requirements :

— Provide fairly accurate simulation results within reasonable computational time.
— Take into account the geometrical details of the simulation environment.
— Able to represent mobile nodes and dynamic environments.
— Able to support large-scale wireless sensor networks.

The final simulation platform should include the following features :

• Simulation and visualization of WSNs services in a 2D/3D environment.
• Improving the quality of sensor deployment in terms of communication links feasibility

and reliability by :
– Providing accurate radio propagation predictions.
– Detecting potential interference areas among the network in order to improve the link

quality by placing sensor nodes in an optimal way.
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– Considering real environments.

• Visualization of the simulation results in public GIS platforms such as OpenStreetMap.

• Considering node mobility (i.e. public transport).

• Providing support for academic staff to illustrate the concept of WSNs using 3D virtual
environments.

1.6.2 Project parteners

PERSEPTEUR project involves academic and corporate partners. More precisely, it is
a collaboration between three research laboratories and a R&D engineering company spe-
cializing in 3D virtual representations. Each partner will provide an essential building block
for constructing the final platform. To this end, the project is structured around four major
axes that correspond to four different tasks. It should be pointed out that the aforementioned
global project requirements will be reflected in each task. For the sake of brevity, the project
partners will be listed with a brief description of the main role of each partner :

XLIM research institute is responsible for modeling the radio channel between the nodes.
Channel modeling must surely take into account the global project specifications presented
in 1.6.1, which are regarded technically as a set of constraints.
IEMN research institute is responsible for developing interference models in order to eva-
luate the impact of a set of nodes on a given link.
Lab-STICC is responsible for providing the main kernel of the project, which is a simulation
tool for sensor networks (called CupCarbon). CupCarbon is a multi-agent and discrete-event
WSN and IoT simulator for both educational and research purposes [MLBK14].
Virtualys is responsible for providing a 3D model of the city of Brest in the form of a virtual
3D environment.

The architecture of simulation platform consists of many modules as shown in figure 1.4 :

— City model module : it represents the city in digital form (2D or 3D). It includes
information about the simulation scene (buildings, objects, roads, bridges, etc.).

— Mobility module : it defines the routes and trajectories of the mobile nodes.
— Network module : it defines the scenario and the parameters of the WSN to be

simulated.
— Communication Script module : this module interprets the SenScript language

(i.e. the script used to program the sensor nodes in CupCarbon simulator) in order to
allow the simulator to understand and execute the instructions of the script.

— Radio Propagation module : it models the radio channel between the communi-
cating nodes in the network. The radio channel between each pair of nodes could be
represented in matrix form (i.e. propagation and connection matrix), which estimates
the quality of radio links between the communicating nodes.

— Interference module : this module is models the effect of the network nodes on a
given link used to determine if the sent message could be received by the receiver.

— Simulation module : this module is based on a discrete event simulation.
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Figure 1.4 – Simulator structure.

1.7 Thesis motivation and objectives

Up to now, the first two parts have tended to present the context of the thesis. Henceforth,
the discussion will focus on the research question of the here presented thesis.

As mention earlier, simulations provide a cheaper and more practical way to test and ex-
plore different deployment scenarios. For researchers and engineers, simulation is an essential
tool to verify the behavior and performance of the designed network before moving towards
live implementation. On the other hand, simulation results could give deceptive results. In
fact, simulation results obtained by WSN simulators are affected by several factors, one of
which is by modeling the radio channel. Although the simulation results are considerably af-
fected by the radio channel characterization, well-know WSN simulation tools (cf. section 1.5)
use simple and non-realistic radio propagation models, which can lead to erroneous results.
Consequently, it is inevitable to integrate more accurate radio models into simulation tools
in order to get more realistic results.

The quality of radio simulation results strongly depends on the degree of realism of mo-
deling the propagation environment and also on the numerical methods that are used to
characterize the propagation mechanisms. On the one hand, increasing the number of mo-
deled elements will considerably increase the computational complexity and will occupy the
available physical resources. This could be prohibitive due to the lack of available resources
(physical constraints or time constraints).

It is difficult or even infeasible, under strict time constraints, to give realistic performance,
to deal with realistic propagation environment, to execute numerical methods, and to treat
a large number of nodes some of which are mobile. To that end, it is necessary to simplify
the simulation scenario by excluding certain level of details (propagation scene, propagation
mechanisms) in order to reduce the computational complexity. This can be done by redu-
cing the complexity of the propagation scene, using less greedy numerical methods, adopting
acceleration techniques, or sacrificing less significant propagation mechanisms but within a
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manageable margin of error. Nevertheless, this brings up the question of how to define a
trade-off between accuracy, complexity, and execution time for the radio propagation models.

Let us formulate the research problem, the thesis intends to propose radio propagation
models that can accurately and quickly predict radio propagation behavior for wireless sensor
networks and smart city applications. To this end, a set of trade-offs between accuracy and
computational time will be defined to meet the following requirements :

– Models that are able to provide accurate results under severe time constraints.
– Models that consider the propagation environment –> that requires site-specific models.
– Models that are able to deal with large-scale networks (i.e. up to thousands of nodes)

–> that requires very fast models.
– Models that are able to support mobile nodes –> that requires quasi-instantaneous mo-

dels.

In the literature, a very large number of radio models has been proposed to predict radio
waves behavior. Radio propagation models are broadly classified into two families [GMM+17] :

Empirical models

Empirical propagation models are a set of equations extracted for a particular environ-
ment and in particular conditions (i.e. antenna heights, frequency range, indoor/outdoor,
urban/suburban/rural, etc.). These models are derived from extensive and time-consuming
field measurements. Despite the fact that the empirical propagation models can be regarded as
environment-dependent but non-site-specific, they do not require detailed information about
the propagation environment but rather some indicative information. Empirical models are
attractive because they are extremely fast and easily implementable. On the other hand, they
fail to provide accurate results.

Deterministic models

Unlike empirical propagation models, deterministic propagation models do not require
field measurements. On the other hand, deterministic modeling requires detailed information
about the propagation environment [KM16]. This class of models depends on exact or approxi-
mate numerical solution of Maxwell’s equations. Therefore, they require high computational
time.

According to project requirements, site-specific (i.e. deterministic) radio propagation mo-
dels are required. It is important to underline that the computational complexity for site-
specific models is a critical issue especially for large-scale simulations because this class of
models needs a huge amount of data related to the information of the propagation envi-
ronment. In addition, It solves complex numerical methods. Hence, classical deterministic
propagation models cannot be directly adopted in the research problem. On the other hand,
the empirical class is extremely fast and can easily be implemented but it does not provide
accurate estimations in such environments, which leads to exclude also this class of models.
In fact, it is difficult to guarantee an ultimate degree of precision under such severe time
constraints. Hence, the core issue of the here presented thesis is to place the cursor at the
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most suitable trade-offs that give the best balance between accuracy and computational time
as shown in figure 1.5.

Less accurate More accurate

Fast, easily implementable Computationally complex

Empirical models Deterministic models 
Trade-off

Figure 1.5 – Accuracy computational time trade-off.

1.8 Thesis Contributions

This dissertation proposes efficient, fast and accurate numerical methods for compu-
ting/modeling electromagnetic waves in realistic environments. The proposed models are
adapted to meet the expected project specifications to the maximum extent possible by ta-
king advantage of the specificity of the radio channels in this context. The final models are
deterministic models that adopt a set of effective acceleration techniques in order to reduce
the computational complexity with a minimal loss of accuracy. These models will be integra-
ted into a WSN simulation platform in order to provide a more realistic and more reliable
platform.

1.9 Conclusion

In this chapter, the smart city concept was introduced. Smart cities offer several important
applications and diverse interesting uses that facilitate people’s everyday life. Wireless sensor
networks are an important element in smart cities. Many communication protocols for WSNs
were proposed to cover a wide range of requirements. The simulation of sensor networks is
an indispensable tool for testing and validating before real deployment. The simulation tools
are also important to the researchers in order to test and validate their protocols and al-
gorithms. In fact, real experiments are costly, time-consuming and difficult, especially when
talking about a large number of nodes distributed over large areas. For this reason, network
simulators should be reliable, accurate, and fast.

PERSEPTEUR project was presented in this chapter. Its objective is to construct a rea-
listic and accurate simulator. An important element of the project’s requirements is the radio
propagation models since they affect considerably the simulation results. In fact, it was shown
that existing well-known WSN simulators offer simple radio propagation models. Moreover,
existing radio propagation models cannot be directly adapted to the simulator required by
the project because they do not satisfy the project requirements in terms of accuracy and
time constraints. A set of trade-offs will be proposed to address this problem.
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2.1 Introduction

Chapter 1 outlined the context, motivation and expected outcomes of the thesis. Chapter
2 aims to provide a synopsis of the relevant literature in order to suggest the most efficient
proposition for the research problem. To that end, chapter 2 will cover several aspects such as
radio channel fundamentals, a review of empirical channel modeling for WSNs, deterministic
modeling principles. The chapter concludes by formulating the research problem and then by
explaining the adopted proposal.

2.2 Radio Channel fundamentals

Radio propagation channel is the medium where the electromagnetic waves propagate bet-
ween the transmitter and the receiver. It is an inevitable element for any radio communication
system. Through the radio channel, information is transmitted over a given bandwidth by es-
tablishing point-to-point or point-to-zone radio links. However, real radio channels introduce
a variety of impairments and disturbances to the signal. Understanding the radio channel is
thus a key element in the implementation and design of wireless communication systems. It is
necessary here to clarify what is the difference between the radio channel and the transmission
channel. A transmission channel refers to the radio channel but it includes also the antenna
radiation patterns of the transmitter and receiver.

For any radio communication system, radio channel characterization is a crucial issue for
system design, because the quality of radio links is the main limiting factor of the end-to-end
communication quality. One possible way to obtain exact information about the radio channel
is to perform field measurements. However, field measurements for complex test scenarios
could be prohibitively expensive and very time-consuming because all transmitters, receivers,
and all other equipment must be deployed over a large area, including possibly a relatively
large number of test locations. It is, therefore, essential to develop effective and accurate radio
propagation models as a viable alternative to field measurements.

2.2.1 Multipath propagation

Radio propagation is the behavior of radio waves as they move from one point to ano-
ther in the propagation environment. When the radio waves travel from the transmitter to the
receiver, they encounter many obstacles in their propagation way, especially in urban environ-
ments. Knowing the phenomena that influence radio waves is indispensable for characterizing
the behavior of the radio channel. The principal phenomena can generally be described by four
basic mechanisms or interactions : reflection, diffraction, refraction (also called transmission),
and scattering. At the receiver side, the signal will be received via a set of different paths
undergone multiple interactions, as depicted in figure 2.1. These interactions can affect the
direction, amplitude, phase, and polarization of the initial radio wave. Consequently, the re-
ceived signal is composed of a number of attenuated, phase shifted, and time-delayed replicas
of the transmitted signal. This propagation mechanism is known as multipath propagation,
which can guarantee a good-quality radio communication over non line of sight (NLOS) confi-
gurations.
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Reflection occurs when radio waves encounter relatively large objects (i.e. greater than
the wavelength such as buildings, walls, grounds, etc.). When a radio wave travels through
one medium and hits another medium having electrical properties different from that of the
first medium, part of the energy is reflected into the initial medium and another part is
transmitted into the second medium. In outdoor environments, It is generally assumed that
the transmitted field is totally absorbed by the building. It is therefore considered as non-
significant propagation phenomenon in outdoor scenarios.

Diffraction occurs when radio waves encounter edges, corners, or sharp obstacles. Diffrac-
tion allows signal propagation behind obstacles in the shadowed regions. Signal field strength
becomes more attenuated, as the receiver goes deeper behind the shadowed (obstructed) re-
gion. Diffraction can be understood by the Huygens’ principle [SS99] that says that each point
on a wavefront is regarded as a point source to produce secondary spherical wavelets and the
sum of those wavelets forms another spherical wavefront at the same direction.

Scattering occurs when radio waves encounter rough surfaces, small objects, or atmosphere
particles [HHC06], so that the reflected wave is diffused in all directions. Trees, signpost, lamp-
post, and other similar small objects tend to scatter the incident waves in all directions.

B

Reflection

Reflection

Diffraction

Scattering

Tx

Rx

Diffraction

Figure 2.1 – Urban propagation scenario.

Mathematical model for multipath radio channel :

It is fundamental to characterize the wideband multipath channels by mathematical mo-
dels, for many purposes. The key purpose is to understand how the channel behaves and how
it does affect the transmitted signals. An additional crucial purpose is to use these models for
computer simulations. Finally, it is possible through these models to quantify the radio chan-
nel by some parameters such as the rms delay spread, coherence time, coherence bandwidth,
and Doppler spread (cf. section 2.3). These parameters are useful in comparing different mul-
tipath radio channels and in developing broad guidelines for wireless networks designers.

As indicated previously, the received signal in multipath environments is composed of a
set of attenuated, phase shifted, and time-delayed replicas of the transmitted signal. Hence,
it is convenient to view the radio propagation channel as a filter, which can be characterized



2.2 Radio Channel fundamentals 35

by its impulse response [Ham13]. The complex impulse response h(τ) of a radio channel can
be modeled (assuming that the channel is time-independent over the interval of interest ) by
a time-invariant linear filter and is expressed as :

h(τ) =

NT∑
n=1

ane
−jθnδ(τ − τn) (2.1)

where NT is the total number of paths between a given transmitter/receiver pair, an is the
amplitude of the nth path, τn is the delay of the nth path (depends on its length), and finally
θn is the phase of the nth path (depends on its length, on the frequency, and on the electro-
magnetic interactions that occurred during the propagation).

Spatial variability : is due to the mobility of the receiver and/or transmitter in the propa-
gation environment. In typical multipath environments, the received signal fluctuates rapidly
over small distances, because as the receiver and/or the transmitter moves, the received
paths are not the same anymore. Hence, the received signal depends on the properties of the
new/modified paths at the receiving side.

Time variability : is due in part to the mobility in the propagation environment, modifying
the characteristics of the paths. New paths may appear, other existing paths may disappear,
even the persevered paths are subject to change. The transmitter and receiver are assumed
to be fixed.

Thus, the channel time-variant impulse response h(t, τ) is modeled by a time-variant linear
filter and is expressed as :

h(t, τ) =

NT (t)∑
n=1

an(t)e−jθn(t)δ(τ − τn(t)) (2.2)

where NT (t), an(t), τn(t), and θn(t) are defined as before but they are time-dependent para-
meters.

Although the radio channel can be characterized by the complex impulse response h(t, τ),
it can also be modeled by other system functions, which are called Bello’s functions. These
functions are related through Fourier transforms as shown in figure 2.2 :

— Delay spread function h(t, τ) : is the time-variant impulse response, which is called
by Bello the input delay spread function.

— Time-variant transfer function H(t, f) : is simply the Fourier transform of the
delay spread function h(t, τ) with respect to the time delay τ . It is interpreted as the
time evolution of the transfer function, given by

H(t, f) =

∫ ∞
−∞

h(t, τ) · e(−j2πfτ)dτ (2.3)

— Delay Doppler spread function S(τ, v) : represents the spreading of the input
signal in the delay and Doppler domains, given by

S(τ, v) =

∫ ∞
−∞

h(t, τ) · e(−j2πvt)dt (2.4)
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— Doppler spread function D(f, v) : is the Fourier transform of the delay Doppler
spread function with respect to τ , that is

D(f, v) =

∫ ∞
−∞

S(τ, v) · e(−j2πfτ)dτ (2.5)
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Figure 2.2 – Bello functions.

where τ is the time delay, t denotes the time, v designates the Doppler shift, and f is the
carrier frequency. A detailed description of Bello functions is given in [Bel63].

2.2.2 Different Scales of Attenuation

In[Lee10], Lee has shown that the received signal strength can be expressed as the product
of two terms :

r(t) = m(t) · r0(t) (2.6)

where r(t) is the received signal strength, m(t) characterizes the large-scale fading, and r0(t)
characterizes the small-scale fading.

Large-scale fading : describes the average attenuation of signal power over relatively large
distances (i.e. it gives the envelope of the received signal over large distances). Large-scale
fading can be further classified according to its cause into path loss and shadowing. Path loss
is the mean attenuation that depends mainly on the frequency and on the distance between
the transmission point and the reception point, while shadowing occurs when the signal is obs-
tructed by an obstacle in the propagation environment, which can attenuate the signal power.

Small-scale fading describes the fast fluctuations of the signal power around its local mean
value due to the constructive or destructive sum of multipath components. These fluctuations
occur over short time intervals and/or over short distances because of the mobility of the
communicating terminals, and/or because of the movement of the objects in the propaga-
tion environment. Small-scale fading is typically modeled by statistical distributions such as
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Rayleigh and Rician distributions. Other statistical models for multipath channels models are
presented in [S.R10].

Accordingly, the total signal attenuation At[dB] can be decomposed into three parts :

At[dB] = Apl[dB] +Ash[dB] +Aff [dB] (2.7)

where Apl[dB] is the path loss attenuation, Ash[dB] is the attenuation due to the shadowing,
and Aff [dB] represents fast fading fluctuations as depicted in figure 2.3.
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Figure 2.3 – Path loss, shadowing and fast fading.

2.3 Parameters of Multipath Radio Channels

As discussed earlier, in the propagation environments, there are a large number of obstacles
and dynamic objects between the transmitter and the receiver. These obstacles cause the
multipath phenomenon. In fact, it is important to quantify the multipath radio channel by
certain parameters in order to give an indication of the channel effect on the radio signal.
These parameters are defined in the time domain such as the delay spread and coherence
time, and in the frequency domain such as the coherence bandwidth and Doppler spread.

2.3.1 Time dispersion parameters

In multipath channels, the power delay profile P (τ) represents the power intensity of the
received signal in function of time delay (τ) (i.e. P (τ) = |h(τ)|2). Important multipath chan-
nel parameters, which quantify the multipath channel, are determined from the power delay
profile such as : the mean excess delay (τ̄) and rms delay spread (τrms). The rms delay spread
gives an indication about the multipath richness of the radio channel. These delay parameters
are calculated relative to a time reference which is the time at which the first perceptible
signal arrives at the receiver (denoted by τ0).
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The mean excess delay is defined as :

τ̄ =

∫ ∞
−∞

τP (τ) dτ∫ ∞
−∞

P (τ) dτ

(2.8)

The mean excess delay τ̄ is used to calculate the rms delay spread τrms as follows :

τrms =

√∫∞
−∞(τ− τ̄)2P (τ) dτ∫∞

−∞ P (τ) dτ
(2.9)

An additional time delay parameter is the maximum excess delay (τmax), which is defined
as the time difference between the time of the first arriving signal (τ0) and the time at which
the power delay profile falls to a certain threshold level X(dB) below the maximum value
(denoted by τX). That is,

τmax = τX − τ0 (2.10)

2.3.2 Coherence bandwidth

A radio channel can be considered “flat” over a range of frequencies if the channel treats
all frequency components with nearly equal amplitude and linear phase. Coherence band-
width (Bc) is basically a measure of the frequency range over which the radio channel can
be considered as flat. In other words, if two different frequency components are separated by
frequency separation (> Bc), the radio channel will affect them differently. Coherence band-
width is inversely related to the rms delay spread (Bc ∝ 1/τrms). Mathematically, coherence
bandwidth is expressed through the correlation between the end frequency components of the
interval of interest[Ban06, S.R10]. Coherence bandwidth for 90% correlation (corresponding
to 0.5 dB channel variation) is given by :

Bc ≈
1

50τrms
(2.11)

Similarly, coherence bandwidth for 50% correlation (corresponding to 3 dB channel varia-
tion) is given by :

Bc ≈
1

5τrms
(2.12)

2.3.3 Doppler spread and coherence time

The two channel parameters discussed above give information about the time dispersion
of the radio channel but they do not give any information about the channel time variability
caused by the movement of either the scatterers of the environment or the terminals them-
selves. Doppler spread and coherence time are introduced to give information about the time
variability of the radio channel.

Doppler spread (BD) is a measure of the frequency broadening caused by the shift in
the carrier frequency. Doppler spread has a dual parameter in the time domain which is the
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coherence time. Coherence time is defined as the time interval over which the signal does
not experience time fluctuations (i.e. the channel impulse response can be regarded as time-
invariant over this interval). The coherence time is inversely proportional to Doppler spread.
Mathematically, coherence time is described as the time interval for which the time correlation
function is > 50% [S.R10], and is given by :

Tc ≈
9

16πfm
(2.13)

where, fm is the Doppler shift.

2.3.4 Narrowband and wideband channels

Radio channels can be described as either narrowband or wideband. The difference bet-
ween them depends on the transmitted signal parameters (signal bandwidth Bs and signal
symbol period Ts) with respect to the radio channel parameters (coherence bandwidth and Bc
and rms delay spread τrms). In narrowband systems, all multipath contributions arrive within
time delays that are smaller than the symbol time (Ts >> τrms). This means that the signal
bandwidth Bs with respect to the channel bandwidth. In wideband systems, some multipath
contributions arrive with delays greater or comparable with the symbol time (Ts < τrms).
Table 2.2 specifies four possible fading scenarios as a result of the time and frequency disper-
sion nature of the radio channel.

Fading type Channel type

Flat fading Narrowband :
• Bs << Bc
• Ts >> τrms

Frequency selective fading Wideband :
• Bs > Bc
• Ts < τrms

Fast Fading Narrowband :
• Bs < Bc.
• Ts > Tc

Slow Fading Wideband :
• Bs >> Bc.
• Ts << Tc

Table 2.2 – Fading types
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2.3.5 Macro, Micro, Pico, and Femto Cells

Broadly speaking, radio base stations (BSs) are often categorized according to cell size
into different types (i.e. macro, micro, pico, and femto cells). The main factors that define
such classification are : cell purpose (i.e. coverage, capacity), radiated power, and antenna
height. It would be useful to give a brief overview of all cell types in general before talking
about the different configurations of WSNs. Figure 2.4 illustrates the general concept of cell
types :

Macro cells : are deployed to provide radio coverage over large distances. Macro cells are
characterized by their high radiated power and their antenna heights (higher than the ave-
rage height of the surrounding buildings). This configuration can provide wide coverage up
to several kilometers, depending on the environment (i.e. urban, suburban, or rural).

Micro cells : are designed to provide radio coverage and additional capacity for relatively
small distances, particularly in areas with high traffic density. Micro cells are characterized
by their low transmit power with low antenna heights (lower than the surrounding buildings),
giving a cell radius of a few hundreds of meters.

Pico cells : are designed mainly to provide capacity for hotspots that have high traffic den-
sities. Pico cells have smaller configurations with a cell radius of several tens of meters (e.g.
train stations).

Femto cells : are deployed inside buildings to provide radio coverage/capacity (e.g. offices,
shopping malls, etc.).

Macro
Micro

Femto

Pico

Figure 2.4 – Macro, Micro, Pico, and Femto Cells.

It is important to note that configuration of the short-range communication protocols of
WSNs such as Zigbee, WirelessHART, etc. could be considered mainly as micro cells, while
the LPWAN protocols such as LoRa and Sigfox are mainly considered as macro cells. Hence,
micro or macro cell configurations will be assumed for channel modeling.
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2.4 Review of empirical propagation radio models for WSNs

Many empirical radio propagation models have been developed in the literature. However,
not all models are applicable to WSNs. To this end, this section intends to give an overview
of the most widely used outdoor physical and empirical propagation models for short-range
communication protocols of WSNs that were presented in chapter 1. As mentioned previously,
short-range communication protocols are widely used in smart city applications. However, they
have some constraints that should be taken into account when modeling the radio channel,
these constraints can be summarized as follows [SKPP09a, SKPP08, KT13] :

— Low transmit power : the energy consumption is one of restricting factors in WSNs.
For this reason, the transmission power is very low compared to other communication
systems. The nominal transmit power defined by the IEEE 802.15.4 physical layer -
2003 is 1 mW (0 dBm) [IEE03], giving a radio range of at most a few hundred meters.

— Low antenna heights : in some WSN scenarios for smart cities, the sensor nodes are
relatively close to the ground level.

— Directivity of antennas : perfect omnidirectional antennas are usually assumed in WSNs
simulations. However, the assumption of perfect omnidirectional antennas is not very
accurate, so antenna radiation patterns should be considered for more realistic models.

In the next subsections, the most widely used outdoor propagation models for short-range
communication protocols will be described. However, other propagation models for LPWAN
protocols will be discussed in chapter 4.

2.4.1 Free Space Model

The free space model is one of the most widely used propagation models in WSN simu-
lators. It assumes ideal propagation conditions as it considers only one unobstructed line of
sight path between the transmitter and receiver. The propagation environment is totally ne-
glected, hence reflections and diffraction are not considered. This model calculates simply the
attenuation of a direct electromagnetic wave taking account of the distance and frequency.
Free space path loss is given by Friis equation as

Pr(d, f) = PtGtGr

(
λ

4πd

)2

(2.14)

where,
— d is the distance between the transmitter and receiver,
— f is the frequency,
— λ is the wavelength (λ = c/f),
— Gt, Gr are the transmitter and receiver antenna gains in dBi respectively.

The Free path loss is generally expressed in dB

L[dB] = 10 log
Pt
Pr

= −10 log

(
GtGr

(
λ

4πd

)2)
(2.15)

where L is the path loss in dB.
Despite the fact that free space model considers only the direct clear path, it is still

commonly used in visibility scenarios because the direct path is the predominant one.
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2.4.2 Adapted Free Space Model

Path loss exponent (n) in the free space model equals 2, but the adapted free space
model makes it possible to use an empirical value for the path loss exponent according to the
propagation environment. For example, in [SEGD11], for an urban unobstructed scenario, it
was found that the measurements match the model if a path loss exponent of n = 2.2 is
assumed. The path loss exponent can grossly take into account the multipath effect. Figure
2.5 depicts the path losses for n = 2 and n = 2.2 for . It can be shown that at a distance
of 150 m, the adapted model predicts a path loss of about 90 dB at 2.4 GHz. In fact, this
model suggests that the radio range of wireless sensors operating at 2.4 GHz and having a
link budget of 90 dB is about 150 m.

Distance [m]
0 20 40 60 80 100 120 140 160

P
at

h 
lo

ss
 in

 [d
B

]

40

45

50

55

60

65

70

75

80

85

90

Free Space Model vs Adapted Free Space Model

Free Space Model (n = 2)
Adapted Free Space Model (n = 2.2)

Figure 2.5 – Free space model vs. adapted model.

2.4.3 Simplified Two-Ray Ground Reflection Model

Free space model does not consider any obstacle. When the nodes are placed close to the
ground, we have an unavoidable obstacle, which is the ground. Wireless sensors are probably
placed near to the ground, thus we have to take into account the ground reflected ray because
it carries significant power. Two-ray model estimates the path loss of the received signal
considering the two predominant paths in such scenarios, which are the direct path (LOS)
and the ground reflected rays as shown in figure 2.6.
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Figure 2.6 – Two-ray ground reflection model.

The interaction between the direct path and the reflected path is simplified [SD11], by
assuming a large distance d between the transmitter and receiver, and a perfect reflection
coefficient. Thus, the simplified Two-Ray Ground equation is given by

L[dB] = 20 log

(
d2

hthr

)
(2.16)

where ht and hr are the transmitter and receiver antenna heights respectively.

In point of fact, if d >> hthr, the phase difference between the two rays becomes very
small and cancels out, which makes the expression frequency independent. Hence, equation
2.16 depends only on the antenna heights and on the distance.

Figure 2.7 shows the simulation results of this model using the IEEE 802.15.4 default
parameters (transmit power = 0 dBm, receiver sensitivity = - 90 dB, and frequency = 2.4
GHz). Sensor nodes’ heights were assumed to be close to the ground i.e. ht = hr = 0.3m.
Simulation results show that the maximum radio range for that configuration is about 55 m,
which is confirmed and validated in [SJK07], by using a real test platform.
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Figure 2.7 – Simplified two-ray ground reflection Model.
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2.4.4 Free Space and Simplified Two-Ray Hybrid Model

As mentioned earlier, the simplified two ray ground model was simplified for large distances
relative to antenna heights. The simplified two-ray model does not, therefore, give accurate
results for short distances because it assumes that the two rays are in phase. For this reason,
the authors in [SD11] and [KT13] propose to use the free space model until a certain distance,
which is called the cross-over distance and is given by equation 2.18, after that distance the
simplified two-ray ground reflection model is used as follows

L[dB] =

{
LFree space model d ≤ db
LSimplified two−ray ground reflection model d > db

(2.17)

db =
4hthr
λ

(2.18)

2.4.5 Two-Ray Ground Reflection Model

As mentioned above, the two-ray model considers two significant paths in near-ground
scenarios, which are the direct and the ground reflected rays. The simplified version assumes
some simplifying hypotheses such as perfect reflection coefficient which is not true because the
ground is not a perfect conductor. The here presented model integrates the ground reflection
coefficient. Considering only the direct and reflected rays, the expression of the two-ray ground
reflection model may be written as [KGNM06] :

P̄r(d) = Pt

(
λ

4πd

)2 ∣∣∣∣ 1

r1
e−jkr1 +

Γ2(α)

r2
e−jkr2

∣∣∣∣2 (2.19)

where,

— P̄r is the received power,
— Pt is the transmit power,
— d is the distance between the transmitter and receiver,
— r1 and r2 are the length of the direct and reflected paths respectively,
— λ is wavelength,
— k is the wavenumber,
— α is the angle of incidence of the ground ray,
— Γ2 is the ground reflection coefficient, given in [KGNM06].

Figure 2.8 shows the simulation results for the simplified two-ray, two-ray, and free space
models. Simulations were conducted at 2.4 GHz, and at heights ht = hr = 1.5m. It is obvious
that the simplified model underestimates the path loss if the distance is less than the cross-
over distance. The curve of the two-ray model shows that the direct and reflected rays add up
constructively or destructively (oscillations around the free space model). It is important to
note that the received signal experiences deep fades due to the combination of two out-of-phase
rays.
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Figure 2.8 – Simplified two-ray, two-ray, and free space models.

Although this model is more accurate than the simplified version, it does not include some
relatively important factors such as the antenna radiation pattern and the variation of the
received signal. These factors will be taken into consideration in the next model.

2.4.6 Free Outdoor Model (FOM)

This model combines the four most significant path loss factors for WSN [SKPP09a].
These factors are : free space path loss, ground reflection path loss, it adds a Gaussian random
variable to represent the uncertainty of the estimated received signal level due to multiple
less significant paths, and finally, it includes two factors to represent the antenna radiation
pattern gains along the direct and reflected paths respectively. The received power (taking all
the mentioned factors into account) is, therefore, given by

P̄r(d) = Pt

(
λ

4πd

)2(
K2

1 +K2
2Γ2 + 2K2Γ cos(

2π

λ
∆L)

)
+Xσ(P̄r)

(2.20)

where,

— ∆ L is the path difference between direct and reflected paths,
— K1 and K2 are coefficients to represent the difference in the antennas’ gain, along the

direct and reflected paths respectively, due to the antennas’ radiation pattern,
— Xσ(P̄r) is a Gaussian distribution with a mean of P̄r and a variance of σ given in

[SKPP09a].

Figure 2.9 shows the predicted signal attenuation obtained by this model (blue curve)
versus the attenuation obtained without considering the reflected ray (green curve). It shows
that direct and reflected rays add up constructively or destructively when they are out of phase
[SWS12]. The red points around the free outdoor model represent the uncertainty range or
the margin of error that was introduced by the Gaussian distribution.
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Figure 2.9 – Free outdoor model.

This model was validated in [SKPP09a] through actual measurements for some test scena-
rios. To address the problem of the deep fades, which is called energy holes (caused when the
two rays are completely out of phase), figure 2.10 traces the distance-height relationship at
2.4 GHz. It shows the signal attenuation in function of the distance (between the transmitter
node and receiver node), and in function of the nodes’ heights. Figure 2.10 shows the energy
holes areas (yellow areas). Ideally, sensors should be placed neither in an area of potential
energy hole, nor at very low heights [SKPP08].
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Figure 2.10 – Distance-height relationship.

2.4.7 Log Normal Model Shadowing Model

Log-Normal shadowing model is a general extension to the free space model. It estimates
the path loss for a wide range of environments, whereas, the free space is restricted to the
unobstructed path. The log-normal shadowing model consists of two parts ; the first one is
the adapted free model that uses a path loss exponent determined by field measurements.
The second part is the shadowing model to reflect the variation of the received power due



2.4 Review of empirical propagation radio models for WSNs 47

to obstacles. Some typical values of path loss exponent and shadowing deviation are given
in table 2.3. The overall relationship between the path loss and the distance is expressed as
follows

L(di) = L(d0) + 10n log
( di
d0

)
+Xσ (2.21)

where,

— L(di) is the path loss in dB at a distance di, di > d0,
— L(d0) is the path loss in dB at a distance d0,
— n is the path loss exponent,
— n is a zero-mean Gaussian random variable with a standard deviation of σ.

Environment n σ[dB]

Free Space 2
3-12Urban area 2.7-3.5

Shadowed urban area 3-5

Table 2.3 – Some typical values of path loss exponent and shadowing deviation

In [WSKZ12], it was proposed to use the log-normal model with two different slopes and
deviation values. A break-point distance separates the two slopes of this model. It was proved
in [WSKZ12] that prediction accuracy of a two-slope log-normal model is superior to that of
the one-slope model in near ground scenarios. The two-slope model is expressed as follows

L(di) =

{
L(db) + 10n1 log

(
di
db

)
+Xσ1 di ≤ db

L(db+1) + 10n2 log
(

di
db+1

)
+Xσ2 di > db

(2.22)

where db = 4hrht
λ

Table 2.4 shows the simulation parameters for a plaza side given in [WSKZ12]. The simu-
lation results obtained are given in figure 2.11 (a), which shows the two slopes separated at the
break-point distance = 32 m. The red samples represent the variations of the received power
of the first piece of the model while the black ones represent the variations of the received
power of the second piece. Figure 2.11 (b) shows the same results but with a logarithmic scale
on the Y-axis. It depicts two linear slopes, the first slope value is 15.2 dB/decade, while the
second slope is 37.4 dB/decade.

Environment ht hr n1 n2 σ1 σ2 db
Plaza 1 m 1 m 1.52 3.74 2.49 1.85 32

Table 2.4 – Two-slope log-normal model parameters



48 Chapter 2 : Background and state of the art

Distance [m]
0 10 20 30 40 50 60 70 80 90 100

P
at

hl
os

s 
[d

B
]

40

50

60

70

80

90

100

two-slope log-distance pathloss model

free space
Log-Normal  n1
Log-Normal  n2
Breakpoint
Log-Normal+shadowing, n1 and sigma1
Log-Normal+shadowing, n2 and sigma2

(a)

Log distance [m]
100 101 102

P
at

hl
os

s 
[d

B
]

45

50

55

60

65

70

75

80

85

90

two-slope log-distance pathloss model

Log-Normal  n1= 1.52
Log-Normal  n2= 3.74

(b)

Figure 2.11 – Simulation results for the two-slope log normal model.

2.4.8 Survey of radio propagation models in WSN Simulators

As mentioned in the previous chapter, well-known network simulators are mainly imple-
menting simple empirical radio propagation models, without giving further detail about the
nature of these models. Therefore, this subsection intends to provide an overview of the radio
models that are integrated into those network simulators. Table 2.5 lists the radio models
implemented in the WSN simulators presented in section 1.5. It should be noted that 2.5 lists
also some radio propagation models that have not been presented in the previous subsections.

Simulator Propagation models

ns-2
— Free space model.
— Two-ray ground reflection model.
— Log-normal shadowing model.

MannaSim
— Free space model
— Two-ray ground reflection model.
— Log-normal shadowing model.

TOSSIM
— Simplified two-ray ground reflection model.
— Log-normal shadowing model.
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Cooja
— Disk model.
— 2D Ray-tracing.

Worldsens
— Disk model.
— Free space model.
— Simplified two-ray ground reflection model.
— Log-normal shadowing model.
— Rayleigh.
— Nakagami.

QualNet
— Free space model.
— Lee’s street Microcell [LL00].
— Street-Mobile-to-Mobile.
— COST231 Hata [DC99].
— COST231 Walfish-Ikegami [DC99].

OMNet++
— Free space model.
— Two-ray ground reflection model.
— Temporal variation.

OPNET
— Free space model.
— TIREM propagation models.
— COST231 Hata [DC99].
— COST231 Walfish-Ikegami [DC99].
— Longley-Rice model.

CNET
— Free space model.
— User-defined radio propagation model.
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ns-3[np16]
— Free space model.
— Log-normal shadowing model.
— Three log Distance Propagation Loss model.
— Two-ray ground reflection loss model.
— Cost 231 propagation loss model.
— Fixed RSS Loss model.
— ITU R1411 LOS Propagation loss model.
— ITU R1411 NLOS over-rooftop propagation

loss model.
— Jakes propagation loss model.
— Kun 2600 Mhz propagation Loss Model.
— Matrix propagation loss model.
— Nakagami propagation loss model.
— Okumura Hata propagation loss model.
— Random propagation loss model.
— Range propagation loss model.

Table 2.5: Propagation models implemented in some WSN simu-
lators.

2.5 Deterministic modeling

Deterministic models simulate radio propagation based on Maxwell’s equations. They si-
mulate mainly the significant physical phenomenon that occur to radio waves when traveling
through the propagation environment, e.g. reflection, transmission (refraction), and diffrac-
tion. Deterministic models usually have a high degree of accuracy and they can provide both
narrowband and wideband channel parameters. There are two main families of deterministic
models. First category is based on rigorous numerical solutions to Maxwell’s equations (cf.
subsection 2.5.3) and the other category is based on asymptotic numerical solutions for high
frequencies (cf. subsection 2.5.5). In order to understand these methods, it is necessary first
to introduce briefly Maxwell’s Equations.

2.5.1 Maxwell’s Equations

In 1873, James Maxwell published a set of equations that describes how electromagnetic
waves behave through a medium. In a homogeneous, uncharged, and isotropic medium, Max-
well’s equations can be expressed in the differential form for a given frequency (f = w/2π)
as :

∇×
−→
H =

∂
−→
D
∂t

(2.23)

∇×
−→
E = − ∂

−→
B
∂t

(2.24)
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∇ ·
−→
B = 0 (2.25)

∇ ·
−→
D = 0 (2.26)

where,

—
−→
H is the magnetic field intensity.

—
−→
D is the electric flux density.

—
−→
E is the electric field intensity.

—
−→
B is the magnetic flux density.

The electric flux density
−→
D is related to the electric field

−→
E , and the magnetic flux

density
−→
B is related to the magnetic field intensity

−→
H by the following relations :

−→
D = ε

−→
E (2.27)

−→
B = µ

−→
H (2.28)

where ε is the electric permittivity and µ is the magnetic permeability, as defined in the next
subsection.

2.5.2 Electrical properties of propagation medium

A propagation medium is mainly characterized by three parameters that define the res-
ponse of that medium to the magnetic and electric fields :

— Permittivity (ε) : can be defined as a measure of how a dielectric medium can be af-
fected by the application of an electric field. The permittivity is, therefore, a physical
quantity that reflects the resistivity of a dielectric medium to the application of an
electric field. Permittivity is given by ε = εrε0, where ε0 is the permittivity of free
space (ε0 = 1

µ0c2
= 8.854 × 10−12 F/m), and εr is the relative permittivity, which is

the ratio of the permittivity of the dielectric to that of free space (> 1).

— Permeability (µ) : represents the ability of a medium to magnetize due to the appli-
cation of a magnetic field. Permeability is given by µ = µrµ0, where µ0 permeability
of free space (µ0 = 4π × 10−7 H/m), and µr is the relative permeability, which is the
ratio of the permeability of the medium to that of free space.

— Conductivity (σ) : is defined as the ability of a medium to allow electrical charges to
move through that medium, therefore it is the inverse of resistivity. In other words,
the value of σ is a physical quantity that determines the conductivity of the medium
(i.e. σ = 0 for a perfect dielectric, σ = ∞ for a perfect conductor, and σ

ωε � 1 for a
good conductor).
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2.5.3 Rigorous solutions to Maxwell’s equations

Rigorous numerical methods are based on a numerical resolution of Maxwell’s equations
using differential or integral equations. The most widely used numerical methods are as fol-
lows :

— Finite Difference Time-Domain (FDTD) : is one of the most popular differential me-
thods that solves Maxwell’s equations in the time domain. FDTD was first introduced
by Yee [Yee66]. Maxwell’s equations are discretized using both time and space discre-
tization [TH05]. In order to have a stable algorithm, this method requires a minimum
spatial spacing of 10-20 per wavelength and sufficiently small temporal spacing.

— Finite Element Method (FEM) : is a differential method in the frequency domain
[Jin15].

— Method of Moments (MoM) : is a frequency domain method that is based on the nume-
rical resolution of the integral form of Maxwell’s equations. Frequency domain methods
calculate the solution for a single frequency. Therefore, for a range of frequencies, the
calculation must be repeated for each frequency.

Advantages : these methods can provide accurate results of the electric field.

Drawbacks : the discretization of the environment depends on the wavelength. Therefore,
these approaches prove to be inapplicable in high-frequency problems as well as in large-scale
environments. Consequently, they will not be used in the here presented thesis. Moreover,
these methods give the total field, that is to say that one can not isolate the contributions of
each interaction with the propagation environment.

2.5.4 Helmholtz wave Equation

In homogeneous media, propagation problems can be studied by using Helmholtz equation
which can be derived from Maxwell’s equations :

∇2−→U (−→r , w) + k2−→U (−→r , w) = 0 (2.29)

where,

—
−→
U (−→r , w) is the electric or magnatic field at the point of observation.

— k is the wave number of the medium (k = w
√
εµ = w

v = 2π
λ0

√
εrµr = 2π

λ ), λ0 and λ
are the wavelengths in free space and in the propagation medium respectively, v is the
speed of the wave in the medium.

— ∇2 is the Laplace operator, ∇2 = ∇∇ = ∂2

∂x2
+ ∂2

∂y2
+ ∂2

∂z2

2.5.5 High frequency asymptotic methods

The asymptotic approach is based on the assumption that the wavelength is small with
respect to the dimensions of the obstacles in the propagation environment (i.e. high frequency
methods). According to this hypothesis, the interactions between the environment and waves
at a given point can be considered independent of the neighborhood of this point. According
to this principle, radio waves are assumed to propagate as rays undergoing a set of local
interactions such as reflections on surfaces and diffraction by edges. To characterize the in-
teractions between the rays and the environment, it is necessary to solve locally Helmholtz’s
equation, both from a physical point of view (i.e. amplitude and phase of the reflected or
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diffracted wave) and also from a geometrical point of view (i.e. direction of the reflected or
diffracted ray). In general, asymptotic methods involve three important phases : first, it is
necessary, before performing any field calculation, to search for all possible paths joining a
given transmitter with a given receiver. This requires a detailed description of the environ-
ment. Different path calculation algorithms will be discussed later. Secondly, physical models
are needed to calculate the electric field carried by each path. These models require the geo-
metrical and electrical properties of the obstacles in the propagation environment. Finally,
results are processed to obtain the parameters that allow to characterize the channel : mean
received power, channel impulse response, delay spread, etc.

— Advantages : asymptotic approaches give actuate results because they describe the
real propagation process. Moreover, field polarization and antennas radiation patterns
can be taken into account. These methods can give narrowband and wideband results.
In addition, the contribution of each path can be studied separately, by separating the
contributions of diffracted or reflected rays. Another advantage is that the calculation
time is independent of the frequency.

— Drawbacks : it is necessary to fix beforehand a number of interactions between the
wave and the environment. However, it not easy to predict the order of interactions
from which the contribution will be negligible, especially in confined environments. In
addition, asymptotic methods remain valid only if the wavelength is small compared to
the dimensions of the obstacles present in the propagation environment. These methods
are therefore only applicable in high-frequency regimes.

2.5.5.1 Geometric Optics and its extensions

The Geometric Optics (GO) is an important technique to obtain an approximate solution
of the Helmholtz’s equation (for a homogeneous, isotopic, and source free medium). The GO
field is assumed to propagate along rays. In isotropic and lossless media, the energy carried
by a ray is assumed to be conserved in a ray tube. The energy is persistent in magnitude
and phase as well as in the space and time domains. The ray trajectories follow a path in
accordance with the Fermat’s principle. For homogeneous media, the rays are straight and
propagating perpendicularly to the wavefront (i.e. a surface of points that have the same
phase) as illustrated in figure 2.12. The GO field is expressed by Luneburg-Kline asymptotic
series solution of the wave equation (Kline [Kli51] ; Luneberg [LH64]) :

−→
U (−→r , w) = ejkS(−→r )

∞∑
n=0

−→
Un(−→r )

(jk)n
e−jwt (2.30)

where,

—
−→
U (−→r , w) is the electric or magnetic field at the point of observation,

— S(−→r ) is the phase function,
— −→r is the position vector of the field,

It was shown that the leading term of the Luneburg-Kline series (n = 0) corresponds to
the GO field in high-frequency regimes. The series can then be reduced to :

−→
U (−→r , w) =

−→
U0(−→r )ejkS(−→r )e−jwt (2.31)
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Thus, the general form of GO field along a ray at the observation point P at distance r
from the reference point O (temporal variation is implicitly assumed) can be expressed as :

−→
U (P ) =

−→
U (O)A(r, ρ1, ρ2)e−jkr (2.32)

where

—
−→
U (P ) is the field at the observation point P ,

—
−→
U (O) is the field at the reference point O,

— r is the distance between the reference point O and the observation point P ,
— ρ1, ρ2 are the radii of curvature of the wavefront of the surface that contains the

reference point O,

— A(r, ρ1, ρ2) is the divergence factor which corresponds to the ratio between
−→
U (P ) and

−→
U (O) and is given by A(r, ρ1, ρ2) =

√
ρ1ρ2

(ρ1+r)(ρ2+r) .

-ρ2

-ρ1

r

Propagation

direction•
P

•
O

Caustic line

L1

Caustic line

L2

Figure 2.12 – Astigmatic ray tube.

The general configuration of a ray tube is the astigmatic ray tube as depicted in figure
2.12. It is obvious from figure 2.12 that all the rays pass through the same lines (L1 and L2),
which are known as caustic lines. The GO field is in infinite at these lines, because, in theory,
an infinite number of rays cross them. This behavior is also confirmed from equation 2.32
where the denominator of the divergence factor becomes zero at r = −ρ1 or r = −ρ2 and
hence the GO field becomes infinite.

2.5.5.2 Wave types

Equation 2.32 is a familiar equation in the GO. In homogeneous media, the field at any
point can be obtained from this equation provided that the field is known at a reference point.
Equation 2.32 is usually written as

−→
U (P ) =

−→
U (O)

√
ρ1ρ2

(ρ1 + r)(ρ2 + r)
e−jkr (2.33)
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The form of any wave is determined by its source and described by the shape of its
wavefront. Four types of field can be distinguished according to the radii of curvature of the
wavefront (values of ρ1 and ρ2), namely astigmatic, spherical, cylindrical, and plane front
waves. Figure 2.13 depicts the spherical, cylindrical, and plane waves, they are all special
cases of the astigmatic ray tube.

— Astigmatic wavefront : when ρ1 6= ρ2, the field is given by equation 2.33.
— Spherical wavefront : when ρ1 = ρ2, the field is given by :

−→
U (P ) =

−→
U (O)

ρ

ρ+ r
e−jkr (2.34)

— Cylindrical wavefront : when ρ1 or ρ2 =∞, the field is given by :

−→
U (P ) =

−→
U (O)

√
ρ

ρ+ r
e−jkr (2.35)

— Plane wavefront : when ρ1 = ρ2 =∞, the field is given by :

−→
U (P ) =

−→
U (O)e−jkr (2.36)

a b c

Figure 2.13 – Wavefronts : a. spherical wave, b. cylindrical wave, c. plane wave.

2.5.5.3 Reflection

Reflection is an important propagation mechanism in indoor and outdoor environments.
It occurs when the radio wave traveling in one medium hits another medium with different
electrical properties. The incident field is split into reflected and transmitted parts. In outdoor
environments, only the contribution of the reflected rays is of importance, since the transmit-
ted rays are assumed to be entirely absorbed by the buildings. Fresnel reflection coefficient
relates the incident electric field with the reflected and transmitted fields.

The field at a point P (shown in figure 2.14) after being reflected at a point Q can be
expressed in the same manner as the fundamental expression of the field in the GO (equation
2.33). The reflected field at the observation point P is thus given by :

−→
E r(P ) =

−→
E r(Q)

√
ρr1ρ

r
2

(ρr1 + sr)(ρr2 + sr)
e−jksr (2.37)

where
—
−→
E r(P ) and

−→
E r(Q) are the reflected fields at the reflection point P and the observation

point Q respectively,
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— ρr1, ρ
r
2 are the radii of curvature of the reflected wavefront (in the case of a planner

surface ρi1 = ρr1 and ρi2 = ρr2 ),
— sr is the distance between the reflection point Q and the observation point P .
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Figure 2.14 – Incident, reflected, and transmitted wave at a smooth plane.

In outdoor environments, refection normally occurs on the buildings’ walls and on the
ground. In addition, it is also very probable that multiple reflections (wall-wall or ground-
wall) occur before the reflected wave arrives at the receiver. The incident wave is decomposed
into two orthogonal components (parallel polarization (‖) and perpendicular polarization (⊥),
which are treated separately as shown in figure 2.14. The superscripts i, r, and t refer to the
incident, reflected, and transmitted waves respectively. The total reflected wave is the vector
sum of the two polarizations and is given by :

−→
E r(P ) = Er‖(P )−→e r‖ + Er⊥(P )−→e r⊥ (2.38)

where −→e r‖ is a unit vector parallel to the plane of incidence and −→e r⊥ is a unit vector perpen-
dicular to the plane of incidence.

The reflected field and the incident field are related at the reflection point by the reflection
coefficients R‖,⊥ according to [

Er‖(Q)

Er⊥(Q)

]
=

[
R‖ 0

0 R⊥

] [
Ei‖(Q)

Ei⊥(Q)

]
(2.39)

R‖,⊥ =
Er‖,⊥(Q)

Ei‖,⊥(Q)
(2.40)
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The reflection coefficients are simply the ratio of the reflected field to the incident field at the
reflection point. The Fresnel reflection coefficients for an infinite plane surface with

R‖ =
ni cos θt − nt cos θi
ni cos θt + nt cos θi

(2.41)

R⊥ =
ni cos θi − nt cos θt
ni cos θi + nt cos θt

(2.42)

The Fresnel reflection coefficients for an infinite plane surface with a permittivity εr are given
as :

R‖ =
εr cos θi −

√
εr − sin2 θi

εr cos θi +
√
εr − sin2 θi

(2.43)

R⊥ =
cos θi −

√
εr − sin2 θi

cos θi +
√
εr − sin2 θi

(2.44)

In the case of a perfect conductor plane, the Fresnel coefficients become simply R‖ = 1
and R⊥ = −1, i.e. perfect conductors reflect entirely the incident field.

Finally the reflected field at the observation point P can be expressed in function of the
incident wave at the reflection point Q as[

Er‖(P )

Er⊥(P )

]
=

[
R‖ 0

0 R⊥

] [
Ei‖(Q)

Ei⊥(Q)

]√
ρr1ρ

r
2

(ρr1+sr)(ρr2+sr)
e−jksr (2.45)

The refracted (or transmitted) also follows the same GO field expression. It is given by
an expression analogous to equation 2.45. However, the Fresnel transmission coefficients are
defined as

T‖ =
2
√
εr cos θi

εr cos θi +
√
εr − sin2 θi

(2.46)

T⊥ =
2 cos θi

εr cos θi +
√
εr − sin2 θi

(2.47)

As previously indicated, the transmitted wave is assumed to be absorbed in outdoor
scenarios and hence it will not be discussed in this thesis.

2.5.5.4 Diffraction

Diffraction is a key phenomenon of radio propagation, especially in outdoor scenarios. The
GO laws govern the reflection and refraction but they do not account for diffraction. In fact,
the GO has two deficiencies [KMHMP16] : firstly, the field becomes infinite at r = −ρ1 or
r = −ρ2 (caustic lines), whereas the real field at these points has a finite value. The second
shortcoming is that at the shadow region, the field of the GO is zero, whereas the real field
at that region has mostly a nonzero value. Consequently, the GO laws fail to account for
diffraction. It is for these reasons that new extensions of the GO were proposed.



58 Chapter 2 : Background and state of the art

2.5.5.5 The geometrical theory of diffraction

Keller introduced the geometrical theory of diffraction (GTD) [Kel62] as an extension of
the GO to account for diffraction. The GTD introduces diffracted rays in addition to the
existing rays of the GO. These diffracted rays are generated if an incident ray hits edges, cor-
ners, or even graze such surfaces. Several laws were introduced to characterize the diffracted
rays. When the incident ray hits an edge at point Q, a set of diffracted rays from the point
of diffraction Q is generated, all laying on a cone as shown in figure 2.15. In addition, the
incident angle and the corresponding diffraction angle are equal with respect to the edge axis.

Incident ray
•

Q

P •

Wedge

Keller cone

Figure 2.15 – The cone of diffracted rays.

The GTD was based on the several postulates [KMHMP16, LL13, God01] :
— Diffraction is a local phenomenon at high frequencies (i.e. small wavelengths). The

value of the diffracted ray is related to the incident field at the point of diffraction by
a coefficient [ST12].

— The diffracted rays follow trajectories defined by a generalized Fermat’s principle for
edge diffraction.

— The diffracted rays follow the ordinary GO laws away from the point of diffraction.

Based on the aforementioned postulates, the diffracted field can be expressed in a form
analogous to reflection as (it should be mentioned that the GTD considers only perfectly
conducting materials) :

−→
E d(P ) =

−→
E i(Q)D

√
ρd

Sd(ρd + Sd)
e−jkSd (2.48)

where
—
−→
E d(P ) is the diffracted field at the observation point P ,

—
−→
E i(Q) is the incident field at the diffraction point Q,

— Sd is the distance from the diffraction point Q to the observation point P ,
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— D is the dyadic diffraction coefficient.
— ρd is a distance defined by equation (12) in [KP74],

—
√

ρd

Sd(ρd+Sd)
is the divergence factor.

Since the GTD is purely a ray optical method, the space is divided into regions diffe-
rentiated by the nature of the existing rays in each one. Figure 2.16 identifies three regions
separated by boundaries (reflection and diffraction boundaries). Region 1 includes incident,
reflected, and diffracted fields ; region 2 contains incident and diffracted fields ; region 3 has
only a diffracted field. It is important to emphasize that there are transition regions close to
the boundaries as shown in figure 2.16.

Incident rays

Region 1

Region 2

Region 3

Diffracted ray•
P

Reflection boundary

Diffraction boundary

φ′
φ

α

Figure 2.16 – Geometry for diffraction by a wedge.

If the observation point P is not in the transition regions, the diffraction coefficients are
given by :

D‖,⊥(φ, φ′, β0, n) =
e−

jk
4 sin π

n

n
√

2πk sinβ0

[
1

(cos π2 − cos φ−φ
′

n )
∓ 1

(cos π2 − cos φ+φ′

n )

]
(2.49)

where,
— D‖,⊥ are the diffraction coefficient for parallel and perpendicular polarization respec-

tively.
— φ and φ′ are the angle of incident ray and the angle of diffracted ray respectively as

defined in figure 2.16.
— n is a number related to the inner of the wedge (n = 2π−α

π ), where α is the inner angle
of the wedge.

2.5.5.6 The Uniform theory of diffraction

The expression given by the GTD (equation 2.49) becomes singular if the observation point
is close to the reflection or shadow boundaries (i.e. in the transition regions). Kouyoumjian and
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Pathak [KP74] solved the singularity problem by introducing new terms based on a Fresnel
integral. This approach is called the Uniform Theory of Diffraction (UTD). For perfectly
conducting wedges the diffraction coefficients are given by (it should be also noted that this
form of the UTD considers only perfectly conducting materials) :

D‖,⊥(φ, φ′, β0, n, L) =
−e−

jk
4

2n
√

2πk sinβ0

[
cot

(
π + (φ− φ′)

2n

)
F [kLa+(φ− φ′)]

+ cot

(
π − (φ− φ′)

2n

)
F [kLa−(φ− φ′)]

∓
(

cot

(
π + (φ+ φ′)

2n

)
F [kLa+(φ+ φ′)]

+ cot

(
π − (φ+ φ′)

2n

)
F [kLa−(φ+ φ′)]

)]
(2.50)

Equation 2.50 is generally written as sum of four terms as :

D‖,⊥(φ, φ′, β0, n, L) = D1 +D2 ∓ (D3 +D4) (2.51)

where,

— F (X) is called the transition function, given by F (X) = 2j
√
XejX

∫ ∞
√
X
e−jτ

2
dτ ,

— L is a distance parameter, which depends on the wavefront of the incident wave, given
by equation (32) in [KP74],

— a∓ depends on is the inner angle of the wedge α, given by equation (27) in [KP74].

The transfer function F (X) plays an important role in the transition regions. In fact,
the transfer function involves a Fresnel integral, which ensures the field continuity at those
regions. As can be seen from figure 2.17 that this correction term approaches zero in the
transition regions when the GTD gives infinite values. Otherwise, the term becomes 1 outside
the transition regions so the expression of the UTD reduces to the GTD.
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The UTD was further extended by Luebbers so that diffraction for dielectric wedges“lossy”
can also be treated. In fact, Luebbers expression includes the reflection coefficients R0(‖,⊥)

and Rn(‖,⊥) for the appropriate polarization [Lue89] :

D‖,⊥(φ, φ′, β0, n, L) = D1 +D2 +Rn(‖,⊥)D3 +R0(‖,⊥)D4 (2.52)

It should be mentioned that there are other coefficients (other than Luebbers [Lue89]) that
have improved the diffraction coefficient. Some commonly used coefficients are Holm[Hol00]
and Soni[SON10] diffraction coefficients. The common point is that all these coefficients are
heuristic and they fail to predict the field for multiple diffraction problems where the edges
are in the transition region of one another. This issue will be addressed in chapter 4.

2.6 Ray Tracing Techniques for Radio Propagation

Ray tracing is a commonly-used technique in propagation modeling. Ray tracing algo-
rithms start by finding all the possible geometrical rays between a transmitter and a receiver
for a given number of allowed interactions. Then, the calculation of the rays contributions is
based on the GO and UTD. The most common ray tracing algorithms are described in the
following subsections.

2.6.1 Ray-launching method

Ray-launching method (known also as the shoot-and-bounce method) was first introduced
in [LCL89]. It involves mainly three steps as illustrated in figure 2.18. First, a large number
of uniformly distributed rays are launched in all directions, separated with small angles. The
second step consists in tracing each emitted ray by conducting intersection tests with the ob-
jects in the propagation environment in order to identify any possible reflection or diffraction.
These ray-object intersection tests are very time-consuming (more than 90% of the total com-
putational time of the algorithm [YI15]). In addition, each diffraction acts as a new secondary
source which increases the computational load. The last step is the reception test to identify
the rays that are received. In fact, a ray is represented usually by a rectangular ray tube or
ray cone [IY02], and the receiver is represented by a sphere centered at the reception point
with a radius defined in function of the angular separation and the length of the received ray.
If a given ray tube includes the reception sphere, the ray is considered as being received.

The main drawbacks of this approach is that in order to obtain reasonable accuracy, the
angular separation should be small enough (about 0.01 radians [CDB04]). Consequently, the
number of rays tend to become extremely large leading to high processing time. On the other
hand, when the angular separation is not fine, certain significant rays are likely to be missed.
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Ground-reflection Diffraction

Source (Tx)

Reception sphere

Figure 2.18 – Ray-Launching method.

2.6.2 Image method

The image method provides an accurate and simple approach to find the exact ray trajec-
tory between two points (Tx,Rx). The concept can better be illustrated through an example
of a multiple reflected ray as shown in figure 2.19, which depicts a simple environment with
a transmitter Tx, a receiver Rx, and two walls (wall 1 and 2). First, the image of Tx with res-
pect to wall 1 is located (by axial symmetry, since Fresnel law says that incident and reflected
angles are equal), that is T ′x. Similarly, the image of Tx with respect to wall 2 is located, that
is T ′′x . The path trajectory can be determined recursively by connecting a segment form Rx
to T ′′x to find the point where the ray is reflected on wall 2, that is P2. Similarly, another
segment is traced between the obtained point P2 with T ′x to find the point where the ray is
reflected on wall 1, that is P1. Now, the path trajectory can easily be traced through the
points (Tx,P1,P2,Rx).

•Tx

•T ′x

•T ′′x

•Rx
P2

wall 2

P1

wall 1

Figure 2.19 – The image method.
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Typical urban environments have a large number of surfaces, so the computational time
becomes prohibitively large especially if a large number of interactions (reflections and diffrac-
tion) is considered. Consequently, the image method cannot be adopted for time-restricted
applications without efficient acceleration and optimization techniques.

2.6.3 Hybrid method

The ray-launching algorithm identifies the trajectories faster than the image method, on
the other hand, the image method provides more accurate path trajectories. Thus it was
proposed in [TT96] to take advantage of the two approaches by using first the ray launching
method to determine a valid ray trajectory, then the image method intervenes to rectify this
path trajectory. Since the surfaces and edges involved in this ray are now determined, the
ray-object intersection tests are conducted for only those surfaces and edges.

2.6.4 Other methods

2.7 Ray-Tracing Acceleration Techniques

For certain applications, the computational time of a conventional 3D ray-tracing model
is intolerable. To that end, some acceleration techniques are proposed in the literature to
make the model more computationally efficient. Iskander and Yun provided a brief summary
of several ways to accelerate ray-tracing algorithms [IY02, YI15]. The acceleration techniques
can be roughly grouped into four categories :

2.7.1 Dimension Reduction

Ray tracing algorithms in non-full 3D propagation environments are much computatio-
nally efficient than those in full 3D environments, and still, they provide accurate results in
non-full 3D geometries under certain circumstances. Dimension reduction tends to simplify
the complexity of the propagation scene, that guarantees a considerable gain in terms of exe-
cution time. Dimension reduction includes approaches such as :

— 2D-H : if the heights of the buildings in the propagation scene are greater than
the heights of the transmitter and receiver, the propagation in the horizontal plane
becomes dominant (i.e. around buildings) [RVF+98]. In this case, the 3D scene can be
amplified by a 2D scene in the horizontal plane. A horizontal 2D method was proposed
and validated in [RWG97].

— 2D-V : if the heights of the buildings in propagation scene are close to or less than
heights of the transmitter and receiver, the over-rooftop contributions (i.e. rays in
the vertical plane), become the most significant propagation mechanism [RVF+98].
A well-known 2D method is the vertical plan launch (VPL), which was proposed in
[LB98]. The VLP method uses a 2D horizontal ray tracing technique but each ray is
represented by a vertical propagation plane to find the reflection and diffraction points
as explained in [LB98].

— 2.5D : this kind of methods uses a 2D model in the horizontal plane combined with
another method in the vertical plane [Cor10].
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2.7.2 Space Division

The main idea is to reduce the number of objects for which the intersection tests are
performed. To this end, the space is divided into cells using a 2D or 3D grid. The objects in
the propagation environment are then associated with the corresponding cell(s). In the same
manner, when a ray travels in the scene, it traverses the cells. Consequently, the intersection
tests will only be conducted for a limited number of candidate objects.

There are many space division approaches : uniform space division is best adapted if the
objects have relatively the same size and are uniformly distributed. Otherwise adaptive or
non-regular space division would be more efficient. The most widely used non-regular space
division methods are : triangular partitioning [YZI02, ZYI00], angular Z-buffer [SH10], k-d
tree [WH06]. Similar to k-d tree, there are other partition approaches such as octree, quadtree,
and binary space partition (BSP). They are used for the same purpose but they are simpler
to implement [YI15].

2.7.3 Visibility Graphs

The idea of the visibility graphs is that the intersection test should only be conducted with
objects where rays are most likely to intersect. The visibility graphs include many layers. The
first level contains the visible objects to the transmitter. The next level contains the visible
objects to first layer. Further levels are constructed in the same manner.

2.7.4 GPU Acceleration

Graphics processing units are special processing units that possess multiple cores operating
in parallel. They are more efficient than the central processing units (CPUs) for parallelizable
algorithms. GPUs have also been exploited to accelerate tracing algorithms. In [STW17,
SRK+09, SRK+11], tracing methods are developed on a GPU leading to a significant time
gain from minutes to seconds [YI15]. However, this kind of parallel algorithms needs high-level
programming skills.

2.8 Formulation of the research problem

The research problem can be formulated from a technical perspective as : ’Empirical
radio propagation models are very fast but they cannot guarantee the desired performance
under high accuracy requirements. On the other hand, conventional deterministic radio models
are impractical under strict time constraints. Between these two extremes, how to propose
deterministic models that can guarantee a high degree of accuracy in as little time as possible
to be able to support large-scale wireless sensor networks, possibly including mobile nodes’.

2.9 Proposed Solution

As a matter of fact, the project “PERSEPTEUR” necessitates precise radio propagation
model that respect the specificity of the propagation scene. Therefore, only site-specific mo-
dels will be considered. The two deterministic families have already been presented. Since the
ray-tracing methods are computationally more efficient than the rigorous numerical solutions,
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the ray-tracing option will be considered. Still, full 3D ray-tracing models are computationally
inefficient and the cannot satisfy the project requirements with regard to execution time. A
number of acceleration strategies will be used and new acceleration techniques adapted to
WSNs will also be proposed.

In fact, knowing the dominant propagation aspects for the targeted environments is the
key element in developing efficient deterministic radio models because it helps in proposing
the most realistic approximations and the best acceleration techniques. Risk et al. [RVF+98]
compared between three propagation modes. Using the same terms, they are defined as :

Lateral propagation : When the buildings are much higher than the transmitter and receiver
heights. The propagation occurs mainly in the horizontal plane around the buildings. Lateral
propagation involves a combination of multiple reflected rays and diffracted rays from the
buildings’ vertical edges.

Vertical plane propagation : When the buildings heights are comparable or lower than the
transmitter and receiver, over-roof diffracted rays become significant so they can contribute
largely to the total field. In the regions far from the transmitter, over-roof multiple diffraction
becomes the dominant mechanism.

Full 3D : It includes the lateral propagation as well as the rays diffracted from rooftops and
their combinations.

WSN protocols for smart cities were classified (cf. section 1.4) into categories. From the
radio point of view, the dominant propagation contributions are different for each category.
Accordingly, the research problem is split into two parts, each of them will be treated diffe-
rently :

— Short Range Communication protocols such as ZigBee and its competitors are cha-
racterized by their low transmit power and low antenna heights, which implies that
the propagation occurs mainly in the horizontal plane within a limited radio range.
Consequently, the proposed solution is based on a ray-tracing method that integrates
novel optimization and acceleration strategies to find the best time-accuracy trade-off.
A plan of the proposed solution for the horizontal plane is depicted in figure 2.20 and
will be discussed thoroughly in chapter 3.

— Low-Power Wide-Area Network (LPWAN) protocols such as SigFox and Lora have a
large link budget (≈ 160 dB) and they were designed to cover wide areas (a few km in
urban areas and more in rural areas). Therefore, rooftop diffraction is the dominant
mechanism. Hence, another deterministic radio propagation model in the vertical plane
that integrates novel optimization and acceleration strategies will be proposed. This
will be covered thoroughly in chapter 4.
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Figure 2.20 – Proposed solution in the horizontal plane.
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2.10 Conclusion

The radio propagation channel is an unavoidable element in any wireless systems. Signals
passing via the radio channel are subjected to impairments and perturbations introduced by
the channel. Knowing the channel characteristics is an important element in system design.
Four principle interactions encounter the radio wave : reflection, diffraction, transmission, and
scattering, this leads to the reception of a set of different paths.

The radio channel is modeled mainly with empirical or deterministic models. An overview
of several empirical models for WSNs was provided. They are very fast but they could provide
inaccurate results. On the other hand, deterministic modeling was proven to be precise but
computationally expensive. Two families of deterministic modeling were presented : models
based on ray tracing techniques and other models based on rigorous numerical solutions
to Maxwell’s equation. Ray tracing techniques are more time-efficient, but still, they are
not applicable to the application that needs fast computational times. Many acceleration
strategies were suggested to that end. Some of them will be adopted and novel techniques will
be proposed in the following chapters to provide fast deterministic models in the horizontal
plane and in the vertical plane.
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3.1 Introduction

The two previous chapters addressed many aspects, mainly the project context, relevant
literature, research problem, a proposal and a road map to satisfy the project specifications
in the best possible way. Within this road map, chapter 3 will focus on radio modeling in the
horizontal plane using the visibility technique along with new innovative techniques in order
to accomplish the desired objectives. To this end, chapter 3 will discuss three key issues that
are organized as follows :

Implementation phase :

This phase describes the fundamental concepts of the visibility technique and then it illus-
trates the algorithms that are needed to implement a ray-tracing propagation model based on
this technique in an efficient way. The implementation process will be described starting from
the first stages of defining the propagation scenes up until the final phases i.e. the construc-
tion of propagation paths and electrical field computation.

Validation phase :

Model validation was performed against a standard 3D ray-tracing tool and then against
a narrow-band measurement campaign that was conducted in an urban configuration. Within
the validation phase, model performance will be evaluated in terms of accuracy as well as in
terms of execution time through several test scenarios in order to prove that visibility tech-
nique can reduce the execution time without introducing loss in accuracy.

Acceleration phase :

After the validation process, new several techniques will be integrated into the visibility-
tree based ray-tracing model to further accelerate the simulations. These acceleration tech-
niques will be based on simple hypotheses, then different algorithms will be implemented in
order to test the validity of these hypotheses. The validity tests are conducted through seve-
ral case studies in different urban configurations. Furthermore, the studies will evaluate the
impact of these techniques on both accuracy and execution time. On the other hand, other
parametric studies are carried out within this phase to evaluate the effect of the number of
interactions on various important parameters such as accuracy, time execution, and coverage
percentage. These studies provide guidelines on the optimal number of interactions according
to the degree of precision required for a certain application and according to the available
time resources.

3.2 Input Data Bases

3.2.1 Description of the propagation environment

Ray-tracing algorithms need a detailed geometric description of the propagation environ-
ment, it needs also information about the type and position of the transmitter and receiver
antennas. The geometric description of the propagation scene could be taken directly from a
GIS file (Geographic Information System). However, many ray-tracing software tools define
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their own format, hence the description needs to be converted into the format that is suppor-
ted by that tool. It is important to underline that the proposed models were integrated into a
ray tracing tool developed by XLIM research institute. Hence, the proposed models will use
the same file format in which the geometric description is defined in an XML file format, as
well as transmitters and receivers as follows :

— Transmitters and receivers : a list of all transmitters and receivers with their
positions (x, y, z), antenna type (which specifies the antenna radiation pattern), pola-
rization, and orientation.

— Buildings data base and electrical properties : buildings are defined as horizontal
2D polygons by a set of 2D vertices (x1, y1), (x2, y2), ... , (xn, yn). Heights are then
added to create a 3D city model. In addition, permittivity and conductivity values
are specified for each building. These values are needed for the physical models that
calculate the electric field. Buildings are defined in the following manner :
<building>
<epsilon>9.0</epsilon>
<sigma>0.001</sigma>
<height>017.00</height>
<outline>165.00 009.00 189.00 009.00 188.00 027.00 0164.00 025.00</outline>
</building>

3.2.2 Description of test scenes

In fact, test and validation process is an important step to ensure that each phase is wor-
king properly. All the test scenarios that will be used throughout this chapter are based on
3 realistic propagation environments as shown in figure 3.1. The test scenarios are used for
illustrating different algorithms and for model validation. In fact, the complexity of a scene is
determined mainly by the level of detail that it considers (e.g. number of buildings, faces, and
edges). The three test propagation scenes have different degrees of complexity as follows :

Environment 1 - Simple 5-building scene : a simple test scenario containing 5 rectangular
buildings with different heights as shown in figure 3.1(a). It contains only a limited number of
objects (26 faces and 40 edges). This scene will be used for describing and validating different
steps such as horizontal profile extraction, discretization, visibility tree technique, searching
for the propagation paths, etc.

Environment 2 - Campus, University of Poitiers : a relatively simple real test scenario
of the University of Poitiers campus as shown in figure 3.1(b). It contains a reasonable number
of objects (549 faces and at least 850 edges). This scene will be used for model validation by
comparing the proposed models with a full 3D ray-tracing model.

Environment 3 - Charles de Gaulle - Étoile : a scene that models a neighborhood
in downtown Paris as shown in figure 3.1(c). It contains a considerable number of objects (
10330 faces and about 15504 edges). A field measurement campaign was conducted by France
Telecom R&D for this scene. For this reason, it will be used for model validation and perfor-
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mance evaluation by comparing the proposed model with the field measurements.
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Figure 3.1 – Considered urban environments.

3.3 Ray-tracing based on the visibility tree

As mentioned previously, a ray-tracing model based on the visibility technique in the
horizontal plane is the main building block of the proposed solution. Therefore, the next
subsections will discuss the principle of this technique and how it can be used to find the
propagation paths in an accurate and fast way.
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3.3.1 Creation of a horizontal 2D visibility tree

3.3.1.1 Principle and data structure

The idea is to calculate the visibility relations between a given transmitter and the objects
in the propagation environment in a hierarchical manner according to the nature of the pro-
pagation phenomena. The idea itself appears fairly simple but an efficient implementation of
a hierarchical visibility structure necessitates specific techniques that will be explained briefly,
further details are given in [CAVP06, ACVM03, Com04a].

In fact, the visibility relations are calculated for a given number of propagation phe-
nomena called interactions (i.e. reflections, diffraction, and transmissions) from a reference
point which is the transmitter position. These relations need to be processed in an optimized
data structure. One of the best data structure candidates is the tree structure, because it is
very easy to move up through the nodes until the root node, which means that history of
each branch is known and consequently the intersection tests will be conducted for only the
concerned objects (faces or edges) and in the right order. Figure 3.2 shows the adopted tree
structure, which is composed of :

— Self : a node that represents a geometric 2D zone computed according to a specific
interaction. This node contains all the geometrical data that will be needed for finding
propagation paths between the receiver and transmitter (e.g. faces, edges, etc). Fur-
thermore, the self-node is connected to a parent, a sibling, a child as described just
after.

— Parent : a node that is one upper step in the hierarchy, from which the self-node was
originated.

— Sibling : a node that shares the same parent, because all siblings are originated from
the same node.

— Child : a lower-level node that is generated from the self-node.

It is important to note that the parent, sibling, and child nodes are, at the same time,
self-nodes (i.e. they have their own parents, siblings, and children).

Parent

Self Sibling

Child

. . .

...

..

.

Figure 3.2 – Tree structure.
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Accordingly, the visibility tree technique can be defined as an algorithm that starts from
a transmitter Tx to construct a tree in such a way that the root node corresponds to the
transmitter, the first level of the tree represents the visible zones to the transmitter, and the
next level consists of new spatial zones that have been generated from the previous level by
a propagation phenomena (reflection or diffraction) and so on. The creation of a complete
visibility tree will be explained in the next subsections by an example describing the algorithms
from the first steps until the final stages for the propagation scene shown in figure 3.1(a).

3.3.1.2 Horizontal plane profile from a 3D city map

It has been illustrated that for short-range communication protocols, propagation occurs
mainly in the horizontal plane while the contribution of the vertical propagation is less im-
portant because the buildings are high as compared to the antennas’ height. Therefore, the
dimension reduction technique will be used to exploit this fact, which will significantly reduce
the complexity of the propagation scene from a 3D to 2D one. This leads, in turn, to consi-
derably reduce the computational costs.

Consequently, the very first step of the visibility algorithm is to extract a 2D horizontal
cross-section of the 3D propagation environment at a specific height. In order to include
all the buildings, the horizontal profile is extracted at ground level. Figure 3.3 shows the
dimension reduction process where it depicts the propagation scene in 3D (figure 3.3(a)) and
the corresponding 2D layout (figure 3.3(b)).

(a) Environment 1 : simple scene in 3D. -100 -50 0 50 100
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(b) Environment 1 : simple scene in 2D.

Figure 3.3 – Dimension reduction.

3.3.1.3 Initialization of the visible zones

After extracting the 2D layout of the propagation environment, the algorithm assumes
initially that the whole propagation scene is visible without considering any obstacle. As
shown in figure 3.4, the visibility algorithm starts from the transmitter position Tx to create
four visible zones (i.e. nodes) V1, V2, V3, and V4 from the transmitter Tx to the corner points
of the scene. The five buildings of the scene B1, B2, ..., and B5 were initially ignored. It is
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worth mentioning that from a programming point of view, the zones are defined as geometrical
shapes having only three or four vertices.
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Figure 3.4 – Initial visible zones.

The assumption that the whole scene is visible from the transmitter was just an initia-
lization step to set up the starting point of a recursive algorithm aiming to find the real
visible zones. Therefore, the next step is how to divide the four initial zones according to the
obstacles in such a way that the zones are delimited by the edges of the buildings. A trivial
way to that is to perform an intersection test for each zone with every single edge in the 2D
propagation scene. This way is a time-consuming process especially for complex scenes that
could contain tens of thousands of edges with potentially tens of thousands of zones. A more
efficient way is to use a space division strategy to reduce the number of intersection tests as
explained in next subsection.

3.3.1.4 Space Division

As just mentioned, the objective of using space division techniques, is to reduce the number
of tests. Space division solutions are based on discrete grids. Many space division techniques
were discussed in chapter 2. A uniform 2D division of the environment (i.e. a 2D discrete
grid) will be used for this purpose. Each grid cell is known as a pixel and is defined by a pair
of integer coordinates (x, y). In discrete mathematics, geometric objects of the scene are asso-
ciated with the pixels that intersect these objects. Similarly, spatial zones are represented by
all the pixels that include these zones. To achieve this objective, two discretization algorithms
are needed : line and zone discretization algorithms.

Line discretization :

Horizontal edges of the buildings need to be discretized on a 2D grid in an optimized
manner. Many 2D discretization schemes for lines are found in the literature [BLV03] to
convert line points (x, y) ∈ R2 into pixels (Px, Py) ∈ N2. Among these schemes, the super-
cover discretization scheme seems to be the most suitable for this purpose because it includes
even the ambiguous cases (i.e. when the line passes exactly through a point with integer
coordinates, the super-cover scheme will include 2 pixels (if either x or y is an integer) or 4
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pixels (if both x and y are integers). Mathematically, the super-cover method is defined by
all the pixels (Px, Py) ∈ N that are satisfying the double inequation [CAVP06] :

−(bac+ bbc)
2

≤ ax+ by + c ≤ (bac+ bbc)
2

(3.1)

where (a, b, c) ∈ R3 are the line coefficients, and b c is the floor function. Figure 3.5 shows the
simple 5-building scene along with its corresponding discretized scene.
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(a) Environment 1 in 2D. (b) Environment 1 discretized.

Figure 3.5 – Line discretization.

Zone discretization :

Like line discretization, the same uniform grid concept is used for zone discretization. It
is nevertheless obvious that two issues arise at this stage concerning the zone discretization.
Firstly, how to implement an optimal and fast method that does not miss any pixel (i.e. edge)
inside the zone in question. Secondly, how to correctly determine the direction of discretiza-
tion i.e. what is the best scan direction to find all the edges inside that zone.

Regarding the first issue, a memory-efficient data structure was proposed in [ACVM03,
Com04b]. It is readopted in this algorithm since it is simple and efficient. It is simply a 1D
array, the size of the array corresponds to the maximum number of pixels in the scan direction.
Each element of this array contains only two integers, which are the end two pixels in the
other direction (perpendicular to the scan direction). Using the described data structure, it
is possible to scan the whole pixels that are found in the zone in question with only limited
parameters (1D array and 2 integers for each array element). According to this algorithm,
the 4 initial visible zones of figure 3.4 (without considering the obstacles of the propagation
scene) were discretized as shown in figure 3.6. It is important to note that this is the same
grid as shown previously in figure 3.5, that means that each pixel of this grid knows also if it
contains any edges (if there are any !).
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Figure 3.6 – Zone discretization.

On the second issue regarding the importance of the scan direction, the impact of the
discretization direction is illustrated in figure 3.7, where figure 3.7(a) shows only one initial
zone from the transmitter to the right scene corners. If the discretization algorithm scans the
pixels from the farthest pixel of that zone to its source, it is very possible that the algorithm
finds first the edges that are, most probably, shadowed by many other edges as shown in
figure 3.7(b). Therefore, unnecessary subdivisions of the zones are noticed. On the other
hand, scanning from the source to the farthest pixel guarantees that visible edges are firstly
treated, so the final number of zones is optimal as shown in figure 3.7(c). It is shown that
for this simple example, the algorithm will produce 9 zones instead of 3 zones according to
the scan direction. Even worse, for more complex configurations the number of unnecessary
subdivisions would be more significant. In fact, the advantage of reducing the number of zones
is that it reduces considerably the size of the visibility tree which, in turn, reduces significantly
the execution time for the next levels and it also reduces search complexity. Another advantage
of reducing the number of zones is that it occupies less memory. Consequently, 4 privileged
scan directions were defined [ACVM03] along x-axis or y-axis as follows : xmin → xmax,
xmax → xmin, ymin → ymax, and ymax → ymin. In view of the importance of maintaining the
minimum possible number of zones, another algorithm was also implemented to make sure
that no more than one zone can share the same edge.

•Tx

(a) Initial visible zone.

•Tx

Discretization direction

(b) Wrong discretization direc-
tion.

•Tx

Discretization direction

(c) Right discretization direc-
tion.

Figure 3.7 – Discretization direction.
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3.3.1.5 Visible zones

At this stage, the scene edges and the four initial zones of figure 3.4 were discretized on
the same grid. This means that each zone knows exactly the edges that are found inside it
and in the right direction. Therefore, intersection tests will be limited to those edges instead
of searching for all the edges in the scene, this leads to a considerable gain in time. Each one
of the initial zones will perform a recursive algorithm to further divide the initial zones in
accordance with the visibility rules. At the end of this process, nine visible zones (V1, V2, ...,
V9) were generated as shown in figure 3.8. Each zone is limited by an obstacle in such a way
that no unnecessary subdivisions were generated.
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Figure 3.8 – Visible zones.

Each one of the visible zones will then be attached to the root node (the transmitter)
to create the first level of the visibility tree as shown in figure 3.9. It is important to note
that the used tree data structure was designed in a way that each node knows only one child
node, one parent, and one sibling. This will not affect the search efficiency for the propagation
paths in the final stages since in the search phase, the nodes will be only traced upwards, in
addition, this also helps to minimize the memory occupation. Still, a parent node can know
the other children nodes through the siblings of its unique child node but it is not needed
for any phase the algorithm. The relations between the different nodes can be seen from the
direction of the arrows of figure 3.9.

Tx

V1 V2 V3 V4 V5 V6 V7 V8 V9

Figure 3.9 – Visibility tree - layer 1 : visible zones.
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3.3.1.6 Reflected zones

For each zone of the first level of the visibility tree, if it encounters a face in the propagation
scene, the algorithm generates the corresponding reflected zones. Figure 3.10 shows all the
reflected zones that were generated from the visible zones (V1, V2, ..., V9). To better understand
how the reflection algorithm works, let us take an example of how the reflected zones R2,
R3, R4 and R5 that were generated from the visible zone V6. First, a virtual image of the
transmitter with respect to the reflecting face of B4 (the upper face) is located (T ′x). Then,
an initial reflected zone is constructed from the virtual image and from the face of reflection
(shown by the dotted zone). Finally, using the same procedure described earlier, this initial
reflected zone is then subdivided according to the obstacles in that zone to obtain the real
reflected zones R2, R3, R4 and R5. The same procedure is also applied to the other zones.
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Figure 3.10 – Reflected zones.

Once the reflection process is finished, each reflected zone will be attached to its parent
node (i.e. from which it was generated). Figure 3.11 shows the updated visibility tree after
considering one reflection. It important to underline that these nodes contain all the informa-
tion, which will be needed later on for tracing the propagation paths, such as zones boundaries,
reflecting face, the image of the source with respect to that face, its parent node, etc.
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V1 V2 V3 V4 V5 V6 V7 V8 V9

R1 R2 R3 R4 R5 R6 R7

Figure 3.11 – Visibility tree - with reflection.
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3.3.1.7 Diffracted zones

As regards the diffraction, if any visible zone encounters a vertical diffracting edge in the
propagation scene, the algorithm generates the corresponding diffracting zones. In fact, the
diffracted zones in a 2D configuration do not depend on the direction of the incident ray
because diffracted rays are produced by a ray normally incident on the diffracting edge so the
Keller cone becomes simply a plane as shown in figure 3.12.

Incident ray

Diffracted

rays

Figure 3.12 – Keller cone in 2D.

Returning to the previous example, each corner of the five building is a diffracting edge
but for the sake of brevity only one diffracting point P will be treated as shown in figure
3.13. In fact the diffracting zones D1, D2, ..., and D6 were generated using the exact same
procedure described earlier. That is to say, four initial zones from the diffracting point P were
generated, and then by using the recursive subdivision procedure, the final diffracting zones
were obtained (i.e. D1, D2, ..., and D6).
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Figure 3.13 – Diffracted zones.

Once the final diffracted zones are identified, each diffracted zone will be attached to its
parent node. Figure 3.14 shows the updated visibility tree after considering one reflection
and the diffraction at point P . Like the reflected nodes, the diffracted nodes contain also the
information that will be required to trace the path trajectories such as the diffracting edges.
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The other diffracting points are treated in the same manner as point P and then attached to
their parent nodes (not shown in figure 3.14). Then, the next levels of the tree are generated by
repeating the same procedure until the maximum number of required interactions is reached.
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V1 V2 V3 V4 V5 V6 V7 V8 V9

R1 R2 R3 R4 R5 R6 R7D1D2D3D4D5D6. . . . . .

.

.

.

Figure 3.14 – Visibility tree - with reflection and diffraction at the point P .

3.3.2 Calculating propagation paths from a visibility tree

3.3.2.1 Propagation paths in the horizontal plane

At this level, the visibility tree is calculated for a certain number of interactions. The next
step is, therefore, how to exploit this tree to find all the paths that can be received at the
reception point. In order to do that, it is needed first to identify all the nodes (i.e. the zones)
that include the receiver because each node including the receiver corresponds to a potential
geometrical path between the transmitter and receiver. Two approaches can be used to iden-
tify the nodes that include the receiver :

Trivial method :

It goes simply through all the nodes of all the levels of the visibility tree to determine if
they include the receiver. This trivial solution is efficient only for simple scenes where the num-
ber of nodes/zones is limited. However, for complex scenarios with a relatively large number
of interactions, an enormous number of zones will be generated (could reach several hundred
thousands of zones). Hence, it will be a very time-consuming procedure to perform an ex-
haustive inclusion test for every single zone. Consequently, a more efficient method is required.

Optimized method :

It has been proven in [ACVM03, Com04b] that more efficient results in terms of execution
time can be obtained if a new 2D grid is used in such a way that each pixel of this grid
contains a list of all the nodes (i.e. zones) that intersect that pixel. This means that two
elements are needed. Firstly, the same zone discretization algorithm that was used previously
to discretize the zones of the nodes. Secondly, a new 2D grid to associate the tree nodes to
the corresponding pixels of this new grid.
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As a matter of fact, the objective of using this new grid is for the same reason as the
other grids, i.e. to reduce the number of inclusion tests. The concept can be better illustrated
through the same example as before. Figure 3.15 shows a number of zones (9 visible zones :
V1, ..., V9 ; 7 reflected zones : R1, ..., R7 ; and 6 diffracted zones : D1, ..., D6 (for the sake of
simplicity, diffracted zones were only shown for one edge (P )). Let us consider the receiver
Rx as shown figure 3.15. Instead of conducting inclusion test for more than 20 zones (for this
simple configuration, with a limited number of interactions, and without considering all the
diffracted zones), the test is conducted only for a very limited number of zones that are found
in the pixel containing the receiver. The zoomed portion of the image shows that the pixel
containing the receiver includes only four zones, namely V3, V4, R6, and D2. Therefore, the
inclusion test is conducted with only these zones to identify the zones that contain really the
receiver, which are V3, R6, and D2.
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Figure 3.15 – Diffracted zones.

Once this process of node identification is finished, the nodes containing the receiver are
known as shown in figure 3.16. Consequently, another process is required to go up through
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Figure 3.16 – Visibility tree - nodes including the receiver .
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each identified branch until the root node to find the received paths. In fact, each branch
corresponds to a potential geometrical path between the transmitter and receiver. Further-
more, each node stores all the necessary information to construct the received paths (nature
of node : reflection or diffraction, object : face or edge, zone boundaries, zone source, etc.).
Possessing this information from the receiver node up to the transmitter node and in the
right order is the key advantage of the visibility tree technique which is the source of the
significant gain in term of execution time. Since Rx is included in these zones V3, R6, and D2,
three paths (direct, reflected, and diffracted paths) can easily be identified. These paths are
constructed in 2D by the source image techniques as shown by red dotted lines in figure 3.17,
they are constructed quickly because the order, the type of the interactions, and the objects
that generated these interactions are known.
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Rx

Figure 3.17 – Zones including the receiver Rx.

An interesting question that arises is : what is the best pixel size that can provide op-
timum performance in terms of execution time ? It is not possible to give the sole answer
for all configurations, however, in order to find the best answer to this question in general
configurations, a complex scene with a relatively reasonable number of interactions is used to
precisely assess the impact of the grid resolution.

In fact, pixel size has two contradictory effects on the execution time. To illustrate this
point, figure 3.18 shows that for large pixels, zone discretization and association process will
be performed quickly but each pixel will contain a long list of candidate zones, which increases
the research time (inclusion test time). On the other hand, for the small pixels, zone discreti-
zation will take more time but each pixel will contain a limited list of candidate zones, which
reduces the research time (inclusion test time). Generally, a range of 5 - 15 m was found to
give an optimal range of pixel size for any configuration.
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Figure 3.18 – Grid resolution impact.

3.3.2.2 Propagation paths in 3D

Up until now, all the propagation paths are found in 2D. However, these paths still need
to be transformed into 3D paths. These paths already satisfy the laws of geometrical optics
for reflection and diffraction in 2D, hence the paths already have the right coordinates in
the x-y plane. However, the paths’ trajectories on the z-axis need to be adjusted in order
to transform the paths into 3D paths. To achieve this, a simple algorithm was implemented
to satisfy Fermat’s principle of least time which states that rays always follow the path that
takes least time. This principle can be satisfied by considering the exact antenna heights of
the transmitter and receiver, and then by using simple right triangle formulas to adjust the
intermediate reflection and diffraction points through the path. Equation 3.2 and figure 3.19
illustrate this procedure of adjusting the reflection point P . The same procedure still applies
for multiple intermediate points of reflection and diffraction.

hp = d1
hr − ht
d1 + d2

+ ht (3.2)

Tx (xt,yt,0)
Rx (xr,yr,0)

Tx (xt,yt,ht)

Rx (xr,yr,hr)

P (xp,yp,0)

P (xp,yp,hp)

ht

hr

d1
d2d1 d2

Figure 3.19 – Paths transformation into 3D.

Returning to the previous example that has been taken throughout the previous sections
(sections 3.3.1 and 3.3.2), all the propagation paths are first found in 2D as shown in 3.20(a) for
1R1D, then the paths are transformed into 3D paths as shown in 3.20(b) using the procedure
described above.
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Figure 3.20 – Paths transformation into 3D.

3.3.2.3 Ground reflected path

The proposed model was further improved by introducing the ground reflected ray be-
cause it has a great impact especially in near ground scenarios [SKPP09b] (this issue will be
addressed in section 3.4.1). Despite the fact that this model finds the paths in 3D, it cannot
be considered as a full 3D ray-tracing model because it does not include the diffracted rays
over the rooftops (horizontal edges).

3.3.2.4 Electric field Computation

At this stage, all the propagation paths are traced geometrically so the last step consists
in translating each path into an electromagnetic field using physical models. Correspondingly,
the calculation of rays contributions is based on the expressions that are defined by the GO
and UTD. It is consequently possible to find at the reception point Rx the electric field carried
by each path, the total electric field carried by all the paths, the channel impulse response,
or the other wide-band channel parameters.

3.4 Model validation

Model validation is indispensable not just to ensure that the proposed model is working
properly, but also to estimate the global performance of the proposed model in terms of
accuracy and execution time. Two-step validation process is conducted :

— Punctual model validation (i.e. point to point) based on model comparisons with a
standard 3D full ray-tracing tool).

— Global model validation based on model comparisons with field measurements.

3.4.1 Punctual validation with a standard 3D full ray-tracing tool

This validation process is based on several test scenarios conducted in the Campus scene
of the University of Poitiers that was described in subsection 3.2.2. Single\multiple reflection
and diffraction interactions will be considered for the validation. The objective of these point
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to point tests is to ensure that the proposed model (compared to a full 3D ray tracing model)
is capable of providing all the paths in the horizontal plane, and that the missing paths are
only the paths that are in the vertical plane.

3.4.1.1 Reflection

Two test scenarios were conducted to evaluate the model behavior with respect to reflec-
tion. The first test scenario is conducted without considering the ground reflection, while the
second test scenario integrates the ground reflected ray in order to evaluate the impact of this
ray. The test was conducted in the Campus scene where the transmitter and receiver were
placed in a direct line-of-sight (LOS) configuration at a distance of about 100 m as shown in
figure 3.21 (shown with some reflected rays). The test parameters of the two scenarios (with
and without the ground reflected ray) are as follows :

— Frequency = 2.4 GHz.
— Different Transmitter\Receiver heights.
— Considered interactions : 1R, 2R, and 3R.

Tx•
Rx•

Figure 3.21 – Punctual model validation - Reflection.

Table 3.1 shows the simulation results for the first test scenario. It gives a comparison
between the proposed model (without considering the ground-reflected ray) and a standard
full 3D ray-tracing model (Full 3D RT model). The comparison is conducted in terms of the
predicted attenuation between two points, these values can also be regarded as the received
power Pr[dBm], since the transmit power Pt[dBm] is equal to 0 dBm : (ignore the antenna
gain is for the moment ⇒ Pr[dBm] = Pt[dBm] − Att[dB] ⇒ Pr[dBm] = −Att[dB]). It can be
seen from table 3.1 that in the case of one reflection, 4 paths are obtained by the proposed
model vs. 5 paths by the full RT model. In fact, the 4 obtained paths are exactly the same
as those obtained by the by the full RT model. Furthermore, the missing path is the ground
reflected path. Despite the fact that only one path is missing in the case of 1R, this path
is still significant (0 ∼ 4 dB deviation from the full 3D model). For multiple reflections (2R
and 3R), the missing paths are the ground reflected path and the ground-wall reflected paths.
Although the number of missing paths in the case of multiple reflections is more than those
for one reflection, almost the same range of error is noticed (0 ∼ 4 dB deviation from the full
3D model).
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No. of in-
teractions

Transmitter height\
Receiver height

Proposed RT model
(without GR)

Full 3D RT model

1 R

No. of paths 4 5
ht = hr = 1.0m

79.79 dB
78.21 dB

ht = hr = 1.5m 74.94 dB
ht = hr = 2.0m 76.77 dB

2 R

No. of paths 6 10
ht = hr = 1.0m

80.69 dB
80.81 dB

ht = hr = 1.5m 76.47 dB
ht = hr = 2.0m 77.57 dB

3 R

No. of paths 7 13
ht = hr = 1.0m

81.15 dB
81.72 dB

ht = hr = 1.5m 76.95 dB
ht = hr = 2.0m 77.90 dB

Table 3.1 – Model validation - Reflection without ground reflected ray.

The second reflection test scenario includes the ground reflected ray to assess if the error
is mainly caused by the simple ground reflected ray and also to assess to what extent the
other ground-wall combinations contribute to the total field. It can be seen from table 3.2
that in the case of one reflection, the exact paths are traced, and hence the same values are
obtained. For the case of multiple reflections, the missing paths are the ground-wall reflected
paths. They are less significant than the ground reflected ray as it can be seen from the range
of error ( 0 ∼ 2 dB deviation from the full 3D model). The error becomes more significant
as the nodes approach the ground. Given the severe constraints on time, the proposed model
includes only the ground reflected ray since the margin of error is within a tolerable range.

No. of in-
teractions

Transmitter height\
Receiver height

Proposed RT model
(with ground reflection)

Full 3D RT model

1 R

No. of paths 5 5
ht = hr = 1.0m 78.21 dB 78.21 dB
ht = hr = 1.5m 74.94 dB 74.94 dB
ht = hr = 2.0m 76.77 dB 76.77 dB

2 R

No. of paths 7 10
ht = hr = 1.0m 78.17 dB 80.81 dB
ht = hr = 1.5m 75.31 dB 76.47 dB
ht = hr = 2.0m 77.90 dB 77.67 dB

3 R

No. of paths 8 13
ht = hr = 1.0m 78.35 dB 81.72 dB
ht = hr = 1.5m 75.55 dB 76.95 dB
ht = hr = 2.0m 77.97 dB 77.90 dB

Table 3.2 – Model validation - Reflection with ground reflected ray.
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3.4.1.2 Diffraction

Two test scenarios were conducted to evaluate the model behavior with respect to the
diffraction. Figure 3.22 shows the first test scenario in the Campus scene with the following
configurations and parameters :

— Distance d(Tx, Rx) = 100 m.
— Direct line-of-sight (LOS) at 2.4 GHz.
— Considered interactions : 1D, 2D, and 3D.

Tx•
Rx•

(a) Campus scene - 1D.

TxTxTx•
RxRxRx•

(b) Campus scene - 2D.

TxTxTx•
RxRxRx•

(c) Campus scene - 3D.

Figure 3.22 – Model validation - Diffraction.

Table 3.3 shows the results obtained for the first test scenario that is shown in figure 3.22.
Generally, the proposed model provides the same performance in LOS configurations as the
full 3D ray tracing model with regard to the diffraction phenomena. Despite a large number
of missing over-rooftop diffracted paths (between the proposed RT model and the full 3D RT
model in the case of 2D and 3D), the two models are providing the same performance mainly
for two reasons : firstly, in LOS configurations the direct path is predominant so the missing
over-rooftop diffracted paths are much less significant, and secondly a large number of the rays
have undergone diffraction at more than one edge which means that they can be neglected
(very attenuated). Consequently, the main conclusion can be drawn from the table is that in
LOS scenarios considering single diffracted rays can provide sufficient accurate estimations, in
other words, multiple diffracted rays do not provide any significant contributions (with extra
computation time and memory usage).

No. of in-
teractions

Transmitter height\
Receiver height

Proposed RT model Full 3D RT model

1 D
No. of paths 37 39
ht = hr = 1.0m 82.36 dB 82.39 dB

2 D
No. of paths 925 1082
ht = hr = 1.0m 82.34 dB 82.37 dB

3 D
No. of paths 3054 36527
ht = hr = 1.0m 82.34 dB 82.29 dB

Table 3.3 – Model validation - Diffraction in LOS configuration.
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In order to better estimate the model performance, a new test in a NLOS scenario was
conducted in the Campus scene with the following configuration and parameters (for the sake
of brevity, the test scene is not shown as the previous test scenario) :

— Distance d(Tx, Rx) = 151.7 m.
— NLOS configuration at 2.4 GHz.
— Considered interactions : 1D, 2D, and 3D.

Table 3.4 shows the results obtained for the second test scenario. Generally, the proposed
model shows comparable performance even in NLOS configurations. Because of the absence
of a dominant path, the single-diffracted rays over rooftops (horizontal edges) still have slight
contributions to the total field. However, the rays that have undergone diffraction at more
than one edge have negligible contributions despite their large number. Moreover, they add
intolerable time delays. Consequently, in LOS or in NLOS configurations only the single
diffracted rays are sufficient to provide accurate estimations.

No. of in-
teractions

Transmitter height\
Receiver height

Proposed RT model Full 3D RT model

1 D
No. of paths 15 16

ht = hr = 1.0m 111.78 dB 113.27 dB

2 D
No. of paths 581 701

ht = hr = 1.0m 111.46 dB 112.81 dB

3 D
No. of paths 2020 25288

ht = hr = 1.0m 111.45 dB 112.75 dB

Table 3.4 – Model validation - Diffraction in NLOS configuration

In conclusion, point to point validation can overestimate or underestimate the real global
performance of the proposed model. Although this validation process showed a good agree-
ment with full 3D RT models, it is not possible to draw a general conclusion on the model
performance based on a few test scenarios. In fact, global model validation via field measure-
ments through a long measurement route can fairly evaluate the model performance in terms
of its accuracy. Furthermore, model performance in terms of time gain will be evaluated based
on comparisons with a full 3D ray-tracing model. Global validation and evaluation process
will be addressed in the next subsection.

3.4.2 Model validation with field measurements

3.4.2.1 Scene modeling

Model validation will be based on field measurements that were conducted by France Te-
lecom R&D through a route of 5 km in the (étoile) neighborhood in downtown Paris. The
measurement route corresponds to 1651 points of reception at a height of 1.5 m. The trans-
mitter is located at a height of 21 m with a transmit power of 40 dBm at 932 MHz. In
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fact, this is a typical urban configuration with quite high buildings where the dominant pro-
pagation paths are mainly in the horizontal plane. For the simulation, the macro-geometry of
the propagation scene of Charles de Gaulle - Étoile was modeled with 813 buildings (10330
faces and about 15504 edges), and the same measurement route was reproduced on the mo-
deled scene by 1651 equidistant receivers as shown in figure 3.23(a). Figure 3.23(b) shows the
averaged measured power in dBm through the real measurement route.
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Figure 3.23 – Charles de Gaulle - Étoile, Paris.

It should be emphasized that the fine details of the propagation environment such as
vehicles, vegetation, pedestrians, lamp-posts, billboards etc. were not included in scene mo-
deling.

3.4.2.2 Antenna radiation pattern

For the simulations, the transmitter and receiver antennas were considered as vertical
dipoles, and therefore they were modeled by the theoretical radiation pattern of a dipole. In
fact, the radiation pattern determines how an antenna receives or transmits at any point of
the space P (r, θ, ϕ) as a function of θ, ϕ. The radiation pattern of a small dipole is given in
the E plane by [Sab17] :

|Eθ| = |sinθ| (3.3)

Similarly, the radiation pattern in the H plane is given by [Sab17] :

|Eθ| = 1 (3.4)
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The modeled radiation pattern was traced as depicted in figure 3.24 in 3D (figure 3.24(a)),
in the H - plane (figure 3.24(b)), and in the E - plane (figure 3.24(c)), which gives a donut-
shaped radiation pattern.

(a) 3D radiation pattern. (b) H - plane pattern.

(c) E - plane pattern.

Figure 3.24 – Radiation pattern of a dipole.

3.4.2.3 Model performance without power averaging

Simulation results of Charles de Gaulle - Étoile scene were obtained with four different
combinations of interactions 1R1D, 2R1D, 3R1D, and 4R1D as shown in figure 3.25. The
results of the proposed model show globally a very good agreement with the measurements,
even though the simulation results were not locally averaged as the measurements. Globally,
it can also be seen from the figures, with a little effort, that higher the number of considered
interactions, the more accuracy results. The red bands of the figure will be addressed later
on. It is important to underline that the immediate objective of these figures is to give a non-
numerical estimation of the model performance. Nevertheless, error evaluation with precise
numerical values will be discussed later on using one of the local average power estimation
techniques.
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Figure 3.25 – Global model validation.

3.4.2.4 Time gain

The gain in time obtained by the proposed ray-tracing model is the most critical element of
the research problem. As a matter of fact, the main advantage of the visibility tree technique
is not only the time gain that it offers, but also that the execution time is almost independent
of the number of receivers (limited dependence). That is to say, for the same transmitter, the
same visibility tree can be used for all the receivers to find the propagation paths, whereas a
full 3D RT model needs to perform a new calculation for each Tx −Rx pair.

Table 3.5 compares the performance, in terms of execution time, of the proposed model
(including the visibility tree calculation) against a conventional full 3D RT model. It shows a
considerable gain in time is obtained. For example, to perform a simulation for 1651 receivers
for 1R1D, the proposed model takes only about 1 s whereas a full RT model takes more than
2 hours to perform the same simulation. It is even worse if the required number of interactions
is more than 1R1D since the full 3D RT model is not even able to perform simulations for
2R1D for all the receivers (the 3D model takes 2 days for only one receiver against 6 s for
1651 receivers with the proposed model !). Still, the proposed model can perform simulations
with any number of interactions within a very reasonable time (e.g. for 4R1D it takes about
52 s for 1651 receivers). The term incalculable in the table indicates that it would take a very
long time (intolerable). It is important to note that all simulation results were obtained using
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an ordinary PC equipped with a 16 GB RAM and 8-core Intel(R) Core(TM) i7-4770 CPU
with a clock speed of 3.40 GHz.

No. of in-
teractions

Proposed RT model
1651 receivers

Full 3D RT model
per link

Full 3D RT model
1651 receivers

1R,1D ∼ 1.2 s ∼ 1m 44 s ∼ 2h 12m

2R,1D ∼ 6.2 s ∼ 2 d 3h, 56m incalculable

3R,1D ∼ 19.8 s incalculable incalculable

4R,1D ∼ 52 s incalculable incalculable

Table 3.5 – Comparison of computational time.

3.4.2.5 Local average power estimation of mobile radio signals

One of the main aspects to take into consideration when conducting field measurements or
even for simulations is the fast fading. Normally, measurements along a route are averaged by
taking N samples over a certain distance (measured in λ) to estimate the local mean power of
the received signal and to remove the fast fading effect. Many methods were proposed in the
literature to find a valid approach of estimating the local average power. Lee [Lee85] suggests
taking at least 36 uncorrelated samples separated by d = 0.8 λ - 1.1 λ over a distance of 2L =
40 λ. Parsons conducted similar studies but distinguished different cases [Par00] : if a linear
receiver is used, then the proposed parameters with a 90% degree of confidence are ( 2L : 22λ,
N = 57, d =0,382 λ). For a logarithmic receiver, the proposed parameters are (2L : 33λ, N =
85, d=0,382 λ). For a 95% degree confidence, more samples are taken over a larger distance
which yields (2L : 48 λ, N=125 ; d=0,382 λ).

In fact, Lee’s averaging method is commonly used and it is also recommended by the
European Conference of Postal and Telecommunications Administrations (CEPT) and the
International Telecommunications Union (ITU). ITU and CEPT suggest taking the following
values (2L = 40 λ, d = 0.8 λ, N= 50) [Par11].

3.4.2.6 Model performance with power averaging

The simulation results of the received radio signal of figure 3.25 were not averaged, so fast
fluctuations were present in the simulation curves. Consequently, in order to fairly compare
the simulation with the measurements, the same simulations (as the ones in figure 3.25) will
be conducted again but with applying Lee’s averaging method to estimate the mean values for
the simulated signal along the measurement route as shown in figure 3.26. It is obvious that
the fast signal fluctuations have disappeared. Globally, It also shows a very good agreement
with the measurements especially for high number of interactions i.e. 4R1D.

In spite of the good agreement, the error still needs to be quantified with numerical
values that can describe the degree of agreement. In order to do that, two error estimation
methods are used : the mean error and the mean absolute error. In fact, the mean error is
not accurate because negative error values are compensating for positive error values so it
often overestimates the model performance so it will not be the main evaluation criterion.
Instead, the mean absolute error can give a better perception of the error because it takes
the absolute value. Table 3.6 shows the mean error and the mean absolute error between the
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Figure 3.26 – Model validation - local average power estimation.

proposed model and the measurements for four different number of interactions (1R1D, 2R1D,
3R1D, and 4R1D). It shows that the mean absolute error for the proposed model is gradually
decreasing as the number of interactions increases to reach about 6.7 dB for 4R1D. It shows
also that the full 3D model, performs better (for 1R1D) than the proposed model by more
than 1 dB (it is important to note that the error value for the 3D model was not averaged
due to the time constraints of the 3D models, and because of the same reason, the error for
2R1D, 3R1D, and 4R1D could not be calculated). Another important point is that if more
interactions (more than 4R1D) are considered, the error will slightly be improved since the
energy of the newly added paths would not be significant. Therefore, this study was limited
to 4R1D.

Proposed RT model Full 3D RT model

No. of in-
teractions

Mean Error Mean
absolute error

Mean Error Mean
absolute error

1R,1D ∼ −8.04 dB ∼ 12.22 dB ∼ −2.00 dB ∼ 11.40 dB*

2R,1D ∼ −2.98 dB ∼ 9.13 dB –

3R,1D ∼ 1.08 dB ∼ 6.83 dB –

4R,1D ∼ 2.73 dB ∼ 6.73 dB –

Table 3.6 – Model performance - error evaluation.
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3.4.2.7 Sources of error

Globally, the error can be justified by many facts : the propagation environment does
not include all the details of the scene. It should be emphasized that the fine details such as
vehicles, pedestrians, lamp-posts, billboards etc. were not included in scene modeling. The
buildings were modeled as typical concrete blocks (relative permittivity = 9, conductivity =
0.001 S/m) and the ground was modeled as a perfectly flat concrete surface. Another source
of error is that the diffracted paths from rooftops were neglected (not a full 3D model).

More specifically, the major sources of error were noticed in some specific places as shown
by the gray circular zones in figure 3.27(b), the corresponding receivers were traced on the
measurement route as shown in 3.27(a). In fact, the major error areas are located in high
vehicular traffic zones (around the Arch of Triumph). This can justify the fluctuations of the
power in this area. Besides that, the vegetation was not considered so the additional losses
due to the trees are neglected. It is important to notice that pink parts in figure 3.27(b) were,
not considered in the error estimation because the receivers in these zones cannot be covered
by the horizontal plane even if a higher number of interactions was considered. These receivers
are mainly covered by the vertical plane that will be discussed in chapter 4.
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Figure 3.27 – Major source of error - Étoile, Paris.

3.4.3 Narrow-band and Wide-band simulations

The model was validated and evaluated in terms of accuracy and execution time. There-
fore, this section aims to show some features of the proposed model with no further validation
analysis. Since the model is very fast, coverage prediction maps are feasible even with a high
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number of interactions. A coverage prediction map (with 4R1D) for Charles de Gaulle - Étoile
scene is estimated as shown in figure 3.28. In addition, since the proposed model is a ray-based
model, it is also possible to estimate through this model all the wide-band parameters of the
radio channel such as the delay spread, channel impulse response, angular spread, angles of
arrival, etc. Figure 3.29 estimates the rms delay spread map for the same propagation scene.

Figure 3.28 – Coverage prediction.

Figure 3.29 – RMS delay spread.
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3.5 Acceleration techniques

Despite the speed of the currently proposed model, further acceleration techniques are
still needed for some application for example in order to support a large number of nodes or
even to support mobile nodes. To this end, this section will be proposing some acceleration
techniques to the current model.

3.5.1 Scene preparation acceleration algorithms

As a matter of fact, the results shown in table 3.5 include already many acceleration al-
gorithms that are performed with the scene creation phase. They were not mentioned before
because it is better to present them in this context. For the sake of brevity, only the main
acceleration algorithm will be explained :

— Pre-processing of diffracted zones

Diffracted zones do not depend on the position of the incident ray (independent of the
transmitters position), therefore they can be precalculated and then used when needed.
To this end, the diffracting edges in the horizontal plane are first identified as shown
in figure 3.30. Then the diffracted zones are calculated for each one and saved in the
physical memory. In fact, this algorithm helped a lot in reducing the execution time
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(a) All the identified diffraction points. (b) Zoomed portion.

Figure 3.30 – Diffraction Points.
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because the diffracted zones can be used many times without any further calculation
because they are already in the memory.

New acceleration techniques will be proposed to further achieve faster simulation results
at the cost of introducing negligible loss in accuracy as will be seen in the next subsections.

3.5.2 Maximum number of propagation paths

In many cases, a large number of propagation paths do not contribute to the total field,
furthermore, it takes time to find these insignificant paths. Consequently, what is the impact
of limiting the maximum number of propagation paths ?

3.5.2.1 Hypothesis

In typical propagation scenarios, only a limited number of propagation paths can contribute
significantly to the total field. Consequently, if the proposed model considers a fewer number
of propagation paths (the predominant ones), similar simulation results in terms of accuracy
can be obtained but with a gain in the execution time.

3.5.2.2 Description of the algorithm

In fact, the nodes in the current structure of the visibility tree are roughly sorted from the
most significant node to least significant one, because the tree is structured in levels so the
nodes of the level N are normally, but not always, more significant than the next level N+1.
The other fact is that the reflected zones were normally placed before the diffracted zones
because they are more significant.

Two options are discussed, either to directly use this rough sorting method to select
the most significant paths with a small margin. The other option is to implement more
effective sorting algorithms that can strictly limit the number of propagation paths to the
most significant ones but the problem that an effective sorting method could take more time
than considering all the paths. Therefore, the first option was to adopted without any change
to the current tree structure.

3.5.2.3 Accuracy and Time gain

In order to evaluate the impact of limiting the number of propagation paths on accuracy
and execution time, the same scene of Charles de Gaulle - Étoile, Paris and the same measure-
ments that were shown in figure 3.23 are used. The evaluation study will be conducted through
the 1651 receivers of the scene for 4R1D at 932 MHz. Different numbers of propagation paths
will be considered each time and the error will be evaluated with respect to the measurements.

In fact, the execution time can be further divided into two parts : the first part is the
tree construction time and the other part is for path searching and field calculation time.
Limiting the number of paths will not affect the tree construction time (about 42 s for this
configuration) but it will surely affect the path search and field calculation time.
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Table 3.7 shows the impact of limiting the propagation paths on accuracy and time. It
shows that the search time becomes very fast as the number of paths becomes more limited
but at the price of a loss in accuracy. For example, if only 5 paths were considered for each
receiver, the search time becomes instantaneous but with a considerable loss in accuracy.
However, it shows also that limiting the paths to 50 paths can provide the same simulation
results in terms of accuracy in about 1 second, instead of 9.7 s. Consequently, the default
value of the optimal number of propagation paths is set to 50 paths.

Max. No. of paths 5 10 20 30 50 100 150 200 All

Mean absolute error [dB] 13.55 10.18 7.80 7.34 6.87 6.77 6.81 6.78 6.73

Average number of paths 4.79 9.31 18.19 24.54 43.12 79.82 109.0 130.7 261.6

Time (4R,1D) [ s ] 0.17 0.33 0.79 0.94 1.2 2.5 3.5 4.7 9.7

Table 3.7 – Accuracy and gain in time - limited number of propagation paths.

One might ask about the difference between limiting the number of interactions and limi-
ting the number of paths. In fact, they are not exactly the same thing even if both procedures
are limiting the number of paths. Increasing the number of interactions with limiting the
number of paths has the advantage that more coverage percentage is achieved.

3.5.3 Limited area

Deterministic models tend to be computationally more expensive as the propagation scene
becomes more complex. In micro-cellular configurations, propagation occurs mainly in the
horizontal plane. This means that only the surrounding buildings have a considerable impact
on radio modeling. Furthermore, in the context of WSN, the nominal transmit power for the
protocols that use the IEEE 802.15.4 physical layer is 1 mW (0 dBm) [IEE03], giving a radio
range of at most a few hundred meters. This leads to the hypothesis that is formulated in the
next subsection.

3.5.3.1 Hypothesis

The significant impact of the propagation environment on radio propagation in micro-
cellular configurations is limited to a specified distance smaller than the entire propagation
environment. Consequently, the proposed model can provide quite similar simulation results
by considering smaller portions of the propagation environment. This area limitation will
hopefully bring a considerable gain in time.

3.5.3.2 Description of the algorithm

In order to confirm the stated hypothesis, a new algorithm is needed to limit the propa-
gation scene to a small window with a given size. The concept of the developed algorithm is
designed as follows : starting from the transmitter and for a given radius as shown in figure
3.31, the buildings that are found completely within this range will be considered. Partially
included buildings will be completely considered by adjusting the window size without inclu-
ding any new building that might exist inside the modified window size. What exists outside
this range is completely ignored. Consequently, the visibility tree is only calculated for the
window of interest which is much smaller compared to the whole propagation scene.
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Figure 3.31 – Limited zone algorithm .

3.5.3.3 Accuracy and Time gain

This technique allows to limit the calculation to any range but the questions that arise
now are : what is the optimum range that we should consider so that there is a negligible
impact on the accuracy, and what is the gain of time due to this area limitation ? These
questions can be answered thoroughly using several test scenarios as follows :

1. Point to Point test scenarios :

Many point to point tests are conducted to estimate the impact of limiting the scene on
the accuracy and on the execution time. Two test categories were distinguished :

— Short communication range scenarios.
— Average communication range scenarios.

1.1 - Point to Point test scenarios - Short communication range :

Three short-range test scenarios were defined in some urban configurations : open area,
narrow street (LOS), and narrow street (NLOS). Then, the size of the portion of the propa-
gation scene will be varied (30 m, 40 m, 50 m, 60 m, 80 m, 100 m, 200 m, 300 m, and the
whole propagation environment). The parameters of the test scenarios are as follows :
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• Open area :
— Distance d(Tx, Rx) = 20 m.
— LOS configuration.

• Narrow street (LOS) :
— Distance d(Tx, Rx) = 22 m.
— LOS configuration.

• Narrow street (NLOS) :
— Distance d(Tx, Rx) = 28 m.
— NLOS configuration.

Table 3.8 shows the results of the three test scenarios for 4R1D at 2.4 GHz. All the three
configurations show that limiting to a certain range (50 m ∼ 60 m for these test scenarios) has
almost no impact on the accuracy. On the other hand, it has a great impact on the execution
time. For the three cases, the execution time can be reduced to some milliseconds instead of
seconds with a negligible loss. It is important to note that the number of propagation paths
is greatly reduced to the significant ones.

Open Area, d(Tx, Rx) = 20 m, 4R1D

Range [m] 30 40 50 60 80 100 200 300 whole

No. of paths 3 12 130 162 177 196 271 300 521

Att [dB] 61.77 61.77 59.74 59.84 59.83 59.83 59.83 59.83 59.82

Time ∼ ms ∼ ms ∼ ms 150ms 250ms 500ms 500ms 2 s 22 s

Narrow street (LOS), d(Tx, Rx) = 22 m, 4R1D

Range [m] 30 40 50 60 80 100 200 300 whole

No. of paths 3 10 43 43 67 92 239 348 382

Att [dB] 61.82 67.77 67.11 67.11 67.11 67.14 67.24 67.11 67.21

Time ∼ ms ∼ ms ∼ ms ∼ ms 120ms 200ms 1 s 4.2 s 9 s

Narrow street (NLOS), d(Tx, Rx) = 28 m, 4R1D

Range [m] 30 40 50 60 80 100 200 300 whole

No. of paths 8 51 60 65 69 72 79 79 79

Att [dB] 77.84 79.02 79.01 79.01 78.96 78.96 78.96 78.96 78.96

Time ∼ ms ∼ ms ∼ ms 400ms 500ms 600ms 1 s 1.3 s 1.7 s

Table 3.8: Accuracy vs. gain in time.

1.2 - Point to Point test scenarios - average communication range :

The same three test scenarios that were previously defined are used but with larger dis-
tances between the transmitter and the receiver. Then, the size of the calculation window
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will be varied (120 m, 150 m, 200 m, 300 m, and the whole propagation environment). The
parameters of the test scenarios are as follows :

• Open area :
— Distance d(Tx, Rx) = 108 m.
— LOS configuration.

• Narrow street (LOS) :
— Distance d(Tx, Rx) = 119 m.
— LOS configuration.

• Narrow street (NLOS) :
— Distance d(Tx, Rx) = 100 m.
— NLOS configuration.

Table 3.9 shows the results of the three test scenarios for 4R1D at 2.4 GHz. The same
conclusion can be drawn as the previous test scenario. All the three configurations show the
same remarks of the previous cases. It is obvious that limiting to a certain range (120 ∼ 150 m
for these test scenarios) has a negligible impact on the accuracy with an important impact on
the execution time. For the three cases, the execution time was reduced to about 1 s instead
of few seconds with a negligible loss.

Open Area, d(Tx, Rx) = 108 m, 4R1D

Range [m] 120 150 200 300 Complete

No. of paths 99 212 232 300 855

Att [dB] 78.82 77.97 78.08 78.06 77.85

Time ∼ 100 ms ∼ 1 s ∼ 2 s ∼ 4.7 s ∼ 51 s

Narrow street (LOS), d(Tx, Rx) = 119 m, 4R1D

Range [m] 120 150 200 300 Complete

No. of paths 91 115 179 305 311

Att [dB] 74.39 74.38 74.61 74.62 74.62

Time ∼ 280 ms ∼ 780 ms ∼ 1.7 s ∼ 4.8 s ∼ 7.5 s

Narrow street (NLOS), d(Tx, Rx) = 100 m, 4R1D

Range [m] 120 150 200 300 Complete

No. of paths 121 122 122 122 122

Att [dB] 88.93 88.93 88.93 88.93 88.93

Time ∼ 1 s ∼ 1.4 s ∼ 2.6 s ∼ 3.7 s ∼ 9.0 s

Table 3.9 – Accuracy vs. gain in time.

2. Grid scenarios
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Point to point scenarios could be regarded as special case test scenarios. A grid of uniformly
distributed receivers is used to obtain more reliable and accurate results. To achieve this
objective, three test scenarios, that represent different urban categories, are defined as follows
(refer to figure 3.32) :

— Scenario 1 - an open place : a grid of 1082 receivers (the blue points in figure 3.32)
is distributed in a uniform manner around the transmitter at a distance between 0 -
100 m in an open place. The receivers in this scenario are mainly in direct LOS.

— Scenario 2 - a narrow street : a grid of 311 receivers is distributed uniformly around
a transmitter in a narrow street. In fact, the environment of this scenario is rich in
multipath, and the receivers are mainly in NLOS .

— Scenario 3 - an intersection : a grid of 191 receivers is distributed in a uniform
manner at a distance between 80 - 100 m (where the error values are higher than
the near receivers due to the limitation of the scene in order to assess the worst-case
impact due to the area limitation technique). The receivers are both in LOS and NLOS.
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Figure 3.32 – Limited area test scenarios.

After defining these scenarios, the size of the portion of the propagation scene will be
varied (the circles around the transmitter of 100 m, 150 m, 200 m, 250 m, 300 m, and the
whole propagation environment). Table 3.9 shows the mean absolute error and the gain in
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time of the three test scenarios for 4R1D at 2.4 GHz. All the three scenarios show the same
behavior. It is obvious that limiting the calculation window to a certain range ( ∼ 150 m for
these test scenarios) has a negligible impact on the accuracy with a considerable gain in time.
For the three cases, the introduced error when limiting the calculation to 150 m is < 0.6 dB.
On the other hand, the execution time is reduced to a few seconds. It is worth noting that
this model is used in this table as a self-reference for evaluating the impact of the limited
scene i.e. the error was evaluated with respect to the configuration where all the propagation
scene is considered.

Open place, 4R1D

Range [m] 100 150 200 300
Whole
scene

No. of covered receivers 1082 1082 1082 1082 1082

Mean absolute error [dB] 0.54 0.086 0.075 0.059 –

Time [s] ∼ 0.2 ∼ 2.5 ∼ 5.9 ∼ 11 ∼ 70

Narrow street, 4R1D

Range [m] 100 150 200 300
Whole
scene

No. of covered receivers 302 311 311 311 311

Mean absolute error [dB] 1.06 0.57 0.04 0.005 –

Time [s] ∼ 2.2 ∼ 3.4 ∼ 4.2 ∼ 5.6 ∼ 9.2

Intersection (adapted grid), 4R1D

Range [m] 100 150 200 300
Whole
scene

No. of covered receivers 178 191 191 191 191

Mean absolute error [dB] 0.34 0.10 0.05 0.011 –

Time [s] ∼ 3.8 ∼ 6.6 ∼ 7.2 ∼ 12.6 ∼ 20.8

Table 3.10 – Gain in time.

3.5.4 Visibility trees storage (Pre-processing)

Up until now, the proposed model is based on many acceleration techniques. The model can
limit the number of paths or even the calculation window to a small portion of the propagation
environment leading to a considerable gain in time with a negligible loss of precision. At this
stage, the execution time for accurate simulations is in the order of a few seconds for the
following parameters (range : 150 m, number of interactions : 4R1D, number of receivers :
a few thousands of receivers). Nevertheless, smart cities may contain mobile sensor nodes ;
hence the model should be able to support these nodes, i.e. the execution time should be
further reduced. For this reason, a new acceleration technique that is based on the concept of
data pre-processing is proposed. The idea here is to save the visibility trees on the hard disk
to use them directly without performing any calculation of the visibility trees.
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3.5.4.1 Hypothesis

If a visibility tree is pre-calculated at a specific position, it can be used by a transmitter
at the same position to construct the propagation paths without affecting the accuracy, this
also brings a very considerable gain in time. However, if the position of the transmitter is not
exactly the same as the position of the pre-calculated tree, the nearest one will be used instead,
this will not greatly affect accuracy if the distance between the position of the pre-calculated
tree and the position of the transmitter is within a limited range.

3.5.4.2 Description of the algorithm

To achieve this goal effectively and efficiently, three issues should be addressed : firstly,
what is the best data structure to save the visibility trees in the most compact form possible,
in order to reduce the writing time, reading time, processing time, and most importantly, the
storage size on the hard disk ? Secondly, what are the positions on the propagation scene that
the visibility tree should be pre-calculated at ? Finally, after saving a set of visibility trees,
how to find the best visibility tree for a given transmitter and what is the impact on accuracy ?

Data structure

Regarding the first issue of the best data structure, two options are available : either to
save the original data structure of the visibility tree as it is, but the size of this structure is
not optimized in terms of storage. Thus, a second option is proposed to offer a more compact
data structure by saving only the required information to reconstruct the propagation paths,
and neglect all other information that was used to build the tree itself.

To better understand the proposed data structure, suppose that the visibility tree of figure
3.33 needs to be saved. In fact, each node of this tree corresponds to a potential propagation
path so each node will correspond to a column in the proposed data structure. Since the
depth of each node (the number of levels from that node to the root) is not constant, the
number of rows for each column is variable. Consequently, the proposed data structure is a
two-dimensional integer array, the number of columns is equal to the number of nodes, and
the number of rows is variable. The integer type was chosen because it occupies only 4 bytes
and gives a range from -2,147,483,648 to +2,147,483,647.

Tx

V1 V2

R1 D1

R2 D2

Figure 3.33 – Simple example of a visibility tree - 2R1D.
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The visibility tree of figure 3.33 is converted prior to saving the tree to a 2D array with
variable-length rows, where each node in the tree is represented by a column in this array as
follows :

Single interaction node :
• Visible nodes are represented by :

— 6 integers (y3, x3, y2, x2, y1, x1) because the visible zones are generated from
the transmitter point leading to 3-vertex zones (triangles) as V1 and V2 in table 3.11.

• Reflected nodes are represented by :
— 8 integers (y4, x4, y3, x3, y2, x2, y1, x1) because the reflected zones are generated

from a face leading to 4-vertex zones as R1 in table 3.11.
— An integer (typeR) to specify the type of interaction.
— Two integers (sourceX, sourceY ) to specify the source point of the reflection.
— An integer (indexFace) to specify the index of the face (just a reference to the face

where the reflection has occurred).

• Diffracted nodes are represented by :
— 6 integers (y3, x3, y2, x2, y1, x1) because the diffracted zones are generated from

a diffracting point leading to triangle zones as D1 and in table 3.11.
— An integer (typeD) to specify the type of interaction.
— An integer (indexEdge) to point to the edge where the diffraction has occurred.

Multiple interactions node :
— for multiple interactions (multiple reflected or diffracted), the same elements for single

interaction are saved sequentially except that only the zone of the last level of the tree
is saved (e.g. R2 and D2 in table 3.11). In fact, last-level zone is needed to perform
the inclusion tests with the receiver, while the upper zones are not needed anymore.

V1 V2 R1 D1 R2 D2

Int y3 Int y3 Int indexFace Int indexEdge Int indexFace Int indexFace

Int x3 Int x3 Int sourceY Int typeD Int sourceY Int sourceY

Int y2 Int y2 Int sourceX Int y3 Int sourceX Int sourceX

Int x2 Int x2 Int typeR Int x3 Int typeR Int typeR

Int y1 Int y1 Int y4 Int y2 Int indexFace Int indexEdge

Int x1 Int x1 Int x4 Int x2 Int sourceY Int typeD

Int y3 Int y1 Int sourceX Int x1

Int x3 Int y1 Int typeR Int y1

Int y2 Int y4 Int x2

Int x2 Int x4 Int y2

Int y1 Int y3 Int y3

Int x1 Int x3 Int x3

Int y2

Int x2

Int y1

Int x1

Table 3.11 – Data structure for pre-calculated trees - integer table.



3.5 Acceleration techniques 107

Pre-calculated visibility tree positions

Regarding the second issue of the positions to save the visibility trees, they should ideally
be pre-calculated for every potential position of the transmitter in order to avoid any loss in
precision, which is not possible. Instead, two options are implemented as follows :

— The algorithm can create a fictive grid of points (i.e. potential transmitters) that goes
through the whole propagation scene. The grid consists of N * M equally spaced points
separated by a distance defined by the user. Then, the visibility trees are pre-calculated
according to this grid. Nevertheless, this option can lead to a large number of positions
that are not really needed, large amounts of disk space usage.

— The algorithm asks the user to select a text file that defines the coordinates (x, y) of
a route or a set of points. Then, trees are pre-calculated according to this predefined
route. This option gives the flexibility to save trees only for the trajectories on which
sensor nodes are moving, and therefore, it limits the needed number of visibility trees.

It is important to underline that the impact of the grid spacing, the size of pre-calculated
trees, and time gain will be evaluated in subsections 3.5.4.4 and 3.5.4.3.

Tree search process

After saving a set of visibility trees, what is the best one to use for a given transmitter
and how to find it ? Figure 3.34 shows a set of points, that each one corresponds to a saved
visibility tree. A small range of search around the transmitter is specified by the user to limit
the search process to the nearest ones as shown in the figure. In fact, an intelligent search
strategy is implemented by using a naming format that contains the position of the tree as
tree xPosition yPosition. This means that the there is no need to read all the saved trees to
obtain the position of the tree, but rather it can be directly revealed from the name of the
file. Finally, the distance between the transmitter and the candidate trees, which are found
the range, is calculated to select only the nearest tree. Hence, only one tree file is read and
processed. From this file, the propagation paths are constructed very quickly, and the same
procedure as before is used to estimate the electric field.
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Figure 3.34 – Search for saved visibility tree.



108 Chapter 3 : Visibility tree and acceleration techniques

3.5.4.3 Time gain and data size

Table 3.12 shows the execution time that is required to search for the pre-calculated tree
file, read it, reconstruct the paths from that tree, and to calculate the field strength. As
the simulations were conducted for a large number of receivers, the times in table 3.12 were
calculated per link (averaged over all the receivers). It shows that, the proposed model, when
using the prepossessing technique, can perform very high-speed simulations even for quite a
large number of interactions in the order of 1 to 10 milliseconds per link. The data size for the
trees depends on the configuration of the surrounding environment, the number of interactions,
the considered radio range. Table 3.12 shows also the data size for trees precalculated for a
range of 150 m in Charles de Gaulle - Étoile scene. Small file sizes are obtained but the
positions of trees must be very carefully selected to reduce the total size.

No. of interactions Time per link Size per tree

1R1D < 1 ms 50 KB - 250 KB

2R1D ∼ 2 ms 100 KB - 1.1 MB

3R1D ∼ 6 ms 200 KB - 2.8 MB

4R1D ∼ 10 ms 500 KB - 5.0 MB

Table 3.12 – EXECUTION TIME AND SIZE FOR PRE-CALCULATED VISIBILITY TREES .

3.5.4.4 Accuracy

As mentioned previously, it is not possible to pre-calculate the visibility trees everywhere,
hence two options are implemented (grid or predefined route). In both cases, the transmitter
will use the nearest visibility tree if the exact one was not found. Therefore, the final question
is : what is the step size to use so that the error is negligible or even acceptable ? Theoretically,
the minimum separation between two adjacent receivers in order to be uncorrelated is 0.8λ
[Lee85]. As the radio propagation channel is reciprocal, this value could be used for this pur-
pose. However, this value corresponds to 10 cm (at f = 2.4 GHz), which is an extremely small
value for a city-scale simulation. For this reason, larger steps are used and the introduced
error will be empirically estimated.

Table 3.13 evaluates the error due to the use of the nearest tree instead of the exact one. In
order to show the impact of the grid size on the accuracy, visibility trees were pre-calculated
using step sizes of 10 m, 5 m, 2 m, and 1 m. Then, 150 transmitters were distributed through
a route of 500 m, each transmitter will pick the nearest pre-calculated tree to reconstruct the
paths. The mean error was estimated over a grid of receivers (about 150 receivers) around each
transmitter. Table 3.13 shows that the error becomes more acceptable for fine discretization

No. of interactions Step size Absolute mean error

4R1D

10 m 4.4 dB

5 m 3.2 dB

2 m 1.6 dB

1 m 0.78 dB

Table 3.13 – STEP SIZE VS MEAN ERROR.
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(more space on the hard disk). However, the optimum grid size is determined in terms of the
required accuracy of the application.

3.6 Optimal number of interactions

3.6.1 Test scenarios

Last section of this chapter will try to answer the last question that could arise : what is
the optimum number of interactions that should be considered ? The idea is to search for a
trade-off that minimizes the error, minimizes the execution time, and maximizes the coverage
percentage. For this reason, this trade-off was proposed using four test scenarios that summa-
rize the main urban cases. In order to get more reliable results, the error and the execution
time were evaluated using a large number of receivers (uniformly distributed in a grid. The
four test scenarios are shown in figure 3.35) :

— Test scenario 1 : An open place, 1082 receivers (LOS :1067, NLOS :15)
— Test scenario 2 : A narrow street, 347 receivers (LOS :97, NLOS :250)
— Test scenario 3 : An intersection, 613 receivers (LOS :352,NLOS :261)
— Test scenario 4 : A wide street, 537 receivers (LOS : 300, NLOS : 237)

#105
5.96 5.965 5.97 5.975

#106

2.43

2.4302

2.4304

2.4306

2.4308

2.431

2.4312

Senario1

Senario3

Senario2

Senario4

Figure 3.35 – Test scenarios - optimal number of interactions.
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3.6.2 Parametric study

A parametric study was conducted using the four test scenarios. The study depends mainly
on three criteria to find the answer to the addressed question. The main criteria are :

— Accuracy.
— Computational time.
— Coverage percentage.

From the study, it was found that in open scenarios, a ray that has undergone some
reflections and diffractions has no significant contribution to the channel estimation. On the
other hand, narrow streets are rich in multipath so, even if a ray has undergone some reflections
and diffractions, it can contribute significantly to the total electric field.

As a general conclusion, there is no magic number of interactions that is ideal for all
scenarios. However, 4R1D could be an acceptable answer to the mentioned question. For this
reason, indicative guidelines are given in figure 3.36. Then, according to the application (in
terms of accuracy restrictions and time tolerance), the most convenient interaction can be
determined.

Figure 3.36 gives a range of values for three parameters : error, execution time, and
coverage percentage. The error was estimated with respect to the number of interactions for
which the estimation converges, the execution time was estimated for a calculation window
of 150 in a complex propagation scene, and finally, the coverage was estimated for the worst
case scenario (i.e. the narrow street test scenario). Another important point is that the error
was evaluated in LOS and NLOS because if the average for both cases was taken, it would
hide the higher values of error in NLOS configurations.
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Time : instantaneous
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Figure 3.36 – Guide for the optimum number of interactions - (150 m, grid of receivers).
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3.7 Conclusion

In this chapter, a fast deterministic ray-tracing model for micro-cellular configurations
was proposed. The simulation results for this model were compared and validated with a
conventional 3D ray-tracing model and then with measurements that were conducted in an
urban scenario in Paris. The simulation results corresponded closely to the measurements and
to the simulation of the 3D ray-tracing tools.

The first phase of the model was accomplished by implementing a ray-tracing model based
on the visibility technique. With the first phase, the model can perform accurate deterministic
simulations in the order of tens of seconds (for 4R1D). The second phase was implemented
some acceleration techniques, by limiting the propagation scene to a smaller portion and by
limiting the number of the propagation paths. With these techniques,accurate deterministic
simulations can be performed in the order of a few seconds (for 150 m, 4R1D) with a negligible
impact on the accuracy. Finally, it was proposed to pre-calculate a set of visibility trees ; hence
channel estimations can be obtained in the order of a few milliseconds per link (for 150 m).
However, a fine discretization is required to ensure that the error is small. In fact, the proposed
model satisfies the requirements of WSN simulators since it considers the propagation scene,
supports a large number of nodes, supports the mobile nodes, and within a reasonable time.
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4.1 Introduction

Chapter 3 proposed a deterministic ray-tracing model for urban configurations. This model
assumes that the principal propagation mechanism occurs in the horizontal plane. However,
the vertical propagation (diffraction over rooftops) can be predominant in some configura-
tions. Chapter 4 aims first to investigate the range of validity of the horizontal propagation in
a large urban configuration and then it aims to integrate an appropriate deterministic vertical
propagation model into the existing model in order to have a complete model valid for all
urban configurations.

To this end, chapter 4 is structured as follows : section 4.2 presents Munich site and its
measurement routes because these routes will be used throughout this chapter for validation
and test purposes. Section 4.3 investigates through some simulations in Munich site (without
having the vertical propagation) if the horizontal mode is valid for the whole scene or it is just
valid for a certain range around the transmitter. Section 4.4 illustrates briefly the algorithms
used to extract the vertical profile from a 3D scene. Section 4.5 aims to present the available
options for finding the vertical propagation paths (direct path, all vertical paths, etc.). After
that, section 4.6 gives the state of the art review for multiple diffraction problems where
one edge is in the transition region of the next one. This review is important to evaluate
each method, in order to use the most appropriate model candidate that can satisfy the
required specifications. In fact, this section will provide a detailed description of two interesting
methods : Anderson’s method and Capolino-Albani method. Validation and performance
evaluation will be discussed in section 4.7. Finally, section 4.8 will verify if the uncovered
zones, of the Paris scene (cf. chapter 3), is covered by the vertical plane.



4.2 Downtown Munich map and measurements 115

4.2 Downtown Munich map and measurements

Researchers of radio propagation modeling need to validate the simulation results of their
radio models with a common reference. Munich site is one of the most referenced test scenarios
in the literature. Path loss measurement campaigns were conducted at 947 MHz in downtown
Munich within the COST231 project [DC99] over three routes (total length of the routes is
about 23 km), including different receiver heights. Some authors use one measurement route
for model calibration and the other two routes for model validation. Within this chapter, no
calibration phase is implemented because, practically, it is not always the case that a measu-
rement campaign is provided for calibration purposes. Therefore, all the measurement routes
will be used for validation purposes of the new proposed model. In addition, these measure-
ment routes will be also used for testing the range of validity of the horizontal plane model
that has already been implemented.

Munich site has 2088 buildings over an area of about 8 km2 (about 2400 m × 3400 m)
as shown in figure 4.1. It includes a large number of objects (19353 faces and at least 31535
edges). It is important to note that the transmitter is located in the center of the Munich city
at a height of 13 m (shown in figure 4.1). The provided database of Munich test site is given
in a way such that each building is represented as a polygon and an approximate building
height (2.5D format). Furthermore, the site has a fairly flat ground with maximum elevation
variation of ± 5 m. Therefore, it was easily converted into an XML file (the format this is
used by the internal tool where the proposed models are integrated), and the ground was
considered as flat. It must be noted that the reception points of these routes are covered by
both the horizontal and vertical propagation mechanisms (each one is predominant in certain
regions), therefore, Munich site will be used first for determining the range of validity of the
horizontal model in order to show the necessity of integrating a vertical propagation model.

Tx •

Figure 4.1 – Munich3D.
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The three routes along with the field measurements will be briefly described in the follo-
wing subsections as follows :

4.2.1 Measurement path Metro 200

METRO200 measurement route contains 970 reception points extended through 9 km as
shown in figure 4.2(a). The average ground height is about 512 m with a slight variation
of ± 4 m. The receivers are placed at a height of 2 m from the ground level. Figure 4.2(b)
shows the average path loss through this measurement route. It seems intuitive that not all
the reception points are accessible by the lateral propagation.
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(b) Path loss measurements.

Figure 4.2 – Munich site - Metro 200 route.

4.2.2 Measurement path Metro 201

METRO201 is a short measurement route that contains 355 reception points extended
through 3.5 km as shown in figure 4.3(a). The ground height is about 516 m with a small
variation of ± 2 m. The receivers are located at a low height of 1.3 m from the ground level.
It is sometimes used for model calibration. Figure 4.3(b) shows the average path loss through
this path. It should be noted that although many of the reception points are mainly covered
by the lateral propagation mechanism, the vertical mechanism is predominant for the far
reception points.
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(b) Path loss measurements.

Figure 4.3 – Munich site - Metro 201 route.

4.2.3 Measurement path Metro 202

METRO202 measurement path is the longest route as it contains 1031 reception points
extended through 10 km as shown in figure 4.4(a). The average ground height is about 514
m with a slight variation of ± 5 m. The receivers are placed at a height of 1.9 m from the
ground level. Figure 4.4(b) shows the path loss through this route. It seems intuitive that
part of the reception points can be covered by the lateral propagation since it is the dominant
mechanism, while the other part cannot be reached except by the vertical propagation. This
route will be used in the next section to show the range of validity of the lateral propagation.

.

.

.

.

.



118 Chapter 4 : Propagation in the vertical plane

0 500 1000 1500 2000 2500
0

500

1000

1500

2000

2500

3000

3500

Tx

(a) Measurement route.

Receiver number
100 200 300 400 500 600 700 800 900 1000

P
at

h 
Lo

ss
 (d

B
)

-170

-160

-150

-140

-130

-120

-110

-100

-90

-80

-70

(b) Path loss measurements.

Figure 4.4 – Munich site - Metro 202 route.

4.3 Problem statement

In urban configurations, multi-path contributions of the horizontal propagation are gene-
rally limited to several hundreds of meters around the transmitter according to some para-
meters of the configuration such as the height of the transmitter, height and density of the
obstacles around the transmitter, etc. After a certain distance, the vertical propagation me-
chanism becomes more and more predominant [Cor9]. In order to show the validity range of
the horizontal plane, the average path loss will be estimated for METRO202 route (presented
in figure 4.4(a)), by using only the horizontal model that was described in chapter 3.

Figure 4.5(b) shows the simulation results for several combinations of interactions (1R1D,
2R1D, and 3R1D) against the measured results. It shows a very good agreement with the
measurement but just for certain regions (white bands). On the other hand, it gives very
inaccurate estimations or even no values for the remaining points of the route (red bands)
even if the number of interactions is increased.

In order to estimate the range of validity of the horizontal plane around the transmitter,
the reception points for which the horizontal model is valid were traced as shown in figure
4.5(a), where they were marked by the black points (not displayed as points because they are
very close, so they appeared as continuous segments). This leads to the conclusion that the
horizontal model is only valid over hundreds of meters around the transmitter where the lateral
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propagation is predominant. Figure 4.5(b) shows also the necessity to have a comprehensive
propagation model that can predict the channel parameters for any urban configuration.
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Figure 4.5 – Munich site - Metro 202 route : propagation in horizontal plane .

0 500 1000 1500 2000

0

500

1000

1500

2000

2500

3000

Tx

Figure 4.6 – Google earth view.



120 Chapter 4 : Propagation in the vertical plane

One important point to be mentioned is that, despite the good agreement between the
simulation and measurements, some picks were noticed at certain receivers (at the reception
points 410-440, 600-620, 700-710, and 755-765 of figure 4.5(b)). These points were traced in
a Google earth map as shown by the blue points of figure 4.6. It was revealed that the main
reason is the presence of vegetation which obstructs the propagation paths. Some basic ve-
getation models that add empirical losses in [dB/m] can easily be integrated to model the
vegetation loss. However, vegetation information is not provided with the database.

Finally, in order to estimate the radio channel in such scenarios where lateral and ver-
tical propagation mechanism are both present, one possible option is to use a full 3D ray
tracing model which can provide good predictions because it considers all the propagation
paths. However, this option was excluded as mentioned previously because it is not practically
applicable to the project due to the execution time restrictions. Consequently, the adopted
solution will be to integrate a deterministic vertical radio model into the existing model,
which leads to the so-called 2.5D model. The vertical plane problem will be decomposed in
two issues due to the need of two separate models as follows :

— A geometrical model to extract the vertical profile and to find the significant propa-
gation paths in the vertical plane.

— A physical model to estimate the radio channel parameters such as the electric field
carried by these propagation paths.

The following sections will address the two provoked issues.

4.4 Vertical plane extraction

As discussed previously in chapter 3, all the horizontal edges were stored in a 2D grid.
This grid is still useful for extracting the vertical profile between two points. Figure 4.7 shows
a set of buildings that are presented by edges (gray pixels). In order to extract the vertical

Tx•

Rx•

Figure 4.7 – Vertical plane extraction.
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profile between the transmitter and receiver, a 2D straight line is first drawn between these
two points. The line is then discretized according to the supercover scheme as explained in
chapter 3 (red pixels of figure 4.7). It is easy now to trace the pixels of the line to check if
the line contains an edge. Finally, a set of intersection points (in 2D), where the line and the
edges intersect, are determined. The heights of the buildings, to which these edges belong,
represent the z-axis of the intersection points.

The above-mentioned algorithm was used to extract the vertical profile between a trans-
mitter and a receiver in Munich site as shown in 4.8(a). The corresponding profile (distance
in function of buildings height) is shown in figure 4.8(b), which depicts a cross-section of the
buildings inside the vertical plane connecting the transmitter point with the reception point.
It must be noted that it takes < 1 ms to extract the vertical thanks to the 2D grid that
limited the intersection tests to a few number of edges.
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Figure 4.8 – Munich city - vertical plane extraction.

4.5 Vertical Propagation Paths

The next question that arises after extracting the vertical profile is : what are the geome-
trical propagation paths that should be considered to give the best accuracy-time trade-off.
Three options were implemented :

— The direct propagation path which is the shortest path as shown in figure 4.9(a), which
is easy and fast to calculate. It assumes that the first Fresnel zone is clear between
each two successive diffraction points.
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— An exhaustive list of all the possible propagation paths is calculated. In fact, this
option necessitates many intersection tests in order to eliminate the paths that are not
physically correct. That leads to high calculation time, especially, for a large number
of edges. Figure 4.9(b) shows a number of possible propagation path (display limited
to 50 paths).

— The direct propagation path with a ground-reflected path as shown in figure 4.9(c).
It should be noted that some authors include other options such as reflection between
the transmitter and first diffraction or backward diffraction from the building behind
the receiver. These options could also be implemented but it would add some extra
time.
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Figure 4.9 – Vertical propagation paths - implemented options.

It should be noted that the direct path option will be adopted not just because it is fast
(instantaneous) and easy to be found but also it has mainly the most significant contribution
of the total field. The next section will give a brief review of the state of the art of the physical
models that address the multiple-diffracted paths in the vertical plane.

4.6 State of the art review

In practical vertical plane cases, more than one obstacle is very likely to be present in
the propagation path. Therefore, in order to obtain accurate field estimations, field prediction
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models need to take into consideration the behavior of paths obstructed by a number of
successive obstacles. In fact, propagation over rooftops in urban scenarios is the dominant
phenomenon in the vertical plane. In literature, several solutions were proposed to deal with
the multiple diffraction problems. A brief literature review is conducted to find the most
adapted physical model that can satisfy the project requirements.

4.6.1 Multiple knife-edge diffraction

In multiple diffraction problems, the diffraction losses from successive obstruction cannot
be simply added to find the total loss but rather more sophisticated methods are required.
Multiple knife-edge diffraction method is a recursive approach for estimating the overall dif-
fraction loss due to multiple diffraction. By this method, the obstacles are represented by
simple geometry as infinitely thin edges (knife-edges). The most used multiple knife-edges
methods [SAZ07], which are Deygout [Dey66] and Giovaneli methods, will be briefly presen-
ted [Gio84].

Deygout method calculates first the diffraction parameter for each edge as if it was alone.
The main edge is identified as the edge with the largest value of the diffraction parameter.
Then, the diffraction loss for this edge is estimated. Now, the propagation path is split by
the main edge into two segments (i.e. two sub-paths). The point at this edge is considered
as the receiver point with respect to the first sub-path, and as a new source for the second
sub-path. The same procedure is repeated for each sub-path until all the edges are treated.
The total loss is calculated by adding the estimated losses from each edge. Giovaneli propo-
sed a similar method but he introduced in the calculation the notion of the effective edge
height. It is important to note that the multiple knife-edge solution is quite easy method. It is
widely used in rural environments, nevertheless, it is still used in urban environments [CLH02].

It has been shown in [SAZ07] that, the two methods give accurate results as the differences
in the heights of the edges become higher. It was also showed that these methods could give
a large error at the region of grazing incidence. In fact, multiple building diffraction problems
are likely to contain scenarios of grazing incidence. Furthermore, other studies [ML99] show
that the knife edge method overestimates attenuation behind tall buildings. Consequently,
this solution will not be adopted in the proposed model.

4.6.2 Multiple edge Diffraction Integral

Vogler [Vog82] proposed a general multiple integral solution, valid even at grazing inci-
dence. His work was based on a series originally developed by Furutsu [Fur63] for diffraction
propagation problems over different scenarios of inhomogeneous terrain. It was shown that
Vogler method [SAZ07] can give reliable results even for cases involving a number of diffrac-
ting edges, particularly, at the region of grazing incidence. It is, therefore, used as a reference
to compare the performance of the other methods. However, this solution will be excluded
because the execution time increases exponentially with the number of edges (i.e. intolerable
execution time) [Bey04].
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4.6.3 GTD/UTD

As introduced in chapter 2, the geometrical theory of diffraction (GTD) [Kel62] and the
uniform theory of diffraction (UTD) [KP74] are commonly used to solve diffraction problems
over wedges. In addition, the UTD was the adopted solution to estimate the diffracted field for
the horizontal propagation as it gives accurate results in that context. Although the UTD is
an extension to GTD to solve the singularity problem in the transition region, UTD still gives
inaccurate results in the case of multiple diffractions in the transition zone. That therefore
means that, it would fail to give the desired accuracy due to the fact that urban configurations
are very likely to contain a series of successive buildings having similar or close heights, and
also due to the facts that buildings can also be represented by two joined wedges (i.e. grazing
incidence from the first wedge). Consequently, it is not a recommended physical model for
problems involving multiple over-rooftop diffractions.

4.6.4 UTD Slope diffraction

As discussed previously, the UTD has a limitation that multiple diffraction problems
cannot be estimated when the wedge is illuminated by fields at the transition region. This
could occur when the transmitter position, and/or two or more consecutive wedges, and/or the
receiver position are aligned. Therefore, new higher order terms known as the slope diffraction
term were introduced in the UTD context in order to deal with the problem of multiple
diffractions at the transition region. The diffracted field including the slope diffraction term
is given as [SAZ07] :

Ed =

[
EiD +

∂Ei
∂n

ds

]
A(s)e−jks (4.1)

where,
— Ed is the diffracted field,
— Ei is the incident field (defined previously),
— D is the diffraction coefficient (defined previously for wedges, defined in [And97] for

knife edges),
— A(s) is the spreading factor (defined previously),
— ds is the slope diffraction coefficient.

Kouyoumjian [HK74] presented a slope term for perfectly conducting wedges. Luebbers
[Lue89] derived a similar slope diffraction coefficient for lossy double-wedges, but with extra
terms because of the existence of the reflection coefficient. Holm [Hol96] showed that discon-
tinuities at the shadow boundaries are still present if the second order diffracted field is only
considered. Therefore, higher order fields are required to obtain smooth and accurate results.
Using the notation of figure 4.10, Holm calculates the diffracted field using a series for higher
order diffracted fields as shown by equation 4.2. This expression is valid for diffraction by
consecutive perfectly conducting wedges.

Ed =
E0e

−jksT

sT

√
sT

s1s2s3

∞∑
m=0

1

m!

(
1

jks2

)m ∂m

∂φm1

∂m

∂φ′m2
D(φ1, φ

′
1)D(φ2, φ

′
2) (4.2)

where,
— Ed is the diffracted field,
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— E0 the field amplitude from a spherical source,
— D(φ, φ′) is the diffraction coefficient and the angles φ, φ′ are defined as in figure 4.10,
— k is the wavenumber (defined previously),
— s1, s2, s3, distances defined as in figure 4.10,
— sT is the total path distance,

source• field point•
s1

s2
s3

φ′1

φ1

φ′2

φ2

Figure 4.10 – Geometry for Holm expression.

Holm showed that in order to have smooth curves (i.e no discontinuities at the transition
region), the expression of 4.2 should be calculated for an order of 16 in the case of two wedges.
Moreover, for the 3 wedges, an order of 30 is required for accurate results. Still, if more wedges
are present, more and more terms will be required. For this reason, this solution will not be
used for the proposed model because it is not time-efficient. Nevertheless, Holm proposed in
[Hol04] a more time-efficient calculation method for higher order diffracted fields. The new
optimized expression takes some seconds to predict the field for an order of 100 for a scenario
involving 10 edges. Still, this optimization is not enough.

4.6.5 UTD-slope diffraction with distance parameter forcing

4.6.5.1 Principle

As discussed earlier in the previous section, multiple diffractions at the transition zone
can be solved by including higher order diffracted fields. Nevertheless, it might be needed to
find those diffracted fields for an order of more than 100 (the number cannot be determined
for a specific vertical profile). Andersen [And97, And94] proposed a new method within the
frame of the UTD to ensure the continuity of the diffracted field at the shadow boundary.
The solution will include one higher-order term (the slope diffraction) and will neglect higher
order terms. The key principle of the present solution is to enforce the continuity of amplitude
and slope by adjusting automatically and separately the length parameters that are present
in the diffraction coefficient and in the slope diffraction term. The idea is based on the fact
that in order to satisfy the continuity, the diffracted field at the transition boundaries must be
one half of the incident field, and hence the method finds the length parameters that satisfy
this fact.

Risk [RVCG98] proposed an easier algorithm to implement the method of Andersen by
a computer program and validated the obtained results with published reference results.
However, the algorithm description was limited to two wedges. Tzaras and Saunders [TS01],
proposed to calculate the length parameters for each ray independently leading to added
complexity compared to Andersen’s method, but it can provide more accurate results. In
fact, this method needs a recursive computer algorithm to be generalized. Koutits and Tzaras
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[KT06] and Karousos and Tzaras [KT08] provided general expressions for Saunder’s method.
These expressions will be given in the next subsection.

4.6.5.2 Implementation

The method of Andersen seems to be a good candidate. It is still needed to evaluate if it
is realizable from the complexity perspective as well as to evaluate if it is time-efficient from
the computational perspective. Figure 4.11 shows the geometry for three wedges with unequal
heights. Although figure 4.11 shows only three wedges, the same notation still applies to any
number of obstacles. A general expression for the multiple-diffracted field at point N is given
by [KT08] :

EN =

[
EN−1DN−1 +

∂EN−1

∂n
dsN−1

]
AN−1(SN−1)e−jksN−1 (4.3)
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Figure 4.11 – Propagation path over multiple wedges with unequal heights.

where,

— EN−1 is the field at the wedge N-1,
— DN−1 is the diffraction coefficient of the N-1 wedge,
— AN−1 is the spreading factor after being diffracted by N-1 wedges, which is given by

AN−1 =

√
s0 + s1 + ...+ sN−2

sN−1(s0 + s1 + ...+ sN−1)
(4.4)

— dsN−1 is the slope diffraction term, which is given by

dsN−1 =
1

jk

∂DN−1

∂φ′N−1
(4.5)

—
∂EN−1

∂n is the directional derivative of EN−1, which is given by

∂EN−1

∂n
= −AN−2(sN−2)

sN−2

[
EN−2

∂DN−2

∂φN−2

+
∂EN−2

∂n
× 1

jk

∂2DN−2

∂φN−2∂φ′N−2

]
e−jksN−2

(4.6)
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Let L denote the distance parameter for the diffraction coefficient D, and let Ls denote the
distance parameter for the calculation of slope diffraction term ds. The distance parameters
use the notation Lmnk as shown in figure 4.11, where m is the index of the source of the field, n
is the index of the diffracting wedge, and k is the index of the observation point at the shadow
boundary. The continuity of the amplitude and slope diffracted field can be guaranteed by
finding the values of the distance parameters (L values) that satisfy the following equations
[KT08] :

Lmnk =

[
Emn(smn + snk)

Emn(smn)Ar(snk)e−jksnk

]2

(4.7)

Lsmnk =

[
snk∂Emn(smn + snk)/∂n

∂Emn(smn)/∂nAr(snk)e−jksnk

] 2
3

(4.8)

4.6.5.3 Results and limitations

The distance parameter forcing method was implemented for a limited number of wedges.
The results obtained by this method will be validated against some well-known published
results. In fact, Holm [Hol96] conducted several tests for many multiple diffraction configura-
tions. These published results are being used by many authors, such as in [RVCG98, TS01],
as reference results. Consequently, the validation of this method will be conducted with these
results. In particular, the following configurations of Holm [Hol96] will be used :

— Two perfectly conducting wedges with close heights (50 m, 40 m) and with equal
interior angles of 60◦ as shown in figure 4.12(a). The transmitter antenna is at a fixed
height of 40 m, while the receiver antenna height varies from -200 m to 200 m (Figure
8 in [Hol96]).

— Two perfectly conducting wedges with the same heights (150 m, 150 m) but with wider
interior angles as shown in figure 4.12(c). The transmitter antenna is at a fixed height
of 145 m, while the receiver antenna height varies from 0 m to 200 m (Figure 10 in
[Hol96]).

— Similar to the first configuration but with three perfectly conducting wedges, two with
the same heights and the third one is with a different height (50 m, 50 m, 40 m)
respectively. The wedges’ interior angles are all equal to 60◦ as shown in figure 4.12(e).
The transmitter antenna is at a fixed height of 40 m, while the receiver antenna height
varies from -200 m to 200 m (Figure 9 in [Hol96]).

In the case of two wedges, figures 4.12(b) and 4.12(d) show the diffraction losses obtained
by this method for the geometry defined in 4.12(a) and 4.12(c) respectively. These two figures
show exactly the same results as those obtained by Holm in [Hol96]. It can be noticed that the
diffraction loss is continuous even at the transition regions. Similarly, The diffraction path loss
for the three wedges configuration that is defined in figure 4.12(e) is shown in figure 4.12(f).
This simulation result shows almost the same result as that obtained by Holm in [Hol96],
but with a negligible change in the slope at the shadow boundary (which corresponds to the
receiver height of 0 m).
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tance parameter forcing method for 4.12(e).

Figure 4.12 – Validation of the distance parameter forcing method.

It is important to note that the advantage of this method over the method of Holm [Hol96]
is that this method requires only the slope diffraction term (but with choosing the values of L
and Ls that ensure the continuity), whereas the method of Holm requires at least 16 higher-
order terms for two wedges, 30 higher-order terms for three wedges, and even more terms if
the number of wedges increases.

Although the method of forcing the distance parameter is an interesting candidate, it
was not used for many reasons. First, in order to generalize the method for any number of
wedges with arbitrary heights, a recursive algorithm is required [TS01], which could lead to
extra computational loads. The other reason is that, this method is restricted to the case
of diffraction by two or more separate wedges [Mik10], and therefore it is not adopted for
the case of two joint wedges (flat-plate buildings), which means that the buildings must be
represented as wedges.
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4.6.6 Capolino and Albani Method

Capolino, Albani, et al. [ACMT97] proposed a closed-form solution for high-frequency
diffraction problems by a perfectly-conducting thick screen. Capolino and Albani formulated
their closed-form expression in a 2D geometry illuminated by a line source. This solution was
validated against results obtained from the method of moment (MoM). Furthermore, It was
shown that this solution is still applicable when the thickness becomes vanishingly small.

4.6.6.1 Geometry and double diffraction coefficient

Capolino and Albani derived their closed-form expression using the geometry that is shown
in figure 4.13. The figure depicts simply a screen of thinness l, which consists originally of
two wedges sharing a common face. The second wedge is located in the transition region of
the first one. The interior angles of the wedges are (2− n1)π and (2− n2)π respectively.

Source• Field point
S

Q1

•
P

Q2

ρ1

l

ρ2
φ′1

(2−n1)π

φ2

(2−n2)π

Figure 4.13 – Geometry for Capolino and Albani Method.

The double diffracted field Ed12(P ) at the observation point P and originated from the
source point S is given by :

Ed12(P ) = Ei(S,Q1)A(ρ1, l, ρ2)Ds,h
12 (4.9)

where,

— Ei(S,Q1) is the incident field at the point Q1 (the first wedge) from the source point
S, and is given as :

Ei(S,Q1) =
e−jkρ1

4πρ1

(4.10)

— A(ρ1, l, ρ2) denotes the spreading factor, and is defined as :

A(ρ1, l, ρ2) =

√
ρ1

lρ2(ρ1 + l + ρ2)
e−jk(l+ρ2) (4.11)

— Ds,h
12 denotes the double diffraction coefficient for the soft and hard polarization res-

pectively. It important to note that perpendicular polarization is sometimes referred
as soft polarization, and parallel polarization is called hard polarization. The soft and
hard diffraction coefficients are given by :

Dh
12 =

1

4πjk

2∑
p,q=1

(−1)p+q

n1n2
cot

(
Φp

1

2n1

)
cot

(
Φq

2

2n2

)
T̃ (ap, bq, w) (4.12)
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Ds
12 =

−1

16πk2l

2∑
p,q=1

(−1)p+q

(n1n2)2
csc2

(
Φp

1

2n1

)
csc2

(
Φq

2

2n2

)
˜̃T (ap, bq, w) (4.13)

Equations 4.12 and 4.13 involve the transition functions T̃ (a, b, w) and ˜̃T (a, b, w), which
are defined as :

T̃ (a, b, w) =
2πjab√
1− w2

[
G(a,

b+ wa√
1− w2

) + G(b,
a+ wb√
1− w2

)

+G(a,
b− wa√
1− w2

) + G(b,
a− wb√
1− w2

)

] (4.14)

˜̃T (a, b, w) =
−4π(ab)2

w
√

1− w2

[
G(a,

b+ wa√
1− w2

) + G(b,
a+ wb√
1− w2

)

−G(a,
b− wa√
1− w2

)− G(b,
a− wb√
1− w2

)

] (4.15)

The transition functions involve three arguments, namely w, a, and b. It also involves the
function G(x, y) that will be defined just after. The arguments are defined as follows :

w =

√
ρ1ρ2

(ρ1 + l)(l + ρ2)
(4.16)

ap =

√
2k

ρ1l

ρ1 + l
sin

(
Φp

1 − 2n1N
pπ

2

)
(4.17)

bq =

√
2k

ρ2l

ρ2 + l
sin

(
Φq

2 − 2n2N
qπ

2

)
(4.18)

where, the angles Φp
1 and Φq

2 are given as :

Φp
1 = φ′1 + (−1)pπ (4.19)

Φq
2 = φ2 + (−1)qπ (4.20)

Np and Nq in equations 4.17 and 4.18 are the integers that can satisfy the following ratios :

Np =
Φp

1

2πn1
(4.21)

Nq =
Φq

2

2πn2
(4.22)

Finally, the introduced transition functions were expressed in terms of the Generalized
Fresnel Integrals (GFI) G(x, y). It is an analogue of the ordinary Fresnel integral that is used
in the UTD. (Its role is to account for the contribution of the slope term coming from the
first diffraction [ACMT97]). The GFI is given by :

G(x, y) =
y

2π
ejx

2

∫ ∞
x

e−jτ
2

τ2 + y2
dτ (4.23)
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A simple closed-form and algorithm was described in [FS95]. This algorithm was imple-
mented and the results of the GFI are shown in figure 4.14. These results were validated by
comparing them with reference published results (figure 3 in [FS95]).
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Figure 4.14 – Generalized Fresnel Integrals validation.

4.6.7 Application to 2D configurations

Let us verify the behavior of the Capolino and Albani diffraction coefficient in 2D confi-
gurations, particularly in the transition zone. To this end, a 2D test configuration as shown in
figure 4.15 is used. In this configuration, the second diffracting edge is in the transition zone
of the first one. The observation point angle φ2 will vary from 270◦ to 90◦ (according to the
angle notation of figure 4.15) passing by the transition zone which corresponds to 180◦. The
study will be conducted for four different source positions i.e. φ′1 180◦, 185◦, 210◦, and 240◦.
The results of the Capolino and Albani diffraction will be compared to those obtained from
the UTD method.

source• field point•

ρ1

l

ρ2

φ′1 φ2φ2

Figure 4.15 – Geometry for double diffraction by a flat plate.
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Table 4.1 defines all the test parameters, namely the distances from the source point to
the first diffraction point (ρ1), the thickness of the diffracting flat screen (l), the distance from
the second diffraction point to the observation point (ρ2).

It should be noted that the values of ρ1, ρ2, l were transposed from acoustic propagation
study conducted in [Mik10] in order to use the results as a reference.

Parameter Value

φ′1 180◦, 185◦, 210◦, 240◦

φ2 270◦ - 90◦

ρ1 26.448λ (3.303 m)

ρ2 35.264 λ (4.404 m)

l 13.224λ (1.651 m)

Freq 2.4 Ghz

Methods Capolino-Albani and UTD

Table 4.1 – Test parameters

The simulation results of figure 4.16 show that Capolino-Albani coefficient has a continuous
curve even at the transition boundary. UTD coefficient shows discontinuous behavior at the
transition region. The same results were obtained in [Mik10].
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Figure 4.16 – Capolino-Albani vs. UTD coefficients in 2D configurations.
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The previous results showed the continuity for a single value of ρ2. Nevertheless, it is
important to ensure the smooth continuity for any value of ρ2. Figure 4.17(a) shows a 2D
configuration containing one building and a grid of receivers distributed behind the building.
The transmitter was placed in a way that generates three regions of interest :

— Region 1 : behind the building and below the double diffraction boundary which will
have double diffracted rays.

— Region 2 :between the single and double diffraction boundaries.
— Region 3 : above the single diffraction boundary.

The results presented in 4.17(b) show that the attenuation varies smoothly as it can be
noticed from the smooth color transition even the at regions’ boundaries which confirms, in
turn, the continuity of Capolino-Albani diffraction coefficient.
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Figure 4.17 – Continuity of Capolino-Albani diffraction coefficient.

Until now, it has been shown the continuous behavior of Capolino-Albani diffraction coef-
ficient. However, in order to conclude this set of validation tests in 2D configurations, a new
study is conducted to ensure the continuity for any width of the screen. For this purpose, five
different widths will be considered : thin screen, 1

4λ, 1
2λ, λ, and 3

2λ. Figure 4.18 shows the
geometry used for this test configuration.

source• field point•

ρ1
l

ρ2

φ′1 φ2

Figure 4.18 – Geometry for double diffraction by a plate - different plate widths.
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Table 4.2 shows the test parameters, namely the angles of incidence and diffraction (φ′1
and φ2), the distances from the source point to the first diffraction point (ρ1), the thickness
of the diffracting screen (l), the distance from the second diffraction point to the observation
point (ρ2).

Parameter Value
φ′1 210◦

φ2 270◦ - 90◦

ρ1 26.448λ (3.303 m)
ρ2 35.264 λ (4.404 m)
l thin screen, 1

4λ, 1
2λ, λ, 3

2λ
Freq 2.4 Ghz

Method Capolino and Albani method

Table 4.2 – Test parameters

The results of this study are presented in figure 4.19. It presents the attenuation level
due to the diffraction. Different attenuation curves are traced in function of φ2 for different
thicknesses of the screen. The position of the receiver varies from 270◦ to 90◦. It can be
observed that Capolino and Albani method remains valid, in particular at the transition
boundary, for any thickness of the plate. It is also noted that more attenuation is experienced
as the plate thickness increases.
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Figure 4.19 – Simulation results of different thicknesses.

4.6.8 3D Double diffraction coefficient

Capolino and Albani method was extended in [Mik10] and [ACMT97+] to handle 3D
diffraction problems. New formulas will be derived for a 3D general configuration as shown in
figure 4.20. Similar equations as those derived in subsection 4.6.6.1 will be presented for 3D
configurations.
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source• field point•
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ρ3

β′1 β1

β′2
β2

Figure 4.20 – 3D Geometry for Capolino-Albani method.

The double diffracted field is given by :

Ed(P ) = Ei(Q)A(ρ1, l, ρ2)Ds,h
12 (4.24)

A(ρ1, l, ρ2) denotes the spreading factor, and is defined as :

A(ρ1, l, ρ2) =

√
ρ1

lρ2(ρ1 + l + ρ2)
e−jk(l+ρ2) (4.25)

Ds,h
12 denotes the double diffraction coefficient for the soft and hard polarization respectively,

and is defined as [Mik10, ACMT97+] :

Ds,h
12 =

1

4πjk sinβ′1 sinβ2

2∑
p,q=1

(−1)p+q

n1n2
cot

(
Φp

1

2n1

)
cot

(
Φq

2

2n2

)
T̃ (ap, bq, w) (4.26)

where, ap and bq are defined as :

ap =

√
2k

ρ1l

ρ1 + l
sinβ′1 sin

(
Φp

1 − 2n1N
pπ

2

)
(4.27)

bq =

√
2k

ρ2l

ρ2 + l
sinβ2 sin

(
Φq

2 − 2n2N
qπ

2

)
(4.28)

4.6.9 Application to 3D configurations
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Figure 4.21 – Capolino and Albani 3D test configuration.
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Capolino and Albani 3D coefficient will be tested in a 3D configuration as shown in figure
4.21. Two transmitter positions were placed in this test configuration. The first one (Tx1) is
located away from the transition region and the other one (Tx2) is placed close to the transition
boundary. A grid of receivers will be used to estimate the attenuation using Capolino-Albani
and the UTD methods. Figure 4.22(a) shows the attenuation results for Tx1 using Capolino-
Albani and the UTD. The difference between the two methods is zero everywhere except at
the transition region. Similarly, figure 4.22(b) shows the attenuation results but for Tx2 , this
time the difference is greater than zero especially as one moves towards the transition region.
This is due to the discontinuity of the UTD at the transition boundary.
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Figure 4.22 – Capolino and Albani 3D coefficient validation.
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4.7 Model Validation

Vertical propagation was integrated into the existing horizontal model to obtain a 2.5D
model that considers the lateral propagation as well as the propagation in the vertical plane.
Capolino and Albani method was adopted for estimating the electric field in the vertical
plane. Global model validation is now required for the model to ensure that it provides good
estimations.

4.7.1 Global validation via Munich measurements

It was shown previously through Munich site that lateral propagation is predominant only
for a certain area around the transmitter so it fails to predict the field outside this range.
Therefore, the same test scene will be used to validate and estimate the performance of the
new model in terms of accuracy and execution time after introducing the vertical plane to
the model. In fact, this validation phase can fairly reflect the model performance because it
is conducted against field measurements through long measurement routes. Before addressing
the model validation, next section will discuss the averaging method to get the mean radio
signal power for Munich site.

4.7.1.1 Local average power estimation

COST231 project specifies that the measured signal was averaged over a sector of approxi-
mately 10 m, the center of this sector corresponds roughly to the location of the receiver.
However, it does not give further details of the relevant parameters such as the number of
considered samples, the minimum distances between the samples, if a sliding window or a
filter was further used to smooth the measurement curves. Therefore, the following averaging
parameters were adopted for the simulation results :

• Averaging sector = 10 m (corresponds to 31.57 λ).
• Minimum distance (L) = 0,88 m (corresponds to about 2.78 λ).
• Number of samples (N) = 98 samples/receiver (grid of receivers).
• Number of receivers :

— Metro200 : 970×98 = 95060 receivers.
— Metro201 : 355×98 = 34790 receivers.
— Metro202 : 1031×98 = 101038 receivers.

Figure 4.23 shows that the reception point is surrounded by an averaging sector of 10
m composed of a grid of 98 receivers distributed according to the above-mentioned parame-
ters. The average power of these receivers will be considered. It should be noted that these
parameters respect the Lee criteria [Lee85].

Figure 4.23 – Averaging sector - Munich site.
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4.7.1.2 Model performance

The test scene of Munich site and the three measurement routes were modeled in XML
files. Then, simulation were conducted for each routes with the following parameters :

— Frequency : 947 MHz.
— 3R1D in the horizontal plane.
— Direct path in the vertical plane.
— Averaging sector of 10 m.

The simulation results are then compared with the measurements as shown in figures
4.24(a), 4.24(b), and 4.24(c). The results of the final model for the three routes show globally
a very good agreement with the measurements but with some fluctuations around the mean
value. Nevertheless, it should be noted that the simulation curves of figure 4.24 were not
smoothed as proposed by some authors [RVF+98, TPHB14, dah] to remove the fast fading
fluctuations as shown later on.
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Figure 4.24 – Model performance.

In spite of the good agreement, it is important to evaluate the model performance with
numerical values. To this end, some error indicators were calculated, namely : the mean error
η[dB] , mean absolute error Abs η[dB], and the standard deviation σ [dB]. Table 4.3 presents
these error indicators between the measurements and predictions for the three measurement
routes. In fact, the mean error gives small values because negative values are compensating
for positive values but it is widely used in the literature as a global error indicator. Table 4.3
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shows also the mean absolute error that is about 7 dB for the three measurements routes,
which means that the vertical model performs well because it is the predominant propagation
mechanism for the majority of the reception points.

Metro 200 Metro 201 Metro 202

η[dB] 0.84 -2.3 0.65

Abs η [dB] 7.55 7.03 6.94

σ [dB] 9.38 8.76 8.48

Table 4.3 – Error between the measurements and model prediction (HP : 3R1D, VP : Capolino and
Albani Method)

In order to compare the Capolino and Albani method with the classical UTD method, the
same error indicators were calculated for the three routes with the same simulation parameters
as before. Table 4.4 shows that the error values are intolerable for all the measurement routes.
For example, for the first route (Metro 200), the mean error is -10.5 dB and the mean absolute
error is about 13 dB.

Metro 200 Metro 201 Metro 202

η[dB] -10.5 -7.04 -4.81

Abs η [dB] 13.34 10.79 9.39

σ[dB] 14.8 11.74 11.30

Table 4.4 – Error between the measurements and model prediction (HP :3R1D, VP : classical UTD)

4.7.1.3 Sources of error

Many sources of error have contributed to the overall error. Globally, a large part of the
error is due to the fact that the vegetation losses are not considered which leads to the peaks
(overestimation) as shown earlier in section. Another important source of error is that the
geometrical representation of the city models all the buildings with a flat roof which is not
always the case (triangle shaped roofs are considered as flat). Furthermore, not all the vertical
paths were considered due to the time restrictions.

It should be mention that part of the error is due to the physical model as Capolino-
Albani model is for perfectly conducting materials, therefore the buildings were considered
as perfectly conducting. For the sake of comparison, the UTD model in table 4.4 was also
computed for conducting materials.

4.7.1.4 Curve smoothing

It is proposed by many authors to smooth the curves to remove the local variation and
local peaks of the received signal, therefore, it enhances the accuracy of the prediction. In
[dah], an averaging distance of 80λ was proposed. Risk et al. [RVF+98] used a moving window
of 20 points to smooth the lateral and vertical predictions. This value was empirically chosen
because the lowest standard deviation was achieved for this value. In [TPHB14] an averaging
window of 21 samples was used. In fact, 20 points is a very large averaging distance because
it corresponds to 760λ.
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Although some published results in the literature are using a wide averaging window, the
simulation results of figures 4.24 will be smoothed by a small window of 3 samples (one before
and one after). Table 4.5 shows that smoothing reduces the mean absolute error to about 6
dB and the standard deviation to about 7 dB for all the routes as the local fluctuations are
removed, however, the mean error remains unchanged. It should be noted that better results
can be achieved by smoothing over larger sliding windows or by using the window size that
minimizes the error as proposed in [RVF+98] (leads to large averaging distance). Anyway,
the smoothing process is independent of the model because it is a post-processing action.
Therefore, the end-user can use the sliding window as needed.

Metro 200 Metro 201 Metro 202

η[dB] 0.84 -2.3 0.65

Abs η [dB] 6.66 - 5.85 6.46 - 5.77 6.52 - 5.95

σ[dB] 8.37 - 7.42 8.06 - 7.15 7.98 - 7.32

Table 4.5 – Error between the measurements and model prediction (HP : 3R1D, VP : Capolino and
Albani Method) with curve smoothing.

Figures 4.25 reproduce the same curves 4.24 but they were smoothed with a small avera-
ging window of 3 samples. Local peaks and local fluctuations are almost removed leading to
better agreement with the measurements and lower error values.
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Figure 4.25 – Model performance - curve smoothing.
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4.7.2 Computational time

Table 4.6 presents the overall model performance in terms of execution time. It shows that
the vertical model adds very slight extra computational loads to the overall computational
time as it takes less than 1 ms per link for extracting the vertical profile, finding the vertical
path, and for estimating the electrical field (according to Capolino and Albani model). The
execution time for the vertical plane was also calculated for all the receivers for the three
measurement routes, the model takes less than 1 s for all the receivers as shown in table 4.6.

The horizontal model performance for Munich site was also calculated to show that the
overall model is fast even for large scenarios. In fact, the three routes show similar behavior in
terms of execution time because the computational time of the visibility technique is almost
independent of the number of receivers (the same visibility tree is used for all the receivers).
Table 4.6 shows that the combination 1R1D takes about 1s for all the receivers, 7 s for
the combination 2R1D, while the combination 3R1D takes about 30 s. It should be noted
that it is still possible to obtain very fast performance through the preprocessing mode and
through limiting the simulation areas as discussed in chapter 3. Table 4.6 does not include
the execution time per link for the horizontal plane because it is not very dependent on the
number of receivers.

Propagation Execution Metro 200 Metro 201 Metro 202

mode Time 970 receivers 355 receivers 1031 receivers

Vertical plane
All receivers 870 ms 480 ms 820 ms

Per link 0.9 ms 1.3 ms 0.8 ms

Horizontal plane
1R1D

All receivers 1.1 s 1.2 s 1.2 s

Per link – – –

Horizontal plane
2R1D

All receivers 7.4 s 7.6 s 7.8 s

Per link – – –

Horizontal plane
3R1D

All receivers 30.7 s 32.0 s 30.6 s

Time : per link – – –

Table 4.6 – Computational time

4.8 Vertical propagation impact on Charles de Gaulle - Étoile
scene

Lateral propagation was mainly the predominant mechanism for Charles de Gaulle - Étoile
scene (cf. chapter 3). Consequently, the horizontal model was able to provide fairly accurate
estimation for the majority of the receivers as shown in figure 4.26(b). Nevertheless, there were
some reception points that were not accessible (covered) even for a large number of lateral
interactions because the waves propagate predominantly vertically for these points. In order
to confirm this, the electric field is estimated via the final model using the following simulation
parameters : 4R1D in the horizontal plane and the direct vertical path. Figure 4.26(a) shows
globally a good agreement with the measurements for the whole route. It should be noted
that the main source of error is due to the geometrical model and because it misses the full
3D propagation paths that can contribute to the total electric field.
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Figure 4.26 – Simulation results of Charles de Gaulle - Étoile, scene with/without the vertical plane.

4.9 Conclusion

This chapter started by describing Munich site and its three measurement routes in or-
der to assess if the model that considers only the lateral propagation is valid for any urban
configuration. It has revealed that the horizontal model is only valid over a certain range of
distances around the transmitter. Good agreement was obtained within this range of validity,
however, beyond this range, the model is not valid anymore because the contributions of the
vertical paths are becoming more dominant in these regions. That is the reason why a pro-
pagation model in the vertical plane should be added to complete the existing model to be
valid in all urban configurations (2.5D model).

In urban scenarios, multiple diffractions over rooftops are very likely to occur between a
series of buildings having similar or close heights, which means that one edge could be in the
transition region of the next one. In this case, the classical UTD fails to predict correctly
the electric filed. Therefore, a literature review of the most common models that address the
mentioned issue was given. The review revealed that the UTD-slope diffraction with distance
parameter forcing (Andersen’s method) and Capolino and Albani method were the most two
relevant methods. These two models were evaluated. Capolino and Albani diffraction coef-
ficient was integrated to the existing model and then validated against some published results.

Finally, the global model performance was evaluated by comparing the simulation results
with the three measurement routes of Munich site. The simulation results were averaged over
a sector of 10 m. The overall model showed good performance when comparing to the measu-
rements. The absolute mean error of the simulation was found to be about 6 dB compared to
the measurements. It should be noted that the vertical propagation model has no extra time
loads since it has a negligible computational time (execution time for the direct vertical ray i.e
< 1 ms per link). In fact, we can say that the final model satisfies the project’s requirements
since it gives fairly accurate results, considers the propagation scene, supports a large number
of nodes, can deal with the mobile nodes, and within a reasonable time.
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5.1 Introduction

Chapter 3 and 4 proposed radio propagation models along with algorithms and techniques
that made these models fast and sufficiently accurate at the same time. Chapter 5 will discuss
many key points about the integration of the implemented radio module into the final plat-
form. To this end, chapter 5 was structured as follows : section 5.2 will give a brief overview
of CupCarbon in which the radio module will be integrated. Then, it illustrates the procedure
followed to integrate the radio models into Cupcarbon. Section 5.3 discusses the encountered
problems during the integration phase mainly because of the geometry databases and how
they can be resolved. Section 5.4 aims to re-validate the radio models but this time within
the final platform and with using a free source of geometry (OpenStreetMap data). Finally,
section 5.5 presents a real case study of a number of moving sensors in an urban configuration
in order to show the importance of using realistic channel models that take into account the
propagation environment.

5.2 Integration into CupCarbon

5.2.1 CupCarbon

As presented in chapter 1, CupCarbon is the main kernel of PERSEPTEUR Project. Cup-
Carbon is a Smart City and Internet of Things Wireless Sensor Network (SCI-WSN) simulator
for both scientific and educational purposes. Its objective is to provide reliable simulations
for WSNs, mainly in terms of propagation and interference of signals. It is very useful for
designing, visualizing, validating, and debugging distributed algorithms for real projects such
as environmental data surveillance. It also supports engineers and researchers to test their
wireless topologies, protocols, etc. in a 3D urban environment.

Networks can be easily designed with CupCarbon’s user interface because it is possible to
deploy sensors directly on the map. CupCarbon uses the OpenStreetMap (OSM) framework,
which will be the geometry source for the deterministic radio propagation models. Two simu-
lation environments are offered by CupCarbon. The first simulation environment enables the
design of mobility scenarios and the generation of events. The other simulation environment
represents a discrete event simulation which takes into consideration the mobility scenarios
defined in the first environment.

Besides that, CupCarbon includes many interesting features such as : the ability to simu-
late the interferences of signals, energy consumption model, easy script language (SenScrip)
to program sensor nodes, intelligent mobility, user-friendly graphical interface, ability to split
nodes into separate networks, clear visualization of the network and the working environment
etc. It also includes some WSN protocols such as ZigBee, LoRa, and WiFi. Figure 5.1 shows
Cupcarbon’s graphical interface with a number of static and moving sensor nodes in Brest city.
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Figure 5.1 – CupCarbon user interface.

5.2.2 Integration procedure

The developed radio propagation models were validated previously in order to ensure the
optimal performance both in terms of accuracy and computation time. Therefore, the final
stage is to integrate the developed algorithms into CupCarbon without affecting or degrading
the performance. The integration process will pass through many steps as explained in the
next subsection.

5.2.2.1 Application Programming Interface

The radio models were integrated as an Application Programming Interface (API). This
choice makes it easier to integrate the radio models into CupCarbon because the API abs-
tracts the underlying implementation and performs all the internal steps for fetching the
output without requiring to integrate the source code into that platform.

Accordingly, the radio API was designed to take only the required simulation parameters
and the geometry database to launch the computation and delivers back the required channel
estimations without having access to the operations occurring behind the scenes. The end-user
can define (through CupCarbon) the simulation parameters for the API (for the horizontal
and vertical plane) as follows :

/* --- Horizontal plane parameters --- */

int nbRefl=1, nbRefr=0, nbDiff=1; /* No. of reflexions, refractions, diffractions */

VTSim.setInteractions(nbRefl,nbRefr,nbDiff); /* Setting the No. of interactions */

VTSim.range = 200; /* Maximum horizontal range [m] */

VTSim.maxNoHorizonatlPaths = 100; /* Maximum number of paths (horizontal plane) */
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/* --- Preprocessing parameters of the visibilty tree --- */

VTSim.saveTrees = false; /* Option to preprocess and save visibilty trees */

VTSim.step_size = 5.0; /* Step size between preprocessed trees*/

VTSim.preCalculated = false; /* Option to use the saved trees */

/* --- Vertical plane parameters --- */

VTSim.addVerticalPath = false; /* Option to include the vetical paths */

VTSim.all_Vertical_Paths = false; /* Option to find all or just the direct path */

VTSim.groundReflexion = false; /* Add a ground reflection before the receiver */

VTSim.maxNoVericalPaths = 1; /* Maximum number of paths (verticalplane) */

It is important to note that the API outputs the channel estimation as text files with
extensions : *.BE for narrow-band simulations and *.RI for wide-band simulation (Complex
Impulse Response).

5.3 Geometry databases

CupCarbon uses OpenStreetMap (OSM) framework to obtain the geometry databases,
that is why the API is still not ready to be used at this stage since the algorithms developed
in the API requires geometry databases described in units of meters. In fact, the metric system
was strongly required in the algorithms in order to facilitate the calculation of many channel
parameters such as attenuation, phases etc. This means that the OSM geometry needs to be
processed before using the API, which will be discussed in the following subsections.

5.3.1 GPS coordinate system conversion

OpenStreetMap data are defined as polygons having a number of points, each point
consists of a pair of values (latitude and longitude). Therefore, the first encountered issue
is to how to convert the exported GPS coordinates into the Cartesian coordinate system.
Many conversion methods can be found in the literature but the adopted solution is the Lam-
bert93 projection method because it is the official map projection in France since 2000. The
details of the conversion method will not be discussed because it is beyond the scope of this
chapter.

5.3.2 Geometry database simplification

The polygons defined in the geometry database contain a large number of points (please
note that now geometry database is taken from OpenStreetMap and converted to the Car-
tesian coordinate system). Many of them add almost nothing or, at best, contribute very
little to the precision. On the other hand, these unnecessary details reduce considerably the
performance of the visibility tree method and they take a huge amount of memory as well.
Therefore, in order to ensure the best performance of the API, it is necessary to simplify the
outlines that are defined in the geometry database before using it as an input for the API.
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The idea is how to simplify the contours to the maximum possible extent but without de-
forming the shape. Douglas-Peucker method is the best candidate for this purpose [XWW11].
It is a simple recursive algorithm that maintains the shape of the contour but with much
fewer points. The degree of tolerance is defined by a user-defined parameter ε. The algorithm
starts initially with the two endpoints. It marks always these two points to be kept. It then
finds the point that is furthest from the line segment connecting the two endpoints. If the
furthest point is within the value of ε from that line segment, then this point will be removed
from the contour, otherwise, the point must be kept. The algorithm recursively calls itself
until all the points are treated. Therefore, the simplified contour consists of a subset of the
points that defined the original one.

To better understand Douglas-Peucker method and its effect on a given contour, it will be
applied to a complex building as shown in figure 5.2(a). Table 5.1 shows that the unsimplified
building consists initially of 138 face (which is a considered as a large number of faces for a
single building). Then, the simplification was applied using several values of ε : 0.30, 0.40,
0.50, 0.75, 1.0, 1.5, and 2.0. The geometry was considerably simplified by this method as
shown in figures 5.2(b) - 5.2(g). This can be confirmed by table 5.1 that presents the number
of faces for each value of ε. The number of faces is reduced considerably from 138 faces to
only 12 faces as the tolerance increases.

This simplification is a very important step because it has a great impact on the perfor-
mance in two ways, less memory usage, considerable gain in time. It was found empirically
that a tolerance value of about 0.50 - 1.0 gives a good simplification and maintains the same
original shape as well. However, a higher value than the proposed range can be used according
to the required degree of accuracy but it could lead to shape distortion as can be noticed in
figure 5.2(g) with ε = 1.5.

Epsilon value No. of Faces

Unsimplified coordinates 138

Epsilon = 0.30 30

Epsilon = 0.40 27

Epsilon = 0.50 26

Epsilon = 0.75 23

Epsilon = 1.00 23

Epsilon = 1.50 18

Epsilon = 2.00 12

Table 5.1 – Geometry simplification.
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(a) Unsimplified coordinates.

(b) Epsilon 0.3. (c) Epsilon 0.4.

(d) Epsilon 0.5. (e) Epsilon 0.75

(f) Epsilon 1.0. (g) Epsilon 1.5.

Figure 5.2 – Geometry simplification.
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5.3.3 Precision of geometry databases

OpenStreetMap is one of the major sources of geometry databases. The major two issues
were resolved in the previous two subsections. However, many other issues regarding OpenS-
treetMap geometry databases cannot be easily resolved. The main important points that were
noticed are :

— OSM databases do not export all the geometrical data so some buildings are missing
in the exported file. This will certainly have an impact on accuracy.

— OSM databases do not give accurate building heights for some geographical areas.
— OSM databases may have inaccuracies in the GPS coordinates which leads to uncer-

tainty in the converted Cartesian coordinates.

It should be noted that the API is ready at this stage to be used in CupCarbon, therefore
the objective of the next section is to validate and to evaluate the performance of the API.

5.4 API validation

The radio algorithms have been already validated and the performance has been assessed
as discussed in chapters 3 and 4. However, it is still important to ensure that the API still
gives similar performance as before. For this purpose, the propagation scene of Charles de
Gaulle - Étoile, Paris, that was used in chapter 3, will be reused again but this time the scene
geometry will be taken directly from CupCarbon user interface as it is shown in figure 5.3.

Figure 5.3 – API validation - CupCarbon user interface.

The geometry of this scene will go internally through the simplification process and then
it will be used as an input for the integrated API. Figure 5.4 shows the differences between
the modeled scene of chapter 3 (figure 5.4(a)) and the extracted scene from OpenStreetMap
(figure 5.4(b)). It can be noticed that they are fairly similar but the latter misses some building
which will surely have an impact on the estimation accuracy.
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(a) Modeled sence. (b) Scene etxracted from OpenStreetMap.

Figure 5.4 – Charles de Gaulle - Étoile, Paris.

The performance of the integrated API will be tested for several values of ε : 0.30, 0.40,
0.50, 0.60, 0.75, 1.0, and 1.5. The obtained simulation results are shown in figures 5.5(a)
- 5.5(g). They show very good agreement with the measurements (for the valid zones as
discussed in chapter 3). It can be noticed that they have comparable behavior for all the
values of ε. In order to get numerical error values, table 5.2 evaluates the mean absolute error
for each case. It must be noted that the error values are greater than the values that were
obtained in chapter 3 because that these results were not averaged according to Lee criterion
as the results in chapter 3. Another important source of error is the missing buildings and the
inaccuracies of the geometry databases. The minimum error for this particular configuration
was found for ε = 0.5.

Scene No. of Faces Avg. No. Of
Paths

Mean absolute
error

Modeled scene 10302 132.53 6.83 (cf. ch. 3)
OSM, ε = 0.3 17170 130.86 8.001

OSM, ε = 0.4 16642 129.80 7.881

OSM, ε = 0.5 16137 129.56 7.861

OSM, ε = 0.6 15771 129.54 7.911

OSM, ε = 0.75 15244 129.00 8.001

OSM, ε = 1.0 14424 127.99 7.901

OSM, ε = 1.5 13148 124.74 7.841

Table 5.2 – API validation - error estimation for different values of ε.

1. value was not averaged according to Lee criterion
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(a) Epsilon 0.3. (b) Epsilon 0.4.

(c) Epsilon 0.5. (d) Epsilon 0.6

(e) Epsilon 075. (f) Epsilon 1.0.

(g) Epsilon 1.5.

Figure 5.5 – Epsilon effect on accuracy.
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5.5 Mobility case study

This section defines a case study carried out in Brest city, where the project is initially
planned. The test scenario consists of a small WSN having 10 sensor nodes (s1, s2, ... , s10)
as shown in figure 5.6. All the sensors are moving along predefined trajectories presented by
the red-dotted paths in figure 5.6. The sensors move at a constant speed along these paths
and reach the end of their trajectories in 60 seconds, therefore, it is convenient to trace the
behavior at a step of one second, leading to 60 snapshots for each sensor.

The main simulation parameters are presented below. However, it should be noted that the
transmit power and Rx sensitivity values are not the theoretical values defined by the standard
but rather, they were taken from a commercial ZigBee module (Ember EM357 Transceiver -
ZICM357P2 ) in order to extend the link budget.

— Configuration : Urban.
— Location : Downtown, Brest.
— Simulation area : 800 m × 800 m
— Protocol : ZigBee.
— Transmit power : 20 dBm.
— Frequency : 2.4 GHz
— Sensitivity level : -100 dBm.
— Channel estimation mode : Horizontal mode.
— Number of interactions : 3R1D

Figure 5.6 – Mobility scenario.
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The results are given in a matrix format. One channel matrix is given for each sensor node
for all the time instants, giving a matrix of 600 channel elements (10 sensors × 60 seconds =
600 elements). This means also that if one wants both narrowband and wideband simulations
to be considered, 600 channel elements for narrowband results and other 600 elements for
wideband results). At a specific instant, the channel information is presented by a row (from
the global matrix) that contains 10 elements(Cx−y), which represent the channel information
between the sensor node in question and the other 9 sensors at that instant. For example,
the channel information for the first sensor node at a specific instant is given in the following
form :

ChannelMatrix(s1, t) =
[
− C1−2 C1−3 . . . C1−9 C1−10

]
where, C1−2 denotes the channel information between S1 and S2 at a specific instant (t = 1
- 60 s). Similarly, the channel information for the second, third, and tenth sensor nodes at a
specific instant are given in the following forms :

ChannelMatrix(s2, t) =
[
C2−1 − C2−3 . . . C2−9 C2−10

]

ChannelMatrix(s3, t) =
[
C3−1 C3−2 − . . . C3−9 C3−10

]

ChannelMatrix(s10, t) =
[
C10−1 C10−2 C10−3 . . . C10−9 −

]
The attenuation values of s10 with respect to the other sensors (i.e. ChannelMatrix(s10, t))

are traced graphically as shown in figure 5.7 at different time instants : t = 1 s, t = 10 s, t
= 20 s, t = 30 s, t = 40 s, t = 50 s, and t = 60 s. The simulation parameters are already
described above. A dashed line connecting S10 (the cyan-dotted trajectory of figure 5.7) with
the other 9 sensor nodes is drawn to make it easier to spot the link in question. It must be
mentioned that the dashed lines connecting S10 with the other nodes do not represent the
physical path between this two nodes but rather a representative path. The attenuation value
is then displayed next to each sensor. It is easy to notice that attenuation values do respect
the propagation environment since the radio model is deterministic. Another related point,
the wideband results were also extracted (not shown here) because these results will be used
for interference analysis by another project partner.

In order to show the importance of using a realistic channel model which takes into account
the propagation environment. A comparison of some network parameters will be conducted,
these parameters will be obtained by using the deterministic model and then by using a
statistical Log-Normal shadowing model. However, the Log-Normal model parameters should
first be determined to in order to get good results from the model.

.

.
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(c) t = 20 s.
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(d) t = 30 s.

1000 1100 1200 1300 1400 1500 1600 1700 1800
400

500

600

700

800

900

1000

1100

1200

−123.8

S1

−105.8

S2

−94.2

S3

−86.5

S4

−157.5

S5

−105.1

S6

−92.1

S7

−121.1

S8

−143.4

S9

Tx

S10

t = 40

(e) t = 40s.
1000 1100 1200 1300 1400 1500 1600 1700 1800

400

500

600

700

800

900

1000

1100

1200

−1

S1

−133.9

S2

−1

S3 −144.5

S4

−151

S5

−108.5

S6

−96.6

S7

−116

S8
−131.4

S9

Tx

S10

t = 50

(f) t = 50s.

1000 1100 1200 1300 1400 1500 1600 1700 1800
400

500

600

700

800

900

1000

1100

1200

−1

S1

−128.3

S2

−106.3

S3

−126.5

S4
−144.8

S5

−101.7

S6

−126.4

S7

−83.2

S8

−117.6

S9

Tx

S10

t = 60

(g) t= 60s.

Figure 5.7 – Attenuation values for S10 at different time instants.
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Log-Normal shadowing model parameters :

Log-Normal shadowing model can be used for a wide range of environments. It consists of
two parts ; the first part is in function of distance and the relation is controlled by the path
loss exponent n. The second part is the shadowing part which reflects the variation of the
received power around the first part as given by its general form :

L(di) = L(d0) + 10n log
( di
d0

)
+Xσ (5.1)

There are some typical values of the path loss exponent and shadowing deviation that are
defined in the literature (cf. table 2.3). These values can be used, however, it is more accurate
to use adapted values for this specific environment. Since there are no field measurements for
this configuration, the deterministic attenuation values will be used for this purpose. To this
end, the deterministic attenuation values are traced in function of distance as shown in figure
5.8.
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Figure 5.8 – Deterministic attenuation in function of distance.

The attenuation samples were used to find the parameters of the log-normal distribution,
the obtained parameters were found as follows :

LdB(d[m]) = −14.27 + 10 ∗ 5.7 log
(
d[m]

)
+Xσ=16dB (5.2)

Figure 5.9 shows the Log-Normal model without shadowing (black curve), and it also
shows the shadowing variation around the black curve (the blue points). Although it is true
that the parameterized Log-Normal model follows the deterministic values (the red points),
the shadowing part is random and does not depend on the propagation environment (only
global environment dependency represented by the path exponent and shadowing deviation
values). Moreover, a dotted-green line is drawn in figure 5.9, it represents the link budget
level, which means that if a packet is sent between a pair sensors having a path loss value
below this threshold, the packet would probably be received correctly.
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Figure 5.9 – Deterministic vs. Log-Normal model.

Packet error rate :

One of the important WSN parameters is the Packet Error Rate (PER). In ZigBee sensor
networks, if the packet was not received correctly, the receiving node requests a retransmis-
sion (with a maximum number of retransmission requests). Therefore, the PER parameter is
a good parameter to show the importance of the radio channel. In other words, to show the
impact of the radio channel on the PER.

Random data were generated and formatted as ZigBee Payloads, then they were added to
the ZigBee preamble to form a ZigBee frame as defined by the physical layer of the protocol.
All the other physical layer parameters such as (center frequency, sampling frequency, bit rate,
chip rate, etc.) were also considered. The ZigBee frames will be sent to the receiver node, via
the radio channel : first with the deterministic radio model of the API and then with the
adapted Log-Normal model. It should be noted that a white Gaussian noise was added to
the channel. At the receiver side, the received signal was decoded with a maximum of three
retransmission requests.

Figure 5.10(a) shows the PER for the deterministic channel model in function of distance.
It can be shown that for distances less than 100 m, the success rate is always 100%. For the
distances between 100 m - 400 m, the packets are sometimes received correctly and other
times, they could not be received (depending on the sensor’s location and on the propagation
environment). For large distances, the packet reception always fails. Figure 5.10(b) shows the
PER of the deterministic model in function of the attenuation. As expected, the packets were
received if the received power is more than the link budget threshold (- 120 dBm).

The binary behavior of the success rate (either 0% or 100%) is due to the fact that package
is considered as received, even if it fails for two retransmission attempts and succeeds in the
third retransmission attempt. If the package fails in all the three retransmissions, it is then
considered as unreceived.
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Similar global behavior for the Log-Normal channel model could be noticed through figures
5.10(c) and 5.10(d). Moreover, table 5.3 shows relatively close PER percentages for the two
models. Although figures 5.10(c) , 5.10(d) and table 5.3 showed similar global behavior of
the Log-Normal model compared to the deterministic model, they (figures 5.10(c) , 5.10(d)
and table 5.3) do not really show the inaccuracy because of the error compensation (due to
the random part of the Log-Normal distribution). This issue will be discussed in the next
paragraph.

Model PER
Deterministic model 52%
Log-Normal model 48.3%

Table 5.3 – PER.
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Figure 5.10 – Package error rate.

In order to show that the Log-Normal model gives inaccurate PER, the difference bet-
ween the PER obtained by the deterministic model and the PER obtained by the Log-normal
model is shown in figure 5.11. The three obtained values in the figure mean :

— 1 : the packet was received correctly by the deterministic model but it was not received
by the Log-normal model.

— 0 : the packet was received or not received by the two models.
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— -1 : the packet was not received by the deterministic model but it was received cor-
rectly by the Log-normal model.

Table 5.4 shows that 188 packets out of 600 (31.33%) were considered as received by the
Log-normal model whereas, they were not received correctly by the deterministic model or
vice versa. This difference confirms that : although the global behavior seems to be similar,
the parametrized Log-Normal is not accurate enough.

Difference
Deterministic model PER - Log-Normal PER (188/600) 31.33%

Table 5.4 – Deterministic vs. Log-Normal model success rate difference.
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Figure 5.11 – Difference between deterministic and Log-Normal model in terms of PER.

5.6 Conclusion

In this chapter, many points were discussed regarding the integration of the radio propa-
gation models to the wireless network simulator platform (CupCarbon). Chapter 5 started
by presenting briefly the main features of CupCarbon. Then, it illustrated the integration
process in many steps. In fact, the radio models were integrated as an API, this choice made
it easy to integrate the radio module as a black box. However, many problems were encoun-
tered during the integration phase. Most of the faced problems were because of the geometry
databases since OpenStreetMap is the geometry source for the API. The main two issues
were, firstly, the conversion from the GPS coordinates to the Cartesian coordinate system.
Lambert93 projection was used for the conversion between these two systems. The second
issue was the simplification of the geometry. Douglas-Peucker method was the best fit for the
contour simplification. Then, the API was tested on Charles de Gaulle - Étoile, Paris scene
because it has field measurements. The results of the API showed very good agreement with
the measurements. Finally, the last part of this chapter presented a real case study of ten
moving sensors in Brest city to emphasize the importance of realistic radio channel models
that consider the propagation environment. That was achieved by tracing the PER using the
deterministic radio model versus a statistical model.



General Conclusion and
Perspectives

The smart city concept was introduced in chapter 1 of this thesis. It was shown that it
covers several interesting applications in many diverse domains that aims to facilitate people’s
everyday life. Some example of those applications were listed in this chapter. In fact, wireless
sensor networks and the Internet of things are the main technologies of the smart cities. A
large number of communication protocols is dedicated to WSNs. Each protocol has a projec-
ted application. The main widely-used protocols are : the IEEE 802.15.4 derived standards
(i.e. Zigbee, WirelessHart, 6LoWPAN, ..., etc. ) for short-range communications, and Lora,
Sigfox for wide-range communications. Since real experiments are costly and time-consuming,
simulation tools are highly required to simulate, test, and validate the behavior of these net-
work before the real deployment. For this reason, they should be reliable, precise, and quick,
that was the main motivation for PERSEPTEUR project.

The objective of PERSEPTEUR project which was to develop a realistic, accurate, and
fast 3D wireless network simulator. Different tasks to build the final platform were assigned to
the project partners. Modeling the radio channel was the targeted task for this thesis. In fact,
it was shown that existing well-known WSN simulators offer simple-inaccurate or complex,
time-consuming radio models. On the other hand, the propagation models that are in the lite-
rature are not directly adopted because they do not satisfy the project’s requirements mainly
in terms of time constrains. Consequently, this thesis aimed to propose a set of accuracy-time
trade-offs to answer the research problem.

Chapter 2 provided an overview of the relevant literature about the radio channel funda-
mentals. Two main modeling approaches were discussed : empirical and deterministic radio
modeling. An overview of the radio models that are integrated into the well-known WSNs
was provided. This survey showed that these WSNs are using either empirical models so they
could provide inaccurate results because they are not site-specific models, or they are using
deterministic models which are computationally expensive.
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Since the project necessitates a site-specific model, the deterministic option was further
investigated. Two families of the deterministic modeling were presented : the ray-based mo-
dels and the numerical methods that try to solve Maxwell’s equation. Although ray-tracing
techniques are more time-efficient, they are still not directly applicable to the simulator be-
cause of the computational time, which means that they still need to be accelerated.

Since the predominant propagation mechanism for the short-range communication proto-
cols and Low-Power Wide-Area Network (LPWAN) protocols are not necessarily the same,
the research problem was subdivided into two modes :

— Lateral propagation mode : which addresses the configurations where the propagation
occurs mainly in the horizontal plane. This mode was covered in chapter 3.

— Vertical propagation mode : which treats the configurations where the propagation
occurs mainly over rooftops. This mode was discussed in chapter 4.

Consequently, a ray-tracing model based on the visibility technique in the horizontal plane
was developed in chapter 3. It was shown that the visibility tree has introduced a very signifi-
cant gain in terms of execution time. Moreover, the model was evaluated in terms of accuracy
with the measurements that were conducted in Paris. The evaluation showed that the model
can perform accurate simulations with a mean absolute error of about 6 dB in 50 s for 4R1D
(for 1651 receiver). A new acceleration technique was implemented by limiting the propaga-
tion scene to smaller areas and by selecting the most significant propagation paths. It was
shown through some test scenarios that limiting the propagation area to an adequate range
reduces the execution time with a negligible impact on accuracy. Many examples were given
in chapter 3 showing that the model after limiting the area of interest can perform simulation
in the order of a few seconds for a range of 150 m (for 4R1D). It was shown through these
examples that the accuracy very slightly affected due to the acceleration technique. Finally,
in order to support the mobile nodes, it was proposed to pre-process a set of visibility trees
over a predefined route. Therefore, instead of calculating the visibility trees, the algorithm
will use the pre-processed ones. This acceleration technique has made it possible to obtain
the channel estimations in the order of a few milliseconds per link (for 150 m). However, an
adequate discretization is required to ensure that the error is within an acceptable range and
to ensure that the size on the hard disk is not that large.

Chapter 4 started by evaluating the implemented model (in the horizontal plane) through
the measurements that were carried out in Munich site. It showed that the horizontal model
is valid only over a certain range of distance around the transmitter. Over this distance, the
model showed a good agreement with the measurements. However, beyond this distance, the
contribution of the vertical paths become more and more predominant so the model was not
valid anymore. That proved that is mandatory to consider also the propagation in the vertical
plane. However, in such urban scenarios, multiple diffractions over rooftops are very likely to
contain a series of buildings having similar or close heights, which means that one edge could
be in the transition region of the other. A review of the most relevant physical models that
consider the above-mentioned problem was given. The review revealed that the UTD-slope
diffraction with distance parameter forcing method (Andersen’s method) and Capolino and
Albani method were the best two relevant models. These two methods were evaluated and
then Capolino and Albani diffraction coefficient was integrated. Finally, the model perfor-
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mance was evaluated by comparing the simulation results with the three measurement routes
of Munich. The overall model was found to be capable to perform simulations with an abso-
lute mean error of about 6 dB. It should be mentioned that the vertical propagation model
has a very low computational time i.e < 1 ms per link (for the direct vertical ray). In fact, we
can say that the final model satisfies the project’s requirements since it gives fairly accurate
results, considers the propagation scene, supports a large number of nodes, can deal with the
mobile nodes, and within a reasonable time.

Chapter 5 discussed the integration process of the developed radio propagation model in
CupCarbon. It started by giving an overview of the main features of CupCarbon. Chapter
5 showed that the radio models were integrated as an API, which means that it takes from
the end user the required simulation parameters and the geometry database to launch a new
simulation. It delivers back the channel prediction without giving the simulator access to the
operations occurring behind the scenes. This choice made the integration easier. Nevertheless,
several issues were encountered during the integration process. Most of them were because
of the geometry databases that were provided by OpenStreetMap. Conversion from the GPS
coordinates to the Cartesian coordinate system was the first main issue. This issue was re-
solved by using Lambert93 projection. The other issue was the complexity of the geometry.
Douglas-Peucker method was used to simplify the outline of the buildings. Then, the API
was tested on Charles de Gaulle - Étoile, Paris scene. The results of the API showed very
good agreement with the measurements. Finally, the last part of chapter 5 presented a real
case study of ten moving sensors in Brest city to emphasize the importance of realistic radio
channel models that consider the propagation environment. That was achieved by tracing
the PER using the deterministic radio model versus a statistical model. It showed that the
empirical model reported wrongly that about 30% of the packets are received or unreceived.

This work can be further improved in many different ways. Some of the topics that can
enhance the performance in term of accuracy are : a simple empirical model that adds addi-
tional losses to account for the vegetation loss, a statistical model for describing the temporal
variation of the radio channel, consideration of the topography of the propagation environ-
ment since the ground is considered as flat, model calibration with measurements carried out
for smart city applications. Furthermore, the performance of the final model can be largely
enhanced in term of execution time by simplifying the geometry of the propagation environ-
ment (e.g. by grouping a number of adjacent buildings that have close heights to form one
block). This work can also be improved with considerable effort to include the smart cities
within the 5G vision.
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[Com04b] P. Combeau. Simulation efficace et caractérisation du canal radiomobile en
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Abstract :

Modeling the radio channel in an accurate way is a key element in any wireless systems.
Deterministic models offer a good degree of precision at the cost of high computational com-
plexity, which is prohibitive for wireless sensor network (WSN) simulators because the test
scenario could involve many sensor nodes in a city-wide scale. Within this context, the objec-
tive of this thesis is to propose efficient, fast, and accurate deterministic methods for modeling
electromagnetic waves by finding the best time-accuracy trade-offs that guarantee accuracy
under tight time constraints. The study was first subdivided into two modes according to the
dominant propagation mechanism. In microcell configurations, the proposed approach is a
ray-tracing model based on the visibility technique. It adopts a set of acceleration techniques
to reduce the complexity with a minimal loss of precision. To the same end, the vertical
propagation was addressed to include the most significant contributions. Finally, these mo-
dels were integrated into a WSN simulator to provide realistic and accurate results for smart
city applications. The importance of using precise models in WSN simulators is illustrated in
terms of some network parameters.

Keywords : ray-tracing, visibility tree, acceleration techniques, vertical profile
propagation, WSN simulator, smart cities.

Resumé :

Le canal de propagation est un élément important pour la fiabilité des simulations et la
conception des systèmes sans fil. Les modèles déterministes offrent un bon niveau de précision
au prix d’une complexité croissante de calcul, ce qui les rend prohibitifs pour les simulateurs
de réseaux de capteurs sans fil (RdC) car ils impliquent de nombreux nœuds distribués à
l’échelle d’une ville. Dans ce contexte, l’objectif de cette thèse est de proposer des méthodes
déterministes rapides et précises pour modéliser le comportement des ondes électromagné-
tiques en garantissant le juste compromis entre la précision et le temps de calcul. L’étude a
d’abord été subdivisée en deux modes selon le mécanisme dominant de propagation. Dans une
configuration microcellule, l’approche proposée est basée sur un modèle de lancer de rayons
reposant sur la technique de la visibilité qui adopte un ensemble de techniques d’accélération
pour réduire la complexité sans perte significative de la précision. Dans ce même but, la pro-
pagation verticale a été abordée en incluant les contributions les plus significatives. Enfin, ces
modèles ont été intégrés dans un simulateur de RdC pour fournir des résultats réalistes dans
le contexte d’une “smart city”. L’impact des modèles précis dans les simulateurs est illustré
par évaluer certains paramètres du réseau.

Mots-clés : arbre de visibilité, techniques d’accélération, propagation plan
vertical, simulateur RdC, villes intelligentes.




