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Summary 
The cerebral cortex is the largest region of the cerebrum in the mammalian brain. It 

controls higher-order brain functions such as sensory perception, cognition, motor 

commands and language. Thus, a tight control of the organization of the cerebral 

cortex is vital for most species. Understanding the regulatory mechanisms supporting 

these processes is an important endeavor in developmental biology. Here, we focused 

on the processes taking place during neurogenesis of the cerebral cortex, and took a 

multi-disciplinary approach combining biological experiments and mathematical 

models.  

For the mathematical modelling of neurogenesis, we start with a model describing the 

probability of progenitor divisions sequence as a function of time during the 

neurogenesis. It is parsimonious, but sufficient to explain and draw predictions on the 

phenotype observed in Lhx2 conditional knock-out mutant that precocious 

neurogenesis affected cortical surface and thickness. Moving one step further, we 

relaxed the constraints prescribing the timing of division probability in the model, and 

designed a model with intrinsic clocks whereby the progenitors undergo a sequence of 

divisions as they progress along a fixed profile, much like the movement of a particle 

descending a tilted potential with wells, in response to two parameters: ‘force’ and 

‘noise’. Thus, the switches from different type of divisions are modeled as an intrinsic 

property, so that the timing is generated by the cells themselves. The new model not 

only can explain the microcephaly, but also explain the ‘force’ and ‘noise’ together 

influence cortex thickness and neuron layer proportion in different cortical areas, 

especially in detail the timing of piriform cortex and entorhinal cortex generation.  

The first part of the thesis presents our works in this domain, and is organized as 

follows. In Chapter I, we introduce the basic notions of the cerebral cortex 

organization and the characteristics of neocortex (and neocortical different functional 

areas), piriform cortex and entorhinal cortex. We discuss in more detail dorsal 

telencephalon neural progenitor proliferation and differentiation to produce neurons 

of the pallium. In Chapter II, the first model and the application of explain Lhx2 

conditional knock-out mice microcephaly phenotype is explained in the publication I. 

Then we describe the second model and its application. 
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The second topic we studied is how the brain compensates cell death to maintain 

homeostasis during development. In two mutant mouse models with neuronal death 

between embryonic days 11 to 14, different compensation phenotypes are observed: 

in one mutant, around 30% reduced volume is observed but deep layer and upper 

layer neuron proportions remain untouched. In the other mutant, normal neuron 

number per unit was kept with abnormal neuron layer proportions, 30% reduction of 

deep layer neurons and 20% increase of upper layer neurons. Here, we develop a 

unified mathematical model that reconciles those two opposite observations. This 

model is based on two fundamental compensation mechanisms, each supported by 

biological evidence, and that can, alone, explain both phenotypes: 1) an increase in 

the probability and maximal number of intermediate progenitor proliferative divisions; 

2) a delay in the switching time between upper- and deep-layer neurons generation by 

a maximum of 24h. In the last section of Chapter I, we introduce the different 

progenitor types, types of division of progenitors and their cell cycle duration. In the 

introduction part of Chapter III, we discuss a selection of papers on neuronal death 

during development and the possible biological regulatory mechanism of neuronal 

homeostasis after cell death. In the publication II, we applied the compensation model 

to one of the cell death mutant mice model showing that increased intermediate 

proliferation is a powerful compensation mechanism. Then we adapted the model and 

added the second mechanism for a comprehensive understanding of homeostasis and 

compensation of neuron death during brain development. 

The third topic we studied is the role of extracellular Pax6 on neurogenesis. Pax6, as 

classical transcriptional factor, is one of the master regulators of neuronal progenitor 

proliferative division and differentiation. Meanwhile, with its homeodomain, it can 

transfer between cells and exert non-cell autonomous activities. We showed that an 

overexpression of extracellular Pax6 at Cajal-Retzius neurons source inhibits their 

generation. In contrast, blocking extracellular Pax6 by electroporation switches 

pyramidal neuron progenitors generating Cajal-Retzius neurons ectopically in the 

dorsal region. Similarly blocking extracellular Pax6 by genetic approach at cortical 

hem induces Cajal-Retzius neurons generation in ventricular zone of neighboring 

region. This ectopic induction of Cajal-Retzius neurons is timing- and region-specific. 

Basic mechanisms reported in the literature on the generation and migration of 
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Cajal-Retzius neurons and their role in cortical development is summarized in 

Chapter I. The role of Pax6 in dorsal telencephalic development is described in the 

neocortical regionalization section of Chapter I and detailed with extracellular 

function of homeoproteins in the introduction part in Chapter IV. The result section in 

Chapter IV is the topic of a publication in preparation on the role of extracellular Pax6 

on neurogenesis. 
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Chapter I: Introduction 
 

The cerebral cortex is the largest region of the cerebrum in the mammalian brain. It 

controls higher-order brain functions such as sensory perception, cognition, motor 

commands and language. The size of cerebral cortex has undergone a strong 

expansion during evolution. The mammalian cerebral cortex comprises the neocortex, 

the hippocampus and the piriform cortex. Both the hippocampus and the piriform 

cortex conserve common characteristics with the three-layered general cortex of 

reptiles, while the neocortex is organized in six layers. The neocortex is composed of 

with highly connected excitatory (~80%) and inhibitory (~20%) neurons.  

Neurogenesis is the process during development by which neural stem cells generate 

neurons of the central nervous system, followed by migration of neurons, formation 

of dendrites and axons and synaptogenesis. After neurogenesis, the stem cells that 

generated the neurons also participate in the generation of glial cells (astrocytes and 

oligodendrocytes) during a phase called gliogenesis. 

The first neurons to be generated during cortical development are the Cajal-Retzius 

cells (CRs) and the subplate cells that form the preplate (Allendoerfer & Shatz, 1994; 

Luskin & Shatz, 1985). The preplate is split into superficial marginal zone and the 

deeper subplate by the excitatory pyramidal neurons generated from pallium 

progenitors forming the cortical plate (CP) in between. The CP of the neocortex is 

composed of six layers of neurons that migrate in an inside-out fashion, the first 

neurons generated are positioned in the deepest layer of CP and the last in the most 

superficial (Berry, Rogers, & Eayrs, 1964; Rakic, 1974). Inhibitory GABAergic 

neurons are generated by the sub-pallium progenitors and by tangential migration 

inserted into the pallium (Anderson, Eisenstat, Shi, & Rubenstein, 1997; Parnavelas, 

Barfield, Franke, & Luskin, 1991; Rakic, 1988). 

 

1.   Cerebral cortex organization 

The structure of the cerebral cortex is not uniform throughout. Actually, an almost 

monotonic variation of its phenotype is immediately apparent when considering brain 
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atlases. In particular, substantial variation of thickness can be observed. According to 

cytoarchitectural differences in layer thickness and cell density, at the beginning of 

the 20th century, the pioneer histological work of Brodmann identified in the cortex 

52 cortical areas (figure 1A) (Brodmann, 1909). Up to a two-fold expansion was 

observed between the thinnest of cortical regions Brodmann’s area 3 on the posterior 

bank of the central sulcus (with an average thickness of less than 2 mm) and the 

thickest regions Brodmann’s area 4 on the anterior bank (4mm) (Fischl & Dale, 2000). 

The relationship between cortical areas and cortical function was deduced from 

patients who lost a certain cognitive ability after a brain injury. Broca discovered that 

patients lost speaking ability due to single cortical region damage, demonstrating that 

this region was responsible for language processing (Broca, 1861). This theory was 

then confirmed by Penfield's electrical stimulation and ablation work. Each area is 

involved in the processing of specific information: motor, sensory or cognitive 

(Penfield, 1961). 

1.1    Neocortex 

The neocortex is composed of neurons and glial cells. It is organized in six layers 

segregated principally by cell type and neuronal connections. On several aspects the 

overall structure of the neocortex can be found relatively uniform. However, finer 

investigation reveals many exceptions to this uniformity, both globally and locally. 

Indeed, there is an important variation in thickness of neuron layers, along a gradient 

from a thick rostro-lateral region to a thinner caudo-medial region. At a more local 

scale, one can find also rapid variation in brain’s organization; in primate for example, 

there is a sharp transition of cytoarchitecture between the area 17 and area 18 

(primary and secondary visual areas): the layer 4 in area 17 is much thicker and 

complex compared to the same layer in area 18 (figure 1B) (O'Leary & Nakagawa, 

2002).  

Neurons in the neocortex are connected in an intricate network with subcortical 

structures (Mayhew, 1991). Connections established by pyramidal neurons can be 

divided into two groups: intracortical (commissural and associative) projections and 

corticofugal (subcortical and subcerebral) projections neurons (figure 1C). Neurons 

located in the superficial layers (2,3 and 4) establish mainly intracortical connections. 
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They can extend their axons to the opposite hemisphere, thus forming the 

contralateral connections crucial for synchronization and integration of bilateral 

connections. They also form ipsilateral connections with other neurons in the same 

hemisphere. Ipsilateral connections are also observable within the same hemisphere. 

This is the case of the pyramidal neurons of the layer 4 which project their axons over 

short distances (Migliore & Shepherd, 2005; Molyneaux, Arlotta, Menezes, & 

Macklis, 2007). The neurons of the deep layers (5 and 6) send their axons to 

non-cortical brain areas, thus forming corticofugal connections. Layer 6 neurons will 

establish corticothalamic connections while those in the layer 5 will mainly send their 

axons long distances out of the cortex to different targets such as the brainstem and 

spinal cord creating subcerebral connections (S. Lodato, Shetty, & Arlotta, 2015b) 

(figure 1C). The cytoarchitecture of the different cortical areas serves specific 

functions. For example, layer 4, which is the primary target for thalamic sensory 

afferents, is much more developed in primary sensory areas than in motor areas. The 

layer 5, composed of pyramidal neurons that send their axons to the level of 

subcortical structures, is considerably developed in the motor region. This specificity 

is established at early stages of cortical development but will be refined with 

individual experience during the postnatal period via afferents joining the cortex 

(Alfano, Magrinelli, Harb, Hevner, & Studer, 2014).  

 

Figure 1. Regionalization in cortex and diversity of cortical projection neurons and 

A
intracortical projection 

corticofugal projection 

C

B
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their connections. (A) Map of the 52 cortical areas in humans according to Brodmann. 

(B) The sharp transition of cytoarchitecture between the area 17 and area 18 primary 

and secondary visual areas in primate. The layer 4 in area 17 is much thicker and 

complex than in area18. (C) The neurons of the superficial layers (2, 3 and 4) 

establish intracortical connections. Neurons can project on the contralateral 

hemisphere via commissural connections or in the same hemisphere via associative 

connections. The neurons of the deep layers (5 and 6) establish corticofugal 

connections which can be towards the thalamus: corticothalamic connections or 

towards the brainstem and the spinal cord in particular: subcerebral connections. 

Adapted from M. A. Lodato et al., 2015a; O'Leary & Nakagawa, 2002. 

1.2    Piriform cortex 

The piriform cortex is located in the ventrolateral part of the telencephalon. Its 

function is to contribute to odor coding and representation. Anatomically, it is thinner 

than the neocortex (Srinivasan & Stevens, 2017), and presents a simpler layer 

structure: it is composed of three layers, a characteristic feature of allocortical 

structures. The most superficial layer of the piriform cortex is the lateral olfactory 

tract (LOT) formed by the axons receiving the input from the olfactory bulb. 

Underneath the LOT cells layer, layers 1a and 1b are both primarily neuropil with 

axodendritic synapses from the LOT and cortico-cortical association axons 

respectively (Haberly, Hansen, Feig, & Presto, 1987). Neurons in layer 2 are divided 

into 2 subtypes: semilunar and superficial pyramidal cell forming a compact band of 

projection neurons. The deepest layer III includes a low density of so-called deep 

pyramidal cells. Inhibitory neurons are distributed throughout all three layers (Aboitiz, 

Montiel, Morales, & Concha, 2002; Shipley & Ennis, 1996). 

Moreover, unlike the “inside-out” pyramidal neuron generation order in the neocortex, 

the relation between order of excitatory neuron generation and layer distribution is 

more complicated in piriform cortex. The neurogenesis duration of the piriform cortex 

is premature and abbreviated compared with the neocortex, starting from E10 and 

ending around E15. It has been demonstrated that the deeper layer 3 neurons are 

generated before layer 2, showing a temporal canonical “inside-out” pattern. However, 

within the piriform layer 2, neurons in the superficial layer 2a are formed earlier than 
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deep layer 2b, exhibiting a inverse “outside-in” temporal neurogenic pattern. Due to 

the shorter duration of neurogenesis time window in the piriform cortex, neurons born 

at the same time are less well separated between layers in the piriform cortex 

compared with neocortex (Martin-Lopez, Ishiguro, & Greer, 2017). Neuron layer 

markers expressed in the neocortex, including Cux1, Barhl1, Tle4, Foxp2 and Fezf2, 

are also expressed in piriform cortex, but in different layer organization (Diodato et 

al., 2016).  

1.3    Entorhinal cortex 

The entorhinal cortex is an area of the brain located at the caudal end of the temporal 

lobe in rodents. It functions as a hub in a widespread network for memory, navigation 

and the perception of time (Hafting, Fyhn, Molden, Moser, & Moser, 2005; Tsao et 

al., 2018). Entorhinal cortex principal cells divide into pyramidal neurons (mostly 

calbindin positive) and dentate gyrus-projecting stellate cells (Tang et al., 2014). 

Stellate cells are generated first starting before E11 and pyramidal cells start 

appearing from E13. At E16, more than 90% of new born neurons are pyramidal cells. 

Stellate cells exhibit an orderly birthdate-dependent distribution along the 

dorso-ventral axis. Early born stellate cells are prevailingly on the dorsal regions, 

whereas later born neurons were found at progressively more ventral positions. 

Similar to the case of the piriform cortex, the canonical inside-out generation of 

neuron is not observed in the piriform cortex: the pyramidal cells are distributed 

randomly in the layers irrespective of their birthdate (Donato, Jacobsen, Moser, & 

Moser, 2017). 

 

2.   Neocortical arealization 

The neocortex has four primary areas. Three of those are sensory: the primary visual 

(V1), somatosensory (S1), and auditory (A1) cortices, respectively processing 

information received from the retina, body, and cochlea. The fourth primary area of 

the neocortex is the motor (M1) area, which controls voluntary movement of body 

parts (figure 2). In the adult, the transition from one neocortical area to another is 

typically abrupt, with borders that can be sharply defined by area differences in 
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architecture, and in some instances by the distributions of projection neurons, input 

projections, or gene expression patterns. For example, SVZ progenitors proliferate 

more in V1 resulting a major increase in the numbers of superficial layer neurons 

compared to adjacent higher order visual areas (Dehay & Kennedy, 2007). In the 

primate brain, between these primary areas, there appears an increasing number of 

higher level areas (O'Leary & Nakagawa, 2002; Sur & Rubenstein, 2005).  

The specification and differentiation of neocortical areas are controlled by an 

interplay between intrinsic mechanisms and extrinsic mechanisms (figure 2). Intrinsic 

mechanisms correspond to the specific combination and concentration of transcription 

factors expressed in the associated cortical progenitors. Important evidence 

demonstrated the significance of the intrinsic genetic mechanisms regulating 

arealization, chiefly based on the finding that many of the differential transcription 

factor expression patterns appear before the thalamocortical axons input reach the 

cortex. Cell fate is indeed determined at very early stages in progenitors along the 

dorsoventral and anteroposterior axis (Campbell, 2003; Jessell, 2000; Miyashita-Lin, 

Hevner, Wassarman, Martinez, & Rubenstein, 1999; Schuurmans & Guillemot, 2002). 

Patterning centers, cortical hem (between cortical and choroidal fields), septum (at the 

rostromedial pole of the telencephalon) and antihem (at the pallial–subpallial 

boundary) lie at the borders of the telencephalon and participate in the arealization of 

the cortex. The morphogens and signaling molecules secreted from patterning centers 

and diffused on the developing cortex induced the graded expression of these 

transcription factors in cortical progenitors, such as Emx2, Pax6, COUP-TFI, and Sp8 

(figure 2). These transcription factors were shown to have direct and significant 

functions in arealization. The combination of the expression level of these different 

transcription factors provide positional information for the cortical progenitors to 

form different cortical areas (Arai & Pierani, 2014; Borello & Pierani, 2010; O'Leary 

& Sahara, 2008). 
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Figure 2. Patterning centers and graded transcription factors drive arealization of the 

neocortex. The initial, tangential gradients of transcription factors in the VZ are 

established by morphogens secreted from telencephalic patterning centers. The graded 

expression of certain TFs, such as Pax6, Emx2, COUP-TFI, and Sp8, imparts 

positional or area identities to cortical progenitors, which is transmitted to their 

neuronal progeny that form the CP. The CP also initially exhibits gradients of gene 

expression that are gradually converted to distinct patterns with sharp borders. 

Coincident with this process, distinct cortical layers (2–6), and the anatomically and 

functionally distinct areas seen in the adult, differentiate from the CP. Genes that are 

differentially expressed across the cortex are often expressed in different patterns in 

different layers, suggesting that area-specific regulation of such genes is modulated by 

layer-specific properties, and questions the definition of area identity. Adapted from 

O'Leary & Nakagawa, 2002. 

 

Extrinsic mechanisms are just as crucial as the intrinsic. Arealization happens when 

signals from subcortical structures thalamocortical axons reach the cortex. The study 

of how extrinsic mechanisms influence cortical arealization dates back to the 

discovery of the emergence of the barrel field in the somatosensory cortex by in 1973. 

This indeed led the authors to later evidence that thalamocortical axons control the 

formation of the barrel field, and that the loss of a vibrissa results in the 

reorganization of the barrel field (Van der Loos & Woolsey, 1973; Woolsey & Wann, 

1976).  
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3.   Cajal-Retzius cell generation and migration and role in 
cortical development 

3.1    Cajal-Retzius cell generation and migration 

CRs are the first post-mitotic neurons migrating into the developing cortex between 

E10.5 and E12.5 in mice. They participate in the formation of the pre-plate and are 

located in the marginal zone during cortical development. It was first suggested that 

these neurons come from the pallial VZ, since they express pallial markers such as 

Tbr2 (Hevner, Neogi, Englund, Daza, & Fink, 2003). However, various laboratories 

have shown that CRs are generated from multiple sources at signaling centers and 

migrate into the developing cortex (figure 3B). Using tracing and electroporation 

methods, Takiguchi-Hayashi and colleagues have showed that the reelin positive CRs 

originated at the cortical hem and joined the developing cortex by tangential 

migration in order to cover its entirety (Takiguchi-Hayashi et al., 2004). Since then, it 

has been reported that between 60% and 70% of CRs come from this region. One year 

after the publication of these results, Bielle in Pierani’s team identified two other 

sources at the suptum and pallial-subpallial border (PSB) as sources of CRs from 

Dbx1-expressing progenitors, using genetic tracing and ablation experiments in mice 

(figure 3A) (Bielle et al., 2005). Various proteins have been identified expressing in 

CRs and the generation of several transgenic lines gave the possibility of permanent 

tracing of the CRs migration. The transcription factor p73 was found in particular at 

the level of the hem in the mouse at E12.5. Tissir and colleagues generated the 

knock-in line DeltaNp73Cre to follow the CRs permanently until postnatal stage. This 

mouse lines allowed observing a distribution of CRs of the hem in the whole cortex: 

neocortex, median cortex and also in the hippocampus (Tissir et al., 2009). 
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Figure 3. Sources of CRs in mice. (A) Schematic representation of the three CRs 

sources at coronal slices on the rostro-caudal axis (L1, L2, L3) in E 11.5 mice. The 

septum (in green) is found at the pallial-subpallial rostro-medial border (L1 section), 

the PSB (red) is found at the pallial-subpallial rostro-lateral border (L1 section), the 

hem (blue) is found at the pallial-subpalial medio-caudal border (L3 section). The 

color points correspond to the CRs of the different sources distributed in the dorsal 

cortex. DM: dorsomedian, D: dorsal, DL: dorso-lateral and L: lateral. (B) Side view 

of an E12.5 mouse brain with the three CRs sources represented by the same color 

code as in (A). Adapted from Griveau et al., 2010. 

 

The migration of a CR cell depends on various elements: its origin, environment and 

its interactions with other CR cells. The meninges, especially the pia, are in contact 

with the CRs during migration. The pia mater is composed of blood vessels, 

meningeal cells and fibroblasts with a high secretory activity. A secreted factor in the 

extracellular matrix of meninges plays an important role in the correct positioning of 

CRs. In the study of chemokine CXC12, a protein highly secreted by the meninges, 

and its receptors expressed by CRs: CXCR4 and CXCR7, researchers found that 

disturbing the expression of both the ligand and receptors causes ectopic distribution 

of CRs in CP, SVZ of the developing cortex. This ectopic distribution is found 

preferentially in the dorsolateral cortex (Trousse et al., 2014). Using time-lapse video 

microscopy technique, Villar-Cerviño and colleagues found that movement of CRs is 

regulated by repulsive interactions between themselves; CR cells perform repelled 

random walks and are eventually found throughout the whole cortical surface. They 

also have shown that this contact repulsion between CRs is mediated by Eph/ephrin 

interactions(Villar-Cerviño et al., 2013). Brain-derived neurotrophic factor and 

neurotrophin 4 are also involved in the control of CR cell migration. Ectopic 

over-expression of brain-derived neurotrophic factor prior to the onset of its 

endogenous expression down-regulates reelin and produces a polymicrogyric cortex 

with disorganized CRs and aberrant cortical lamination (Alcántara, Pozas, Ibañez, & 

Soriano, 2005).  

For Pax6, its expression is opposite to the migration of CH-derived CR cells during 
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the early development of the nervous system. Implants of GFP-positive CR cells into 

Sey mutant mice at E11 and E12, compared with WT embryos, shows more cells that 

arise from the cortical hem and seem to migrate by unclear and expanded routes. A 

large number of cells lose their subpial position and appear at different levels of the 

neuroepithelial thickness, demonstrating that the absence of Pax6 has an effect on CR 

cells migration(Ceci, López-Mascaraque, & de Carlos, 2010). 

Barber and colleagues have also shown that the VAMP1-3 protein family was 

necessary for the migration and positioning of CRs. One of the members of this 

family, VAMP3, is strongly expressed in septum derived CRs and hem derived CRs in 

contrast to VAMP1 and 2 expressed slightly in CRs. It is possible to invalidate this 

protein with the transgenic line Ibot, which allows the expression of the light chain of 

botulinum neurotoxin B to cleave and inactivate the VAMP1-3 proteins. In order to 

target only the septum derived CRs and hem derived CRs, the Ibot line was crossed 

with the DeltaNp73Cre line causing an increase in the migration speed of these two 

subpopulations as well as the ectopic distribution of septum CRs in the caudo-dorsal 

cortex and hem CRs in the rostro-dorsal cortex. In a non-cell autonomous manner, a 

dorsolateral expansion of the PSB CRs was also found, the total number of CRs 

remaining unchanged in this mouse model (Barber et al., 2015). 

3.2    Role of Cajal-Retzius cell 

Among the multiple function of CRs in the development of the cortex, the most 

known is their role in the establishment of cortical lamination through the secretion of 

reelin. The absence of reelin is found in the Reeler mutant mice first described by 

Falconer in 1951. This spontaneous mutant exhibits abnormal behaviors such as 

ataxia and tremors. The histological study of the mutant mouse brain reported 

aberrant lamination of the cortex, cerebellum and hippocampus due to lack of 

projection neuron migration (Falconer, 1951).  

Only in 1995 the gene responsible for this phenotype has been identified and the 

protein named reelin. Using the in situ hybridization technique to detect reelin mRNA 

in mice, the expression of reelin has been identified in multiple brain areas such as 

cortex, olfactory bulbs, striatum and cerebellum. In mice developing cortex, only the 

CRs in layer 1 expressed reelin (D'arcangelo et al., 1995). This protein has therefore 
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become a marker of choice for studying CRs during embryonic development.  

In order to study the involvement of CRs in cortical lamination, different teams 

performed ablations of CRs subpopulations using fragment A of diphtheria toxin 

leading to cell death. In each case, it was impossible to eliminate all populations of 

the CRs. Tissir et al by disabling the cortical hem CRs and septum CRs using the 

DeltaNp73Cre line; Wnt3aCre: RosaDTA; Reelin +/- showed that suppression of the 

majority (up to 75%) of CRs caused no cortical lamination defects (Tissir et al, 2009). 

These observations were also made during the suppression of only cortical hem CRs 

with the Wnt3aDTA line (Yoshida et al, 2005) and the suppression of septum CRs and 

PSB CRs with the NesCre line; Dbx1DTA (Bielle et al, 2005). In all the cases, the 

remaining CRs alone are enough to cover the whole cortex and modulate pyramidal 

neuron radial migration. 

CRs also regulate cortical arealization. In 2010, Griveau and colleagues performed a 

specific ablation of septum CRs. Based on the Reelin staining, there were less CRs in 

the rostro-medial part of the cortex around E11. This depletion was accompanied by a 

decrease in the proliferation of underlying progenitors in VZ. At E12.5, a 

redistribution of hem CRs and PSB CRs filled this vacant space on the surface of the 

cortex. At this stage, no proliferation defects were observed in the underlying VZ. The 

ablation of septum CRs also influenced the early transcriptional factor gradients of the 

cortex such as Pax6, Emx2 and Sp8, further, changing the arealization of cortex at 

postnatal stages (Griveau et al., 2010). In 2015, Barber and colleagues observed a 

small but significant modification of the primary area subregions and the 

establishment of secondary and associative areas in the mutant mice when CRs 

migration speed and distribution were disturbed (Barber et al., 2015). 
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Figure 4. CRs control the regionalization of the cerebral cortex by their signaling 

activity. (A) Diagram showing dorsal views of mouse brains in the case of 

redistribution of PSB-CRs (red population) and CH-CRs (blue population) during 

ablation of S-CRs (green population) (scheme) top left) and when invalidating 

Vamp1-3 in the S-CRs and CH-CRs with the line Np73Cre; Ibot (Diagram at the top 

right). These redistributions are accompanied by a deformation of the cortical areas 

observed at P8. (B) Diagram illustrating the concept of CR as a mobile signaling 

center. The CR is represented in green and secretes various factors necessary for the 

early regionalization of the cortex away from its place of origin, the cell in pink 

represents a fixed source that will diffuse its factors in gradient from its position. 

Adapted from Causeret & Pierani, 2016. 

A ablation WT iBot

migration of CR neurons

morphogen carried by cell migration

morphogen diffusion gradient
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4.   Development of the pallium 

4.1    Origin of excitatory neurons 

In the beginning of mouse embryo development, the neuroepithelial cell (NECs) 

perform proliferative symmetric divisions, allowing the exponential growth of 

progenitor pool (Noctor, Martínez-Cerdeño, Ivic, & Kriegstein, 2004). Then NECs 

transform into radial glia progenitors (RGs) (figure 5) by losing tight junctions but 

maintaining adherents junctions and initiating the expression of astroglial cell markers 

(Hatakeyama et al., 2004). RGs are bipolar cells whose cell body is located in the 

ventricular zone (VZ) and fibers span the width of the cortex (Rakic, 1972). From 

E10.5, the first population of post-mitotic neurons, namely Cajal–Retzius (CR) cells, 

are generated from the border of neocortex, migrate through the marginal zone and 

give rise the layer I of the cortex (Bielle et al., 2005; Takiguchi-Hayashi et al., 2004; 

Valverde, De Carlos, & López-Mascaraque, 1995). Very soon after, around E11, the 

RGs start asymmetric divisions, keeping one progenitor in the VZ and generating one 

intermediate progenitor (IP) or one neuron (Noctor et al., 2004).  IPs delaminate into 

the subventricular zone (SVZ) and divide at basal positions. IPs have limited 

proliferative potential. After a small number of proliferative divisions, IPs divide 

symmetrically and generate two neurons (figure5). In ferrets and primates, the vast 

majority of IPs perform proliferative divisions and the they undergo multiple rounds 

of proliferative divisions before generating neurons (Betizeau et al., 2013; Fietz et al., 

2010). 

RGs through the indirect IPs pathway, transiently amplify the capacity of projection 

neurons production (Noctor et al., 2004; Wu et al., 2005). During evolution, the 

emergence of another type of progenitor, basal radial glial cells (bRGs) who keep one 

basal process and that they divide in the SVZ, contribute to the expansion of the 

neocortex in mammals. Unlike IPs, these basal progenitors with glial characteristics 

are capable of self-renewal, performing asymmetric divisions to maintain one bRGs 

and add one neuron or IP (Franco & Müller, 2013). 

New born neurons either directly from RGs or indirectly through IPs or bRGs migrate 

radially along RGs fibers into the cortical plate (CP) (Noctor, Flint, Weissman, 

Dammerman, & Kriegstein, 2001; Rakic, 1972). At the end stage of neurogenesis, 
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once neuron radial migration is complete, RGs lose neurogenesis capacity and start 

producing oligodendrocytes or astrocytes (figure5) (Misson, Takahashi, & Caviness, 

1991).  

 

 

Figure 5. Progenitors and their divisions in cortical neurogenesis. The main types of 

neuronal progenitors: neuroepithelial cell, intermediate progenitors and basal radial 

glial cell are represented as well as differentiated cells from their division over time. 

Progenitors mainly found in primates are represented in the dashed rectangle. Adapted 

from Paridaen & Huttner, 2014. 

 

The development starts from a monolayer of NECs in VZ that expand tangentially in 

surface and in thickness (Williams & Price, 1995). From E12 to E14 NECs 

differentiate into RGs initiating the expression of astroglial cell markers: Brain 

lipid-binding protein (BLBP) and Glast promoters (Hatakeyama et al., 2004). Within 

the cell cycle the nuclei of NECs and RGs undergo stereotyped movement called 

interkinetic nuclear migration. Their nuclei migrate radial away from the ventricular 
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surface during G1 phase, reach maximum movement at S phase and then move back 

to the apical side during G2 to divide at the ventricular surface (figure 8A) (Sauer, 

1935) 

There are two main types of progenitors in the SVZ: bRGs and IPs. The bRGs had 

first been identified in ferret and human (Fietz et al., 2010; D. V. Hansen, Lui, Parker, 

& Kriegstein, 2010). Soon after, several research groups also found them in rodents’ 

developing cortices but with a much lower frequency (Shitamukai, Konno, & 

Matsuzaki, 2011; Xiaoqun Wang, Tsai, LaMonica, & Kriegstein, 2011). bRGs are 

generated from RGs losing the apical process, but keeping the basal process that 

reaches the pia membrane and retaining epithelial features characteristic. NECs, RGs 

and bRGs are self-renewable progenitors that express markers Pax6, Sox2 and Nestin 

(Fietz et al., 2010; D. V. Hansen et al., 2010). IPs show either multipolar shape in 

SVZ or ‘short radial’ in VZ (Kowalczyk et al., 2009). IPs divide symmetrically either 

into 2 IPs or 2 neurons. All types of IPs express marker Tbr2, while neurogenic IPs 

lose the expression of Pax6 (Figure6) (Noctor et al., 2004; Wu et al., 2005). 
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Figure 6. Molecular profiles and morphologies of different types of mouse cortical 

precursors and their lineage relationships. Adapted from Tyler & Haydar, 2013. 

 

4.2    Cortical progenitors cell cycle duration 

The cell cycle has long been considered identical in all different types of cortical 

progenitor cells (Cai, Hayes, & Nowakowski, 1997), however, more detailed studies 

of the cell cycle have identified that the duration of the cell cycle varies between the 

different progenitor types, but also, within a a single progenitor population, as a 

function of time in development . In particular, the rapid division rate observed in 

early progenitors is attributed to a significantly short cell cycle caused by short G1 

phase. This regulation of the cell cycle is limited in pluripotency progenitors and 

prevent differentiation (Lange & Calegari, 2010; Orford & Scadden, 2008; Singh & 
J Neurosci. Author manuscript; available in PMC 2013 September 27.
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Dalton, 2009; White & Dalton, 2005). Studies have shown that the cell cycle duration 

of RGs increases through the development (Calegari, Haubensak, Haffner, & Huttner, 

2005; T. Takahashi, Nowakowski, & Caviness, 1995). Cell cycle duration enlarged 

after the switching from proliferative division to neurogenic division (Dehay & 

Kennedy, 2007; Salomoni & Calegari, 2010). Several studies have shown that the 

main contribution of this enlargement is longer G1 phase duration in a neurogenic 

division compared with in a proliferative division (Arai et al., 2011; Calegari et al., 

2005; Lukaszewicz, Savatier, Cortay, Kennedy, & Dehay, 2002). Manipulations the 

duration of G1 phase in mouse influence the progenitors division preference: an 

increase in the G1 phase correlates with an increase in neurogenic divisions and, 

conversely, a reduction in the duration of the G1 phase, with an increase of 

proliferative divisions (Calegari & Huttner, 2003; Lange, Huttner, & Calegari, 2009; 

Pilaz et al., 2009). 

Thanks to advances in experimental techniques of BrdU incorporation, the duration of 

each cycle phase of the main progenitor cells that populate VZ and SVZ in the mouse 

on E14.5 days has been established (figure 7) (Arai et al., 2011). This study has 

shown that APs have a shorter cell cycle time than BPs, in particular by reducing the 

length of the G1 phase. In addition, the duration of the S phase is greatly increased in 

progenitor cells that begin proliferative rather than neurogenic division. 

 

 

Figure 7. Parameters of the cell cycle of progenitor cells at the peak of neurogenesis. 

The duration of the cell cycle and especially the G1 phase of apical progenitor cells is 

shorter than the basal progenitor cell cycle time. Within these populations, 

proliferating progenitor cells (Tis21-GFP-) have a longer S-phaseduration than 

neurogenic progenitor cells (Tis21-GFP +). Adapted from Arai et al., 2011. 
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Pyramidal neurons are generated sequentially from RGs in VZ or indirectly through 

IPs or bRGs in SVZ and migrate radially into CP successive waves. The earlier-born 

neurons will be placed at the level of the basal surface of the CP. The later-born 

neurons will cross this first layer of post-mitotic neuron to place themselves at the 

surface. This "inside-out" process evidenced by Angevine et al, in 1961 performing 

pulses of tritiated thymidine at different stages of mouse corticogenesis and by Rakic 

et al, in 1974 in rhesus macaque. Radioactive tritiated thymidine is incorporated by 

progenitors in S phase, will be inherited by their progeny and only remain undiluted 

in cells that have not undergone subsequent division thus labeling their birthdate (Jun 

& Sidman, 1961; Rakic, 1974).  

Two mechanisms are involved in pyramidal neuron radial migration: somal 

translocation and glia-guided locomotion. Translocation alone is preferred during the 

early stages of cortical development when the migration distance is short and does not 

appear to require support. Neurons that use this mechanism have a long extension to 

the marginal zone. Their nuclei are translocated slowly and continuously to their final 

position. Neurons that move by locomotion have a very short extension and migrate 

freely along the basal processes of the radial glia (figure 8B) (Nadarajah & Parnavelas, 

2002; Nadarajah, Brunstrom, Grutzendler, Wong, & Pearlman, 2001). This migration 

entails complex mechanisms. It is described into 4 steps: first, the neurons generated 

at the VZ move radially in the SVZ. Second, they become multipolar in SVZ. At this 

stage, the neurons do not seem to be attached to the guidance extension of the RGs 

and are still able to migrate tangentially. Then, neurons stretch and attach to the 

extension of the adjacent RGs to migrate toward the CP, using locomotion. Finally, 

the neurons get off the RGs and switch to soma translocation (figure 8C) (Azzarelli, 

Guillemot, & Pacary, 2015). 
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Figure 8. Modes of migration in the cortex. (A) Interkinetic nuclear migration. The 

nuclei of neuroepithelial cells or radial glia cells occupy different positions along the 

apical-basal axis depending on the phase of the cell cycle. (B) Somal translocation of 

early-born cortical neurons. Newborn neurons lose their apical attachment and reach 

the PP by translocation of the soma and progressive shortening of the basal process. 

(C) Glia-guided radial migration of cortical neurons. Four phases of radial migration 

can be distinguished. Newborn neurons leave the proliferative areas (I) and reach the 

SVZ/IZ, where they acquire a multipolar morphology (II). After pausing in the 

SVZ/IZ, cells migrate toward the CP, using locomotion (III). At the end of their 

migration, cortical neurons switch to soma translocation (IV). MZ, marginal zone; CP, 

cortical plate; PP, preplate; IZ, intermediate zone; SVZ, subventricular zone; VZ, 

ventricular zone. Adapted from Azzarelli et al., 2015. 
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5.   Mathematical modelling of brain development 

The history of mathematical models in morphogenesis, from shapes of organisms 

(D’Arcy Thompson, 1942) to the spots on the leopard skin (Murray, 1988) is 

remarkably rich and fruitful for both mathematics and biology. In the narrower 

domain of brain development also, a number of models have been very useful for a 

better understanding of the mechanisms supporting the development of brain 

morphology.  

A large part of the mathematical modeling in brain development is concerned with the 

organization of the brain phenotype at a macroscopic scale (full brain or brain areas). 

In this domain, an important landmark in mathematical models of morphogenesis 

Alan Turing’s 1952 celebrated article The Chemical Basis of Morphogenesis (Turing, 

1952) describing how a uniform state could evolve into a non-uniform pattern during 

development. The latter reaction–diffusion theory of morphogenesis, has served as a 

basic model in theoretical biology, but also in brain macroscopic and functional 

phenotype (Lefèvre & Mangin, 2010; Striegel & Hurdal, 2009).  

In the 1960s, Lewis Wolpert offered another conceptual definition of a morphogen 

and devised a model to describe basic pattern formation in development, the French 

Flag Model. In the French flag model, a morphogen diffuses between a source and a 

sink and cells decide on their "states" depending on the local morphogen 

concentration. Due to the existence of thresholds in the cell response, the states are 

discrete and in the simple model proposed by Wolpert, there are only three states 

represented by the different colors of the French flag (Wolpert, 1969). Homeoprotein 

diffusion was also studied using theoretical models, first using discrete-space models 

to derive mechanisms for gradient and boundary formation (Holcman, Kasatkin, & 

Prochiantz, 2007; Kasatkin, Prochiantz, & Holcman, 2008), and, few years after, 

combining Turing’s models with spatial cues, Quininao, Prochiantz and Touboul 

(Perthame, Quiñinao, & Touboul, 2015; Quiñinao, Prochiantz, & Touboul, 2015) 

showed that slow diffusion of homeoproteins can stabilize and regularize boundaries 

between brain areas.  

In this thesis, we are interested in models of brain development at a smaller scale, in 

terms of number of cells generated and of the layers they belong to. A number of 
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models have also considered this question in recent years. For instance, Slater and 

colleagues have developed a stochastic model of neurogenesis based cell lineage tree; 

their model emulates a single population of multipotent progenitors and their 

stochastic escape from symmetric divisions (Slater, Landman, Hughes, Shen, & 

Temple, 2009). Barbara Finlay and collaborators have built a model consider 

progenitor cell-cycle duration, cell death rate, and the probability to exit symmetric 

division, to explain how different parameters influence neuron number and the 

expansion through an evolutionary perspective (Cahalane, Charvet, & Finlay, 2014; 

Workman, Charvet, Clancy, Darlington, & Finlay, 2013).  

The model we will present in this thesis was developed with the purpose of being 

simple enough to be easily implementable and parameterized, yet precise enough to 

be fitted to actual data. Compared to existing models in the literature, the model 

presented in Chapters II of this thesis emulates multiple cell populations and their 

divisions as a function of time, either within a prescribed program or through an 

intrinsic clock. With this model, we were able to draw quantitative predictions on the 

role of the switching time between proliferative and neurogenic divisions in 

microcephalies. Also, contrasting with previous studies, our model was directly 

applied to mutant mice models of microcephalies to better understand the regulation 

mechanisms at play in brain development.  

Very recently, new developments in mathematical modeling of neurogenesis at cell 

populations scales were developed. In particular, Picco and colleagues proposed a 

deterministic model reproducing a similar sequence of divisions of progenitor cells, 

and concluded that this switch from proliferative and neurogenic divisions could be 

used to describe the diversity of cortical phenotypes in mammalian species (Picco, 

García-Moreno, Maini, Woolley, & Molnár, 2018). Delving at finer temporal scales, 

Postel and collaborators have developed a mathematical model considering both RGs 

and IPs divisions depending on the precise phase within the cell cycle of each cell. 

This model, fitted to experimental data of mouse embryos (cell numbers at different 

cortical development stages), was applied to a mutant mouse model with a shortening 

of the neurogenic period and an increased of number IPs (Postel et al., 2018).  

 



 22 

Chapter II: Modeling the neurogenesis 
 

1.   Results/Publications 

1.1   Mathematical of neurogenesis based on progenitor divisions 

Mathematical models of neurogenesis can provide a new tool to understand the 

determinants of brain architecture and size. In collaboration with Shen-Ju Chou 

(Taipei), we developed a simple model of the sequence of divisions and 

differentiations of cells during neurogenesis, to explain her experimental data on 

microcephaly in mice. 

In detail, Nestin-cre; Lhx2 conditional knockout mice shows a significantly smaller 

and thinner cortex, which is associated with a precocious initiation of cortical 

neurogenesis. To demonstrate that this early neurogenesis can indeed account for the 

phenotype we observed in Lhx2 cKO, we developed a parsimonious mathematical 

model that simulates the sequence of divisions of progenitors during cortical 

neurogenesis.  

The model reproduces the four main types of divisions observed during corticogenesis; 

namely 

(i)   symmetric division into two progenitors (proliferative phase);  

(ii)   asymmetric division into a progenitor and an intermediate progenitor, 

itself generating two neurons;  

(iii)   asymmetric division into a progenitor and a neuron (ii and iii are 

neurogenesis phase);  

(iv)   loss of capacity to generate neurons (gliogenesis phase).  

Moreover, neurons generated are considered to belong to a specific layer depending 

on the time at which the division of progenitors occurred, according to the classical 

radial inside-out migration of neurons to the distinct layers. All divisions and 

differentiations thus occur at rates (probabilities of occurrence) that vary in time.  

Using that model, we first reproduced the smaller and thinner phenotype of the 
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Nestin-cre; Lhx2 conditional knockout mice. Also we analyzed the consequence of 

several possible timing shifts. The mathematical model provided us with further 

information that the duration of symmetric division (i) into two progenitors controls 

the number of progenitors (the cortical surface); the duration of neurogenic phase 

divisions (ii) and (iii) controls the number of neurons generated by each progenitor 

(the cortical thickness). Early initiation of gliogenesis division (iv) during the 

neurogenesis phase would lead to a more dramatic reduction of neuronal numbers in 

superficial layers than in deep layers. Together with the transition time point from 

deep to upper layer neurons, (iv) controls the proportion of deep and upper layer 

neurons numbers.  

 

1.2   Publication I 
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The timing of cortical neurogenesis has a major effect on the size
and organization of the mature cortex. The deletion of the LIM-
homeodomain transcription factor Lhx2 in cortical progenitors by
Nestin-cre leads to a dramatically smaller cortex. Here we report that
Lhx2 regulates the cortex size by maintaining the cortical progenitor
proliferation and delaying the initiation of neurogenesis. The loss of
Lhx2 in cortical progenitors results in precocious radial glia differen-
tiation and a temporal shift of cortical neurogenesis. We further
investigated the underlying mechanisms at play and demonstrated
that in the absence of Lhx2, the Wnt/β-catenin pathway failed to
maintain progenitor proliferation. We developed and applied a
mathematical model that reveals how precocious neurogenesis af-
fected cortical surface and thickness. Thus, we concluded that Lhx2 is
required for β-catenin function in maintaining cortical progenitor
proliferation and controls the timing of cortical neurogenesis.

cortical neurogenesis | Lhx2 | β-catenin

Understanding how genetic mechanisms interact to set up a
precise developmental timing is a fundamental issue in bi-

ology. In the cerebral cortex, excitatory neurons are generated by
progenitor cells in the dorsal telencephalon (dTel) lining the lateral
ventricle. During the early developmental stages, cortical pro-
genitors undergo symmetric divisions, resulting in the proliferation
of progenitors and thereby allowing expansion of the developing
cortex. Soon after, cortical progenitors start generating distinct
types of neurons through asymmetric differentiative divisions (1–5).
The precise timing of the switch from proliferative division to
differentiative division is crucial to determining the number of
cortical neurons, and thus the cortical size.
The switch from proliferation to differentiation is reportedly

regulated by the canonical Wnt signaling pathway, in which β-catenin
(β-Cat) is the major downstream effector. In the absence of Wnt
signaling, β-Cat is phosphorylated by glycogen synthase kinase 3 and
targeted for proteosome degradation. Once Wnt ligands bind to the
Frizzled-Lrp5/6 receptors, the activity of glycogen synthase kinase
3-Axin-APC (adenomatous polyposis coli) destruction complex is
inhibited. As a consequence, β-Cat accumulates in the cytoplasm,
translocates to the nucleus, and activates downstream gene tran-
scription together with the lymphoid enhancer-binding factor (LEF)/
T-cell factor (TCF) transcription factors (6). Overexpression of the
stabilized, N-terminally truncated form of β-Cat in cortical pro-
genitors during early neurogenesis promotes their overproliferation
(7, 8), whereas inactivation of β-Cat in the cortex promotes neuro-
genesis (9, 10). However, stabilized β-Cat was also shown to pro-
mote cortical progenitor differentiation (11). Thus, it has been
proposed that Wnt/β-Cat signaling promotes proliferation and
differentiation of cortical progenitors at early and late de-
velopmental stages, respectively (12). This raises the essential
and largely open question of how Wnt/β-Cat regulates cortical
progenitor proliferation and differentiation.
The LIM-homeodomain transcription factor Lhx2 plays an

important role in cortical development. In the neocortex, Lhx2 is

expressed by neocortical progenitors within the ventricular zone
(VZ) of the dTel throughout cortical neurogenesis. Lhx2 was shown
to play stage-specific roles determining the fate of cortical pro-
genitors during early stages of corticogenesis (13–15). Further, the
mutant mice with Lhx2 deleted in the neural progenitors at embry-
onic day 11.5 (E11.5) by Nestin-cre exhibited a significantly smaller
neocortex than WT mice (16). Overall, these previous studies
showed that Lhx2 is important for the determination and mainte-
nance of neocortical progenitors, although how Lhx2 regulates the
proliferation and differentiation of cortical progenitors is unclear.
In this study, we identified a role for Lhx2 in regulating the

function of the Wnt/β-Cat signaling pathway in maintaining
progenitor proliferation. The deletion of Lhx2 in cortical pro-
genitors leads to a temporal shift of neurogenesis. We found that
by regulating how cortical progenitors respond to Wnt/β-Cat
signaling, Lhx2 regulates cortex size. By delaying neuronal dif-
ferentiation and maintaining progenitor symmetric division, Lhx2
allows a suitable increase of the numbers of cortical progenitors
needed to develop a proper cortex.

Results
Lhx2 Regulates the Timing of Sequential Cortical Neurogenesis. The
deletion of Lhx2 in the cortical progenitors at E11.5 by Nestin-
cre in Lhx2 conditional knockout (cKO, Lhx2f/f:Nestin-cre) leads
to a significantly smaller and thinner cortex, although all six
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The cerebral cortex is the most highly evolved structure in the
human brain. Generating the correct number and types of
neurons is crucial for brain function. We show a central role of
the Lhx2 homeoprotein in this task: deleting Lhx2 in cortical
progenitors leads to a temporal shift of neurogenesis initiation,
resulting in a much smaller cortex with decreased numbers of
neurons in all cortical layers. Further, we found that Lhx2 is
required for the Wnt/β-catenin pathway to maintain progenitor
proliferation. Using a parsimonious mathematical model, we
demonstrated that such disruptions of neurogenesis timing are
enough to explain the cortical size and thickness modifications
observed. Our findings enlighten how neurogenesis timing
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organization.
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cortical layers were generated in the cKO, and the relative posi-
tions of cortical neurons in each were generally normal (16). To
investigate the mechanisms for Lhx2 to regulate cortical neuro-
genesis, we first examined the timing of neurogenesis by injecting
BrdU into pregnant mothers when embryos were at different de-
velopmental stages and analyzing the distribution of BrdU-labeled
neurons at postnatal day 7 (P7), when the six cortical layers are
easily distinguishable. To define each cortical layer in WT (Lhx2f/+
or Lhx2f/f) and Lhx2 cKO cortex, we analyzed the expression of
cortical layer markers in P7 brains (17, 18). We found that in both
WT and cKO cortex, the CTGF (connective tissue growth factor)-
expressing subplate neurons were distributed in a single layer. We
used Brn2, Ctip2, and the Tbr1 expression domain to determine
layers (L) 2/3, 5, and 6, respectively (Fig. 1 A and A′). We found
that the number of cells in all layers all significantly decreased in
cKO cortex (SI Appendix, Fig. S1). In WT cortices, almost all
neurons generated at E11.5 contributed to the subplate, whereas
most neurons generated at E13.5 and E15.5 contributed to the
deep (L6, L5) and superficial (L2/3) layers, respectively (Fig. 1 B
and C) (17). In cKO cortices, although the inside-out organization
was maintained, we found that neuronal birth dates shifted to
earlier points. For example, in the cKO brain, most neurons born
at E11.5 contributed to layer 6, and most neurons born at E13.5
contributed to superficial layers. In cKO cortices, the number of
neurons generated at E15.5 dramatically decreased relative to WT,
and these neurons were located superficially in layer 2/3 (Fig. 1 B′
and C′). BrdU birth dating analyses suggested that Lhx2 deletion in
cortical progenitors altered the timing of neurogenesis. To confirm
this, we examined expression of neuronal markers at E13.5. We
observed comparable numbers of Reelin-positive Cajal-Retzius
cells in WT and cKO cortices, whereas the cortical plate, which is
labeled by Tbr1, Ctip2, and Satb2, was relatively thicker in the cKO
cortex (SI Appendix, Fig. S2). Overall, these findings confirmed that
cortical neurons are produced earlier in Lhx2 cKO.

Neurogenesis and Radial Glia Differentiation Initiate Earlier in Lhx2
cKO. To demonstrate that the loss of Lhx2 leads to increased
neurogenesis during early cortical development, we analyzed the

production of divisions by cortical progenitors derived from E13.5
WT and cKO dTel. We cultured progenitors at clonal density for
24 h to allow them to divide once to form two-cell pairs. We ob-
served significantly fewer two-cell pairs formed from cells from the
cKO compared with WT dTel (Fig. 2A). We also stained the two-
cell pairs with antibodies against TuJ1 (neuron-specific class III
b-tubulin) to label neurons and Sox2 (sex-determining region Y-
related HMG box 2) to label progenitors. Pairs were identified as
symmetric proliferative (P–P) divisions to form two Sox2-positive
progenitors, symmetric neurogenic (N–N) divisions to form two
TuJ1-positive neuronal cells, or asymmetric (P–N) divisions with
one Sox2-positive and one TuJ1-positive cell. In WT and cKO
cortices, the percentage of N–N pairs was comparable. In WT
cortex, the majority of the two-cell pairs were P–P, indicating pro-
liferative division of most progenitors at this stage. We found that
in cKO cortex, the percentage of P–P and P–N pairs was signifi-
cantly decreased and increased, respectively (Fig. 2B). This finding
agreed with our previous report that Lhx2 deletion by Nestin-cre
enhances neurogenesis, with an increased number of cortical pro-
genitors exciting cell cycle at early developmental stages (16).
To provide additional evidence to support that the deletion of

Lhx2 leads to increased neurogenic progenitors, we examined
the expression of neurogenic progenitor markers, such as Tis21
(Btg2) and Hes6 (19–21), in E12.5 WT and cKO cortices. We
found significantly increased expression of Tis21 and Hes6 in the
dTel VZ in Lhx2 cKO relative to WT (Fig. 2 C, C′, D, and D′ and
SI Appendix, Fig. S3), an effect consistent with increased neu-
rogenesis in the cKO.
Our results suggested that neurogenesis initiates earlier in Lhx2

cKO, and thus we further examined whether the differentiation of
radial glia, the neurogenic progenitors, occurs earlier in cKO. In
the developing dTel, we defined radial glial cells (RGCs) with
RGC markers Blbp (brain lipid-binding protein; or Fabp7, fatty
acid binding protein 7), Glast (glial high-affinity glutamate trans-
porter; or Slc1a3, solute carrier family 1 member 3), and TnC
(Tenasin-C) (22–27). We found that all these RGC markers are
precociously up-regulated in the VZ of cKO dTel. (Fig. 2 E, E′,
F, and F′ and SI Appendix, Figs. S3 and S4). The precocious

Fig. 1. Lhx2 regulates the timing of sequential neurogenesis. (A and A′) Immunostaining for markers of specific cortical layers on coronal sections of P7 WT (A)
and cKO (A′) cortices. In bothWT and cKO samples, six neuronal layers are present, including the Brn2-expressing L2/3 (2/3), Ctip2-expressing L5 (5), Tbr1-expressing
L6 (6), and CTGF-expressing subplate (sp). (B and B′) Immunostaining for BrdU on coronal sections of P7 WT (B) and cKO (B′) cortices. BrdU was injected into
pregnant mothers at E11.5, E13.5, or E15.5. BrdU injected at E11.5 labeled neurons distributed in the subplate in WT mice (arrowheads), but BrdU-labeled cells
were detected in layer 6 in cKOmice. BrdU injected at E13.5 labeled neurons concentrated in layer 6 inWTmice, but E13.5 BrdU-labeled cells were spread to L2/3 in
cKO mice. BrdU injected at E15.5 labeled many neurons in L2/3 in WT, but only a few superficially in L2/3 in cKO. (C and C′) Quantification of results from B and B′
indicating the location of BrdU-positive neurons in P7 WT and cKO cortices labeled at indicated times (n = 3). In a 100-μm-wide radial column, BrdU-labeled
neurons were counted at 100-μm intervals from the subplate (defined as 0) to the pial surface. The percentage of BrdU-positive cells was calculated by determining
the number of BrdU-positive cells in a 100 × 100 μm box divided by the total number of BrdU-positive cells in the entire radial column. (Scale bar, 100 μm.)
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expression of radial glial marker genes suggested that the neuro-
genic RGCs are precociously generated in the Lhx2 cKO. Together
with the previous results, we concluded that the deletion of Lhx2 in
the cortical progenitors by Nestin-cre results in an earlier neuro-
genic RGC differentiation and an earlier initiation of neurogenesis.
The smaller cortex phenotype could alternatively be the con-

sequence of increased cell death in the cKO cortices. To test this
hypothesis, we examined whether the deletion of Lhx2 causes
increased cell death. We performed TUNEL analyses on E11.5,
E12.5, E13.5, and E15.5 WT and cKO embryos. In general, very
few apoptotic cells are present in the developing WT dTel, and
we did not detect a measurable increase of apoptotic cells in the
Lhx2 cKO dTel (SI Appendix, Fig. S5). As the decreased cortical
size is apparent by E13.5, we concluded that cell death is unlikely
to account for the change in cortical size in cKO.

dTel of Lhx2 cKO Mice Shows Misregulated β-Cat Transcriptional
Activity. Canonical Wnt signaling reportedly governs whether
cortical progenitors undergo proliferation or differentiation
(28). To establish a readout for activity of canonical Wnt sig-
naling, we crossed Lhx2 cKO mice with the BAT-Gal reporter
line, in which the β-Gal gene is regulated by TCF binding sites
such that the reporter is activated by accumulated β-Cat in the
nucleus (29). Given the stage-dependent function of β-Cat in
inducing proliferation or differentiation, we examined BAT-Gal
reporter expression at several stages from E11.5 to E13.5 in the
WT and cKO cortices. In WT cortices, LacZ-positive cells were
distributed in a high/medial to low/lateral gradient in the dTel VZ,
which correlates with the location of Wnt-expressing cortical hem

Fig. 2. Lhx2 maintains proliferative division in progenitor cells and regu-
lates the timing of radial glia differentiation. (A) Cortical progenitors from
E13.5 WT and cKO dTel were cultured at clonal density for 24 h and then
evaluated for cell pair formation. cKO formed significantly fewer pairs than
WT (n = 3; P < 0.01). (B) Immunostaining of two-cell pairs for Sox2 and TuJ1.
P–P, a pair with two Sox2-positive cells; N–N, a pair with two TuJ1-positive
cells; and P–N pairs exhibit one of each. Quantitative results demonstrated
that in the cKO cortex, the number of P–P pairs decreased significantly (n =
3; P < 0.01), and the number of P–N pairs increased significantly (n = 3; P <
0.01), whereas the number of N–N pairs is not significantly different (n = 3;
P = 0.3435). (C–F′) In situ hybridization for Tis21, Hes6, Blbp, and TnC on
coronal sections of E12.5 (C–E′) and E13.5 (F and F′) WT and cKO dTel. (C–D′)
Tis21 and Hes6 expression in the dTel increased in the cKO cortex (arrow-
heads). (E and E′) At E12.5, Blbp is expressed in the cortical hem (hem) and the
pallial-subpallial boundary (PSB) in WT dTel. Blbp expression is increased in the
cKO (arrowheads). (F and F′) At E13.5, TnC expression is up-regulated in the cKO
dTel VZ (arrowheads). (Scale bar, 200 μm.) GE, ganglionic eminence.

Fig. 3. Wnt/β-Cat signaling is misregulated and fails to maintain pro-
genitor proliferation in the dTel of Lhx2 cKO mice. (A and B′) LacZ staining
of coronal sections from E11.5 (A and A′) and E12.5 (B and B′) WT and cKO
cortices with the BAT-Gal reporter. In WT mice, β-Gal expression shows a
high/medial to low/lateral gradient and is undetectable in lateral dTel. In
cKO mice, β-Gal expression is greatly increased, especially in the lateral
dTel. Arrowheads indicate the extent of the distribution of LacZ-positive
cells. (C–E′) In situ hybridization of Wnt7b, Axin2, and Ngn1 on coronal
sections of E12.5 WT and cKO cortices. The expression level and pattern of
Wnt7b and Axin2 are maintained in the cKO, whereas the expression of
Ngn1 is up-regulated in the cKO (arrowheads). (F ) Constructs used for in
utero electroporation. (Top) CAG-GFP contains a ubiquitously active CAG
promoter and GFP. (Bottom) Nestin-actβCat contains a Nestin enhancer in
front of the Hsp68 promoter driving expression of the active form of β-Cat
in the neural progenitor cells. (G and H′) Immunostaining for GFP on co-
ronal sections of E15.5 WT (G and G′) and cKO (H and H′) brains electro-
porated at E13.5 with CAG-GFP alone (G and H) or CAG-GFP together with
Nestin-actβCat (G′ and H′). (G) Most GFP-expressing cells are distributed in
cortical plate (cp) (arrowheads) and the intermediate zone (iz) in brains
transfected with CAG-GFP alone. (G′) Many GFP-expressing cells remain in
the ventricular zone (vz) (arrowheads) in CAG-GFP+Nestin-actβCat-
cotransfected WT brains. (H and H′) In either GFP alone (H) or CAG-GFP+
Nestin-actβCat (H′) transfected cKO brains, most GFP-expressing cells are dis-
tributed in the intermediate zone and cortical plate (arrowheads), rather than
in the ventricular zone. (I) Histogram showing the percentage of GFP+ cells in
cp, iz, svz, and vz in a 100-μm-wide column of dTel. When actβCat is trans-
fected in the WT, GFP+ cells located in the cortical plate are significantly re-
duced (n = 3; P < 0.05), whereas GFP+ cells located in the ventricular zone are
significantly increased (n = 3; P < 0.01). (Scale bars, 100 μm, A, A′, G, H′; 200
μm, B–E′.) GE, ganglionic eminence.
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cells located in the most medial part of the cortex (30). The
number of LacZ-positive cells increased in the cKO dTel VZ from
E11.5 to E13.5, and these LacZ-positive cells were distributed
throughout the entire VZ of the cKO dTel, even in the most lateral
part (Fig. 3 A, A′, B, and B′ and SI Appendix, Fig. S6). Thus, with
the BAT-Gal reporter, we found that the transcriptional activity of
canonical Wnt signaling is dramatically increased in the Lhx2 cKO.
This is unexpected, given that the precocious neurogenesis
we observed in Lhx2 cKO is similar to the phenotype of β-Cat
deletion (9, 10).
We then examined whether the deletion of Lhx2 affects the

expression of components in Wnt/β-Cat signaling pathway in a
similar way as the BAT-Gal reporter. We examined the expression
of genes involved in Wnt signaling during early cortical develop-
ment in the cKO, including Wnt ligands Wnt3a and Wnt7b; Wnt
antagonists Sfrp1 and Sfrp2; and Wnt downstream factors Axin2,
Lef1, CyclinD1, and Ngn1 (11, 31). We found no significant differ-
ence in the expression of most of these genes in the Lhx2 cKO dTel
compared with WT from E11.5 to E13.5 (Fig. 3 C, C′, D, andD′ and
SI Appendix, Fig. S7). However, we did detect a dramatic up-regu-
lation of Ngn1 (Fig. 3 E and E′), a reported Wnt downstream target
driving neuronal differentiation (11). Further, the expression of Sfrp2
at the pallium–subpallium boundary is decreased in cKO at E13.5
(SI Appendix, Fig. S7). We found that in Lhx2 cKO, the high level of
Wnt/β-Cat signaling transcriptional activity fails to increase the ex-
pression of many of the Wnt downstream genes, such as Axin2 and
CyclinD1. We thus hypothesized that Lhx2 is required for the
function of Wnt signaling.

Wnt/β-Cat Signaling Fails to Maintain Cortical Progenitor in the dTel
of Lhx2 cKO Mice. To examine the requirement for Lhx2 in the Wnt/
β-Cat signaling pathway to promote cortical progenitor pro-
liferation, we compared the function of active β-Cat in WT and
cKO cortical progenitors. We generated a Nestin-actβCat con-
struct, in which a stabilized β-Cat with first 47-amino acid trun-
cation is driven by the nestin enhancer and the hsp68 basal
promoter (32) (Fig. 3F) to drive transcriptionally active β-Cat
expression in VZ progenitors. In addition, we generated a CAG
(CMV early enhancer/chicken β-actin promoter)-GFP construct,
in which a GFP reporter is driven by a constitutively active CAG
promoter (Fig. 3F). In E13.5 dTel, we electroporated the CAG-
GFP construct with or without the Nestin-actβCat construct and
then analyzed distribution of GFP-expressing cells as the trans-
fected cells at E15.5. In WT cortices transfected with CAG-GFP
alone, most GFP-expressing cells were distributed in the in-
termediate zone and cortical plate, but not in the proliferative
zone, VZ/SVZ (Fig. 3 G and I). However, after cotransfection
with the Nestin-actβCat construct in WT, a significantly increased
number of transfected cells remained in the VZ and decreased
number of transfected cells migrated to the cortical plate (Fig. 3G′
and I). To ensure that the increased number of the active β-Cat
transfected cells in the VZ was not a result of migration defects of
these cells, we stained them with a neuronal marker, TuJ1. We
found that these VZ located cells do not express the neuronal
marker (SI Appendix, Fig. S8). We thus concluded that the ex-
pression of active β-Cat in WT cortical progenitors maintains these
progenitors in the proliferating zone.
We also electroporated CAG-GFP alone into the cKO dTel at

E13.5, and we found, similar to in WT dTel, that most GFP-
expressing cells were distributed in the intermediate zone and
cortical plate at E15.5 (Fig. 3 H and I). When both CAG-GFP and
Nestin-actβCat constructs were electroporated into the cKO dTel,
most GFP-labeled cells still migrated to the cortical plate and did
not stay in the VZ/SVZ (Fig. 3 H′ and I). Our results here showed
that in the absence of Lhx2, the cKO cortical progenitors do not
remain in the proliferating zone in response to active β-Cat.
Our results demonstrated that Lhx2 is required for the func-

tion of β-Cat to promote cortical progenitor proliferation. We

hypothesized that Lhx2 could act together with β-Cat to regulate
the expression of genes governing progenitor proliferation. Pax6 is
likely to be one of such genes, as it is a key regulator for cortical
progenitor proliferation and neurogenesis (33). Further, in cortical
progenitors, the β-Cat/TCF complex was shown to activate Pax6
transcription by binding to the Pax6 promoter (34), and Lhx2 was
also reported to directly regulate Pax6 expression by binding to its
enhancers (35, 36). We first confirmed that Pax6 is down-regulated
in the cKO dTel at E12.5 (Fig. 4A). We then performed luciferase
reporter assays to analyze the function of Lhx2 and active β-Cat on
regulating Pax6 expression. We compared the induction level of
Lhx2, active β-Cat or Lhx2 and active β-Cat together on Pax6p, in
which luciferase gene is under the control of the Pax6 promoter
containing a β-Cat/TCF binding site (34), and EtelAPax6p, in
which luciferase gene is under the control of the Pax6 promoter
and a Pax6 enhancer containing a Lhx2 binding site (35). We
found that EtelAPax6p can be induced by active β-Cat, as well as
by Lhx2, while Pax6p can be induced by active β-Cat, but not by
Lhx2. When both Lhx2 and active β-Cat were cotransfected,
EtelAPax6p can be further induced to reach a significantly higher
level than Pax6p (Fig. 4B). These results suggested that Lhx2 and
active β-Cat could collaboratively induce Pax6 expression (Fig. 4C).

Timing of Neurogenesis Affects the Cortical Size. Our experimental
data reveal that the deletion of Lhx2 leads to a significantly smaller
cortex, which is associated with a precocious initiation of cortical
neurogenesis. To demonstrate that this early neurogenesis can in-
deed account for the phenotype we observed in Lhx2 cKO, we
developed a parsimonious mathematical model that simulates the
sequence of divisions of progenitors during cortical neurogenesis
(see details in SI Appendix). The model reproduces the sequences of
progenitor divisions during corticogenesis (2); namely (i) symmetric
division into two progenitors (proliferative phase); (ii) asymmetric

Fig. 4. Lhx2 and β-Cat collaboratively induce Pax6 expression. (A) Quantitative
RT-PCR to compare the relative expression level of Pax6 in E12.5 WT and cKO
dTel. The expression of Pax6 is significantly down-regulated in the cKO (P < 0.05;
n = 5). (B) The reporter constructs, Pax6p-Luc (containing Pax6 promoter) and
EtelAPax6p-Luc (containing Pax6 promoter and a Pax6 enhancer, E, as indicated).
Reporter activity without cotransfection of effectors was set as 1, and results are
presented as fold of induction. The activity of Pax6p cannot be induced by Lhx2,
but it can be induced by active βCat, and there is no further induction when Lhx2
and active βCat were both added (n.s, not significant). EtelAPax6p-Luc activity
can be induced by Lhx2 and active βCat, individually. Lhx2 and active βCat to-
gether can further induce the activity of EtelAPax6p (P < 0.01; n = 3). (C) Model
for Lhx2 and active βCat collaboratively regulate Pax6 expression.
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division into a progenitor and an intermediate progenitor, itself
generating two neurons; (iii) asymmetric division into a progenitor
and a neuron (ii and iii are neurogenesis phase); and (iv) loss of
capacity to generate neurons (gliogenesis phase). When a neuron is
generated, it is considered to belong to a specific layer according to
the classical radial inside-out migration of neurons to the distinct
layers, depending on their generation time (17, 37). An example of
the evolution of the number of progenitors and neuronal cells as a
function of time in the model is provided in Fig. 5A.
We used the model to investigate the causal relationship of the

smaller and thinner cortex and the temporal shift of neurogenesis
program in Lhx2 cKO (as shown in Fig. 1). The size of the cortical
surface is directly related to the number of the progenitors lining
the ventricular zone. As the number of progenitors is an expo-
nential function of the duration of the proliferative phase, a
shorter duration of the progenitor symmetric division period re-
duced the surface size of the cKO cortex (Fig. 5 B and C and SI
Appendix, Fig. S9). The thickness of the cortex is related to the
number of neurons generated in a radial column and is governed
by the duration of the neurogenesis phase (SI Appendix, Fig. S9).
To generate a smaller and thinner cortex, we found that the du-
rations of proliferative phase and the neurogenesis phases in Lhx2
cKO are shorter (Fig. 5 B, C, and D).
In addition, the mathematical model provided us with further

information on how to generate a thinner cortex with a dispro-
portional change in the thickness of deep and superficial layers, as
in the cKO cortices (as shown in SI Appendix, Fig. S1). We found
that an early initiation of gliogenesis during the neurogenesis phase
would lead to a more dramatic reduction of neuronal numbers in
superficial layers than in deep layers. We tested this prediction
experimentally and confirmed that the gliogenesis indeed initiates
earlier in the cKO (SI Appendix, Figs. S9 and S10).

Discussion
In this study, we uncovered biological mechanisms regulating the
timing of neurogenesis. We found that Lhx2 deletion by Nestin-cre
leads to a shift of the sequential process of neurogenesis to
an earlier time. We thus concluded that Lhx2 maintains cortical
progenitors in proliferative state and delays the initiation of neu-
rogenic differentiation at early developmental stages. This finding
is consistent with the fact that Lhx2 expression in cortical pro-
genitors decays during cortical development and that Lhx2 is
expressed in a pattern opposite to that of neurogenesis: it forms a
high/medial to low/lateral and high/caudal to low/rostral gradient,
whereas neurogenesis initiates from the rostrolateral cortex, where
Lhx2 is expressed at the lowest level (38).

Further, we identified that Lhx2 is involved in the Wnt/β-Cat
signaling pathway. This pathway is known to play important roles
in regulating cortical neurogenesis; however, it was shown to
induce both progenitor proliferation and differentiation, two
contradicting events (28). It has been difficult to analyze β-Cat
function in knockout animals because mutants also show defects
in cell adhesion and tissue integrity. Ectopic expression of Dkk1,
a negative regulator of Wnt signaling pathway, in the developing
cortex was used to reduce Wnt signaling activity while main-
taining β-Cat function in cortical progenitors. It confirmed that
Wnt signaling plays a positive role in the expansion of pro-
genitors (39). Recently, the role of β-Cat in cortical development
was studied elegantly by constructing a mutant form of β-Cat
with normal cell–cell adhesion activity, but defective transcrip-
tional activity (40). Interestingly, mice harboring this mutant
form of β-Cat exhibited a phenotype similar to what we observe
in Lhx2 cKO, including a temporal shift of neurogenesis and
fewer neurons in both deep and upper cortical layers (40).
As the deletion of Lhx2 resembles the loss of Wnt/β-Cat sig-

naling activity, we expected to find decreased β-Cat transcriptional
activity in Lhx2 cKO. However, with BAT-Gal reporter, we found
an increase in β-Cat transcriptional activity in Lhx2 cKO dTel (Fig.
3). Interestingly, we observed a discrepancy between the expression
of the BAT-Gal reporter, a faithful reporter for Wnt/β-Cat sig-
naling pathway in many systems (9, 29, 39, 41, 42), and the known
Wnt/β-Cat downstream genes, such as Axin2 and CyclinD1 (SI
Appendix, Fig. S7). Only Ngn1, a neurogenic Wnt/β-Cat down-
stream gene (28), is up-regulated in the Lhx2 cKO (Fig. 3). We
further confirmed that the loss of Lhx2 impairs cortical pro-
genitor self-renewal promoted by Wnt/β-Cat signaling by show-
ing that the expression of stabilized β-Cat maintains transfected
cells in the ventricular zone in WT, but not in Lhx2 cKO (Fig. 3).
Thus, we proposed that Lhx2 is involved in directing the activity
of the Wnt/β-Cat signaling pathway to promote progenitor pro-
liferation, probably in a similar way as Axin, a component in the
Wnt/β-Cat signaling pathway, directing the proliferation or dif-
ferentiation choice in the intermediate progenitors (43).
During cortical development, patterning centers express signal-

ing molecules such as Fgfs and Wnts to establish expression pat-
terns of transcription factors and regulate cortical neurogenesis
and patterning. Several patterning transcription factors, including
Emx2 (empty spiracles homeobox 2), COUP-TF1 (chicken oval-
bumin upstream promoter transcription factor 1 or NR2F1), Pax6
(paired box 6), and Sp8 (trans-acting transcription factor 8), were
shown to collaboratively regulate the proliferation and differ-
entiation of cortical progenitors and cortical arealization

Fig. 5. Theoretically deciphering the effect of Lhx2 deletion. (A) Evolution of the number of progenitors (black line) and number of neurons in each layer as a
function of time. Symmetric division (red) duplicates the number of progenitors, neurogenesis (blue) gives rise to neurons, and gliogenesis (black) decreases
the pool of progenitors. (B) Comparison between fitted models to WT and cKO (MUT, dotted lines). In cKO, the precocious end of symmetric division and
neurogenesis leads to decreased cortical surface (C) and thickness (D).
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(44). In cortical progenitors, these transcription factors estab-
lish a regulatory network, such as the reciprocal regulation
between COUP-TF1 and Sp8 (45), to coordinate multiple sig-
naling pathways. For example, COUP-TF1 regulates progenitor
proliferation and differentiation (46) and also plays an impor-
tant role in regulating cortical areal patterning (47). Similar to
these patterning transcription factors, Lhx2 controls multiple
aspects of cortical development. It is likely these different
functions of Lhx2 are coordinated in cortical progenitors by
interacting with other transcription factors during cortical
neurogenesis. Further studies of genetic machinery regulated
by Lhx2 and the interactions between Lhx2 and other tran-
scription factors are needed to understand the mechanisms of
the temporal regulation of neurogenesis.
Cortical size expansion and the increase in cortical neuronal

number suggest that regulation of neurogenesis has changed over
evolution (48, 49). The mathematical model of cortical neuro-
genesis we developed provided insights on how the timing of dif-
ferent phases in neurogenesis affect the size and composition of the

cortex. Our findings suggested that the intricate interplay between
Lhx2 and Wnt/β-Cat signaling pathway, by modifying the timing of
neurogenesis, appears to be a key regulatory mechanism in cortical
evolution and may function in cortical developmental disorders,
such as microcephaly.

Materials and Methods
The different mouse lines and antibodies used in this study, along with their
sources and the detailed protocols for cell culture, luciferase reporter assays,
and in utero electroporation, are described in SI Appendix, Materials and
Methods. In situ hybridization and immunostainings were performed as
described previously (14, 16).
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Mathematical Model and Simulations 

In this section we provide the details of the mathematical model used to 

simulate the cortical development, and the algorithm used to perform the 

stochastic simulations. 
 

System specification 

The model only depends on the rate at which cortical progenitor cells divide 

(number of divisions per unit time) and how this rate depends on time and on 

the type of division. According to the previous studies, there are 4 main 

phases for cortical neurogenesis (S1): 

(i) Symmetric division of the progenitor cells that occur at early stages 

of cortical development, with a rate !! !  (see Figure S9A) 

! !! ! 2!!
This is the unique phase associated with an increase of the number 

of progenitor cells. It constitutes the substrate upon which neurons 

and glia is formed, and therefore tightly regulates the size of the 

brain.  

(ii) Asymmetric division of a progenitor cell into IPC (intermediate 

progenitor cell, or basal progenitors) with a rate !_2 ! . IPCs 

subsequently divide and differentiate into two neurons 

! !! ! ! + !"# → ! + 2!!
Neurons formed at time ! migrate to layer ! ∈ {6,5,4,2/3} with a 

time-dependent probability !!(!).  
(iii) Asymmetric division of a progenitor cell into a progenitor and a 

neuron with a rate !!(!) 

! !! ! ! + !!
Similar to phase (ii), the differentiation at time ! gives rise to a 

neuron of layer ! with probability !!(!).  
(iv) The last phase taking place in the process of cortical development 

is the loss of capacity to generate a progenitor or a neuron. This 

phase, occurring at a rate !! ! ,!either corresponds to the formation 

of glial cells or to apoptosis.  
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! !! ! ∅ 

 

 

Parameters fit 

As mentioned in the main text, the only parameters to fit are the initiation and 

end times of the different phases (!! ! ,! = 1⋯ 4)!as well as the probability 

for a neuron generated at time ! to belong to layer !!(!! ! , ! ∈ {6,5,4,2/3}). We 

consider that the probabilities !! and !! have a typical profile ! !!"#$" , !!"# , !  

only parameterized by their initiation (!!"#$") and end (!!"#) times, and thus the 

model is complete once adjusted the start and end time of each phase. The 

map ! ↦ ! !!"#$" , !!"# , !  is a smooth step function. Results do not tightly 

depend on the choice of the function, and we fixed in our simulations: 

! !!"#$" , !!"# , ! = (1+ erf ! − !!"#$" ) ⋅ (1− erf ! − !!"# ) 
We chose the start and end times of each phase so that the end state fits the 

cell counts obtained for the WT cortex (Figure S1). We then varied these 

parameters in mutant scenarios to uncover what type of disruption may be 

consistent with the Lhx2 cKO phenotype.  

 

Mutant Models 

The Lhx2 cKO mice shows a significantly smaller cortex with approximate 

halving of the number of neurons in superficial layers and a reduction of 40% 

in deeper layers (Figure S1). The reduction of the cortical size is the result of 

a shorter duration of progenitor symmetric division phase. We adjusted to the 

duration of progenitor symmetric division phase to reach the reduction of 

cortical size in Lhx2 cKO (Figure 5). We fitted the parameters in order to 

recover the correct cell counts in a given column. We started with an initial 

pool of !! = 50 progenitor cells (note that this acts only as a scale parameter 

and does not change qualitatively the outcome of the system). The 

parameters of the WT model (and other mutant scenarios) are provided in 

Table S1.  

 

In order to illustrate how the different timings affect the cortical thickness and 

composition of the different layers, we further provide the four conceivable 
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scenarios with different disruption during neurogenesis (see Figure S9A and 

Table S1): 

(i) Model M1: The switch from neurogenesis to gliogenesis is delayed 

(i.e. end of the neurogenesis and beginning of gliogenesis shifted 

by the same amount)  

(ii) Model M2: Similar as M1 except that the switch is advanced 

(iii) Model M3-M4: gliogenesis onset only is advanced (more 

dramatically in M4) 

 

 End of symmetric 

division 

Neurogenesis 

start 

Neurogenesis 

end 

Gliogenesis 

WT 5 5 10 10 

MUT 3 3 8 6 

M1 5 5 12 12 

M2 5 5 8 8 

M3 5 5 10 8.5 

M4 5 5 10 6 

Table S1 Parameters used in Figure S9, The WT and MUT models are used 
in the main text (Figure 5).  
 

The cortical thickness is evaluated as the number of neurons generated by a 

progenitor and it is thus proportional to the number of neurons produced: It 

increases when the duration of neurogenesis phase is longer (model M1) or 

decreases when the duration of neurogenesis is shorter (model M2). The 

cortical thickness t is also sensitive to the onset of gliogenesis: the earlier the 

gliogenesis, the thinner the resulting cortex (Fig. S9B). If both neurogenesis 

termination and onset of gliogenesis are shifted, the proportions of neurons in 

the different layers are unchanged (models M1 and M2, Fig. S9C), but as 

soon as gliogenesis is advanced during neurogenesis phase, the proportions 

of neurons in the superficial layers is reduced. The level of this phenomenon 

depends on how advanced gliogenesis is (only L2/3 for M3, both L4 and L2/3 

for M4).  
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Simulation Algorithm 

The simulations were performed using so-called the Doob-Gillespie algorithm 

(S2) for exact simulation of cell divisions. Given the rate of division of 

progenitor cells, it draws the time of the division, which is an exponential 

random variable with parameter given by the total rate of division ! ! =
!!(!)!

!!!  multiplied by the number of progenitors cells at time t, ! ! . Once 

the time of the next event is found, the division occurring is chosen with a 

probability equal to the ratio between the rate of this event and the total rate: 

!(!)/!(!), and if a neuron is created, it is attributed to layer l with probability 

!!(!). The simulations start with an initial pool of progenitors !! and are run 

until all progenitors have lost their capacity to generate neurons (or when 

neurogenesis is stopped). All simulations were performed in Matlab®, using a 

code that we developed for the purpose of this article.  

 

Materials and methods 

Animals 

Timed pregnant mice were used in accordance with Academia Sinica 

institutional guidelines. The day of insemination and day of birth are 

designated as embryonic day 0.5 (E0.5) and postnatal day 0 (P0), 

respectively. Genotyping for the Lhx2 floxed, Nestin-cre and the BAT-gal 

alleles was performed using the polymerase chain reaction (PCR), as 

previously described (20, 21).  
 

Cell culture and Luciferase reporter assay 

The 293T cell line was cultured in medium that contained DMEM (Life 

Technologies) supplemented with 10% fetal bovine serum. For luciferase 

assays, cells were plated in 12-well plates and transfected the next day with 

luciferase reporters and a Renilla luciferase vector to normalize transfection 

efficiency. The transfection was performed using Lipofectamine transfection 

reagent according to the manufacturer protocol (Life Technologies). The cells 

were harvested 48 h after transfection and processed using the Dual-Glo 

Luciferase Assay System (Promega). The data were obtained in from three 

independent experiments. 
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Histochemistry 

For immunostaining and X-Gal staining, brains were fixed in 4% PFA in PBS, 

cryoprotected in 30% sucrose/PBS, cut in 20 µm sections, and stained as 

described (20, 21). Antibodies used were: rat anti-BrdU (Accurate), goat anti-

Brn2 (Santa Cruz), rabbit anti-Ctip2 (Novus), EdU (Click-iT EdU Imaging kit, 

Life Technologies), mouse anti-GFAP (cell signaling), rabbit anti-GFP (Life 

Technologies), mouse anti-Reelin (Millipore), mouse anti-Satb2 (Abcam), 

rabbit anti-Sox2 (Millipore), rabbit anti-Tbr1 (Abcam) and mouse anti-TuJ1 

(Covance). Cell counts were made on coronal section images at matching 

rostral-caudal and medial-lateral levels. Statistical comparisons of cell counts 

in mutant and control mice were made using a paired t-test. TUNEL (terminal 

deoxynucleotidyl transferase–mediated deoxyuridinetriphosphate nick end-

labeling) assay was performed with In Situ Cell Death Detection Kit (Roche). 
 

In situ hybridization 

Brains were fixed with 4% paraformaldehyde in PBS, cryoprotected with 30% 

sucrose in 0.1 M PBS, embedded in Tissue Tek OCT compound (Sakura 

Finetek) and cut in 20 µm sections on a cryostat. In situ hybridization using 

digoxigenin (DIG)-labeled riboprobes was undertaken as described (20, 21).  
 

In utero electroporation 

Expression construct CAG-GFP was made by subcloning GFP into a pCAG 

vector containing the cytomegalovirus (CMV) early enhancer element and 

chicken �-actin promoter. Nes-act-βCat was generated by subcloning the 

constitutively active β-catenin (chicken β−Cat with first 47 amino acid 

truncation) into the Nestin enhancer and hsp68 promoter containing vector. In 

utero electroporation was performed as described (S3). In short, E13.5 

embryos were visualized through the uterus using a fiber optic light source. 

DNA solutions containing 0.25 µg/µl pCAG-GFP +/- 0.75 µg/µl Nestin-ActβCat 

+ 1% fast green (Sigma) were injected with a glass capillary into the ventricle 

of each embryo and electroporated with Paddle-type electrodes (CUY21 

Electroporator: Nepa Gene) in a series of five square-wave current pulses (35 

V, 100 ms × 5). Electroporated embryos were allowed to develop until E15.5 

and selected for further analyses by direct visualization of GFP expression. 
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The distribution of eGFP-expressing cells was assessed by immunostaining 

with anti-GFP antibody. 
 

Pair-Cell Analysis 

Clonal culture and pair-cell analysis were done as described previously (S4). 

Briefly, the cortices of WT or Lhx2 cKO embryos at E12.5 were dissected and 

dissociated in single clones. Single cells were plated in poly-L-lysine coated 

60-well Terasaki plates incubated. Pair cells were identified after 24 hours of 

incubation and were fixed with 4% PFA and stained with DAPI, TuJ1 and 

Sox2 antibodies. 
 

Quantitative RT-PCR 

Total RNA from the dTel of E12.5 WT and cKO brains was extracted using 

Trizol (Life Technologies). Reverse transcription was performed using 

Superscript III (Life Technologies). 1 µg of total RNA was reverse transcribed 

using random hexamers. Quantitative PCR (qPCR) was performed using the 

SYBR Green PCR Master Mix (Life Technologies). 18sRNA transcripts served 

as a normalizing control. All samples were tested in triplicate. For all qPCR 

analyses, RNA from three independent replicates for both WT and cKO dTel 

were examined. Error bars represent STDEV. Primers used for qPCR 

analyses were: 

Lhx2 AAGCTCAACCTGGAGTCGGAA TGAGGTGATAAACCAAGTCCCG 
Tis21 GCGAGCAGAGACTCAAGGTT CCAGTGGTGTTTGTAATGATCG 
Hes6 ATGAGGTGCACACGTTCG GCAGCGGCATGGATTCTA 
Blbp TAAGTCTGTGGTTCGGTTGG CCCAAAGGTAAGAGTCACGAC 
Tnc GGGCTTTGACTGTAGTGAGAT CATCACAGATACACATGCCATTC 
Pax6 GCCCTTCCATCTTTGCTTGGGAAA TAGCCAGGTTGCGAAGAACTCTGT 
18sRNA GAGGCCCTGTAATTGGAATGAG GCAGCAACTTTAATATACGCTATTGG 
   
   
Supplementary References 
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Supplementary Figures 
 
 
 

 
 
Figure S1 Comparison of the thickness of cortex and of each cortical 
layer in WT and cKO mice. (A) DAPI staining of coronal sections of P7 WT 
and cKO cortices. (B) Histogram showing the numbers of neurons in P7 WT 
and cKO cortices in a 100µm wide column. Relative to WT (layers (L)2/3, 
93.7+/-12.9; L4, 69.7+/-4.9; L5, 79.3+/-1.5 and L6, 114.0+/-5.0; n=3), the 
number of cortical neurons in each layer in the cKO mouse is significantly 
decreased (P<0.05 by an unpaired Student’s t-test) (L2/3, 43.0+/-6.0; L4, 
28.7+/-4.0; L5, 50.7+/-5.8 and L6, 67.0+/-6.1; n=3). The number of neurons in 
cKO (189.3, n=3) is 53.1% of that in the WT (356.7, n=3). The neuronal 
number in each cortical layer is differentially affected; the deep layers (L5 and 
L6) are less affected than the superficial layers (L2/3 and L4). Scale bar, 
100µm. 
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Figure S2 Precocious neurogenesis in Lhx2 cKO mice. (A) 
Immunostaining for Reelin (Rln) and Tbr1 on coronal sections of E13.5 WT 
and cKO dTel. Reelin (red) labels Cajal-Retzius neurons in the marginal zone, 
and Tbr1 labels the cortical plate (cp). (B) Immunostaining for Ctip2 and Satb2 
on coronal sections of E13.5 WT and cKO dorsal telencephalon. Ctip2 (green) 
labels newly born layer 5 neurons in the cortical plate. A greater number of 
Satb2-labeled superficial neurons are seen in the cKO relative to WT dTel. 
VZ, ventricular zone. Scale bar, 100µm. 
 
 
 

 
Figure S3. Lhx2 regulates the timing of neurogenesis and radial glia 
differentiation. (G) Quantitative RT-PCR for Lhx2, Tis21, Hes6, Blbp and 
TnC to compare the relative expression levels of these genes in E12.5 WT 
and cKO dorsal telencephalon. The expression of Lhx2 is significantly down-
regulated in the cKO (p<0.001, n=5). Tis21 (p<0.05, n=4), Hes6 (p<0.05, 
n=4), Blbp (p<0.01, n=5) and TnC (p<0.01, n=4) are significantly up-regulated 
in the cKO. 
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Figure S4. Expression of radial glial marker genes is up-regulated in the 
dorsal telencephalon of Lhx2 cKO mice. In situ hybridization of Blbp, Glast 
and TnC on coronal sections from E11.5 to E13.5 WT and cKO cortices. The 
expression levels of Blbp is dramatically up-regulated (arrowheads) in the 
ventricular zone (vz) of dorsal telencephalon (dTel) in cKO at E11.5 (A) and 
E13.5 (A’). The expression level of Glast is similar in WT and cKO dTel at 
E11.5 (B), but is up-regulated (arrowheads) in cKO at E13.5 (B’). The 
expression of TnC is up-regulated in the cKO at the pallial-subpallial boundary 
(PSB) (arrowhead) at E12.5 (C). GE, ganglionic eminence. Scale bars, 
200µm (A, B, C) and 500µm (A’, B’). 
 

 
 
Figure S5 No detectable increase of apoptotic cells in Lhx2 cKO dorsal 
telencephalon. TUNEL assays on coronal sections from E11.5 to E15.5 WT 
and cKO cortices. Very few apoptotic cells (arrowheads) are detected in the 
ventricular zone of dorsal telencephalon in WT or cKO from E11.5 to E15.5 
Scale bars, 50µm (A-C’) and 100µm (D, D’). 
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Figure S6. The β-catenin transcriptional activity is increased in Lhx2 
cKO. (A) LacZ staining of coronal sections from E13.5 WT and cKO cortex 
with the BAT-Gal reporter. In WT mice, β-Gal expression shows a 
high/medial-to-low/lateral gradient and is almost undetectable in the VZ of the 
most lateral dTel. In cKO mice, β-Gal expression is greatly increased, 
especially in the VZ of the lateral dTel. Scale bar, 250µm. Arrowheads 
indicate the location of cortical hem. (B) Percentage of LacZ-positive cells 
among total cells in 10µm wide columns from medial (M) to lateral (L) in dTel 
in WT (blue) and cKO (red) mice (n=3). Lines beneath the histogram 
represent the length of dTel from cortical hem (M) to the PSB (L) in WT (blue) 
and cKO (red) samples. Across the M-L axis, there was a greater number of 
LacZ positive cells in the cKO than in WT. (C) Comparison of relative 
numbers of LacZ-positive cells in WT and cKO cortex at the cortical hem or 
dorsal medial cortex (dm, as shown in A) or the PSB. The level of LacZ-
positive cells at the hem is similar between WT and cKO samples, but a 
significantly larger number of LacZ-positive cells is detected in the cKO cortex 
at the dm and PSB relative to WT samples (p<0.01; n=3). 
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Figure S7. Expression of genes  involved in  Wnt signaling pathway is 
mostly unchanged in the dorsal telencephalon of Lhx2 cKO mice. In situ 
hybridization of Wnt3a, Wnt7b, Sfrp1, Sfrp2, Lef1 Axin2 and CyclinD1 on 
coronal sections from E11.5 (Top) and E13.5 (Bottom) WT and cKO cortices. 
The spatial expression and levels of these genes are similar in WT and cKO 
at both E11.5 and E13.5. The only detectable difference is that the expression 
of Sfrp2 in the pallial-subpallial boundary (PSB) is decreased in the cKO at 
E13.5 when compared with WT. dTel, dorsal telencephalon; GE, ganglionic 
eminence; arrowheads: cortical hem. Scale bars, 200µm. 
 

 
Figure S8 The expression of stabilized β-Cat maintains transfected cells 
in the ventricular zone in WT. Immunostaining for GFP (green) and TuJ1 
(red) with DAPI staining (blue) on coronal sections of E15.5 WT and cKO dTel 
electroporated with GFP expression vector (A-A”) or GFP expression vector 
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together with nestin-active β-Cat (B-B”, as described in Figure 3). The 
electroporated cells are marked by GFP. The cells transfected with active β-
Cat are maintained in the ventricular zone (VZ, arrowheads in B, B’) and they 
do not express the neuronal marker, TuJ1. Scale bar, 100µm. 
!
!

 
 
Figure S9. Role of neurogenesis timing in the thickness and layer 
proportions. (A) Timing of the neurogenesis in the WT model and 4 mutant 
models, M1 – M4. M1 and M2 differ of WT in the time progenitor switch from 
neurogenesis to gliogenesis, M3 and M4 have fixed neurogenesis duration 
but the onset of gliogenesis is advanced (see Supplementary Table 1 for 
parameters, the curves are illustrative here but not quantitative for legibility). 
(B) resulting cortical thicknesses, and (C) proportions of neurons in the 
different layers.  Longer (resp. shorter) neurogenesis phase in the absence of 
precocious gliogenesis result (M1, resp. M2) in thicker (resp. thinner) cortices 
with no effect on the proportions of neurons in the different layers. Precocious 
gliogenesis reduces the cortex thickness (models M3 and M4) and 
imbalances the proportions of neurons in the different layers (decreased 
proportions in superficial layers).   
!
!
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!
!
Figure S10 Precocious gliogenesis in Lhx2 cKO cortices. Immunostaining 
for GFAP (green) and EdU (red) with DAPI staining (blue) on coronal sections 
of P15 WT and cKO cortices. EdU was injected at E17.5. (A) In WT, most of 
the EdU positive cells are located in the superficial layers. (B) In cKO, 
considerably fewer EdU positive neurons are in the superficial layers, and 
some EdU positive cells are found in the deep layers. (B’) A higher 
magnification view of the inset in B. Many of the EdU positive cells in the deep 
layer in cKO cortices are GFAP positive glial cells. Scale bars, 100µm (A, B) 
and 50µm (B’). 
!
!
!
!
!
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1.3   Theoretical calculation of the model  

1.3.1   Specification of the Mode 

The model we developed is based on reproducing the different divisions and 

differentiations that each progenitor cell undergoes during the developmental phase. 

We consider four main types of events, assumed to occur at random times with a rate 

that is function of time. In chronological order, these are: 

(i)   The symmetric division of the progenitor cells that occur at early stages of 

cortical development, with an intensity 𝑝" 𝑡   

𝑃
%& ' 2𝑃	
  

This is the unique phase associated with an increase of the number of 

progenitor cells. It constitutes the substrate upon which neurons and glia is 

formed, and therefore tightly regulates the size of the brain.  

(ii)   Asymmetric division of a progenitor cell into IPC that subsequently 

divides and differentiates into two neurons 

𝑃
%* ' 𝑃 + 𝐼𝑃, 𝐼𝑃 → 	
  2𝑁	
  

The neurons differentiate and are transported towards a layer that depends 

on the time of the division and differentiation. 

(iii)   Asymmetric division of a progenitor cell into a progenitor and a neuron 

belonging to a specific layer depending on time (similarly to the division 

of the IP) 

𝑃
%0 ' 𝑃 + 𝑁	
  

The probability 𝑝1(𝑡) is the sum of the intensities of differentiation into 

the different layers 𝑝14 (𝑡)  where 𝑙  indicates the layer label ( 𝑙 ∈

{6, 5, 4, 2/3}	
  ). 

(iv)   The last phase taking place in the process of cortical development is the 

loss of capacity to generate a neuron, that can either be related to the 

formation of glial cells or to apoptosis 

𝑃
%> ' ∅ 

where ∅ indicates that a progenitor becomes inactive, in the sense 
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that it has lost its capacity to generate other progenitors and neurons: it 

gathers cell death and differentiation into glial cells. 

1.3.2  Analytical Solution of the neurodevelopment problem 

The system is simple enough to obtain be solved exactly as a function of the different 

functions (𝑝" ⋯𝑝A) : we thus access to evaluations of the cortical surface and 

thickness as well as proportions of neurons in the different layers. 

Maximal Number of Progenitors and Cortical Surface 

Phases (i) and (iv) govern the number of active progenitor cells. Assuming that 

the initial number of progenitors 𝑃B at a time (denoted by convention 𝑡 = 0) is 

known, we can therefore find the formula for the total number of active progenitors 

𝑃(𝑡) at any time 𝑡 ≥ 0:  

𝑃 𝑡 = 	
  𝑃B exp 	
   𝑝" 𝑠 − 𝑝A 𝑠 	
  	
  𝑑𝑠
'

B
.	
  

To fix ideas, considering the simplest case where 𝑝" (respectively, 𝑝A) is constant 

during the period 𝑡 ∈ [0, 𝑇"] of the symmetric division phase (respectively during the 

period 𝑡 ∈ [𝑇AP, 𝑇AQ] of loss of function of progenitor cells), we find for all time 𝑡 ≥

0: 

𝑃 𝑡 = 	
  𝑃B exp 𝑝"	
   𝑡 ∧ 𝑇" − 𝑝A 𝑡 − 𝑇AP S 	
  

where we use the notation 𝑡 ∧ 𝑇" = min 𝑡, 𝑇"  and 𝑥S = max	
  (𝑥, 0). In particular, 

in the biological case in which 𝑇" > 𝑇AP, we find: 

𝑃 𝑡 = 	
  
𝑒%&	
  ' 𝑡 ≤ 𝑇"
𝑒%&\& 𝑇" ≤ 𝑡 ≤ 𝑇AP

𝑒%&\&]%>(']\>^) 𝑡 ≥ 𝑇AP
 

The maximal value of the number of progenitors can easily be evaluated in all cases, 

and for instance in the case 𝑇" > 𝑇AP, the maximal number of progenitors is 𝑃_`a =

𝑃 𝑇" . This is hence an exponentially increasing function of the duration of the 

symmetric division phase. Even small fluctuations of the duration of the symmetric 

division phase have important effects on the cortical surface. 
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In that model, if it is found that the cortical surface is decreased (or increased) by a 

factor 𝛼, one can deduce in the simplest model that the duration of the symmetric 

division phase is  

𝑇"c = 𝑇" +
log	
  (𝛼)
𝑝"

. 

Number of Neurons in the Different Layers 

Given the number of progenitors 𝑃(𝑡) and the neurogenesis intensities 𝑝14 𝑡 , we 

easily find that the number of neurons in layer 𝑙 at time 𝑡 is given by: 

𝑁4 𝑡 = 	
   𝑃 𝑠 	
  𝑝14 𝑠 	
  𝑑𝑠
'

B
 

(a) Simple example: Gliogenesis arises after the end of neurogenesis:  

Let us again provide a simple yet plausible example: if we assume that 𝑝14  is constant 

in time within a time window [𝑇1,4P , 𝑇1,4Q ] (of duration denoted 𝛿𝑡14 = 𝑇1,4Q −	
  𝑇1,4P ) and 

moreover 𝑇" ≤ 𝑇1,4P < 𝑇1,4Q ≤ 𝑇AP, we find that the neurons in layer 𝑙 start appearing 

at time 𝑇1,4P  and evolve linearly in the time interval in which neurons of layer 𝑙 are 

generated: 

𝑁4 𝑡 = 	
  𝑃_`a	
  𝑝14 	
  	
  (𝑡 − 𝑇1,4P ) 

for 𝑇1,4P ≤ 𝑡 ≤ 𝑇1,4Q . The total number of cells after cortical differentiation is hence 

given by 𝑁4 = 𝑃_`a	
  𝑝14 	
  𝛿𝑡14 . We conclude that the ratio between the number of 

neurons and the surface of the cortex is proportional to: 

𝑆 = 	
  𝑝14 	
  𝛿𝑡14
4

, 

and the proportion of neurons in layer 𝑙 given by 	
  𝑝14 	
  𝛿𝑡14 /𝑆.  

We thus note that in contrast to the very sensitive dependence of the cortical surface 

to the total time of the symmetric division, the cortical thickness is a linear function of 

the times of the different phases. Moreover, we note that the thickness and 

proportions of neurons in the different layers is independent of the duration of the 
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symmetric division phase and only depends on the parameters of the neurogenesis 

phase: relative durations and intensities of the generation of neurons in the different 

layers. In particular, provided that the neurogenesis intensity is known, we can easily 

find the duration of each phase given that we know the number of neurons in the 

different layers, which can indeed be evaluated experimentally. For instance if the 

proportions of the different neurons remain identical in the different layers but the 

surface is modified by a factor 𝛽, the only scenario, under the hypothesis that the 

whole phase of neurogenesis occurs after symmetric division and before gliogenesis, 

is that all durations 𝛿𝑡14 	
  are scaled by the coefficient 𝛽. But if the proportions of 

neurons in the different layers are changed, under the current assumptions, fine tuning 

of the duration of the differentiation in the different layers is necessary. We now 

consider the case where gliogenesis can occur as neurogenesis takes place. 

(b) Symmetric division and gliogenesis can arise as neurogenesis takes place. 

In the more biologically plausible situation in which neurogenesis takes place at the 

same time as symmetric division of progenitors and gliogenesis, we can again find 

analytic expressions for the number of layers in each neurons. For instance, one may 

assume (Model 4) that the duration of the neurogenesis is not affected, but gliogenesis 

takes place at an earlier time 𝑇Ac < 𝑇A.  In order to compute explicitly the time 𝑇Ac 

we can evaluate exactly the number of neurons under the assumption that the rates of 

differentiations are constant in time. While 𝑡 < 𝑇Ac, the evaluations made in the case 

(a) apply: these provide the number of cells in the different layers generated prior to 

that time.  

For instance, if 𝑇1,4P < 𝑇A < 𝑡 < 𝑇1,4Q  the number of neurons in layer 𝑙 generated 

between 𝑇A and 𝑡 is simply given by 

𝑁4 𝑡 − 𝑁4 𝑇A = 𝑝14 	
  	
  𝑃_`a 	
   𝑒]%> P]\> 𝑑𝑠 =	
  
'

\>
	
  𝑃_`a 	
  

𝑝14

𝑝A
	
  	
   1 − 𝑒]%> ']\> , 

and if  𝑇1,4P > 𝑇A, the number of neurons in layer 𝑙 is given by: 

𝑁4 = 	
  𝑃_`a 	
  
%0l

%>
	
  	
   𝑒]%> \0,l

^ 	
  ]\> − 𝑒]%> \0,l
m ]\> . 
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If the proportions of cells in the different layers are decreased in an orderly manner, 

as is the case of the mutant considered, we can again solve the systems to find 

shrinkage of the neurogenesis phase and modifications in the gliogenesis phase.  

1.3.3  Parameters fit 

In order to specify the models in the case of constant division intensity, one only 

needs to adjust the start and end time of each phase. Based on the formulae obtained 

above, we can analytically choose parameters so that we reproduce a specific cortical 

surface, thickness and proportions of neurons in each layer. For the modifications of 

the scenario in the Mutant mice, we can reason as follows. We mentioned in the text 

an approximate halving of the number of neurons in superficial layers and a reduction 

of 40% in deeper layers. This points towards the following scenario 

i.   The total number of progenitors created in the mutant mice is divided by two, 

which means that the progenitor symmetric division stops at a smaller time 

𝑇"c = 𝑇" +
nop(B.q)
%&

. We denote by 𝛼 = 0.6 the diminution of the number of 

neurons in the deeper layers. 

ii.   In order to ensure that we obtain the proper reduction of the number of cells in 

the superficial layers, we consider that the neurogenesis starts competing with 

the loss of capacity to generate neurons at a time 𝑇∗ occurring before the end 

of the generation of neurons in layer 4. We thus need to fix the rate at which 

neurons lose function and the time at which they start losing function. The rate 

𝜇 is found by looking at the ratio between the number of neurons in the most 

superficial layers: 

𝛾 𝜇 =
𝛼

𝜇(𝑇u]1Q −	
  𝑇u]1P )	
   𝑒
]v(\*w0^ ]\∗) − 𝑒]v(\*w0m ]\∗)	
    

and it is easy to see that this ratio reaches all values between 0 and 1 as 𝜇 goes 

from 0 to infinity, and this is a monotonically decreasing function. One therefore finds 

a unique 𝜇 satisfying this relationship for the proportions of neurons found in the 

most superficial layer. The last parameter to fix is 𝑇∗, the time at which gliogenesis 

starts. Again, we can solve this exactly in the model. Indeed, the ratio 𝛿 𝑦  of cells 

in layer 4 in the mutant and WT model is given by 
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𝛿 𝑦 = 𝛼	
   𝑦 +
1
𝜇c (1 − 𝑒

]vy "]z )  

with 𝜇c = 𝜇(𝑇1,AQ − 𝑇1,AP )  and 𝑦 = \∗]\0,>^

\0,>m ]\0,>^
. Since 𝑦 ↦ 𝛿(𝑦)  is a strictly 

increasing map for 𝑦 ∈ [0,1] going from 𝛼/𝜇c(1 − 𝑒]vy) at 0 to 𝛼 at 1, we can 

therefore find a unique 𝑇∗ as long as the proportions found experimentally are in this 

range, which is the case in our experiments in the main text.  

 

1.4    Mathematical of neurogenesis based on progenitor 
potential drop 

To fit the phenotype of Nestin-cre; Lhx2 conditional knockout mice, we needed to 

accurately modify each time point of division transition. We were inspired by the 

published experimental data in the Emx1-cre; Lhx2 conditional knockout mice, 

whereby when Lhx2 is removed from neuronal progenitors one day in advance, 

progenitors change fate from lateral neocortex to piriform, leading to an expanded 

size of the olfactory cortex. Here, we move one step further. We modeled the switch 

from different type of divisions as an intrinsic property, so that the timing is generated 

by the cells themselves, and not prescribed by a timing function. To reproduce the fact 

that the progenitors undergo multiple typical divisions sequentially, we use an analogy 

with the dynamics of a noisy particle in a multi-well potential: as the particle 

progresses through this potential and falls in the consecutive wells, the progenitor cell 

transitions from proliferative to neurogenic to gliogenic divisions. This potential 

profile of progenitor cell is its intrinsic property. Progenitors are considered 

performing different types of divisions when they are trapped in the potential wells. 

Progenitors minimize locally their potential in the local wells. To allow progenitors to 

passthe transition state of the reaction hill, we added noise and broke symmetry 

including a constant force pushing the progenitor in the direction observed 

experimentally. Force is a positive constant value for each cell pushing the 

progenitors moving in one direction as progenitors lose the capacity with time. Noise 

is the stochastic parameter in the model. With a small noise, the division type of the 

progenitor evolves in one direction, like a ratchet. With a large noise, a progenitor can 
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switch back to its juvenile states and oscillate between two nearby states. Noise and 

force depend on the cell surrounding environment, such as the concentration of 

morphogens, which vary depending on cell position and timing. Using this new model, 

we demonstrate that only changing one parameter, force, is sufficient to reproduce the 

phenotype in Nestin-cre; Lhx2 conditional knockout mice. Also this new model gives 

the possibility to explain the expanded size of the olfactory cortex observed in 

Emx1-cre; Lhx2 conditional knockout mice. 

1.4.1   Mathematical model of neurogenesis based on progenitor 

potential drop, expanding the original model to intrinsically generated 

timing only depending on a developmental “force” and noise 

We have applied the model to explain the observation of a smaller and thinner cortex 

in the mutant mouse model Nestin-cre; Lhx2 conditional knockout that Lhx2 

expression was depleted in the cortical progenitors from E11.5 (Hsu et al., 2015). We 

simulate the sequence of divisions of progenitors during cortical neurogenesis, 

considered the symmetric proliferative progenitor divisions, asymmetric neurogenic 

divisions and gliogenesis in the end. The probability of each division is a fixed curve 

as function of time. Here, we move one step further. We model the switch from 

different type divisions as a potential drop (figure 9-1).  

U = 𝑥 − 𝑢 u 𝑥 > 𝑢 − 𝛼~exp	
  (−
𝑥 − 𝛽~
𝛾~

)u − 𝑥 ∗ 𝑠𝑙𝑜𝑝𝑒
A

~�"
 

This potential profile of progenitor cell is its intrinsic property. Progenitors are 

considered as performing different types of divisions when they are trapped in the 

potential wells, in the sequence of (1) symmetric proliferative division into 2 

progenitors; (2)-(5) asymmetric neurogenic division generating a layer 6/5/4/2/3 

neuron and keep a progenitor; (6) gliogenesis (figure 9-2). Progenitors minimize their 

potential in the local wells. To allow progenitors to pass the transition state of the 

reaction hill, we add noise and force in the model. Force is a positive constant value 

for each cell pushing the progenitors moving towards one direction as cell maturation. 

Noise is the stochastic parameter in the model. With a small noise, the division types 

of the progenitor evolve with one direction, like a ratchet. With a large noise, a 

progenitor has the possibility to switch back to its juvenile states and intermingle the 
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two separate states. Noise and force are the parameters depending on the surrounding 

environment of cells, such as the concentration of morphogens, which vary with cell 

position and timing.  

The state of the progenitor within this potential is thus given by the stochastic 

equation (Itô, or Langevin equation): 

𝑋'S" = 𝑋' − 𝑈�'S�a − 𝑈�' + 𝑓𝑜𝑟𝑐𝑒 + 𝑛𝑜𝑖𝑠𝑒 

dX� = (−𝛻𝑈(𝑋') + 𝐹𝑜𝑟𝑐𝑒)𝑑𝑡 + 𝜎𝑑𝑊' 

where 𝑈 is the potential, 𝛻 is the gradient operator, Force is the constant positive 

force, 𝜎 controls the level of noise, considered to be a white noise (ie, 𝑊' is a 

Brownian motion).   

In this setting, contrasting with the model in publication I, we do not impose a timing. 

Instead, time is scaled depending on the step cost to transition between the potential 

wells, which is proportional to the activation energy, and inversely proportional to the 

driven force. Figure 9-3 plots how the number of progenitors and neurons in L6, L5, 

L4 and L2/3 evolves as a function of the neurogenesis time. Due to the noise, the 

transition time points between division states vary. Collectively, we observed a mix of 

division types, thus a rate (or probability) for each division type, as in the previous 

model, that varies in time (figure 9-4).  
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Figure 9. 1. An example of potential curve. Progenitors perform different types of 

division when trapped inside different wells. 2. Types of divisions progenitors 

perform. 3. Evolution of the number of RG progenitors (blue line) and number of 

neurons in each layer as a function of time (red for layer 6, yellow for layer 5, purple 

for layer 4 and green for layer 2/3). 4. The probability of different divisions and 

differentiations. In all MUT models, neurons die from E11 to E14 (black dashed line) 

and RGs precociously differentiate into 2 IPs (yellow dashed line). Three different 

mutant scenarios are schematically described below with the proportion and number 

of divisions performed by IPs as a function of time. 
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1.4.2   Fit to extensive data in WT (– in particular, extends to new data 

on piriform cortex and entorhinal cortex) 

The potential curve is  

U = 𝑥 − 𝑢 u 𝑥 > 𝑢 − 𝛼~exp	
  (−
𝑥 − 𝛽~
𝛾~

)u − 𝑥 ∗ 𝑠𝑙𝑜𝑝𝑒
A

~�"
 

with parameters: 

u = 7;	
  α~ = 4	
   𝑖 = 1,2,3,4 ;	
  𝛽"� − 6;	
  𝛽u� − 2;	
  𝛽1�2;	
  𝛽A�6	
  ; 	
  𝛾~ = 2	
   𝑖 = 1,2,3,4  

slope = 	
  0.5 

parameter for WT V1 data: noise = 	
  0.025	
  and	
  force = 	
  0.002. 

parameter for piriform data: noise = 	
  0.07	
  and	
  force = 	
  0.003. 

parameter for entorhinal cortex data: noise = 	
  0.08	
  and	
  force = 	
  0.003. 

1.4.3   Analysis of mutant model leads to predictions of abnormal 

timing of neurogenesis.  

In the PNAS paper, we used the previous model based on division probability to 

explain the smaller and thinner cortex observed in Lhx2 conditional knockout mice 

(Hsu et al., 2015). To fit the phenotype of precocious neurogenesis, we adjusted the 

start and end time points of each division type. Here, with new potential model, we 

change only the force parameter but not the potential curve to reproduce the same 

division probability curve as the old model. Thus, the number of neurons evolves as 

the phenotype in mutant mice. With a larger driven force, the whole neurogenesis 

program is shifted forward including an early initiation of gliogenesis during the end 

neurogenesis phase (figure 10), which is exactly identical as what we imposed in the 

original model.   
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Figure 10. Influence on neurogenesis of the parameter ‘force’. Increase the parameter 

force significantly advances the whole program of neurogenesis. The shift is not with 

the same intervals. The early time point shifts less and the later time point, the starting 

point of gliogenesis, advances more. The number of RG and neurons in both deep and 

upper layer decreases.  

 

In contrast, with a smaller driven force, the switch from symmetric to asymmetric 

division is delayed. The number of progenitor cells is precisely controlled by the 

duration and probability of symmetric divisions as an exponential function. Small 

delay of this switch is sufficient for causing a massive expansion of cortex size. This 

corresponds to the observation in the mutant mice overexpressing activated 

beta-catenin (Chenn & Walsh, 2002). In these mutant mice, the authorsobserve 25% 

less cell exits from symmetric division, which leads to a significant increase of 

number of progenitor cells thus an increased cerebral cortical surface area.  

1.4.4   A simple gradient of force explains the differences in the 

phenotype of different brain areas according to their observed timing.  

Pyramidal neurons in same layer are not generated synchronously across the entire 

neocortex. The onset and duration of layer formation differs along the rostral-caudal 

and lateral-medial axis in the neocortex. This difference is mainly due to progenitor 

cells being exposed to distinct morphogen gradient concentrations depending on the 

distance from cortical patterning center (Caviness, Nowakowski, & Bhide, 2009; 

Machon et al., 2007). This timing difference results in a cortical plate thickness 
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gradient: rostral-medial thick, caudal-lateral thin (Polleux, Dehay, & Kennedy, 1997).  

Here, we proposed a 2D model to reproduce this neurogenesis gradient. In the model, 

we considered all progenitor cells to share the same potential profile. The morphogen 

concentrations only modify the ‘force’ parameter. With high value of ‘force’, the 

progenitors accelerate the transition between potential wells. With the gradient of one 

parameter, we could reproduce the thickness difference in the different regions of the 

neocortex, meanwhile keeping the proportion of neuron number in each layer 

untouched (figure 11).  

 

 

Figure11. A 2D model of neurogenesis gradient. With a special gradient of parameter 

‘force’, this model can be extended to 2D to reproduce the cortex rostral-medial thick, 

caudal-lateral thin gradient. 

 

Modification of the parameter ‘force’ to fit the thickness gradient in WT mice 

corresponds to the modification for mutant mouse models in last chapter. Lhx2 

mRNA expression level shows a rostral-low/ caudal-high gradient at E11.5 in WT 

mice. This low concentration of lhx2 in the beginning of neurogenesis results in 

neurogenesis starting earlier in the rostral region. Same as lhx2 knockout mice, large 

‘force’ has a consequence ofprecocious neurogenesis. This corresponds to the result 

described in 1.2.3. 
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1.4.5   Explaining in detail the timing of piriform cortex and entorhinal 

cortex generation. 

The model could be expanded to explain the entorhinal cortex and piriform cortex 

generation. We collected data of neuron layer distribution at P7 of experiment of EdU 

injection at E11.5, E13.5, E15.5 and E17.5 in the entorhinal cortex. Entorhinal cortex 

shows similar layer organization and inside-out neuron generation order as the 

neocortex. However, the whole neurogenesis program is shifted early, starting before 

E11.5 and ending around E15.5. Also, neurons generated at the same time point 

disperse in two or three adjacent layers, requiring not only a large ‘force’ to accelerate 

the neurogenesis program, but also a larger noise to mix the neuron in different layers 

(Figure 12 Comparing neocortex-entorhinal).  

 

 

Figure 12. Difference between neocortex and entorhinal cortex. Increase the 

parameter force and noise significantly advances neurogenesis and change the ratio of 

neuron number in each layer, which describes perfectly the development of entorhinal 

cortex. 

 

For the piriform cortex, neurons are organized in three layers. We consider only the 

progenitor division without regard to migration. There are two possible explanations 

of the three-layer phenotype: 1) progenitor cells pass by the symmetric division and 

the first three layers neurogenic division and stop in the fourth well; 2) progenitor 
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cells pass all through the neurogenesis program, but the layers are less well separated. 

We prefer the second hypothesis, as both upper and deeper neocortical layer markers 

are expressed, but in different manners in the three-layer piriform cortex. Cux1, as an 

upper layer marker in the neocortex, stains specific L4 and L2/3 but was detected in 

layers 2b and 3 in the piriform cortex. Ctip2 is selectively expressed in neurons of L6 

and L5 in the neocortex but was detected throughout the cell layers (Brunjes & 

Osterberg, 2015; Diodato et al., 2016). We collected cell number count at P21 of the 

piriform cortex. Compared to neocortex, there are 55% less cells in each column unit. 

Neurons are generated precociously. Most neurons are generated before E13. In 

addition, neurons generated at one time points are less well restricted to specific 

layers (Martin-Lopez et al., 2017). The piriform cortex and entorhinal cortex have 

different layer organization, however if we neglect the migration and only consider 

progenitor divisions, neuronal marker expressions are similar. They are both thinner 

and have less neuron number per column unit. The neurogenesis durations are shorter. 

The cause of this observation may be that both piriform and entorhinal cortex locate 

at the border of cerebral cortex and receive less accurate position information from 

patterning center. 

Lhx2 is a timing and positioning cue in cortical development. We have described 

precocious neurogenesis observed in the mutant mice depleted of Lhx2 from 

progenitor cells from E11.5 in Nestin-cre; Lhx2 conditional knockout. If Lhx2 is 

removed from neuronal progenitors one day in advance in the Emx1-cre; Lhx2 

conditional knockout mice, progenitors change fate from lateral neocortex to piriform, 

leading to an expanded size of the olfactory cortex. These two phenotypes caused by 

removing Lhx2 expression with only one-day difference. Our model explains both 

observations. All progenitors share an identical potential profile.  

  

2.    Discussion 

During the mammalian embryonic development, a specific pool of progenitors 

undergoes a precise sequence of divisions, differentiations and migrations leading to 

the emergence of the cells that constitute eventually the cerebral cortex. In this 

chapter, we first investigate theoretically the parameters governing the timing of the 
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spatio-temporal proliferation and differentiation of progenitor cells. To account for 

these observations and a variety of additional data from the literature, we have built a 

parsimonious mathematical model describing the sequence of divisions of progenitors 

during neurogenesis. The parameters of the model were fit with experimental data 

reported in the literature that we completed with data collected in our laboratories. We 

have applied this model to theoretically account for mutant mice phenotypes 

developed in our laboratories or by collaborators. The model simply emulates the 

sequence of divisions and differentiations as a function of time. It thus allows testing 

assumptions on the impact of neurogenesis timing on brain anatomies, which we did 

on mutant mice. 

Small cortex phenotype: In collaboration with Dr. Chou (Academia Sinica, Taipei), 

we studied a new mutant mouse model where another homeodomain transcription 

factor, Lhx2, was eliminated in progenitors at a specific time. The mice displayed a 

significantly smaller and thinner cortex, with six cortical layers sequentially generated 

but abnormal proportions of neurons in each layer. The mathematical model allowed 

inferring the temporal modifications of the neurogenesis program, and pointed 

towards a shorter duration of progenitor proliferative divisions and of the 

neurogenesis phases, as well as an early loss of ability of progenitors to generate 

neurons, observations that were validated experimentally 

In the second model, we considered the switch from different type of divisions as an 

intrinsic property, so that the timing is generated by the cells themselves. Much like 

the dynamics of a noisy particle in a multi-well potential, we model the progression of 

the progenitor cell transitions from proliferative to neurogenic to gliogenic divisions. 

In this metaphor, a constant force parameter pushes the particle through the potential, 

corresponding to the maturation of brain. Using this new model, only changing one 

parameter, force, is sufficient to reproduce the phenotype in Nestin-cre; Lhx2 

conditional knockout mice. Also, this new model allowed us to explain theoretically 

how different layer structures are generated in cortical areas, especially to explain the 

expanded size of the olfactory cortex observed in Emx1-cre; Lhx2 conditional 

knockout mice.  

This model is parsimonious; however, it is easy to implement more parameters in the 
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model. For example, we refined the model to include an additional population of 

progenitors, the IPs, and modeled their proliferative divisions and cell cycle, in 

collaboration with Dr. Pierani (IJM, U. Paris Diderot). This refinement was crucial to 

better understand mechanisms of neural loss compensation observed in a mutant 

mouse model which displayed an important neuronal death until mid-neurogenesis 

compensated for at the end of neurogenesis (same number of neurons but distinct 

repartition per layer: early born deeper layer neuron are compensated by superficial 

layer neuron). This is described in detail in the next chapter. 

Our model can be also simply adapted to study cortical evolution. We have showed 

that the RGs cell number, which is crucial for the cortical surface expansion, is very 

sensitive to the duration of RGs symmetric proliferative division and gyrification of 

the brain (Barton & Harvey, 2000; Clark, Mitra, & Wang, 2001; Finlay & Darlington, 

1995). The number of RGs increases exponentially when the end of proliferative 

division and beginning of neurogenic division is postponed. Also, in our model, the 

IPs have a very limited proliferation potential, with maximum two time symmetric 

division capacity. Increasing of the IPs proliferative division capacity has been proven 

to participate in the expansion of brain size in primates. During evolution the 

emergence of another type of progenitor, outer radial glial cells, has also been 

proposed to contribute to the expansion of cortical size during cortical evolution; the 

model could easily incorporate this population and reproduce their proliferative 

divisions and their generation of IPs (Betizeau et al., 2013; Fietz et al., 2010; Florio & 

Huttner, 2014). 
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Chapter III: Modeling the cell death and 
neurogenesis homeostasis 

 

1.    Introduction 

1.1    Cell death during development 

Neurogenesis, the process of cell division and differentiation leading to the formation 

of the brain, is a critical process for animal survival. The surface of the cortex, the 

number of neurons in each column and proportion of neurons in the distinct layers are 

precisely regulated during neurogenesis and failures may lead to often lethal abnormal 

brain phenotypes (macro or microcephalies, abnormal repartitions of neurons in the 

distinct layers). Programmed cell death (PCD) plays an important role in the 

development of the CNS. Cajal-Retzius cells, cortical plate transient neurons, the first 

wave of oligodendrocyte precursors and subplate cells are almost completely 

eliminated whereas cortical interneurons and glutamatergic projection neurons are 

subjected to partial elimination (figure 13) (Causeret, Coppola, & Pierani, 2018; 

Nijhawan, Honarpour, & Wang, 2000). PCD is not a negative process for 

neurogenesis, as it plays a potential role in optimization of synaptic connections and 

removal of unnecessary neurons (Burek & Oppenheim, 1999). 
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Figure 13. Cell populations subjected to postnatal developmental death. (a) 

Cajal-Retzius cells (CRs, orange), cortical plate transient neurons (CPTs, purple), the 

first wave of oligodendrocyte precursors (firstOPCs, yellow) and subplate cells (SPs, 

green) are almost completely eliminated whereas cortical interneurons (INs, red) and 

glutamatergic projection neurons (GPNs, blue) are subjected to partial elimination. 

(b)–(d) Extrapolated temporal windows of cell death and dynamics of disappearance 

of these populations are indicated with the same color code. Subtle differences might 

exist between populations, however they all undergo cell death within the first two 

postnatal weeks. Dashed lines for SPs and first OPCs indicate the absence of a precise 

time course. Adapted from Causeret et al., 2018. 

 

Once a cell has made the decision of death, it activates molecules which trigger 

signaling cascades. PCD is a critical process and the slightest dysregulation in its 

cascades can have disproportionately far-reaching effects in an organism resulting in 

developmental defects if not embryonic lethality. In adults, PCD imbalance can be the 

reason behind a number of pathologies as will be described in later sections. For this 

reason, PCD is the subject of multiple modes of tight regulation mediated by the 
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means of gatekeeper molecules which are present at various stages of progression of 

PCD cascades. 

PCD is normal and important process during nervous system development but is 

abnormal in brain and spinal cord disease and injury. Pathological cell death caused 

by traumatic brain injuries happens during embryonic development. Most of traumatic 

brain injuries are strongly related to alcohol intoxication (Weil & Karelina, 2017). 

Neuroinflammation and virus infection during pregnancy also possibly lead to 

neuronal loss. Necrosis can be resulted from acute oxidative stress. Apoptosis can be 

induced by DNA damage, cell surface receptor engagement and growth factor 

withdrawal (Martin, 2001). 

1.2    Regulation of neuronal homeostasis after cell death by 
feedback from post-mitotic neurons 

To regulate the number of neurons and proportion in each layer during development, 

the proliferation/differentiation of progenitor cells and the neuronal identity adopted 

by the progenitor cells are precisely regulated. This regulation includes intrinsic 

signals and extrinsic signals. Here, we mainly discuss the extrinsic signals from the 

environment influence the proliferation/differentiation of the progenitor cells during 

neurogenesis regulating the neuronal homeostasis after cell death. Many extrinsic 

signals are capable of influencing the progenitor proliferation and mitotic neuronal 

compartment such as cerebrospinal fluid, blood vessels, microglia cells, thalamic 

afferents and differentiated neurons (Taverna, Götz, & Huttner, 2014).  

In 2001, Morrow and colleagues firstly suggested that post-mitotic neurons were able 

to modify the behavior of progenitors. Using progenitor culture techniques on slices, 

researchers have been able to show that progenitors in different developmental stages 

environments behave differently: the progenitors give rise to neurons during 

embryonic development while the same progenitor cell culture on postnatal cortex 

slices produced glial cells and not neurons. This first study suggests that differentiated 

neurons are able to regulate the behavior of progenitor cells via FGF2 and CNTF 

(Morrow, Song, & Ghosh, 2001). Another study subsequently showed that cortical 

neurons in vitro culture synthesized and secreted a neurotrophic cytokine 

cardiotrophin-1 important for the transition from neurogenesis to gliogenesis 
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(Barnabé-Heider et al., 2005). The first in vivo evidence that neurons have a feedback 

control function on progenitors dates back to 2009. Researchers have shown that loss 

of Sip1 gene function in newly generated neurons induced early transition from deep 

layer to superficial layer neuron generation and also induced precocious gliogenesis. 

The fact that the only loss of Sip1 function in post-mitotic cells is sufficient to change 

the fate of progenitor cells, led the researchers to hypothesize that Sip1 regulates the 

expression of a secreted factor in young neurons that would have a function in 

determining the cell fate of the progenitor cells and the number of different subtypes 

of neurons generated by these progenitors (Seuntjens et al., 2009).  

Other study by Toma, K. has supported the role of the post-mitotic compartment on 

the proliferation of progenitor cells. Using genetically engineered mice, researchers 

have shown that a massive death of deep-layered neurons in the early neurogenesis 

stage results in compensation of deep layer neurons at the expense of reduced upper 

layer neurons, keeping the proportion of deep and upper layer neuron number 

untouched. This study suggests that later born upper neuron generation is only started 

if deep layer neurons are generated and survive. There is therefore a feedback control 

from deep layer neurons in post-mitotic compartment that make it possible to generate 

neurons of the upper layers (Toma, Kumamoto, & Hanashima, 2014). 

GABAergic interneurons also participate the regulation of cortical progenitor 

behavior. They secrete the neurotransmitter GABA during tangential migration into 

the cortex. GABA receptors are expressed by RG progenitors during development 

indicating a role of GABA regulation. The level of GABA regulates progenitor DNA 

synthesis (LoTurco, Owens, Heath, Davis, & Kriegstein, 1995). Another study has 

shown that GABA has different effects on these two types of progenitors: it promotes 

the division of APs and inhibits the division of BPs (Haydar, Wang, Schwartz, & 

Rakic, 2000). 

1.3    Several predictions of mathematical model of 
compensation 

In both mutants, only a part of the measurements of neurogenesis parameters is 

published. We therefore had to infer those missing parameters based on observed 

phenotypes and combining the experimental observations reported in both papers 
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within a single model and using the same set of parameters, and the resulting model 

reproduced all published data for both mutants. These parameters thus provide us with 

predictions that could be confirmed experimentally by measuring:  

(1)  the number of IPs at E15.5 in Mut1, to check whether there is a significant 

increase compared to WT as predicted by the model 

(2)  The IPs cell cycle duration, which is predicted to be shortened in Mut1 

(3)  The slight deep to upper layer neuron generation switching time point, 

predicted to be delayed in Mut2. 

 

2.    Methods 

In order to investigate the mechanisms supporting compensation in the face of 

embryonic cell death, we used a parsimonious mathematical model of the sequence of 

cell divisions from a progenitor population (Hsu et al., 2015). The model emulates the 

various phases of neurogenesis through time-dependent rates of divisions of 

progenitor cells during the neurogenesis phase. As highlighted in Freret-Hodara et al., 

2016 using both a mathematical model and confirmed experimentally, regulation 

mechanisms in the mouse neocortex cannot rely only radial glial progenitors (RGs) 

divisions, but may involve a transient population of progenitors, the intermediate 

progenitors (IPs). Based on the original model, we consider detailed parameters of IPs 

including the IPs cell cycle duration, probability of IPs performing proliferative 

division and the numbers of IPs proliferative divisions before neurogenic division. 

Based on classical biological evidence, both neurons and IPs are generated from an 

initial pool of RGs, through the following divisions or differentiations: 

(1)  Symmetric proliferative divisions that produce two RGs. 

(2)  Asymmetric divisions into one RG and one IP. 

(3)  Asymmetric neurogenic divisions into one RG and a neuron. 

(4)  Symmetric divisions into two IPs. 
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(5)  Loss of capacity to generate neurons (e.g., gliogenesis). 

Once an IP is generated, it will itself undergo 2 types of divisions or differentiations: 

(6) Symmetric proliferative divisions to produce 2 IPs. 

(7) Symmetric neurogenic divisions giving 2 neurons. 

Proliferative divisions of IPs (6) are relatively rare, and we will thus limit their 

number to 2.  

Neurons created by RGs (division 3 and 4) or by IPs (division 7) are assumed to 

migrate to upper or deep layers with a probability depending on their birthdate. 

Similarly, the rate at which each division occurs is a function of time. The system is 

thus fully defined once the time-dependent rate of each division is fixed. In order to 

evaluate those parameters for WT mice, we used data reported in the literature or that 

we measured (Gao et al., 2014; Hsu et al., 2015).  

The initial number of RGs is not critical, as it only acts as a linear scaling parameter. 

In this study, we started with an initial progenitor pool of RGE8 = 50. The total 

number of RGs division within each Δt = 0.1 is inversely proportional to RG cell 

cycle TRG. Consistent with experiments (Manuel, Mi, Mason, & Price, 2015), we 

have considered that TRG varies in time, and linearly increases during cortical 

development (Takahashi et al. 1995; Calegari and Huttner 2003; Dehay et al. 2015; 

Manuel et al. 2015). With experimental data we collected from experiments and found 

in the literature of the mouse neocortex during development in wild-type, we fitted 

the shape of the potential curve of all progenitor cells and the force and noise of 

progenitor cells in the neocortex, based on the rate of divisions the potential 

generates.  

(1)  RG cell cycle duration 

Cell cycle duration of RGs has been measured by several research groups (Federico 

Calegari, J.Neuroscience, 2005; Arai Y, Nature Communication 2011; Freret-Hodara 

B, Cereb Cortex. 2017). It varies in different brain areas and lengthens linearly 

through development (Mi et al., 2013). Also, the cell cycle duration depends on the 

type of divisions: around 20% longer for neurogenic divisions than proliferative 
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divisions (Federico Calegari, J.Neuroscience, 2005). We considered the average 

values from the literature. CCDRG(E10.5)=11h, CCDRG(E14.5)=17h. As the 

increase is linear, CCDRG(t)=1.5t-4.75. 

(2)  Probability of keeping proliferative symmetric divisions over differentiation 

into neurogenic asymmetric divisions 

RGs perform proliferative symmetric divisions into two RGs to maintain the 

progenitor pool. The duration of this period influence the number of RGs 

exponentially, and this significantly changes the brain surface. From E11, RGs start 

neurogenic asymmetric divisions for neuron generation directly or through IPs. 

Neurogenic asymmetric divisions compete with RGs proliferative divisions. The 

percentage of RGs performing proliferative symmetric divisions decreases rapidly 

between E10-E12. It has been measured using the MADM method (Peng Gao, Cell, 

2014): the percentage of RGs performing proliferative symmetric divisions is 85%, 

40%, 20% at E10, E11, E12 respectively. 

(3)  Fit cell number of RG and N with time 

Cell numbers of RGs (marker Pax6+), IPs (marker Tbr2+), neuron in deep layer 

neurons (marker Tbr1+ and Ctip2+) and upper layer neurons (marker Brn2+) per unit 

length (CPL) are counted and the lengths of apical membrane at the ventricle are 

measured E11.5, E15.5, E18.3 and P0 (Figure 14A). 
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Figure 14. (A) Confocal scanning of coronal sections of the dorsal telencephalon at 

E11.5, E15.5, E18.5 and P0. Immunostaining with antibodies against Pax6 as marker 

to count RGs, Tbr2 as marker for IP), Ctip2 and Tbr1 as markers for deep layer 

neurons, Brn2 as markers for upper layer neurons. (B) BrdU was injected into 

pregnant mothers at E10.5, E11.5, E12.5, E13.5, E14.5, E15.5, E16.5 and E17.5 

respectively. The distribution of BrdU positive cells are examined at P7. BrdU 

injected at E11.5 labeled neurons distributed in the subplate in WT mice. BrdU 

injected at E12.5 and E13.5 labeled neurons concentrated in deep layers. BrdU 
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injected at E14.5 labeled neurons concentrated in mainly deep layers but also upper 

layer. BrdU injected at after E15.5 labeled neurons concentrated in upper layers. (B) 

Images from Dr. Chou. 

 

(4)  Switch timing between making different layer neurons 

Neuron layers are formed follow an inside-out sequence. The switch time points from 

making different layer neurons in the model are fitted with postnatal (P7) distribution 

of BrdU positive cells labelled during the neurogenesis period, respectively at E10.5, 

E11.5, E12.5, E13.5, E14.5, E15.5, E16.5 and E17.5 (figure 14B).  

(5)  Gliogenesis 

RGs lose neurogenesis capacity by either symmetric neurogenic division into two 

neurons or gliogenesis. The first glia cells appear during development in the mouse 

cortex at E17 (Qian et al., 2000). A MADM study has shown that only one in six of 

neurogenic RGs ends into gliogenesis (Gao et al., 2014). 

3.    Results 

3.1    Publication II 
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Abstract
Loss of neurons in the neocortex is generally thought to result in a final reduction of cerebral volume. Yet, little is known on
how the developing cerebral cortex copes with death of early-born neurons. Here, we tackled this issue by taking advantage
of a transgenic mouse model in which, from early embryonic stages to mid-corticogenesis, abundant apoptosis is induced in
the postmitotic compartment. Unexpectedly, the thickness of the mutant cortical plate at E18.5 was normal, due to an
overproduction of upper layer neurons at E14.5. We developed and simulated a mathematical model to investigate
theoretically the recovering capacity of the system and found that a minor increase in the probability of proliferative
divisions of intermediate progenitors (IPs) is a powerful compensation lever. We confirmed experimentally that mutant
mice showed an enhanced number of abventricular progenitors including basal radial glia-like cells and IPs. The latter
displayed increased proliferation rate, sustained Pax6 expression and shorter cell cycle duration. Altogether, these results
demonstrate the remarkable plasticity of neocortical progenitors to adapt to major embryonic insults via the modulation of
abventricular divisions thereby ensuring the production of an appropriate number of neurons.

Key words: abventricular proliferation, cell death, compensation, embryonic cerebral cortex, upper layer neurons

Introduction
Brain injuries due to neuronal death during embryonic develop-
ment are caused by intrauterine infection/inflammation and
hypoxia and represent major causes of cortical function

abnormalities and microcephaly (Rees et al. 2011). In the devel-
oping mouse cerebral cortex, excessive cell death due to gene
mutations or cell ablation, including that of deep layer neurons
(Toma et al. 2014), have mostly been correlated with a reduction
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of cortical neurons (Rajaii et al. 2008; Borello et al. 2014).
Conversely, it has also been reported that traumatic brain injury
(TBI) (Conti et al. 1998) influence adult neurogenesis by increas-
ing proliferation of neural stem and progenitor cells in the sub-
ventricular zone (SVZ) of the lateral ventricle and in the dentate
gyrus of the hippocampus (Gao et al. 2009; Sawada and
Sawamoto 2013; Sun 2014). Furthermore, dying cells have been
suggested to release signals that influence surrounding tissue by
either triggering regeneration or promoting additional apoptosis
in different model systems (Fuchs and Steller 2015). However,
whether early neuronal death can be rescued in the developing
cerebral cortex is still unknown.

In the neocortex, cortical neurons migrate out from the pro-
liferative zones to form 6 neuronal layers in an inside–out man-
ner so that early-born neurons form deep layers and late-born
neurons upper layers (Angevine and Sidman 1961; Rakic 1972,
1974). The generation of a precise number and subtype of cor-
tical neurons depends on a tight spatial and temporal control of
distinct progenitor pools and their proliferation/differentiation
rates. In the mouse cerebral cortex, 2 main types of neural pro-
genitor cells exist during development, radial glial cells (RGs),
and intermediate progenitor cells (IPs) (Haubensak et al. 2004;
Englund et al. 2005; Götz and Huttner 2005). RGs divide at the
apical side of the ventricular zone (VZ) and give rise to RGs, neu-
rons, or IPs (Haubensak et al. 2004; Miyata et al. 2004; Noctor
et al. 2004). IPs undergo self-consuming divisions in the SVZ gen-
erating the vast majority of cortical neurons. In mice, very few
IPs go through 1 or 2 proliferative divisions before terminal
mitosis (Noctor et al. 2004; Attardo et al. 2008; Arai et al. 2011;
Wong et al. 2015). In mammals, the number of neurons, and, in
particular, upper layers neurons, is amplified by an additional
type of progenitor, the outer RGs (oRGs) (also known as basal
RGs [bRGs]). Originally described as specific to ferrets and pri-
mates, oRGs (Fietz et al. 2010; Hansen et al. 2010; Pilz et al. 2013)
are now known to be present in low numbers also in the inter-
mediate zone (IZ) of the mouse (Shitamukai et al. 2011; Wang
et al. 2011). Both cell intrinsic and extrinsic factors regulate the
generation and proliferation properties of cortical progenitors
(Dehay and Kennedy 2007; Taverna et al. 2014). While cell intrin-
sic changes of cell cycle parameters in neural progenitor cells
primarily influence the production of neurons (Calegari et al.
2005; Dehay and Kennedy 2007; Lange et al. 2009; Pilaz et al.
2009; Arai et al. 2011), growing evidence also shows a contribu-
tion of the postmitotic compartment in controlling neurogenesis
through a feedback signaling on progenitor cells (Seuntjens et al.
2009; Griveau et al. 2010; Teissier et al. 2012; Parthasarathy et al.
2014; Toma et al. 2014).

Here, we show that massive cell death in the postmitotic
compartment during early cortical development promotes the
generation of proliferative IPs and bRGs-like and, ultimately,
leads to an increase in the number of upper layer neurons at
the end of gestation recovering for the number of lost neurons
in deep layers. These results indicate that compensatory
mechanisms exist in the mouse developing cortex to rescue
early neuronal loss and suggest that the proliferative properties
of RGs and IPs are modulated by signals produced by dying cells
or of cell density in the postmitotic compartment.

Materials and Methods
Ethics Statement

All animals were handled in strict accordance with good ani-
mal practice as defined by the national animal welfare bodies,

and all mouse work was approved by the Veterinary Services of
Paris (Authorization number: 75-1454) and by the Animal
Experimentation Ethical Committee Buffon (CEEA-40)
(Reference: CEB-34-2012).

Mouse lines

Dbx1loxP-stop-loxP-DTA mice (Bielle et al. 2005) were crossed with
Nestin:Cre (provided by F. Tronche) to generate Dbx1DTA;Nes:Cre
embryos. A functional DTA is expressed exclusively upon Cre-
mediated recombination under the control of the Nestin pro-
moter resulting in ablation of Dbx1-expressing cells in the CNS
starting at E10.5. Dbx1loxP-stop-loxP-DTA and Nes:Cre embryos were
used as controls for all experiments. For Supplementary Figure 5
Dbx1loxP-stop-loxP-DTA mice were crossed to Nkx2.1:Cre animals
(Kessaris et al. 2006). In the telencephalon, this eliminated spe-
cifically Dbx1-expressing cells in the MGE and POA, thus Dbx1-
derived cortical interneurons. All animals were maintained on a
C57Bl/6J background. Embryos were genotyped by PCR using pri-
mers specific for the different alleles (Cre and DTA).

Tissue Preparation and Immunohistochemistry

For staging of embryos, midday of the vaginal plug was consid-
ered as embryonic day 0.5 (E0.5). Embryos were fixed by immer-
sion in 4% PFA, PBS at 4 °C for 4 h or O/N for E14.5 and O/N for
e18.5 brains and subsequently rinsed in PBS for 3 × 20min.
Brains were cryoprotected overnight in 30% sucrose, PBS, and
embedded in O.C.T. compound (Sakura). Embedded tissues
were sectioned on a cryostat with a 14 µm step for E14.5 and
18 µm for E18.5.

Immunohistochemistry on sections was performed as previ-
ously described (Pierani et al. 2001) or using an unmasking
protocol (Arai et al. 2011). Primary antibodies used were chick
anti-Tbr2 (Millipore, 1:500); goat anti-Brn2 (Santa Cruz, 1:250);
rabbit antiactive Caspase 3 (Cell Signaling, 1:400), anti-Pax6
(Biolegend, 1:500), anti-PH3 (Millipore, 1:500) and anti-Tbr1
(Abcam, 1:500); rat anti-Ctip2 (Abcam, 1:300); mouse anti-Tuj1
(BabCo, 1:1000). Fluorescent secondary antibodies used were Cy3
donkey antimouse (Jackson ImmunoResearch Laboratories, 1:700),
Cy5 donkey antigoat (Jackson ImmunoResearch Laboratories,
1:500), Alexa 488 donkey anti-chick (Jackson ImmunoResearch
Laboratories, 1:1000). Nuclei were counterstained with 4′,6-diami-
dino-2-phenylindole (DAPI) (Invitrogen, 1:2000). Terminal deoxy-
nucleotidyl transferase-mediated biotinylated UTP nick end
labeling (TUNEL) staining was performed using In Situ Cell Death
Detection Kit according to the manufacturer’s protocol (Roche
[Sigma]). In situ hybridation was performed as previously
described (Bielle et al. 2005). For DAB (3,3′-diaminobenzidine tetra-
hydrochloride) immunostaining subsequent to Dbx1 mRNA in situ
detection, the hybridization was processed in the absence of PK
treatment. Anti-Tbr2 and antiactive caspase 3 antibodies were
detected with a biotinylated secondary antibody using the Elite
Vectastain ABC kit (Vector Laboratories).

Mathematical Models of Cell Divisions and
Differentiations

We have introduced a model built upon the one introduced in
Hsu et al. 2015. The model reproduces the sequence of divisions
that a pool of progenitor cells undergoes during the neurogen-
esis phase. We have considered in this study 3 main cell types:
1) radial glia progenitors (RG cells), 2) intermediate progenitors
(IPs), and 3) neurons. Experimentally, these correspond to 1)
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Pax6+ cells in VZ, 2) Tbr2+ cells (thus pooling the different types
of IP cells) (Noctor et al. 2004; Gal et al. 2006; Fietz et al. 2010;
Hansen et al. 2010; Arai et al. 2011; Betizeau et al. 2013; Tyler
and Haydar 2013; Florio and Huttner 2014), and 3) Ctip2+ and
Tbr1+ cells for deeper layer neurons and Brn2+ cells for upper
layer neurons.

All these cells are generated from an initial pool of progeni-
tor cells, which may undergo the following divisions or
differentiation:

1. Symmetric proliferative divisions to produce 2 progenitor
cells.

2. Asymmetric divisions into a progenitor and an intermediate
progenitor cell.

3. Asymmetric neurogenic divisions into a progenitor and a
neuron.

4. Symmetric divisions into 2 intermediate progenitor cells.
5. Loss of capacity to generate neurons (e.g., gliogenesis).

IPs may undergo 2 types of divisions or differentiation:
6. Symmetric proliferative divisions to produce 2 IPs (the num-

ber of such divisions from a given cell is limited to 1, or 2
depending on the mutant scenario considered).

7. Symmetric neurogenic divisions giving 2 neurons.

Neurons created are assumed to migrate to upper or deep
layers with a probability depending on their birthdate. Simi-
larly, the rate at which each division occurs is a function of
time. We have chosen the following parameters reproducing
closely the WT phenotype that we and others measured (Gao
et al. 2014; Hsu et al. 2015).

We started with an initial progenitor pool of RGE8 = 50. The
total number of RGs division within each Δt = 0.1 is inversely
proportional to RG cell cycle TRG. Consistent with experiments
(Manuel et al. 2015), we have considered that TRG varies in time,
and linearly increases during cortical development (Takahashi
et al. 1995; Calegari and Huttner 2003; Dehay et al. 2015; Manuel
et al. 2015)

= +T t d0.0625 0.1875RG

In each simulation step Δt, the intensity of the divisions and
differentiations of RGs are parameterized by the probabilities
Probi (t) (i = 1, 2, 3, 4, 5, numbered as in the above description
list) depicted in Figure 8A:
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( ) = ( + ( ( − )))Prob t erf t E
1
2

1 3 165

The model is thus complete once we have set the probability of
divisions and differentiation of IPs. In WT model, the probability
that an IP performs one proliferative division (thus eventually
generating 4 neurons) is constant in time and fixed consistently
with the biological data to 10%. All other IPs directly perform a

symmetric neurogenic division, giving birth to 2 neurons. IPs
have a fixed cell cycle duration TIP = 1.3d (27.6h).

Newborn neurons choose to enter deep or upper layer
depending on the timing of birth, which is described as

( )Prob tdeeper and ( )Prob tupper . The switching happens at E14.5.

( ) = ( − ( ( − )))( + ( ( − )))Prob t erf t E erf t E
1
4

1 3 11 1 3 14. 6 ;deeper

( ) = ( − ( ( − ))( + ( ( − )))Prob t erf t E erf t E
1
4

1 3 14.4 1 3 17.5 ;upper

Theoretical Prediction of the Total Number of Neurons as a Function
of IP Proliferation Rate
In Figure 4A, all divisions, and differentiations associated to RG
are not influenced by the probability p of IPs undergoing 2 sym-
metric proliferative divisions. The total number of RGs, as well
as the number of neurons NRG and IP (IPRG) generated directly
from RGs are independent of p. IPs neurons are generated as in
the following model:

⎧
⎨
⎪⎪

⎩
⎪⎪

⟶ →
→ → →

⟶−

IP N

IP IP N

N

IP
2 4

2 4 8

2

RG
p

p

10%

90%

From this relationship it is easy to compute the number of neu-
rons generated from IPs:

= ( × + × + ( − ) × ) × = ( + ) ×N 10% 4 p 8 90% p 2 IP 2.2 6p IP .IP RG RG

Since IPRG is constant, NIP is an affine function of p.

Parameters for the Mutant Models

The different mutant used for our simulations in Fig. 8 are
based on the same model as the WT, but we varied the start-
ing and end time of the compensation process tstart and tend,
varied the cell cycle duration of IPs (TIP), the probability p of
proliferative divisions of IPs and the number of divisions
these cells undergo (Ndiv). The precise modalities and timing
of the compensation are described in the results section, and
the quantitative parameters for all models are provided in
Table 1.

EdU Pulse and Cumulative Labeling and Staining

EdU injection was carried out using an intraperitoneal injec-
tion of 3.3mg/kg EdU (Invitrogen), PBS into pregnant females.
We performed a single-pulse EdU injection at E14.5 and ana-
lyzed at E18.5 (Fig. 3). For the calculation of each phase of the
cell cycle we used the Nowakowski method, applied to E14.5
mouse cortices (Nowakowski et al. 1989; Takahashi et al. 1993,

Table 1 Parameters of the compensation mechanism for the mutant
models of Figure 8

tstart tend TIP p Ndiv

WT 27.6h 10% 1
MUT1 E11 E18 20.4h 23% 1
MUT2 E11 E14 20.4h 23% 2
MUT3 E11 E14 + 12 h Proportional to

cell death
20.4 h at E14.5

Proportional to
cell death
23% at E14.5

2
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1995; Calegari and Huttner 2003; Lange et al. 2009; Arai et al.
2011; Turrero Garcia et al. 2016) and performed EdU cumula-
tive labeling by injections every 3 h up to 18 h after the first
injection (Fig. 6E). Embryos were analyzed at 0.5, 6, 9, and 18 h.
We quantified RGs (Tbr2−DAPI+) and IPs (Tbr2+DAPI+) that
incorporated EdU at each time point in the VZ/SVZ. We con-
sidered that a negligible proportion of progenitors do not pro-
liferate in the VZ and SVZ as we did not observe any neuronal
contamination in the VZ and SVZ in the control as previously
reported (Arai et al. 2011), but also in the mutant, using triple
immunostaining with Pax6, Tbr2, and Tbr1/Ctip2 (data not
shown and Supplementary Fig. 4A). Control RGs and mutant
IPs reached a growth fraction (GF) of 1 within 18 h. Mutant RGs
reached a GF of 0.95 at 18 h as non proliferating bRGs-like are
also present in the VZ/SVZ of Dbx1DTA;Nes:Cre mutant embryos
and represent a negligible percentage of around 5% of the
counted cells. We calculated the length of G2 + M + G1 (X, TC–TS),
as indicated by the time point at which the EdU labeling index
reached the plateau (e.g., when all the progenitors were EdU+)
and the proportion of the cell cycle in S-phase was indicated by
the intercept of the cumulative EdU labeling curve with the y
axis (Y). With the mathematical formulas GF × (TS/TC) = Y and
TC − TS = X (Arai et al. 2011) we deduced TS and TC. From the
percentage of cells dividing (PH3+, Z) we deduced the
TM = (ZxTC)/GF.

Immunofluorescence Coupled With EdU Staining

Immunofluorescence and EdU staining were performed on 14
and 18 μm coronal cryosections of the telencephalon prepared
from PFA O/N-fixed E14.5 and E18.5 embryos, respectively.
Immunofluorescence and EdU staining was performed as previ-
ously described (Arai et al. 2011) using the Edu labeling Kit from
Invitrogen.

Images Acquisition

Images of immunofluorescence were acquired on a Zeiss
LSM710 inverted confocal microscope and processed with the
ZEN 2012 software and bright-field images of brain sections
using a VHX-900F series Keyence microscope.

Statistical Analysis

For all experiments, results were obtained from at least 3 pairs of
control and mutant embryos from at least 2 litters. All the quanti-
fications were made on 100 µm wide boxes spanning the entire
VZ/SVZ (Figs 1C, 5, 6 and Supplementary Fig. 5), the IZ (Fig. 7), the
entire cortical plate (CP) (Figs 1E, 2, 3 and Supplementary Fig. 3)
and the IZ/CP (Fig 1C) in the dorso-lateral part of the rostral cortex.
For each animal we selected 1 or 2 sections (n = 3 or n = 6). For all
quantifications, normal distribution was confirmed and unpaired,
2-tailed t-test on group means was performed for statistical ana-
lysis, using the Microsoft Excel software.

Results
Generation of a Mouse Model for Early Embryonic
Neuronal Death

To investigate the consequences of early cell death on cortical
development, we analyzed Dbx1DTA;Nes:Cre (hereafter Mutant)
embryos (Bielle et al. 2005). From the onset of neurogenesis
(embryonic [E] day 11.5) to midneurogenesis (E14.5), the mutant
developing cerebral cortex displayed a high number of dying

cells as measured by immunohistochemistry for active Caspase
3, and Tunel staining compared with controls (Fig. 1A and
Supplementary Fig. 1A). No differences in cell death were
observed at E16.5 (Supplementary Fig. 1B). Neuronal death
throughout the cortical primordium correlated with a specific
ectopic expression of Dbx1 mRNAs in the dorsal and lateral pal-
lial SVZ and IZ in addition to its normal site of expression in
the ventral pallium (VP) at the pallial–subpallial boundary (PSB)
(Supplementary Fig. 2). This began at E11.5 upon death of Dbx1-
derived Cajal–Retzius cells (Bielle et al. 2005). The majority of
active Caspase 3+ cells appeared to be in the superficial half of
the cortical wall and very few were detected in the deep half,
close to the ventricle (Fig. 1B and Supplementary Fig. 2). In
order to characterize which cells were dying in the mutant at
E14.5, we used immunostaining for Tuj1, a marker of young
neurons, and Tbr2, a marker of SVZ progenitors (Englund et al.
2005), to distinguish the postmitotic compartment, correspond-
ing to the IZ and the CP, from the SVZ (Fig. 1B). The vast major-
ity of activated Caspase 3+ cells was present in the Tuj1+

neuronal compartment with only few cells found in both the
VZ and SVZ (Fig. 1B,C, Supplementary Fig. 1C and 2) suggesting
that young neurons at E14.5 are undergoing cell death. We,
thus, quantified the number of neurons in the CP in the dorso-
lateral cortex using Tbr1, a marker of early-born deep layer
neurons (Englund et al. 2005), and observed a significant
decrease (~20%) in mutants compared with control cortices
(Ctrl 100% ± 0.7; Mut 82% ± 3, P < 0.05) (Fig. 1D,E). Similar results
were obtained using Ctip2, another marker of early-born neu-
rons (Supplementary Fig. 1D). These results indicate that exten-
sive cell death during the first half of corticogenesis leads to a
decrease in the number of deep layer neurons at E14.5.

Overproduction of Upper Layer Neurons in Mutants at
E14.5

We then investigated the consequences of early neuronal death
on cortical development at later stages. Unexpectedly, we
observed that the thickness of the dorso-lateral CP in the
mutant was similar to the control at E18.5 (Fig. 2A,E). We quan-
tified the numbers of deep and upper layers cortical neurons in
the CP using Tbr1 and Ctip2 as markers of layers V–VI, and
Brn2 of layers II–IV. We observed a 29% decrease in the number
of Tbr1+ neurons (Ctrl 100% ± 7; Mut 71% ± 3, P < 0.05) (Fig. 2B,F)
and a 37% reduction in that of Ctip2+ neurons (Ctrl 100% ± 7;
Mut 63% ± 5, P < 0.05) (Fig. 2C,G). In contrast, the number of
Brn2+ neurons was increased by 17% (Ctrl 100% ± 0.4; Mut
117% ± 0.5, P < 0.001) (Fig. 2D,H). These results reveal an over-
production of upper layer neurons occurring in the mutant cor-
tex in response to early-born neuronal loss.

Since the peak of upper layer neuron generation is at E14.5,
we studied finely the proliferation and differentiation proper-
ties of progenitor cells at this stage. To this end, we performed
EdU (5-ethynyl-2-deoxyuridine)-birthdating using a single
injection of EdU at E14.5 and immunostaining for EdU, Tbr1,
Ctip2, and Brn2 at E18.5 (Fig. 3A–F). The vast majority of the EdU+

cells were located in the superficial portion of the CP, above pro-
spective layer V Ctip2+ neurons, whereas only few EdU+ cells
were detected in the deep portion of the CP (corresponding to
prospective layer VI) in mutants as in controls (Fig. 3B,C).
However, we observed that the superficial EdU+ portion of the
CP appeared thicker in mutants suggesting an increase in the
number of EdU+ cells in superficial layers compared with con-
trols. We first analyzed whether the timing of deep and upper
layers production was preserved by immunofluorescence for
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EdU, Tbr1 and Ctip2. We observed no colabeling of either Tbr1
or Ctip2 with EdU in mutants and controls (Fig. 3C,D), indicating
that mutant progenitor cells at E14.5 did not aberrantly gener-
ated layer VI and V neurons. We then quantified the number of
EdU+ and EdU+Brn2+ neurons in the CP and detected that both
were significantly increased in mutants (Fig. 3E,F). More than
80% of EdU+ cells were also Brn2+ in controls and mutants show-
ing that proliferating progenitors at E14.5 primarily generate
upper layer neurons in both but that in mutants the number of
Brn2+ neurons born at E14.5 is enhanced. We further analyzed
the distribution of EdU+ and/or Brn2+ cells within the CP by div-
iding it into 4 bins of equal thickness with bin 1 being the most
superficial (Fig. 3E,F). Quantifications in each bin (Fig. 3G–I) indi-
cated that, as in controls, the number of EdU+Brn2+ neurons pro-
gressively increased from bin 4 to 1 in mutants showing that the
overall distribution is unaltered. While the number of EdU+Brn2+

neurons was unchanged in bin 1 and 4, we observed a higher
number in bins 2 and 3 in mutants suggesting that no lagging
neurons are detected in bin 4, and that the overproduced Brn2+

neurons accumulate in prospective layers IV and V, as deter-
mined with respect to Ctip2 labeling of layer V (see also Fig. 3C).
Together these results indicate that an enhanced number of
Brn2+ cells are generated at E14.5 and are able to migrate prop-
erly to the upper half of the CP in the mutant. However, we also
observed that many Brn2+ cells were EdU– (Fig. 3E,F), opening

the possibility that a precocious differentiation of these neurons
was occurring in the mutant cortex. We, thus, performed EdU-
birthdating at E12.5 and analyzed at E18.5. In both controls and
mutants the vast majority of EdU+ neurons coexpressed Ctip2,
and Tbr1, and were located in the deep portion of the CP,
whereas none coexpressed Brn2+ (data not shown).

All together, these results demonstrate that in mutant corti-
ces the temporal sequence in the generation of deep and upper
layer neurons is unaltered, while an overproduction of Brn2+

neurons by progenitor cells at E14.5 is mediating the increase
of the number of upper layers neurons observed at E18.5.

IP Proliferation as a Powerful Compensation Mechanism

The fact that the cortical thickness is recovered despite mas-
sive neuronal loss in mutants indicates the presence of a
powerful adjustment mechanism for neurogenesis that com-
pensates for the cell death by increasing the number of gener-
ated neurons. In order to test possible mechanisms by which
this compensation may occur, we developed, and simulated a
mathematical model describing the sequence of divisions and
differentiation of a pool of progenitor cells as a function of time
(see Materials and Methods).

In this model, the only divisions expanding the number of
neurons are the asymmetric neurogenic divisions of RGs into a

Figure 1. Mouse model for neuronal death from early to mid-corticogenesis. (A,B,D) Confocal images of coronal sections from control and Dbx1DTA;Nes:Cre (mutant)
embryonic neocortex at e14.5. (A) Immunohistochemistry for active Caspase 3. (B) Immunohistochemistry for active Caspase 3 (white), Tbr2 (green), and Tuj1 (red). (C)
Quantification of active Caspase 3+ cells in the ventricular zone/subventricular zone (VZ/SVZ) and in the intermediate zone/cortical plate (IZ/CP) per 100 µm of VZ. (D)
Immunohistochemistry for Tbr1. (E) Quantification of Tbr1+ neurons in the cortical plate in a 100 µm wide box represented as percent of control. (C–E) Data are repre-
sented as mean ± standard error of the mean (SEM). Unpaired Student’s t-test (n = 3). *P < 0.05 and ***P < 0.0001. Scale bars: 100 µm (A), 50 µm (B), and 20 µm (C).
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neuron and a RG cell, and symmetric neurogenic divisions of
IPs into 2 neurons. In order to compensate for a loss of neurons,
the mutant mice should therefore adjust the number of these
divisions. Increasing the number of asymmetric divisions of
RGs could arise by shortening their cell cycle duration: the
number of created neurons would increase as the inverse of
the cell cycle duration. This compensation is thus limited
in vivo by the fastest possible cell cycle. Concerning IPs, we
expected that they dispose of a tremendous capacity to gener-
ate neurons by increasing the rate of symmetric proliferative
divisions they perform. Indeed, this mechanism may increase
exponentially fast the pool of IPs, thus the number of generated
neurons. This capacity is largely underexploited in wild-type
(WT) mice: it was reported that only 10% of IPs are undergoing
(at least) one symmetric proliferative division before terminal
mitosis based on time-lapse microscopy and sustained Pax6
expression which promotes symmetric proliferative divisions
(Noctor et al. 2004; Arai et al. 2011; Wong et al. 2015).

We, thus, investigated in Figure 4 the role of both cell cycle
duration and proliferative divisions of IPs in our mathematical

model, with parameters fitted to data we and others obtained
in WT mice (Gao et al. 2014; Hsu et al. 2015). We observed that
using the capability of IPs to divide recursively by increasing
the proportion of IPs performing symmetric proliferative divi-
sions we could indeed compensate for a massive loss of neu-
rons (Fig. 4A). This compensation could only occur at the
expense of an imbalance in the number of upper and deep
layers neurons (Fig. 4B) since neurons would be generated later
in the developmental program, after IPs symmetric divisions.
Note that this disparity could be slightly counterbalanced by
shortening IPs cell cycle duration without affecting the total
number of neurons (Fig. 4 C,D). In particular, a cell cycle dur-
ation of 27.6 h, as observed in WT mice (Arai et al. 2011), corre-
sponds to a fraction of neurons in deep layers equal to 53% as
measured experimentally in WT mice (Fig. 4D and
Supplementary Fig. 3) (Hsu et al. 2015). Since IPs were not
reported to show a high number of multiple symmetric divi-
sions, in the model we limited to 2 the total number of sym-
metric proliferative divisions one IP may undergo. Even under
this limitation, the increase in the number of generated

Figure 2. Increased number of upper layers neurons in mutants. (A–D) Confocal images of coronal sections from control and Dbx1DTA;Nes:Cre embryonic neocortex at
e18.5. (A) Immunohistochemistry for Tbr1 (green), Ctip2 (blue) and Brn2 (red). (B–D) Enlarged view of the boxed regions shown in A. (E) Quantification of the CP thick-
ness in a 100 µm-wide box. (F–G) Quantifications of the numbers of Tbr1+ (F), Ctip2+ (G) and Brn2+ (H) neurons within the cortical plate in a 100 µm-wide box repre-
sented as percent of control. Data are represented as mean ± SEM. Unpaired Student’s t-test, (n = 3). *P < 0.05, ***P < 0.0001. Scale bars: 100 µm (A) and 50 µm (B,C,D).
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neurons was largely sufficient to already compensate for a sub-
stantial loss of neurons. We quantified in Figure 4A,B the effect
of an increased fraction of IPs performing 2 symmetric divi-
sions on the final number of neurons and on the proportion of
neurons in deep and upper layers. In detail, we considered that
in addition to the 10% of IPs performing one symmetric prolif-
erative division as observed in WT mice, a proportion p of IPs
perform 2 symmetric divisions. Theoretically, we showed (see
Materials and Methods) that the number of neurons generated
from RGs, NRG, is independent on the probability of IPs

undergoing 2 symmetric proliferative divisions p (see Fig. 4A
light blue area), while the number of neurons generated from
IPs, NIP, is an affine increasing function of p (see Fig. 4A pink
area), consistent with the simulations of the model (blue line
with error bars in Fig. 4A). Increasing p augmented the propor-
tion of later-born upper layers neurons (Fig. 4B). Figure 4A
shows the dramatic efficacy of the capacity of IPs making 2
symmetric proliferative divisions: as the proportion of IPs div-
iding twice increases to 90%, the number of neurons generated
was more than tripled (going from 1.05 × 106 to 3.1 × 106 total

Figure 3. Overproduction of upper layer neurons at E14.5. (A) Experimental scheme. Embryos were collected at E18.5 after one single injection of EdU at E14.5. (B–F)
Confocal images of coronal sections from control and Dbx1DTA;Nes:Cre embryonic neocortex at e14.5. (B–D) Immunohistochemistry for EdU (red), Ctip2 (green) and
Tbr1 (blue). (C) Enlarged view of the boxed regions shown in (A). (D) Enlarged view of the boxed regions shown in C. (E) Immunohistochemistry for EdU (red) and Brn2
(green). (F) Enlarged view of the boxed regions shown in E and quantification of the total number of EdU+ and EdU+Brn2+ cells in the CP per 100 µm of VZ. (G–I) Total
cell numbers quantified by dividing the cortical plate into 4 equal-size bins. Graphs show mean ± SEM for each bin of Brn2+ cells (G) (Bin 1: Ctrl 97 ± 12, Mut 103 ± 16;
Bin 2: Ctrl 48 ± 6, Mut 76 ± 6; Bin 3: Ctrl 31 ± 5, Mut 44 ± 5; Bin 4: Ctrl 32 ± 4.9, Mut 29 ± 2), EdU+ cells (H) (Bin 1: Ctrl 42 ± 5, Mut 44 ± 9; Bin 2: Ctrl 9 ± 0.4, Mut 21 ± 2; Bin
3: Ctrl 4.9 ± 1, Mut 9 ± 1; Bin 4: Ctrl 4 ± 2, Mut 5 ± 1) and EdU+Brn2+ cells (I) (Bin 1: Ctrl 38 ± 5, Mut 42 ± 9; Bin 2: Ctrl 6 ± 1, Mut 18 ± 2; Bin 3: Ctrl 3 ± 1, Mut 6 ± 1; Bin 4:
Ctrl 3 ± 1, Mut 3 ± 1). Unpaired Student’s t-test (n = 3). *P < 0.05, **P < 0.001. Scale bars: 100 µm (B), 50 µm (C and E), and 10 µm (D and F).

Abventricular Proliferation Compensates Cell Death Freret-Hodara et al. | 7

 at U
niversity of C

alifornia, San D
iego on Septem

ber 14, 2016
http://cercor.oxfordjournals.org/

D
ow

nloaded from
 



 76  

number of neurons). No more than 22% of IPs undergoing 2
symmetric proliferative divisions was sufficient to compensate
for a complete loss of all deep layer neurons and 43% to com-
pensate for a total loss of both deep and upper layer neurons.

These theoretical observations prompted us to investigate
more closely the number of IPs performing symmetric prolif-
erative division, as well as possible modifications of the cell
cycle duration in RGs and IPs.

Decrease in the Number of RGs and Increase of
Proliferating IPs in the Mutant VZ/SVZ

To examine whether the model prediction of a change in the
proliferative properties of RGs and/or IPs indeed contributed to
the increase of upper layer neurons at E18.5, we quantified the
number of RGs (Pax6+Tbr2–) and IPs (Tbr2+) in the mutant and
control VZ/SVZ at E14.5 (Fig. 5A). We controlled that these were
progenitors by coimmunolabeling with Ctip2, and found them
all negative. We observed a decrease in the number of
Pax6+Tbr2– RGs in the mutant (Ctrl 197 ± 10; Mut 161 ± 8,
P < 0.05; n = 5) and an increase in that of Tbr2+ IPs (Ctrl 122 ± 6;
Mut 155 ± 11, P < 0.05; n = 5) (Fig. 5A–C). Notably, 2 subtypes of IPs
were identified in the cerebral cortex: neurogenic IPs and prolif-
erative IPs (Noctor et al. 2004; Fietz et al. 2010; Arai et al. 2011;

Betizeau et al. 2013; Florio and Huttner 2014). Neurogenic IPs
undergo only one round of division to produce 2 neurons,
whereas proliferative IPs, defined as expressing both Tbr2, and
Pax6, mainly in primates and recently in mice (Wong et al.
2015), undergo at least 1–2 rounds of proliferative divisions
before producing neurons. In the mouse, only 10% of IPs
was reported to be proliferative and our quantification of
Pax6+Tbr2+ in control cortices at E14.5 confirmed these data
(Fig. 5D). In mutant animals, we, however, observed a 2-fold
increase in the number of IPs that express both Pax6 and
Tbr2 (Ctrl 10% ± 1; Mut 23% ± 4, P < 0.05; n = 5) (Fig. 5D) sug-
gesting that an increase in proliferative IPs might indeed
occur in the mutant cortex. We, therefore, quantified the
number of progenitors undergoing mitosis using phospho-
Histone 3 (PH3) immunostaining (Fig. 6A). We considered as RGs
all the cells in the VZ/SVZ that were DAPI+Tbr2−, since cells that
do not express Tbr2 are almost all Pax6+ in both compartments
and only a negligible number of Tbr2− postmitotic neurons were
found in the VZ/SVZ (Fig. 5A, Supplementary Fig. 4A) (Arai et al.
2011). No differences in the ratio of dividing RGs (PH3+DAPI+Tbr2−)
(Ctrl 17% ± 4; Mut 15% ± 1, P < 0.05; n = 3) were observed between
mutants and control cortices at E14.5 (Fig. 6A,C). In contrast,
we detected a 2-fold increase in the percentage of dividing
IPs (PH3+DAPI+Tbr2+) (Ctrl 5% ± 1; Mut 9% ± 0.5 P < 0.05; n = 3)

Figure 4. Theoretical predictions of neuron numbers in deeper and upper layers as a function of progenitor proliferation properties. (A, B) Variations according to the
probability p of IPs performing 2 proliferative divisions: (A) the total number of neurons increases linearly with p as predicted theoretically (red line). Pink region:
number of neurons generated by IPs; blue: neurons generated directly from RGs. Orange line: p = 22% compensates for a total loss of deep layer neurons. Green line:
p = 53% compensates for a total loss of all neurons. (B) Newly generated neurons essentially contribute to superficial layers, leading to a decrease of the proportion of
deep layer neurons. (C, D) Dependence on the IP cell cycle duration for p = 0. As expected, we find no variation of the number of neurons (C), but the ratio of deep layer
neurons (D) decreases as cell cycle duration is increased since neurons are generated later. A cell cycle of 27.6 h corresponds to the WT ratio (red line). Data are repre-
sented as mean ± standard deviation (SD) with 50 independent MATLAB simulations.
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(Fig. 6A,B,D). Altogether these results demonstrate that early
death in the postmitotic compartment differentially affects
cortical progenitors at mid-corticogenesis with a reduction in
the number of RGs, but not their proportion in mitosis, and an
increase in dividing IPs, possibly proliferative IPs, that co-
express Pax6. These results also support the mathematical
model prediction that an increase in the proliferative capacity
of IPs mediates the enhanced generation of upper layers neu-
rons at mid-corticogenesis.

IPs Display a Shorter Cell Cycle Length in Mutants

We next investigated the model prediction of variation in the
cell cycle duration. It was already reported that progenitors
have different cell cycle durations depending whether they go

through proliferative or neurogenic division (Lange et al. 2009;
Pilaz et al. 2009; Arai et al. 2011). To investigate whether the
increase of PH3+ IPs in the mutant was due to a change in their
cell cycle length and/or specifically of the M-phase, we per-
formed cumulative S-phase labeling using EdU injections at 3 h
intervals to calculate the duration of the total cell cycle length
(TC) and of each cell cycle phase (Nowakowski et al. 1989).
Pregnant females were sacrificed at different time points after
the first injection at E14.5 (0.5, 6, 9, and 18 h) (Fig. 6E) and the
rate of EdU incorporation (EdU labeling index) into RGs and IPs
was analyzed by immunostaining for EdU and Tbr2 to differen-
tiate between RGs (Tbr2−DAPI+) and IPs (Tbr2+DAPI+) (Fig. 6E).
This revealed that the length of the G2+M+G1 (TC–TS), as indi-
cated by the time point at which the EdU labeling index
reached the plateau (Fig. 6E), was not significantly different for

Figure 5. Decrease in the number of RGs and increase in that of IPs. (A, D) Confocal images of coronal sections from control and Dbx1DTA;Nes:Cre embryonic neocortex
at e14.5. (A) Immunohistochemistry for Pax6 (green), Tbr2 (red) and Ctip2 (blue). (B, C) Quantifications of the total numbers of Pax6+Tbr2− (B) and Tbr2+ (C) cells per
100 µm of VZ. (D) Enlarged view of the boxed regions shown in (A). White arrowheads show Tbr2+Pax6+ cells quantified in the graph as percentage of the total number
of Tbr2+ cells. Quantifications were done within the entire thickness of the cortical wall in a 100 µm-wide box. Data are represented as mean ± SEM. Unpaired
Student’s t-test (n = 5). *P < 0.05. Scale bars: 50 µm (A) and 10 µm (D).
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RGs between controls (11.5 h) and mutants (12.1 h). However,
for IPs, the TC–TS was shorter in mutants (16.7 h) compared
with controls (24.5 h). For both progenitor types in control cor-
tices, the cell cycle lengths were similar to the ones previ-
ously reported (Arai et al. 2011). Moreover, for RGs the
proportion of cells in S-phase measured 30min after EdU

injection (Ctrl: 38%, Mut: 32%), the total cell cycle length (Ctrl:
18.5 h, Mut: 17.8 h) (Fig. 6E) as well as the length of the S-
phase (TS) (Ctrl: 7 h, Mut: 5.5 h) was not significantly different
between controls and mutants. In contrast, for IPs, the pro-
portion of cells incorporating EdU was significantly increased
for the mutant compared with the control (Ctrl: 11%, Mut:

Figure 6. Intermediate progenitors increase their proliferation rate and shorten their cell cycle. (A, B, E) Confocal images of coronal sections from control and
Dbx1DTA;Nes:Cre embryonic neocortex at e14.5. (A) Immunostaining for Tbr2 (red) and PH3 (green) counterstained for DAPI (blue). White arrowheads show dividing
IPs. (B) Enlarged view of the boxed regions shown in A. (C–D) Quantification in a 100 µm-wide box of the number of PH3+Tbr2− RGs along the ventricle (C) and
PH3+Tbr2+ IPs (D) abventricularly. Data are represented as mean ± SEM and percentages of DAPI+ and Tbr2+ for RGs and IPs, respectively. Unpaired Student’s t-
test (n = 3). * P < 0.05. (E) Experimental scheme of cumulative EdU injections from E14.5 every 3 h (on the left). Animals were sacrificed at 0.5, 6, 9, and 18 h after
the first EdU injection. Immunohistochemistry for EdU (red) and Tbr2 (green) staining after cumulative EdU labeling for 6 h (on the left) counterstained for DAPI
(blue). Calculation of cell cycle parameters (on the right). Proportion of EdU-labeled progenitors nuclei over the total number of nuclei (EdU labeling index) after
cumulative EdU labeling for 0.5, 6, 9, and 18 h. The intercept of the cumulative EdU labeling curve with the y axis indicates the proportion of cells in S-phase.
Color-coded arrows indicate the time point at which the labeling index reaches a plateau (TC–TS) (see Materials and Methods). The EdU labeling index was separ-
ately determined for RGs (Tbr2−EdU+) and IPs (Tbr2+EdU+) in WT and mutants. Data are represented as mean ± SEM. Unpaired Student’s t-test (n = 3). *P < 0.05.
Calculated length of cell cycle phases (bottom right panel) of RGs (Tbr2−EdU+) and IPs (Tbr2+EdU+). TC: total cell cycle; TS: S-phase; TM: M-phase. Scale bars: 20 µm
(A, E), 10 µm (B).
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19%) but the length of the S-phase was not (Ctrl: 3 h, Mut:
3.9 h). IPs also displayed a shortening of the TC in mutants
(Ctrl: 27.5 h, Mut: 20.5 h). Finally, the percentage of cells in M
phase estimated using PH3 labeling showed that the length of
the M-phase (TM) was unaltered for both RGs and IPs (RGs,
Ctrl: 3.1 h, Mut: 2.7 h; IPs, Ctrl: 1.3 h, Mut: 1.8 h) in the control
compared with the mutant cortex (Fig. 6E,C,D). Since the G2

phase has not been shown to change during development or
between progenitor types (Arai et al. 2011), our results
strongly suggest that the reduced cell cycle length of mutant
IPs is due to a shortening of the G1 phase (TG1). These results
show that at mid-corticogenesis mutant IPs also display a
shortening of the cell cycle. As the model suggests, this accel-
eration in the cell cycle duration limits the imbalance
between upper and deep layers, as visible from the decay of
the proportion of deep layer neurons as cell cycle duration
increases (Fig. 4D).

bRGs-Like Progenitors Number Increases in the Mutant
Cortex

In the mouse neocortex, among the basal progenitor (BP) popu-
lation, more than 90% are IPs and a small fraction are basal RGs
(bRGs) (Miyata et al. 2004; Noctor et al. 2004; Shitamukai et al.
2011; Wang et al. 2011; Martinez-Cerdeno et al. 2012). bRGs are
a population of progenitors that delaminate from the VZ, popu-
late the SVZ and IZ and share the molecular markers of apical
RGs (aRGs) (for review see (Lui et al. 2011; Florio and Huttner
2014)). These express Pax6, Sox2, and can also express Tbr2
(Wang et al. 2011). They undergo only asymmetric self-
renewing neurogenic divisions but not symmetric proliferative
divisions in the mouse (Shitamukai et al. 2011; Wang et al.
2011). In ferrets and primates, including humans, this popula-
tion is largely expanded, represents the vast majority of BPs
and has the capacity to undergo multiple rounds of

Figure 7. Enhanced number of bRGs-like in the intermediate zone of mutants. (A, B) Confocal images of coronal sections from control and Dbx1DTA;Nes:Cre embryonic
neocortex at e14.5. (A) Immunohistochemistry for Pax6. (B) Immunohistochemistry for Pax6, Tbr2, Ctip2, Sox2, and Ki67. (B1–B6) High magnifications of boxed regions
in left panels. Yellow arrowheads indicate cells that colabeled with Tbr2 and white arrowheads cells that did not colabel with Tbr2. (C) Quantification of
Pax6+Tbr2−Ctip2− cells in the IZ. Data are represented as mean ± SEM. Unpaired Student’s t-test (n = 3). ***P < 0.0001. Scale bars: 100 µm (A), 20 µm (B), and 10 µm (B1).
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proliferative divisions before generating neurons (Fietz et al.
2010; Hansen et al. 2010; Betizeau et al. 2013; Pilz et al. 2013).
Surprisingly when analyzing the expression of Pax6 in the cere-
bral cortex of mutants we observed a greater than 10-fold
increase in the number Pax6+ cells located outside of the VZ,
namely in the SVZ and IZ, compared with controls (Ctrl
0.7 ± 0.7; Mut 15 ± 0.6) (Figs 5A and 7A–C). These cells did not
express neuronal markers such as Ctip2 (Fig. 7B,B1,B2). A small
fraction expressed Tbr2 at low levels and all coexpressed Sox2+

(Fig. 7B,B3,B4). Furthermore, we showed that all ectopic Sox2+

cells in the IZ expressed the Ki67 marker of cycling cells
(Fig. 7B,B5,B6). These results show that also an excess of cycling
bRGs-like is produced in the mutant cerebral cortex.

Predicting the Timing of Neurogenesis Compensation

The data obtained experimentally on the increase of prolifera-
tive IPs proportion and on the reduction of their cell cycle dur-
ation thus agrees with the qualitative predictions derived from
the mathematical model.

The massive increase of bRGs-like cells observed experi-
mentally also led us to consider this as a potential important
element to incorporate into the model. We thus investigated fur-
ther the capacity of bRG-like cells to generate neurons in the
mutant mice. Unexpectedly, we found experimentally that none
of the bRG-like cells in mutant mice appeared to go through the
S-phase within an 18h period as determined by sequential injec-
tions of EdU every 3 h, whereas few bRGs-like in control mice
did incorporate EdU (Supplementary Fig. 4B). We, thus, conclude
that bRG-like cells are unlikely to contribute substantially to the
overproduction of upper layers neurons in mutant cortices at
E14.5 and did not incorporate them in the model.

In order to infer the possible mechanisms of the compensa-
tion phenomenon based on the observation of the mutant mice
phenotype, we developed a mathematical model of the mutant
mice by fitting it with all quantifications measured experimen-
tally. We considered that IPs can shorten their cycle duration
down to 20.4 h and imposed that the ratio of IPs performing 2
symmetric divisions at E14.5 is at most 23%. In this model, the
fine modalities and timing of the compensation mechanism
are unknown. The free parameters were, thus, the ratio

≤p 23% of IPs performing 2 symmetric divisions, as well as the
initiation and termination of proliferative divisions of IPs. We
thus simulated a few hypotheses on the possible compensation
scenarios for these free parameters which should be consistent
with the data collected in our experiments (Fig. 8).

We first tested whether the compensation could occur when
IPs can perform only one symmetric division. In such condi-
tions (MUT 1 in Fig. 8A) simulations showed that even if the
ratio of IPs performing one symmetric division jumped from
10% to 23% as soon as neuronal death occurs and remained
steady until the end of the neurogenesis period, the total num-
ber of neurons generated would remain lower than in WT
mice. We conclude that the compensation observed experi-
mentally requires that a fraction of IPs must perform at least 2
symmetric divisions.

We then considered the effect of limiting the compensation
mechanism to the period of neuronal death. To this end, we
limited to 23% the ratio of IPs performing symmetric divisions
consistently with the data and tested different hypotheses.
First, if among these dividing cells we conserved 10% perform-
ing one symmetric division, as in the WT mice, and an extra
13% of IPs performing 2 symmetric divisions, this was not suffi-
cient to compensate for neuronal loss (data not shown). We

found nevertheless that maintaining a fixed proportion
≤p 23% (actually exactly equal to 23%) of IPs performing 2 sym-

metric divisions during the whole phase of neuronal death
leads to recover a number of neurons consistent with the WT
mice (MUT2 in Fig. 8A). Of course, the scenario proposed in
MUT2 is unrealistic. It is indeed not plausible that an instantan-
eous and synchronous response of all 13% of IPs occurs imme-
diately at the onset of the neuronal death phase. Moreover, the
23% of IPs performing symmetric division only provides a com-
pensation for a specific total loss of cells that cannot be pre-
dicted at the onset of the neuronal death phase. Indeed for a
fixed ratio of IPs performing symmetric division, shall neuronal
death period or rate increase (or decrease), this ratio would
lead to undercompensation or overcompensation. However,
MUT2 is particularly interesting in that it shows that even
using the full compensation capacity of the symmetric division
of IPs during the whole neuronal death period is barely enough
to compensate, which strongly argues in favor of the need of
an additional mechanism to compensate.

A realistic mechanism shall adapt to the number of
dying cells. We, thus, designed an adaptive compensation
mechanism that smoothly interpolates between WT and
mutant levels as a function of the number of neurons dead in
the near past (MUT3 in Fig. 8A). The experimental observation
that the number of RGs is decreased while the number of IPs is
increased motivated us to incorporate in our model the capacity
of RGs to perform a self-consuming symmetric division into 2
IPs (Florio and Huttner 2014). In this model, we assumed that
the cell cycle duration, the probability of IP proliferation and the
probability of symmetric division of RGs into IPs depended on
the total number d of dead cells within the previous 12h. In
response to cell death, we assumed that the cell cycle acceler-
ated, IPs made more proliferative divisions and RGs increased
their rate of symmetric division to 2 IPs (see Materials and
Methods). The parameters were adjusted to match the quantita-
tive measurements observed both in WT and mutant mice. In
detail, IP cell cycle duration was chosen to vary linearly from
27.6 h, when no cells have died in the previous half-day, to
20.4 h at the peak of cell death in the model. The probability of
IPs performing only 1 symmetric division decreases as d
increases from 0.1 to 1, while the probability p of IPs performing
2 proliferative divisions increases proportionally to d. The para-
meters were adjusted to interpolate between WT and mutant
data, that is, for proliferating IPs from 10% in the absence of
cell death to 23% at E14.5 in the mutant mice. With this model
and by only fitting the type of response curve to cell death, we
obtained a very good agreement of the model to the mutant
phenotype (Fig. 8B). Indeed, with this model, the neuronal loss
is precisely compensated, and the ratio between deep and
upper layers neurons obtained is perfectly consistent with the
mutant mice data. Moreover, the model provided finer informa-
tion on the timing of the compensation mechanism compared
with the development of the WT mice (Fig. 8B). Indeed, the
simulations showed that the growth of the neuronal popula-
tion is initially slower in MUT3 (Fig. 8B yellow solid lines) com-
pared with the WT model (Fig. 8B yellow dashed lines) due to
cell death. This results in a 20% decrease of the total number of
neurons at E14.5 chiefly affecting deep layers, consistent with
the data. At E14.5, we observed an increase of the neuronal
generation rate that initiates the compensation process. This
increase originates from the combined effect of 1) the termin-
ation of the neuronal death period and 2) the emergence of the
neurons generated by proliferative IPs. Indeed, cell death trig-
gers proliferation of IPs at E11.5, and each of these cells
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Figure 8. Different theoretical neurogenesis scenarios and their timing. (A) The probability of different divisions and differentiations. The WT model corresponds to
plain lines. In all MUT models, neurons die from E11 to E14 (black dashed line) and RGs precociously differentiate into 2 IPs (yellow dashed line). Three different
mutant scenarios are schematically described below with the proportion and number of divisions performed by IPs as a function of time. Top right panel: number of
neurons in deep layer (DL), upper layer (UL) and the total number of neurons (N) at the end of neurogenesis, together with the total number of IPs at E14.5 for WT and
the 3 mutant models. Data are represented as mean ± STD with 50 independent MATLAB simulations. (B) Evolution in time of the number of cells during neurogen-
esis (RG in purple, IP in red, total neuron number in yellow, deep layers neurons in dark blue and upper layers neurons in light blue) for the WT model (dashed lines)
and MUT3 (solid lines). (C) Same as (B) for a massive cell death level. Even if all neurons generated from E11 to E14 die, mutant MUT3 fitted to the data responds to
this level of cell death by perfectly compensating for all neurons lost.
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differentiates into 8 neurons after 3 cell cycles (thus slightly
before E14.5). Moreover, this model also displays a 10% decrease
of RGs at E14.5, which is due to precocious RG differentiation into
2 IPs, consistent with the decrease measured in mutant mice.
This precocious differentiation together with the presence of pro-
liferative IPs (each generating 4 IPs after 2 cell cycles) gives rise to
a peak of IPs appearing between E14 and E16, which corresponds
to the experimental observation of 20% more IPs at E14.5 in
mutants. We thus conclude that this model precisely fits the
experimental observations of the compensation mechanism in
the mutant mice. It also strongly suggests that the self-consuming
symmetric division of RGs into 2 IPs in response to cell death
allows designing a realistic compensation scenario leading to a
phenotype perfectly consistent with the mutant mice.

Notably, the interest of this model goes beyond the specific
mutant studied experimentally (Dbx1DTA;Nes:Cre) and can be
used to test for the neurogenic capacity of the system in
response to different values of cell death intensity and cell
cycle duration. Indeed, we observed that the model, with the
parameters we chose for the mutant mice (MUT3), adjusts very
nicely to different intensities of cell death. For instance, in
Figure 8C we have considered the effect of a very high rate of
neuronal death leading to a complete loss of neurons generated
before E14 in the mutant model MUT3. Strikingly, we found
that similarly to the mutant mice, a perfect compensation of
the neuronal loss is reached, with of course a dramatic imbal-
ance in the ratio between upper and deep layer neurons.

The analysis of the model thus led us to conclude that it is
plausible, by adjusting only as a function of the number of
dead cells in the past hours the probability of IPs to perform
symmetric self-renewing division, the capacity of RGs to gener-
ate 2 IPs and the shortening of the cell cycle duration, to repro-
duce all experimental observations of the mutant phenotype in
model MUT3, and that those parameters are sufficient to rescue
the loss of neurons for a wide variation of cell death levels.

Discussion
We have shown that early neuronal loss triggers a compensa-
tion mechanism at mid-corticogenesis which promotes the
expansion of abventricular progenitor pools, including IPs, and
bRGs-like, in the mouse developing cerebral cortex. This leads to
an increase in upper layers neurons and hence a rescue in final
neuronal numbers. Mathematical modeling predicted that a
minor increase in the probability of proliferative divisions of IPs
is a powerful compensation lever of the system and that the
compensation capacity is proportional to cell death. The expan-
sion of abventricular proliferation and of upper layer neurons is
associated with cortical evolution and mediates the complexifi-
cation of cortical functions. Our results strongly argue in favor of
the notion that amplification of pre-existing mechanisms rather
than innovative acquisitions underlies cortical evolution and
open the possibility of a crucial role exerted by the postmitotic
compartment on the control of the amplification of abventricu-
lar proliferation in primates. They also suggest that through the
manipulation of corticogenesis, neuronal content, although with
an unbalance of deep versus upper layer neurons, can be recov-
ered before birth after brain injury during embryonic life.

Mathematical Modeling of Compensation

Mathematical modeling was crucial to predict how compensa-
tion might occur in the mutant cortex through the amplifica-
tion of self-renewing IPs as a primary determinant (Fig. 4).

Furthermore, we developed, and precisely fitted to the experi-
mental data a mathematical model emulating the sequences of
divisions and differentiation of the cell populations contribut-
ing to the generation of the neuronal populations. The model is
based on specific parameters that essentially govern the time
profile of cell divisions and differentiation on WT embryos and
postnatal animals. These are estimated in the present study
based on data collected in the literature or our own data. This
thus provides a stochastic version of the system proposed by
Finlay and collaborators (Workman et al. 2013; Cahalane et al.
2014) that includes more cell types and that is well fit to mice
brains. The model is very flexible and allows adding more cell
types when necessary. Here for instance, the present model
refines the mathematical system proposed in Hsu et al. (2015)
by adding a population of IPs which plays an essential role in
the Dbx1DTA;Nes:Cre mutants and predict the requirement of
increase self-renewing proliferation of IPs and the decrease in
their cell cycle length to mimic the observed phenotype.
Moreover, it led us to quantify precisely the mathematical
model in order to fit accurately to the data. The interest of the
model is also that it can be used to predict the possible pheno-
types in diverse situations. In particular, we presented in
Figure 8C an hypothetical scenario in which massive cell death
would lead to a total loss of neurons generated before E14.5
and we observed that IPs have the theoretical capacity to com-
pensate this extreme loss of neurons. One important perspec-
tive of this work would be to model the signaling pathways
that govern these probabilities of divisions and differentiations.

Progenitor Pools, Cell Cycle Regulation, and Cortical
Evolution

We have shown that upon early death in the postmitotic com-
partment at mid-corticogenesis the RG pool is decreased but
retains its proliferation rate, whereas that of abventricular pro-
genitor pools, both IPs, and bRGs-like, is augmented. This sug-
gests that a precocious differentiation of RGs into IPs occurs in
mutants by mid-corticogenesis. The mutant IPs display the
molecular signature of proliferative self-renewing IPs as a sig-
nificant proportion maintains high Pax6 expression and their
cell cycle length is reduced due to a shortening of the G1 phase.
In the WT mouse only approximately 10% of IPs are prolifera-
tive and ~90% are neurogenic (Noctor et al. 2004; Arai et al.
2011; Shitamukai et al. 2011; Wong et al. 2015). Neurogenic IPs
are thought to downregulate Pax6, and by contrast proliferative
IPs to sustain Pax6 expression (Shitamukai et al. 2011; Wong
et al. 2015). Sustained Pax6 expression has recently been shown
to promote multiple rounds of symmetric division of IPs in the
mouse cortex as suggested to enhance proliferation in primates
(Fietz et al. 2010; Betizeau et al. 2013; Florio and Huttner 2014;
Wong et al. 2015). Furthermore, the mechanism controlling the
expansion versus differentiation of neural progenitors depends
on cell cycle regulation. Total cell cycle duration is different
between each progenitor type (Nowakowski et al. 1989; Lange
et al. 2009; Pilaz et al. 2009; Arai et al. 2011) and it has been
shown that G1 shortening is sufficient to promote the gener-
ation and expansion of IPs (Glickstein et al. 2009; Lange et al.
2009). Thus, both shortening of the G1 phase and high Pax6
expression as observed in Dbx1DTA;Nes:Cre mutants are consist-
ent with an increase in the self-renewing capacity of IPs.

During evolution of the cerebral cortex, increased neuronal
number is achieved by augmenting the pool of neural stem and
progenitor cells (Lui et al. 2011) and, in particular, by enhancing
their proliferative capacity. In human and macaque, the vast
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majority of IPs is proliferative and maintains Pax6 expression.
Furthermore in macaque, there is a smaller difference in the
total cell cycle length between RGs and IPs than that reported
in the mouse, allowing them to proliferate faster (Arai et al.
2011; Betizeau et al. 2013). The combination of the increase in
the number of IPs undergoing mitosis, possibly being prolifera-
tive IPs because of the Pax6, and Tbr2 co-expression, and their
reduced cell cycle length, suggests that IPs in Dbx1DTA;Nes:Cre
mutants resemble what has been observed in primates.

An additional modality by which the progenitor pool is
enhanced during evolution is via another population of abven-
tricular dividing precursors, namely bRGs. We found that the
generation of this progenitor type is also augmented in
Dbx1DTA;Nes:Cre mutant cortices, further arguing in favor of the
presence in these mutants of the alteration of a global mechan-
ism central to the control of abventricular proliferation and
upper layers neuron numbers during evolution. This is evoca-
tive of the fact that mutants for genes involved in spindle
orientation have been reported to display enhanced abventricu-
lar self-renewing progenitors, and in particular bRG-like precur-
sors (Konno et al. 2008; Postiglione et al. 2011; Shitamukai et al.
2011; Kielar et al. 2014). Interestingly, all these mutants also
have in common the temporal appearance of these progenitors
at mid-corticogenesis and some rescue properties at later
stages, which led to the conclusion that cell fate is not affected.
The most prominent difference is that the overall neuronal
content is recovered in Dbx1DTA;Nes:Cre mutants but the propor-
tion of deep and superficial neurons is altered. In most mouse
mutants for progenitor proliferation parameters both deep and
upper layer neurons are affected in a similar manner, with par-
allel loss or increase in both as in mutants for precocious differ-
entiation (Hsu et al. 2015) or increased proliferation (Teissier
et al. 2012). It was actually recently proposed that the number
of upper layers will be scaled to that of the previously born
deep layers (Toma et al. 2014). This raises the interesting ques-
tion of what determines whether or not scaling of deep and
upper layer neurons occurs. One possibility is that a temporal
shift in the onset of the genesis of abventricular progenitors is
a crucial determinant that would control specifically the num-
ber of intracortical projection neurons (superficial layer neu-
rons) independently on their subcortical projection neuron
counterparts (deep layers neurons) in cortical development and
evolution. The second possibility is that not all progenitor types
have the same capacity to respond to scaling mechanisms and/
or injuries. In favor of this, it has been previously shown that
brain injuries can promote neurogenesis in different areas of
the adult brain which normally undergo neurogenesis but also
in areas which are non-neurogenic (Ekdahl et al. 2009; Gao
et al. 2009; Sawada and Sawamoto 2013; Sun 2014). Quiescent
neural progenitors, specifically, respond to brain injury in
the adult hippocampus by increasing their proliferation rate,
but not other progenitors types (Gao et al. 2009; Sawada
and Sawamoto 2013; Sun 2014). It was also shown that com-
pensation cannot occur when neural progenitors committed to
generate upper cortical neurons are eliminated by environmen-
tal insults, such as X-irradiation (Selemon et al. 2013) and
absent cells cannot be replaced adequately by the later gener-
ated neurons. During development of the neocortex in the
mouse, we showed that early neuronal death specifically pro-
motes the amplification of progenitors in the SVZ/IZ but not in
the VZ supporting that specific pools of progenitors have the
ability to counterbalance the injured brain.

Our data also highlights that recovery of neuronal number
does not imply that of function as deep and upper layers

neurons serve very distinct roles by forming descending sub-
cerebral tracks and cortico-cortical connections, respectively.
Thus, measurements of brain volume or in general neuronal
numbers, as often used in human pathology, is not a reliable
criteria to determine abnormalities and specific progenitors
types and neuronal populations should be carefully analyzed.

Mechanism Promoting the Feedback Control Regulating
IPs and bRGs-Like Amplification

In Dbx1DTA;Nes:Cre mutants, either cell death per se and/or the
absence of early-born neurons could lead to IPs and bRGs-like
amplification and trigger a mechanism which compensates
neuronal content at the end of corticogenesis.

Enhanced abventricular dividing progenitors in Dbx1DTA;Nes:
Cre mutants could be induced by the presence of dying cells.
Apoptotic cells have been shown to release signals influencing
the proliferation of neighboring cells in various systems (Fuchs
and Steller 2015). Major general cell death in the postmitotic
compartment has been described in multiple mutants (Yang
et al. 2004; Rajaii et al. 2008; Borello et al. 2014). However, none
of these mutants displayed enhanced proliferation but rather a
decrease in the number of progenitors and neurons in the cere-
bral cortex. Recently, Toma et al. (2014) demonstrated that the
sequential acquisition of the competence to generate upper
layer neurons requires a negative feedback from deep layers
neurons and that an early ablation of postmitotic neurons pre-
vents the generation of upper layer neurons. In this report no
increase in the number of IPs or of superficial layer neurons
was observed although massive cell death was present in the
postmitotic compartment. Furthermore, we did not observe a
temporal shift in the timing of generation of early and late-
born neurons as observed by Toma et al. Together these data
strongly argue against a general role of cell death itself in
enhancing abventricular progenitor proliferation rate and fate
as observed in Dbx1DTA;Nes:Cre mutants. It rather argues in
favor of distinct mechanisms underlying the phenotypes in
these 2 mutants and either independent on cell death or
dependent on the death of a specific cell/progenitor population
or on its timing and which will be distinct in each mutant.

The most likely cause of the phenotype in Dbx1DTA;Nes:Cre
mutants is the lack of early-born neurons. These include first
early-born preplate neurons, namely Cajal–Retzius cells by
E11.5, and subsequently CP transient neurons (Bielle et al.
2005; Teissier et al. 2010) and deep layers neurons starting at
E12.5 (this report). We can exclude that Dbx1-derived inter-
neurons originating in the POA, which are also eliminated
in these mutants, are responsible of the increase of abventri-
cular self-renewing progenitors as this phenotype was not
observed in Dbx1DTA;Nkx2.1:Cre (Supplementary Fig. 5). In
these embryos specific ablation of Dbx1 progenitors in the
subpallium did not lead to cell death in the neocortical pri-
mordium (Supplementary Fig. 5). Moreover, specific ablation
of Dbx1-derived CP transient neurons in Dbx1DTA;E1-Ngn2:Cre
starting at E11.5 and sparing Cajal–Retzius cells (Teissier et al.
2010; Teissier et al. 2012), caused an opposite phenotype with
precocious neurogenesis and a depletion of Tbr2+ progenitors
and both deep and upper layer neurons. Consistently, the
ablation of deep layer neurons reported by Toma et al. (2014)
occurs after E11.5, also likely sparing Cajal–Retzius cell death.
Together, these data argue in favor of Cajal–Retzius cell loss
as a primary determinant of the phenotype observed in
Dbx1DTA;Nes:Cre mutants.
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Several reports have started to unravel the existence of a
feedback control from the postmitotic compartment on pro-
genitors (Seuntjens et al. 2009; Griveau et al. 2010; Teissier
et al. 2012; Toma et al. 2014; Srivatsa et al. 2015) but the
molecular mechanisms are still under investigation. In the
developing neocortex, specific overexpression of Ntf3, a Sip1
target neurotrophin, in neurons promotes an overproduction
of IPs at the expense of RGs and a shift from deep to upper
layer neuron generation (Parthasarathy et al. 2014). It is, thus,
possible that the lack of a feedback diffusible signal as a con-
sequence of early neuron loss is also involved in inducing a
switch from RGs to IPs in Dbx1DTA;Nes:Cre. However, this signal
is unlikely to be mediated by Ntf3 since its decrease due to
neuronal loss would result in an opposite effect and, thus, a
decrease in the generation of IPs. Furthermore, Sip1 mutants
display a temporal shift of both deep and upper layer gener-
ation whereas in Dbx1DTA;Nes:Cre the timing of deep and upper
layer production is as in WT mice. Whether a feedback signal
from the postmitotic compartment reaches progenitors via
cell–cell contacts or diffusible molecules and whether is direct
onto RGs or IPs or through other intermediaries remains to be
determined.

Although recent papers have pointed out the role of early-
born neurons in the control of neurogenesis, our results point
for the first time to the existence of a rescuing mechanism
which in the absence of this feedback control allows the cere-
bral cortex to compensate for early neuronal loss by overpro-
ducing abventricular progenitor pools and boosting the
generation of upper layer neurons. It is tempting to speculate
that during cortical evolution, the increased size of the ger-
minal zones prevents this negative feedback from the post-
mitotic compartment to be effective and allows the
progenitors to continue proliferating. Our results open the
possibility that through the manipulation of corticogenesis,
neuronal content can in some cases be recovered before
birth even after major brain injury during embryonic life
and provide a mouse model allowing to shed light on how
this process could occur in physiological and pathological
conditions.
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Supplementary material can be found at: http://www.cercor.
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3.2    Basic response mechanisms to cell death 

Both mutant models studied in Freret-Hodara et al., 2016; Toma et al., 2014 induced 

early deep layer neuron loss, however opposite compensation consequences were 

reported in these two mutant mice. Diffuse chemically-induced cell death in 

Neurog2:Cre; Rosa26 DTA  mice (mut1) (Toma et al., 2014) leads to around 30% 

reduced volume but deep layer and upper layer proportions untouched. Early neurons 

death between E11.5 to E14.5 caused by ablation of Dbx1 expressing cells in Nes:Cre; 

Dbx1DTA  mice (mut2) (Freret-Hodara et al., 2016) yield normal neuron number per 

unit with abnormal neuron layer proportions, 30% reduction of deep layer neurons 

and 20% increase of upper layer neurons.  

This difference may be due to at least two factors: (1) the duration of neuronal death, 

that may differ in the two models, and (2) the specific mechanisms of neuron death 

induction. Indeed, supporting the former view, we note that in mut1, tamoxifen was 

applied for three consecutive days, which requires 5-6 days after the first injection to 

be eliminated (Jahn et al., 2018). Therefore, we inferred that neuronal death would 

last till E16 after the switch time point from deep layer to upper layer neuron 

generation. Supporting the latter factor, we note that in mut1, cell death, induced by 

DTA, is a diffuse process throughout (from E11.5 to around E16) (figure 15 A and B). 

DTA is expressed in Neurog2 positive cells, meaning only new born neurons are 

affected. Neurons that were generated before E11.5 are thus spared from apoptosis. In 

contrast, in mut2, DTA is not expressed directly in neurons, and neuron death is 

caused by the ablation of Dbx1 expressing cells. Even though the tamoxifen is not 

cleaned, once Dbx1 positive cells are eliminated, neuron death ends. In that situation, 

both newly generated neurons and already generated neurons have a probability to 

enter the apoptosis program (figure 15 A and B). 

Based on these observations, we hypothesized that an identical compensation 

mechanism may account for both phenotypes, and that the observed differences are 

due to the way neural death was induced. To test this hypothesis, we developed a 

simple compensation mechanism based on neural death signals. Dead cells indeed 

send signals in their direct environment (Morrow et al., 2001), which triggers 

physiological reactions, in particular the mobilization of macrophages clearing the 
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dead cells, and thus interrupting their signalization within half a day. Based on these 

facts, we considered that the neurogenesis system may have access to a cumulated 

signal released by those cells dead within the past 12h. 

Many complex cascades may be triggered by those signals and induce compensation 

mechanisms. In particular, we can infer from biological data that a high level of cell 

death signal will: 

(1)  increase the probability of IPs proliferative symmetric divisions and inducing 

at least one of these divisions to occur, with a maximum of two divisions 

(Fietz et al., 2010; Martínez-Cerdeño, Noctor, & Kriegstein, 2006; Noctor et 

al., 2004); 

(2)  delay the switch between upper- and deep-layer neurons generation. In the 

WT mice, this switch occurs at around E15, and for an effective 

compensation of early born neuronal death (therefore, from deep layers 

neuron), the switching time may be postponed depending on the level of cell 

death, by a maximum of 24h. 

These two basic mechanisms, supported by the data, are the bare necessary elements 

to account for the biological observations at hand. We fitted the probability of IPs to 

perform two time divisions and the IPs cell cycle duration with the neuron number 

count data in mut2. We fitted the change of probability for neurons to choose deep 

layer and upper layer with the experimental data of mut1. Then we show here that 

their combination is sufficient to explain phenotypes in the WT, mut1 and mut2, and 

to predict what happens in a wide range of situations. In that, we show that these two 

mechanisms provide the brain with a powerful homeostasis mechanism able to restore 

normal brain phenotype in a response to a wide range of cell death levels, and it is 

only in extreme situations (massive death of early born neurons in mut2, or 

long-lasting neuronal death in mut1) that it breaks down.  
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Figure 15. Reproduction of two experimental data with the one compensation model. 

(A) The probability of different divisions and differentiations. (B) Neurons die from 

E11 to E16 in mut1 and intense death from E11 to E14 in mut2. (C) Evolution in time 

of the number of cells during neurogenesis (RG in purple, IP in red, total neuron 

number in yellow, deep layer neurons in dark blue and upper layer neurons in light 

blue) for the WT model (solid lines), mut1 (dashed lines) mut2 (dotted lines). (D) 

Number of neurons in deep layer (DL), upper layer (UL) and the total number of 

neurons (N) at the end of neurogenesis for WT. Data are represented as mean ± STD 

with 50 independent MATLAB simulations. 

 

3.3    Compensation breakdown in mutant models 

To test the model, we simulated the number of RGs, deep and upper layer neurons, as 

well as the transient population of IP cells, as a function of time and in response to a 

diffuse but long induction of cell death (as in mut1), or to an acute and brief induction 

of cell death (as in mut2). Figure 15B represents the simulated size of those 

populations of neurons as a function of the developmental time for the WT model 

(solid line), mut1 (dashed line) and mut2 (dotted line). The simulation results of 
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neuron number fit with the experimental observation (Figure 15 C). We observe that 

despite the acuity of cell death in mut2, the total cumulated number of dead neurons is 

significantly higher in mut1. The average of total neuron death number is 70% in 

mut1 compared to 35% in mut2 of total neuron number in WT. This observation 

therefore provides an account for the distinct phenotypes generated: the level of 

neuron loss in mut2 remains in the range of compensation capacity of IPs, particularly 

during the longer period of time remaining within the neurogenesis process. However, 

in mut1, the diffuse cell death lasting until E16 induces a severe loss that exceeds the 

compensation capacity of IPs during the remaining time after termination of cell death 

at E16, 2 days later than in to mut2. E16 is the middle-late stage of neurogenesis. At 

this stage, the IP population size starts decreasing due a decreased generation from 

RGs associated with the natural decrease in the RG population size as they are 

consumed by symmetric neurogenic divisions. Despite a remarkable peak of IPs at 

around E16, significantly larger than the size of the IP population in mut1, the 

capacity of the IP population in mut1 to compensate for neuronal loss after E16 is 

affected.   

Early neuronal death (occurring between E11 and E14) reduces only number of deep 

layer neuron. After the response to signals generated by dead neurons, IPs start 

preforming two proliferative divisions before a final symmetric neurogenic division, 

and thus each IP can eventually give rise to 8 neurons over the course of 3 IPs cycles. 

Even though IPs cycle duration shortens from 24.5h in WT to 16.7 in mut2, it takes 

more than 2 days from neuron death to the beginning of compensation. As a result, IP 

numbers reach a peak between E15-E16 in both mutant models. If the switching time 

between the generation of deep or upper layer neurons was maintained unchanged, the 

ratio between deep and upper layer neuron number should decrease significantly in 

both mutants. The observation in Toma et al., 2014 of a conserved ratio therefore 

suggests that the transition of generating deep to upper layer neurons delayed in 

response to cell death signals. Since little is known about this adjustment, we assumed 

that this delay should be proportional to the signal. As deep and upper layer neurons 

shows different projection behavior and function, we limit this time point shift 

maximum 24h. This hypothesis is consistent with the observations in both mutants, 

particularly mut1 where neuronal death lasts until mid-late stage of neurogenesis 
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stage and the ratio between deep and upper layer neuron number maintained identical 

to the WT ratio, which could not occur if the switching time between upper- and 

deeper-layer neurons was unchanged and where upper layer neuron would largely 

dominate. 

3.4    Homeostasis and compensation of mild to severe neuronal 
death  

Despite the failure to compensate massive cell death observed in the two mutant mice 

models studied in the previous section, the combination of the two previously 

described mechanisms has powerful homeostatic capabilities. In particular, because of 

its multiplicative impact, even a small increase in IPs preforming one additional 

proliferative division before neurogenic division is enough to compensate severe cell 

death occurring during early stages of development. These additional divisions delay 

the birthdate of neurons compensating for dead cells. The regulation of the switching 

time point from deep to upper layer neuron generation up to 24h can perfectly 

accommodate for this delayed emergence of cells. Altogether, these two basic 

mechanisms are sufficient to stabilize the WT brain phenotype for a wide range and 

patterns of cell death in early development stage. We tested this capacity 

quantitatively by continuously varying the amplitude and the duration of an increase 

in neural death. Figure 16 shows the total number of neurons generated (associated 

with cortical thickness) and the proportion of deep layer neurons as a function of new 

born neurons apoptosis probability and the occurrence timing. We observe that the 

total neuron number is maintained constant regardless of death probability when cell 

death occurs early enough (before E14), but the percentage of deep layer neuron 

shows some fluctuations, limited to a 10% range around the 50% WT proportion. 

Therefore, for cell death occurring between E11.5 to E14.5, even though the 

accumulated cell death reaches around 70% of deep layer neuron number in WT, 

these two compensation mechanisms adjust the total neuron number and the ratio in 

deep and upper layers precisely (figure 16 A). 

However, when the cell death extends 2 more days till E16.5, the cumulative number 

of dead cells could reach a level equivalent to the total number of neurons generated 

in the WT model (figure 16 B). The compensation becomes ineffective when 
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apoptosis probability is large, and the upper layer¬ neurons generated to compensate 

for the loss of neurons end up dominating. Once the cell death probability reaches 

70%, the total number of neurons generated decreases significantly, therefore a 

thinner cortex is generated, consistent with what is observed in mut1. As for the layer 

organization, it remains essentially within a level of 10% even when apoptosis 

probability results in the death of a number of neurons corresponding to 85% of the 

total number of neurons in the WT model. From these results, we can infer that the 

level of cell death is between 70% to 85% of the total brain size in mut1. In this range, 

the ratio of deep over upper layer neurons is conserved as WT, but the total neuron 

number decreases significantly.  

Then we tested how the end time point affects the compensation capacity with a fixed 

death rate. As expected, with low death cell rate causing around 50% neuronal loss, 

the simulations show perfect compensation regardless of the duration. When fixing 

death rate to the level associated with 85% neuron loss, the compensation behavior is 

related to cell death duration. Perfect compensation is only observed when cell death 

ends before E14. When the neuronal death is severe and persistent, these two 

mechanisms are not enough to sustain full compensation as shown in figure 16C. 
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Figure 16. The compensation ranges of neuron death probability and death duration. 

(A,B) Variations according to the probability of cell death with a fixed cell death 

duration: (A) from E11 to 14, the number of neurons is fully compensated regardless 

of the death probability, while newly generated neurons essentially contribute to 

superficial layers, leading to a decrease of the proportion of deep layer neurons. (B) 

from E11 to 16, the proportion is kept because the death lasts until after the transition 

to upper layer neurons. With high death probability, the total neuron number is not 

fully compensated. (C) Variations according to the death end time point with a fixed 

and relative high cell death probability. The ratio of deep layer neurons is sensitive to 

cell death end point. The compensation of neuron number breaks down when the 

death ends after E14.5. Data are represented as mean ± standard deviation (SD) with 

50 independent MATLAB simulations. 
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Altogether we have shown that increasing the probability of IPs performing once 

more proliferative division before neurogenic division and postponing the shift from 

deep to upper layer maximum by 24 hours can allow the compensation ofa large range 

of neuron death.  

3.5    Programmed and abnormal cell death, homeostasis and its 
breakdown  

In physiological conditions, multiple types of cells undergo cell death during the 

development of the cerebral cortex. Programmed cell death is an important 

mechanism contributing to homeostasis in embryonic development (Burek & 

Oppenheim, 1999). Reciprocally, unexpected apoptosis is also common, not only in 

pathological conditions, but also following incidents such as alcohol intoxication, 

temporary asphyxia or viruses. Mechanisms responding appropriately to these 

incidents, in a sense, are as essential as programed cell death during cortical 

development. 

The above analysis revealed the presence of at least two simple compensation 

mechanisms involved in this regulation: 1) A gradual increase in the number of the 

transient IP population through an increase of their probability to be generated and to 

perform an additional proliferative division before their neurogenic division, 

sufficient to recover neuron number even in intense cell death during early-mid 

development stage. 2) A gradual delay in the switching time between generating deep 

neurons and upper layer neuron, limited to 24h, regulates the layer ratio. These two 

mechanisms are sufficient to stabilize the WT brain phenotype for a wide range and 

patterns of cell death, breaking down only when levels of cell death are excessive and 

late.  

Despite this apparent strong compensation capability, a number of conditions lead to 

significant microcephaly, some being lethal. Two important examples considered 

important public health issues are the Zika virus infection and the prenatal ethanol 

exposure. We discuss why the regulatory mechanisms described above breakdown in 

both cases.  

Zika virus infection of pregnant women causes fetal developmental abnormalities and 
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disabilities. In particular, a causal link between Zika Virus infection during pregnancy 

and the development of microcephaly was established. This infection thus provides us 

with a choice situation where homeostasis mechanisms breakdown; microcephaly 

could indeed ensue from a late neuronal death, or the inability of the homeostasis 

mechanisms to operate. Data seem to favor the second hypothesis. Indeed, recent 

studies have shown that Zika Virus mainly targets progenitor cells. All mechanisms 

described in the present manuscript therefore no more apply: first, microcephaly does 

not seem to be a result of neuronal death, but rather a lower level of neurogenesis. No 

cell death signal is thus released to trigger a response. Moreover, our mechanisms rely 

on the capacity of progenitor cells to accelerate their cell cycle, modify the 

probabilities of specific divisions and delay deep to upper layer neurons generation 

time shift. By affecting directly the ability of progenitors, none of the regulatory 

mechanism can be triggered, in addition to the fact that Zika virus is not generating 

the same cell death signals that we hypothesized engender recovery. Contrasting with 

neuronal death during development that can be compensated by modifications of the 

programed divisions of progenitor cells, the compensation mechanism we proposed is 

not operant when progenitors are affected (figure17) (Wen, Song, & Ming, 2017).  

The central nervous system of the embryo is the main organ influenced by prenatal 

ethanol exposure during pregnancy. Mild to moderate microcephaly is a typical 

symptom in the fetal alcohol syndrome. When pregnant rats are treated with ethanol, a 

nearly twofold increase in caspase-3 expression in neuron layers compared to control 

rats is found during development stages, indicating prenatal alcohol exposure induces 

neuronal apoptosis in cerebral cortex (Sogut et al., 2017). According to the model, we 

could expect IP progenitors to increase the number of proliferative division to 

compensate neuron number after apoptosis. That is exactly the observation in 

experiment using rat model. There are more IPs and more proliferating IPs in the 

ethanol treatment rat (Miller, 1989). Also experiments show that prenatal ethanol 

exposure also delays the generation of neurons by 1 day from the generation of layer 

5 (Miller, 1987; 1993). 

However, in the prenatal ethanol exposure condition, the proliferation of neural 

progenitors is also impaired. This ethanol inducing hyper-differentiation of 

glutamatergic neuron prevents progenitor compensation. Neuron death together with 
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both RGs and IPs loss reduces brain size under prenatal ethanol exposure (figure 17). 

 

 

Figure 17. Progenitor death, both RGs and IPs, during development significantly 

reduces neuron number. Death of a small number RGs in the beginning of 

neurogenesis reduces the number of itself at later development stage, thus, half the 

number of neurons. The neuron number is less influenced by IPs death compared to 

RGs, but also irreparable by these two compensation mechanisms. 
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4.   Discussion 

4.1    Possible biological compensation mechanisms 

We analyzed two experimental models of early neurons ablation leading to massive 

neuron loss phenotypes at E14.5. Both the experimental models of cell death show 

compensation after neuronal death, however the phenotypes observed at the term of 

neocortical neurogenesis are opposite. This surprising discrepancy may be 

multifarious, including a potential relationship with the procedure of cell death 

induction (that are indeed distinct in the two mutant models), or the superposition of 

various compensation mechanisms that would be favored in one or the other model, 

or combinations of those potential mechanisms.  

Signal from deep-layer neurons and inflammation caused by cell death may be 

responsible for this phenotype. Postmitotic neurons exert a role on the proliferation 

and differentiation of progenitors (Griveau et al., 2010; Seuntjens et al., 2009; 

Srivatsa, Parthasarathy, Molnár, & Tarabykin, 2015; Teissier, Waclaw, Griveau, 

Campbell, & Pierani, 2011). Indeed, the feedback on the progenitors is dependent on 

the expression of Ntf3 inhibited by Sip1 in the postmitotic cells (Parthasarathy, 

Srivatsa, Nityanandam, & Tarabykin, 2014; Seuntjens et al., 2009). In the 

Nes:Cre;Dbx1DTA mutant, there is a decrease in RGs, an increase in IPs, a decrease 

in deep layer neurons and an increase in upper layers. It would be interesting to check 

if there is a deregulation of Ntf3 in this mutant. In both ablation mutant mice, there is 

significant cell death of cortical neurons. We therefore wondered whether it is the 

neuroinflammation induced by the cell death or if it is the absence of these neurons 

that modify the proliferation of progenitors. Neuroinflammation was indeed shown to 

increase neurogenesis in adulthood, for example in the subependymal zone that 

generates interneurons and in the hippocampus ventricles in adult (Akhtar & Breunig, 

2015; Chirumamilla, Sun, Bullock, & Colello, 2002; Dash, Mach, & Moore, 2001). 

Several studies have also shown that the loss of neurons in the adult cerebral cortex 

can induce the division and differentiation of precursors (Magavi, Leavitt, & Macklis, 

2000; Sawada & Sawamoto, 2013). Interestingly, embryonic and postnatal microglia 

cells appear to mediate the proliferation and differentiation of progenitors 

(Cunningham, Martínez-Cerdeño, & Noctor, 2013; Ekdahl, Kokaia, & Lindvall, 
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2009). In the mut2, microglia cells are present in greater numbers at sites where cell 

death is present. 

4.2    A universal mathematical model of compensation  

Despite all possible biological compensation mechanisms and various phenotypes 

observed, it is likely that a single, universal mechanism is at play in brain regulation 

of the number of neurons and proportion in each layer in a physiological ranges, and 

that the same mechanism participates to a robust compensation of minor neuronal loss 

that could occur during cortical development. To discover this unified model, we 

developed a mathematical model based on various data from the literature or that we 

collected. We first detailed the mathematical model on neurogenesis describing the 

progenitor divisions and differentiations we developed and described in chapter I. In 

the original model, we considered only one type of neuronal progenitor RGs.  

To adapt the model to the neuronal loss mouse models, we introduced a new type of 

progenitor IPs. IPs are derived from RGs. IPs divide symmetrically either 

neurogenically producing two new neurons or, in amplification divisions, two of 

daughter IPs. Thus, we add several types of new divisions describing RGs 

differentiate into IPs and IPs 2 types of divisions or differentiation into 2 IPs and 2 

neurons, which give the possibility to modulate the number of IPs, IPs division types 

and IPs cell cycle duration. These two simple compensation mechanisms alone were 

sufficient to explain phenotypes in both mutants. First, cell death recruits IPs by 

adding one time more symmetric division to proliferative IPs and increased 

probability of IP symmetric division. Second, the transition between upper- and 

deep-layer neurons generation is adjusted to compensate the delayed neurogenesis 

associated with the additional cells-cycles necessary for the first step. In WT the 

switch timing is around E15. To compensate early deep layer neuron loss, the end 

time point of deep layer neuron postponed, with a maximum 24h delay of the WT. 

4.3    Compensation capacity of the model 

The compensation mechanism we proposed is very powerful which could enable 

recovery from a large range of postmitotic neuron loss during early. Massive cell 

death occurred, but did not target the same neuronal populations: mut1 targeted new 
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born neurons only, while in mut2 increased cell death affected all existing neurons 

irrespective of their birthdate. We observed that by increasing the probability that IP 

neurons undergo one additional proliferative division, the system has the theoretical 

capacity to compensate this extreme loss of neurons. This hypothesis is a realistic 

mechanism. Indeed, studies have shown that modifications of IPs amplification across 

developmental stages in different cortical areas modulate laminar neurogenesis and 

contributes to the cytoarchitectonic differentiation of cortical areas (Pontious, 

Kowalczyk, Englund, & Hevner, 2008). It also has been shown that regulation IPs 

genesis and amplification plays a role in tangential expansion of the cerebral cortex 

during evolution (Martínez-Cerdeño et al., 2006). 

However, these additional divisions induce a delay in the generation of neurons. The 

observed persistence of the ratio between upper and deeper layer neurons in mut1 

reveals that the transition between deeper and upper layer neurons should be delayed 

in response to cell death, and data support this view (Toma, Kumamoto, & 

Hanashima, 2014). We thus added to the model a progressive delay in the transition 

from deep to upper layer neuron generation, within a limit of one day. This delay was 

able to perfectly balance the proportion of neuron number in deep and upper layers in 

the circumstance of massive early neuron loss. In WT, this transition happens around 

E14.5, the peak of neurogenesis. Thus the proportion of neuron number is sensitive to 

this transition time point.  

4.4    Prenatal ethanol exposure induced neuron loss triggers 
both of the compensation mechanisms 

Microcephaly is a typical symptom in the fetal alcohol syndrome. Lower number of 

neurons has been observed in alcohol treated animals (Cheema, West, & Miranda, 

2000; McAlhany, West, & Miranda, 2000). In particular, it was shown that 

ethanol-treated rats have one third fewer cells compared to controls in the S1 region 

(Miller & Potempa, 1990). According to our model of compensation, we predict that 

the progenitors should react to this neuron loss to keep the homeostasis, by 1) 

increasing the number of IPs and performing an additional proliferative division 

before IPs neurogenic division, 2) delaying the switching time to generating upper 

layer neurons, limited to 24h, regulates the layer ratio. The experimental observation 
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coincides with the prediction from the model. Both IPs total number and number of 

cells under mitotis in SVZ significantly increase in ethanol treated mice (Miller, 

1989). Studies have also shown that ethanol delays the generation of corticospinal 

neurons by 1 day, from the generation of layer 5 (Miller, 1987; 1993). Thus, prenatal 

ethanol exposure is a perfect in vivo pathological evidence of the two compensation 

mechanisms we proposed in the model. However, a perfect compensation does not 

occur, inconsistent with the model. The literature in the fetal alcohol syndrome 

actually shows that it is not only neurons that are driven to apoptosis, but also RGs. 

Considering the vast literature on Zika virus and RG apoptosis, it seems that RGs cell 

death does not trigger any compensation mechanisms (Tang et al. 2016; Garcez et al. 

2016; Cugola et al. 2016). Therefore, the impact of ethanol on the fetal developing 

brain decreases the pool of RGs and does not add to the signal triggering 

compensation. As a consequence, rescue mechanisms may compensate only for those 

neurons entered in apoptosis, but not to the loss of potential neurons that would have 

been generated by the progenitors that entered apoptosis in response to ethanol 

exposure.  
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Chapter IV: Role of homeoprotein Pax6 diffusion in 
cortical development 

 

1.    Introduction 

Homeoproteins are a class of transcription factors with a highly conserved DNA 

binding domain, the homeodomain. This homeodomain is coded by a 180-nucleotide 

long sequence. Homeoproteins are active throughout development and in adulthood. 

Their membrane transduction properties were discovered over 30 years ago, opening 

an original field of research in the domain of vector peptides and signal transduction. 

1.1    Role of homeoproteins during development 

Homeoproteins as classical transcription factors playing a key role throughout 

development and in the adult. In drosophila mutants of the homeodomain genes , 

dramatic modifications the body plan of the organism were observed. In one of the 

striking examples of the transformations, the antenna on the head is replaced by the 

legs of the second thoracic segment, suggesting that homeoproteins play a key role in 

specifying cell identity and positioning during embryonic development (Gehring, 

1967; D. L. Lewis et al., 1999; E. B. Lewis, 1978). 

In mammalian central nervous system development, homeoproteins play a crucial role 

in the compartmentalization (figure 18). They participate in the formation, positioning 

and stabilization of the boundaries separating two adjacent compartments. On two 

sides of the boundaries, two different homeoproteins are expressed. The boundaries 

are established due to the mechanism of self-activation and reciprocal inhibitory 

activities at a transcription level of two homeoproteins (figure 18A) (Kiecker & 

Lumsden, 2005; Quiñinao et al., 2015). One of well-studied example is the 

midbrain/hindbrain boundary governed by the balance between Otx2 and Gbx2 

(Joyner, Liu, & Millet, 2000; Simeone, 2000). However, for the arealization of 

neocortex, there is no sharp boundary of the expression of homeodomain transcription 

factors during development. Homeodomain transcription factors Pax6 and Emx2 form 

opposite gradients along the anterior-posterior and medial-lateral axes of the 

neocortex and these gradients of Pax6 and Emx2 are crucial for position of the 

frontier between S1 and V1 (figure 18B) (O'Leary & Sahara, 2008). 
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Figure 18. A. Example of boundaries defined by the expression of abutting 

homeoproteins with self-activating and reciprocal inhibiting properties. MHB 

 

A

L

P

S1
F/M

V1
A1

M

*

A

L

P

Emx2 Pax6

M

Gain of
function

Loss of
functionWild type

(conditional 
Pax6 x 

Emx1-Cre)

(sey/sey [Pax6]
E18.5 KO)

(Emx2 KO
E18.5)Wild type (Emx2 KO 

het null)
(Nestin-Emx2 

transgenic)

(Yac-Pax6 
transgenic)

A

B



 102 

midbrain/hindbrain boundary, DMB diencephalon/midbrain, ZLI Zona limitans 

intrathalamica, PSB pallial-subpallial boundary. B. Emx2 and Pax6 graded expression 

in cortical progenitors. Emx2 is expressed in a high posterior - medial to low 

anterior-lateral gradient. Pax6 expression gradient is opposite that of Emx2. Boundary 

shift of adult mice mutant of TFs that regulate area patterning. Emx2-/- and Emx2 

heterozygote mutant mice show posterior shifts of S1/V1 boundary with expansion of 

S1 and shrinkage of V1. Gain-of-function of Emx2 under the control of the Nestin 

promoter shifts the boundary anteriorly. Small eye mutant (Pax6 hypomorph) mice, 

with less functional Pax6, have a smaller frontal/motor cortex and die before the 

S1/V1 boundary could be defined. YAC transgenic mice of Pax6 show a significant 

reduction in the size of S1.Adapted from O'Leary & Sahara, 2008; Prochiantz & Di 

Nardo, 2015. 

1.2    Homeoprotein transfer 

Homeoproteins, in addition to their cell autonomous activities, can transfer between 

cells and regulate transcription and translation in a non-cell autonomous way. Nearly 

30 years ago, Alain Prochiantz’s group discovered the ability of homeoproteins to 

translocate across biological membranes. The first observation of this unconventional 

role of homeoproteins was the internalization of the homeodomain of Antennapedia. 

As a negative control experiment, the homeodomain of Antennapedia was put in the 

external environment without modification of the membrane, the researchers also 

observed a change in the morphology of the neurons, similar as when the 

homeodomain was artificially internalized into cells. This observation suggested that 

the homeodomain may have the capacity of entering cell by itself (Joliot, Pernelle, 

Deagostini-Bazin, & Prochiantz, 1991). Then a 16 amino acids long minimal domain 

was identified to be necessary and sufficient for translocation and matches exactly the 

homeodomain third helix(Derossi, Joliot, Chassaing, & Prochiantz, 1994; Le Roux, 

Joliot, Bloch-Gallego, Prochiantz, & Volovitch, 1993). 

Most of the homeoproteins continue to be expressed during the whole process of 

development and during adulthood. Like many other proteins, there is much about 

their function that we are yet to discover and they are constantly revealing new 

functions. More importantly, homeoprotein transfer has been shown to be involved in 
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many physiological roles. In the nervous system, in addition to their role in 

segmentation and compartmentalization, Engrailed has been shown the function of 

regulation the guidance of retinal ganglion cell axons (Brunet et al., 2005; 

Wizenmann et al., 2009). Later in the adult, Engrailed is expressed in dopaminergic 

neurons of the substantia, play a neuron protection role (Rekaik et al., 2015). Otx2 

secreted from the choroid plexus can be internalized by the Parvalbumin interneurons 

of the visual cortex and regulate their plasticity (Bernard et al., 2016; Beurdeley et al., 

2012; Spatazza et al., 2013). 

1.3    Role of Pax6 during cortical development 

The Pax6 protein contains different DNA binding domains: the paired domain at the 

amino terminal, a homeodomain and a transactivation domain. It is very highly 

conserved during evolution, presenting a rostro-lateral high to caudo-medial low 

gradient throughout the developing cortex. Its expression level and pattern are 

essential for normal corticogenesis. Pax6 functions both inside the cell as a 

transcription factor and also by transferring between neighboring cells non-cell 

autonomously. The transcriptional functions of Pax6 are well-studied analyzing the 

phenotype of mutant mice small eye mutant (Pax6Sey) which is carrying a 

non-functional Pax6 protein (Hill et al., 1991).  

Losing Pax6 expression in the developing cortex leads to a reduction of the brain size 

and a thinner cortical plate with appropriate neuron migration. The role of Pax6 

together with Emx2 in regionalization of the telencephalon defining the borders 

between the V1 and S1 has been introduced in Chapter 1. Other than that, Pax6 is 

involved in the regulation of the neurogenic process. In Pax6Sey, the neurogenesis of 

dorsal telencephalon of mutant mice is strongly impaired (Schmahl, Knoedlseder, 

Favor, & Davidson, 1993). Modification of Pax6 expression leads to impaired of RGs 

neurogenic program (Heins et al., 2002; Noctor et al., 2004). The Pax6 concentration 

inside progenitors controls the balance between progenitor proliferation to enlarge the 

progenitor pool and differentiation to generate new pyramidal neurons. Increasing 

Pax6 expression, progenitors precociously turn on the program for neuron 

differentiation, causing progenitors exit the cell cycle and start differentiating. In the 

developing cortex, the deletion of Pax6 leads to an increase of proliferation of 
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progenitors (Götz, Stoykova, & Gruss, 1998). In addition, when Pax6 is not functional, 

RGs delaminate from apical membrane prematurely and contribute to the non-apical 

increase of proliferating progenitors (Asami et al., 2011). Both increase and decrease 

the concentration of functional Pax6 lead to a small brain ultimately, but through very 

different mechanisms (figure 19) (Sansom et al., 2009). 

 

 

Figure 19. Pax6 regulates the balance between progenitor proliferation and 

neurogenesis. A. At E12.5 Pax6 regulate the downstream gene transcription in 

wild-type and Pax6 loss-of-function (LOF) cortices (Sey/Sey) and also between 

wild-type and Pax6 gain-of-function (GOF) cortices (D6-Pax6). B. Sagittal sections 

of E14.5 between wild-type and Pax6 loss-of-function (LOF) cortices (Sey/Sey). 

Decrease Pax6 expression results in a thinner cortex. C. Coronal sections of E12.5 

between wild-type and Pax6 gain-of-function (GOF) cortices (D6-Pax6). Increased 

Pax6 expression results in a reduction in total cortical size at both at E12.5 and E14.5. 

Green, Tuj1; red, phospho-histone H3, staining for cells in M-phase at the ventricular 

surface; blue, DAPI. Adapted from Asami et al., 2011; Götz et al., 1998; Heins et al., 

2002. 

 

The non-cell autonomous role of Pax6 is also well studied in Prochiantz’s lab using 

the single-chain antibodies against Pax6 (anti-Pax6 scFv) technique. Blocking Pax6 

diffusion by the expression of anti-Pax6 scFv in the developing zebrafish leads to a 
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reduced eye field, demonstrating a non-cell autonomous role for Pax6 homeoprotein 

in eye development (Lesaffre, Joliot, Prochiantz, & Volovitch, 2007). Then Elizabeth 

Di Lull and colleagues investigated role for Pax6 transfer in oligodendrocyte 

precursor cell migration using embryonic chick neural tube. They found 

oligodendrocyte precursor cell migration is promoted by extracellular Pax6 (Di Lullo 

et al., 2011). Recently, another study in our lab shows that tangential migration of 

CRs is disturbed after blocking extracellular Pax6 by genetic approach. The distance 

CRs travelled is shortened and the direction is modified (Kaddour et al., 2018). 

 

2.    Materials & Methods  

Animals 

Single chain antibody against Pax6 mice (Bernard et al., 2016) and Wnt3aCre 

(Yoshida, Assimacopoulos, Jones, & Grove, 2006) transgenic mice were kept in a 

C57BL/6J background. Animals were genotyped by PCR using specific primers for 

each allele. C57BL/6J mice were provided by Janvier laboratory (France). The day of 

vaginal plug was considered to be E0.5. All animal procedures, including housing, 

were carried out in accordance with the recommendations of the European Economic 

Community (86/609/EEC), the French National Committee (87/848) and French 

bylaws (AGRG1240332A / AGRG1238724A / AGRG1238767A / AGRG1238729A / 

AGRGR1238753A). All mouse work was approved by the Veterinary Services of 

Paris (Authorization number: 75-1454) and by the Animal Experimentation Ethical 

Committee Buffon (CEEA-40) (Reference: CEB-34-2012).  

Whole embryo culture and Electroporation 

E11.5 embryos were dissected out from the uterus and placed in a petri dish 

containing Tyrode solution at room temperature. The Reichert's membranes that cover 

the embryo were carefully removed, and the more avascular part of the yolk sac and 

amnion were opened, taking care to maintain the integrity of the vitelline arteries and 

veins that connect the embryo to the placenta. After dissection, the embryos were 

pre-cultured for 2 h before electroporation and 24 h post electroporation in 2 ml 

culture medium, which contains 50% rat serum (Charles River Japan), 50% 
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DMEM/F-12 (1:1) medium, Penicillin-Streptomycin and D-glucose (2mg/ml). 

Autoclaved glass bottles containing the embryos were attached to a rotor housed in an 

incubator (B.T.C. Engineering Milton) and maintained at 37.5 °C with continuous 

gazing (95% O2/5% CO2), 50cc between 0-6 h, 75cc between 6-12 h, 100cc between 

12-24 h and 125cc after 24 h (M. Takahashi & Osumi, 2010). 

All gain- and loss-of-function constructs for electroporation are based on pCAGGS 

expression vector containing the composite CMV/chicken β-Actin promoter, 

engineered for bicistronic expression of GFP (pCAGGS-IRES-GFP). For 

loss-of-function experiments, single-chain antibody (scFv) sequences myc-tagged at 

their C terminus were taken from plasmids previously described (Lesaffre et al., 

2007), and inserted into pCAGGS-IRES-GFP to give secreted versions of the 

single-chain antibody against Pax6 (pCGSaP6iGFP, coding for anti-Pax6 scFv). A 

mutant and inactive form of anti-Pax6 scFv (non-functional anti-Pax6 scFv) was 

constructed by mutating cysteine 43 into a serine, thus preventing the formation of a 

disulfide bound necessary for Pax6 recognition. Another inactive form of anti-Pax6 

scFv (non-sec anti-Pax6 scFv) was constructed by removing the secretion signal. For 

gain-of-function experiments, HA-tagged Pax6-coding sequence, not including exon 

5a, taken from pCHAPax6 (Lesaffre et al., 2007) was provided with the IgK signal 

peptide and inserted in a derivative of pCAGGS-IRES-GFP, pL6sechaPax6SRiGfp, 

coding for secPax6.  

For electroporation, embryos were transferred into a chamber bordered by negative 

and positive electrodes (NEPA GENE). The plasmid vector solutions were prepared 

with EndoFree Plasmid Maxi Kit (Qiagen), diluted at a concentration of 1mg/ml with 

EndoFree TE and injected into both telencephalic vesicles. Square pulses (70 V; 50ms; 

950ms intervals; 6 times) were delivered into the embryos using an electroporator 

(CUY21, NEPA GENE).  

Immunohistochemistry and in situ hybridization 

Embryos were fixed by immersion in 4% PFA in PBS for 2 h at 4°C, rinsed in PBS 

for 1 h and subsequently rinsed in PBS for 3 × 20 min. Samples were cryoprotected 

overnight in 20% sucrose / PBS and embedded in O.C.T. (Sakura). Embedded tissues 

were sectioned on a cryostat with a 12 µm step. Immunohistochemistry was 
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performed as previously described (Pierani et al., 2001) or using an unmasking 

protocol (Arai et al. 2011). Primary antibodies used were G10 mouse anti-Reelin 

(Calbiochem; 1:1000), rabbit anti-GFP (Molecular Probes; 1:1000), chicken anti-Tbr2 

(Millipore, 1:500), rabbit anti-Pax6 (Biolegend, 1:500), rabbit anti-myc (Sigma; 

1/400), mouse anti-PH3 (Millipore, 1:500), rabbit anti-Tbr1 (Abcam, 1:500), mouse 

anti-Tuj1 (BabCo, 1:1000) and goat anti-calretinin (Abcam; 1/250). Fluorescent 

secondary antibodies used were Cy3 donkey anti-mouse (Jackson ImmunoResearch 

Laboratories, 1:700), Cy5 donkey anti-goat (Jackson ImmunoResearch Laboratories, 

1:500) and Alexa 488 donkey anti-chick (Jackson ImmunoResearch Laboratories, 

1:1000). Nuclei were counterstained using fluoromount-G with DAPI (Thermo 

Fisher). In situ hybridization was performed as previously described (Pierani et al., 

2001). In situ probes were mouse Reelin (Schiffmann, Bernier, & Goffinet, 1997).  

Imaging and cell counting 

Images were acquired using a Zeiss Spinning Disk W1 microscope and an inverted 

laser scanning confocal microscope (Zeiss 780) with an oil immersion 25x objective. 

Coronal cryostat sections of E11.5 embryos brains were used to quantify 

immunostaining. Quantification were done on images from rostral and caudal sections 

with at least 3 brains analyzed for each condition. For intact brains, the cortex was 

subdivided into medial and dorso-lateral regions. Cells were quantified using the 

cell-count tool of the Image J software. 

Statistics 

Prism 6 software (GraphPad, version 6.01) was used for statistical analysis. When 

data followed a normal distribution, paired comparisons were analyzed with t test, 

whereas multiple comparisons were analyzed using one-way ANOVA with post hoc 

Bonferroni correction. Data are presented as mean and ±SEM throughout the 

manuscript. p < 0.05 was considered significant. 
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3.    Results  

3.1    Neutralizing extracellular Pax6 induces ectopic generation 
of neurons 

In addition to its cell autonomous activity (Asami et al., 2011; Götz et al., 1998; Heins 

et al., 2002), Pax6 can be secreted and transferred to neighboring cells (Di Lullo et al., 

2011), a direct non-cell autonomous activities shared by many HPs (Di Nardo, Fuchs, 

Joshi, Moya, & Prochiantz, 2018; Prochiantz & Di Nardo, 2015). We first verified the 

distance of extracellular Pax6 (ePax6) diffusion to test how many cells can be 

influenced by an endogenous Pax6 source. This was done by electroporating a 

plasmid encoding Ha-tagged Pax6 with a secretion signal peptide (secPax6) plus a 

GFP separated by an IRES sequence allowing for the identification of electroporated 

cells. Electroporation was done at E11.5 and analysis at E12.5 (Figure 20 a and b). 

Inside the electroporation region most cells co-expressed both GFP+ and Pax6 

revealed by the Ha-tag+ (Figure 20 b and c). In contrast, abutting regions contain 

receiving cells that only express the tagged Pax6 (Figure 20 b and c) and are located 

at a distance of only 2-3 cell diameters from the nearby electroporated cells (Figure 

20 b and c), demonstrating that ePax6, even with a secretion peptide, does not diffuse 

at long distances.  

In addition, it was observed that the extracellular diffusion of ePax6 inhibits reelin 

expression, probably reflecting decrease in CR cell generation. Indeed, ePax6 

overexpression in the Pallium Sub-pallium Boundary region (PSB) induced a 

decrease of 27% of Reelin-positive cells, compared to the non-electroporated 

hemisphere of the same cortex (Figure 20 d and e). No change was observed 

following the electroporation of a plasmid encoding GFP only (Figure 20 d and e), 

confirming that the effect observed is due to the overexpression of ePax6 in the PSB. 

This downregulation of Reelin expression was confirmed by in situ hybridization 

(Figure 20 d).  
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Figure 20. Diffusion of extracellular Pax6 and its function on CRs generation. A. a 

schematic diagram of electroporation and plan for whole embryo culture. B. the 

structure of sec-Pax6 plasmid and its diffusion. C. a schematic diagram of sec-Pax6 

diffusion. D. Overexpression of extracellular Pax6 inhibits CRs generation at PSB. E. 

Quantification of CRs number both on control and electroporation sides under the 

condition of electroporation of GFP or sec-Pax6. 

To study the effect of ePax6 on neurogenesis, we performed a loss of function 

experiment by expressing anti-Pax6 scFv was electroporated at the level of the dorsal 

telencephalon of E11.5 embryos, specifically targeting cortical progenitors in the VZ 

(Figure 21 a). We observed that ePax6 neutralization leads to a change in the type of 

neurons that VZ progenitors generate (Figure 21 b and c). Indeed, targeted progenitors 

(i) generate more post-mitotic neurons (35%, Tbr1+ cells) and (ii) switch from 

generating pyramidal neurons to Reelin+ neurons (nearly 60% more Reelin+ cells at 

the electroporation side compared to the control side in the same animal) (Figure 21 b 

and c, Figure 22 a). This increase in Reelin positive cells was not observed when the 

non-functional anti-Pax6 scFv mutated antibody or a non-sec anti-Pax6 scFv (deleted 

of its signal peptide for secretion) were electroporated in the dorsal telencephalon of 

E11.5 embryos (Figure 21 a b and c).  
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Figure 21. Blocking extracellular Pax6 induces CRs generation. A,B,C show the 

result of electroporation of anti-Pax6 scFv, mut anti-Pax6 scFv and non-sec anti-Pax6 

scFv. Only the electroporation of anti-Pax6 scFv induce reelin expression. D. in situ 

hybridization result confirmed this result. E. quantification of reelin positive cells in 

each condition. 

 

At early developmental stages, CR neurons are the only cells expressing the Reelin 

and Tbr1. We performed calretinin immunostaining, another neuronal marker, and 

observed that more than 20% of Reelin/GFP double-positive cells express Calretinin 

(Figure 22 b) supporting the idea that these ectopic neurons generated following 

ePax6 neutralization are CR neurons. A distinct possibility is that neutralizing ePax6 

in VZ progenitors modulates the length of their cell cycle and generates more post 

mitotic neurons. 
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Figure 22. Blocking extracellular Pax6 induced cell expression other CRs markers, 

Tbr1 and Calretinin.  

 

3.2    Induction of CR neurons generation by blocking ePax6 is 
time and region specific. 

The role of ePax6 on neurogenesis was the investigated in different cortical regions 

and at different developmental time points. Electroporation of anti-Pax6 scFv was 

done in the dorsal telencephalon at E10.5 followed by 24 h culture of the embryos 

(Figure 23). We observed no significant differences in the numbers of Reelin+ cells 

generated in the electroporated side compared to the non-electroporated side and to 

controls electroporation with non-functional anti-Pax6 scFv. At E10.5, only a few post 

mitotic neurons are present and the VZ progenitors mainly perform symmetric 

proliferative divisions. Our results suggest that at E10.5, the cortex is not competent 

to generate Reelin+ cell or that ePax6 concentration at E10.5 is low compared to 
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E11.5 when Pax6 level shows a rostro-lateral high to caudo-medial low gradient 

across the cortex (Manuel et al., 2015).  

 

 

Figure 23. Induction of CR neurons generation by blocking ePax6 is timing specific. 

No CRs induction was observed when electroporate at E10.5 

 

To test whether other regions of the cortex are able to generate neurons, we targeted 

the electroporation at the PSB and in the septum, two CR cell sources (Figure 24 a 

and b). In these regions, anti-Pax6 scFv electroporation did not modify the amount of 

Reelin+ cells (Figure 24 a and b), suggesting that not all of the cortex is competent to 

generate ectopic neurons and that this effect on neurogenesis may depend on the 

amount of ePax6. 
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Figure 24. Induction of CR neurons generation by blocking ePax6 is region specific. 

No CRs induction was observed when electroporate targeted at the PSB and in the 

septum 

 

To confirm these observations, we analyzed the non-cell autonomous effect of Pax6 

on cells generated specifically at the level of the CH, another CR cell source, by 
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crossing mice bearing a transgene encoding anti-Pax6 scFv with the Wnt3aCre mouse 

line (Figure 25 a). This led to an ectopic generation of neuronal markers, Reelin and 

Tuj1, in the VZ of regions abutting the CH where the Myc-tagged antibody is 

produced (Figure 25 b, c). This ectopic generation of CRs in the VZ was not observed 

in rostral regions highlighting a region-dependant effect. The global effect on CR cells 

was quantified by ISH, demonstrating a decrease of Reelin positive cells in the 

caudo-medial and caudo-lateral cortex (figure 25 d). More specifically, if we look to 

the neighbor region of the CH, we observed an increase of reelin positive cells (figure 

25 e, f). This long-distance effect of the ePax6 on neurogenesis could be explained by 

a defect in CR migration as already demonstrated (Kaddour et al., 2018) and/or a 

more highlighted effect when the ePax6 is lower. 

 

 

Figure 25. Confirmation of the electroporation result by genetic tool anti-Pax6 scFv 

with the Wnt3aCre mouse line. This ectopic generation of CRs in the VZ abutting the 

CH where the single chain antibody is produced. 
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4.    Discussion  

Our main conclusion from this work is that Pax6 is required in cortical development 

to regulate the progenitor’s pool and the onset of expression of pyramidal 

neural-specific markers. This main effect during development has been already 

suggested in previous studies but for the first time here we demonstrate a 

non-autonomous activity of this transcription factor on proliferation and neurogenesis. 

At the onset of neurogenesis, several TFs including Pax6 expressed in the cortical 

neuroepithelium function mainly to influence areal patterning and regulate progenitor 

cell proliferation (Bishop, Goudreau, & O'Leary, 2000; Bishop, Rubenstein, & 

O'Leary, 2002; Hevner et al., 2006; Muzio & Mallamaci, 2003; Muzio et al., 2002; 

Stenman et al., 2003). There is mounting evidence that TFs exert region-specific 

control of cortical progenitor cell cycle progression. Pax6 is one of a number of TFs 

that are expressed in distinct gradients across cortical areas (Georgala, Carr, & Price, 

2011; Salomoni & Calegari, 2010; Sansom & Livesey, 2009) and several studies have 

implicated Pax6 in the temporal and spatial control of cell cycle duration in cortical 

progenitors and neuronal differentiation (Estivill-Torrus, Pearson, van Heyningen, 

Price, & Rashbass, 2002). In this study we modify extracellular Pax6 concentration by 

introducing either secret Pax6 which enrich extracellular Pax6 or secret single chain 

antibody against Pax6 which neutralize extracellular Pax6 in the developing mouse 

cortex, in order to study the non-cell autonomous function of homeoprotein Pax6 in 

neurogensis (Bernard et al., 2016; Kaddour et al., 2018; Prochiantz & Di Nardo, 

2015). We apply two methods to trigger the expression 1) in vitro electroporation 

following 24h whole embryo culture and 2) genetic strategy. We show that 

modifications of extracellular Pax6 concentration influence CRs generation and the 

neurogenesis process.  Gain of function studies performed by electroporation of the 

scFv Pax6 at PSB, the source of CRs, of E11.5 embryos revealed a decrease of the 

number of post mitotic neurons expressing reelin. In contrary, loss of extracellular 

Pax6 in the dorsal telencephalon induced the opposite effect with an enhancement of 

neurons in the electroporated region. In fact, gain of function studies, in PAX77 mice, 

which express Pax6 protein in its normal pattern but at approximately double the wild 

type level, there is a reduction in the number of proliferating progenitors in the rostral 

and central cortex, the areas where levels of Pax6 expression are normally highest 
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(Manuel et al., 2007). It was also shown that loss of Pax6 during early cortical 

development in mice in vivo led to a temporary increase in the production of 

post-mitotic neurons (Estivill-Torrus et al., 2002). Moreover, electroporation of the 

anti-Pax6 scFv in the same region at an earlier stage (E10.5) showed no difference in 

the number of neurons generated as well as the electroporation of the PSB or the 

medial cortex of E11.5 brains. Thus, both gain and loss of extracellular Pax6 function 

studies revealed powerful context-specific effect of ePax6 on neurogenesis resulting 

from influence the cell cycle exit of progenitors and cell fate. This might in addition 

with cell cycle duration change of progenitor cells.  

To verify this region specific effect of the ePax6, we expressed the anti-Pax6 scFv 

specifically in the CH of E11.5 embryos. We looked specifically to the medial cortex 

where the antibody is expressed and diffused to its neighbor region. Surprisingly, we 

observed ectopic generation of neurons expressing reelin and Tuj1 in the VZ of CH 

neighbor region but the number of neurons does not change in the CH. Moreover, at 

the level of the CH, extracellular Pax6 expression increases mitosis in apical 

progenitors (pH3 marker) and decrease the IP pool (Tbr2 marker). Modulation of the 

amount of progenitor’s pools could explain a precocious neurogenesis observed in the 

neighbor region. It was shown that loss of Pax6 during early cortical development in 

mice in vivo led to a shortening of the cell cycle of progenitors coupled with higher 

proportions of asymmetrical divisions (Estivill-Torrus et al., 2002; Walcher et al., 

2013; Warren et al., 1999). Forced expression of Pax6 impairs progenitor cell 

proliferation in vitro (Cartier et al., 2006; Hack, Sugimori, Lundberg, Nakafuku, & 

Götz, 2004; Heins et al., 2002). Several studies thus indicate that the function of Pax6 

on cortical progenitor cell cycle duration modification is associated with its 

expression levels, which is region dependent. In fact, during early corticogenesis 

(E12.5), when the Pax6 gradient is steepest, areas of highest expression correlate with 

regions where the cell cycle duration is longest. Loss of Pax6 causes shortening of the 

cell cycle only in these areas (Mi et al., 2013). In our study, the effect on cell 

proliferation and neurogenesis is not observed in a region where Pax6 expression is 

the highest. These results could be due to the lower level of ePax6 comparing to its 

endogenous form. Taken together, these studies indicate the temporal-spatial specific 

function of ePax6 on regulating progenitor cell division and daughter cell fate. 
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