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Abstract 

 Mouse embryonic stem (ES) cells are derived from the pre-implantation blastocyst and 

are able to maintain their pluripotent state through virtually limitless cell divisions in vitro. The 

study of the mechanisms regulating the specific features of ES cells led to the discovery of the 

transcription factors (TFs) governing their unique transcriptome. Among those TFs, Nanog 

plays a central role in the gene regulatory network that supports ES cells self-renewal. 

However, the molecular mechanisms by which Nanog exerts its functions are not fully 

elucidated. 

 We adapted an inducible CRISPR activation (CRISPRa) system in mouse ES cells and 

demonstrated its functionality to stimulate transcription at endogenous loci. We then accurately 

determined the list of Nanog responsive genes using gain (CRISPRa cell line) and loss of 

function experiments and total RNA sequencing. Moreover, the DNA binding profiles of 

distinct pluripotency TFs were assessed genome-wide by chromatin immunoprecipitation 

(ChIP) and sequencing upon Nanog depletion and revealed the importance of the latter in the 

regulation of the pluripotency network activity at thousands of loci. We additionally showed 

that Nanog employs distinct mechanisms to activate and repress its targets through binding 

rather distal or proximal DNA regulatory elements respectively. We further investigated the 

action of Nanog overexpression in the absence of the LIF cytokine (otherwise mandatory to 

support ES cells self-renewal) and showed that Nanog both activates pluripotency sustaining 

factors and, to a greater extent, represses differentiation determinants. Furthermore, we found 

that Nanog-dependent gene repression is strongly correlated with the enrichment of the 

repressive histone mark H3K27me3 thus proposing a new mechanism through which Nanog 

could indirectly repress its targets such as Otx2, a major early differentiation factor.  

 We further explored the regulation of long non-coding RNAs (lncRNAs) expression by 

Nanog and selected non-coding candidates that could potentially be involved in the 

maintenance of mouse ES cell self-renewal. So far, only one of them seems to give promising 

results and will be further investigated. 

 Finally, a fortuitously observed off-target effect of a specific gRNA, together with 

CRISPRa, led to the induction of the 2-cell-like state transcriptomic profile spontaneously 

found in a small subset of ES cells. CRISPRa off-target binding sites were determined genome-

wide by ChIP sequencing and candidate genes potentially responsible for the induction of the 

observed effect are now under investigation. 
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I. Early development & embryonic stem cells  

A. Early mouse embryo development 

 The fertilized oocyte as well as all the blastomeres resulting from its first cleavages are 

able to produce all embryonic as well as extraembryonic tissues originating from the embryo, 

they are totipotent (Boroviak and Nichols 2014). After fertilization, while the spermatozoid has 

been largely emptied for the benefit of high mobility and contains nearly only the paternal 

genome, the stock of maternal transcripts and proteins allows for the first steps of development 

to occur including the transcriptional activation of the zygotic genome around the 2-cell stage. 

The first five cleavages of the embryo occur at constant volume, without any cell growth, and 

consist of subsequent divisions of the initial egg cytosol (Fig. 1.1). Apart from the initial 

zygote, only the two blastomeres resulting from its first cleavage are able to autonomously 

produce a full embryo, while blastomeres produced at later cleavages can only participate to 

all embryonic and extraembryonic tissues when aggregated with host blastomeres (Chazaud 

and Yamanaka 2016). Although 8-cell stage blastomeres were considered as identical and 

equipotent, accumulating evidences show that they actually differ on several aspects including 

DNA methylation status, histone modifications enrichment and transcription factors expression 

(Tabansky et al. 2013). Yet, the functional significance of those early differences is not totally 

deciphered. 

 

Fig. 1.1. Pictures and schematic representation of the early development of the mouse embryo 

form the fertilisation until its implantation (Piliszek et al. 2016). 
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 Until the eight-cell stage, the dividing blastomeres, surrounded by the zona pellucida 

inherited form the egg, look like a loose aggregate of spherical cells. Starting from the eight-

cell stage the embryo undergoes a morphologically noticeable event called compaction (Fig. 

1.1). This corresponds to the increase of cell-cell interactions and generates a cohesive sphere 

therefore establishing a layer of polarized cells outside the embryo and a small apolar 

population inside (White et al. 2016). It has been shown that blastomeres facing the exterior of 

the embryo at this stage are strongly biased to differentiate towards the extraembryonic 

trophectoderm (TE) lineage which will be necessary for implantation, placenta development 

and embryonic health (Rossant and Tam 2009). On the contrary, blastomeres confined at the 

centre of the compacted embryo tend to be part of the inner cell mass (ICM) of the blastocyst 

which will generate the whole foetus as well as additional extra-embryonic tissues. The Hippo 

pathway, known for its cellular role in integrating physical cues from the surrounding 

environment (cell-cell contact, adhesion strength, physical stress), through the inhibition of the 

transcription factor Yap1 is largely involved in this process (Nishioka et al. 2009). The next 

cleavages will therefore give rise to the first lineage choice in the embryo: TE outside and ICM 

inside (Fig. 1.1). Master transcriptional regulators have been characterized in the control of 

this choice as Cdx2 and Gata3 for TE commitment and Oct4, Sox2 and Nanog for the ICM 

specification (Chazaud and Yamanaka 2016). A second cell fate choice will happen within the 

ICM population after it includes about 15 cells, separating the primitive endoderm (PrE) from 

the epiblast (Epi). The PrE will generate extra-embryonic tissues as the yolk sac whereas the 

Epi will generate the whole foetus. While Gata6 and Nanog, markers of the PrE and the Epi 

respectively are first co-expressed in the early ICM, they progressively become mutually 

exclusive in the late blastocyst stage showing a salt-and-pepper distribution. Importantly, the 

FGF pathway through its ligand/receptor dyad FGF4/FGFR2 plays a key role in this 

segregation as inhibition of the pathway through chemical agents completely abolishes PrE 

development (Chazaud et al. 2006; Kang et al. 2013). Practically, a cross-talk is organized in 

such a way that cells from the PrE express the receptor and Epi cells synthetize the ligand but 

are not responsive to it thus reinforcing the nascent differential identities (Ohnishi et al. 2014). 

It has not been clearly established whether initial positioning of the cells within the ICM 

determines or not their PrE/Epi choice. It was recently shown that apoptosis is clearly involved 

in the proper segregation of Epi/PrE cells, acting as a selective mechanism. As the Epi 

progenitors start to emerge from the ICM population they quickly proliferate and are 
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definitively engaged in their lineage while PrE cells are more plastic and have been shown to 

be able to revert to an Epi state in vivo (Xenopoulos et al. 2015). 

 After blastocyst implantation, the founder cells of the gametes, called Primordial Germ 

Cells (PGCs), will emerge from the ICM cells. In contrast to the rest of the embryo, they will 

undergo a complete epigenetic “resetting”. Indeed a major regulator of gene expression, i.e. 

DNA methylation, will be completely erased from the PGCs before being slowly re-established 

in a sex-dependent manner. While the genetic information brought by the parental genomes is 

obviously different, a more drastic dissimilarity between the two gametes is found in the way 

those two genomes are pre-modified. This high asymmetry, arising from the divergent 

differentiation between male and female germ cells, will be partially maintained during the life 

of the new embryo and will widely contribute to its proper development (Weaver, Susiarjo, 

and Bartolomei 2009; Smallwood and Kelsey 2012; Z. D. Smith and Meissner 2013). 

B. The establishment of pluripotency in vitro 

 The characterization of Embryonic Stem (ES) cells mostly results from the study of 

teratocarcinomas (“monster tumors”) known for ages as tumors containing many types of 

differentiated tissues. Their exploration truly started after their transplantation was established, 

allowing their continuous maintenance through serial grafting (Leroy C. Stevens and Little 

1954). Strikingly, single but not all cells arising from those tumors were able to regenerate a 

new multilineage cellular mass that was transplantable when injected into a recipient animal. 

This was demonstrating the existence in the tumor of a sub-population of cells, called 

Embryonic Carcinoma (EC) cells, able to both self-renew and generate multiple cell types 

(Kleinsmith and Pierce 1964; Martin 1981). Surprisingly, those cells morphologically 

resembled cells present in the early mouse embryo prior to gastrulation and were able to form 

three dimensional structures when aggregated together showing common characteristic of the 

early embryo (so called embryoid bodies) (Martin and Evans 1975). They also had markers of 

early embryos (Martin 1980). In addition, it was shown that the same kind of tumors could be 

generated when some of the cells originating from an early mouse embryo were grafted into 

extra-uterine sites of an adult mice (L. C. Stevens 1968; Solter, Skreb, and Damjanov 1970; 

Diwan and Stevens 1976). Blastocyst injection then opened new routes to explore the 

relationship between EC cells and embryo development. Many of them failed to incorporate or 

caused abnormal development and tumors probably due to their abnormal karyotypes. But few 

EC cells injected in the blastocyst gave rise to what is called “chimeric” embryos originating 
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from both recipient and grafted cells. The link between EC cells and early development of the 

embryo was clearly established (Bradley et al. 1984). It was shown later on that pluripotent 

cells could actually be derived from the aforementioned PGCs and were most likely at the 

origin of teratocarcinomas (Matsui, Zsebo, and Hogan 1992; Resnick et al. 1992; Leitch et al. 

2013). 

 

 Stable EC cell lines were clonally derived and cultured on non-dividing feeder cells and 

their culture conditions were optimized to increase their proliferation efficiency and their 

differentiation potential (Kahan and Ephrussi 1970). Two independent teams therefore tried to 

derive in identical conditions cells coming from the early embryo before implantation. This 

was finally achieved in 1981 (Evans and Kaufman 1981; Martin 1981). These cells derived in 

vitro from early stage embryos were able to self-renew clonally, gave rise to teratocarcinomas 

when injected in adult compartments, and finally produced chimeric animals when injected 

back in pre-implantation embryos and could contribute to the germ line of the new born 

(Bradley et al. 1984). The so-called mouse Embryonic Stem Cells were born.  

 

C. Origin and properties 

 Embryonic Stem cells are derived from early blastocyst between E3.5 and E4.5 

originating from the ICM compartment. However, depending on the culture conditions, 

transcriptionally they rather resemble to the naïve epiblast cells (Boroviak et al. 2014). They 

are usually derived either on feeder cells (mouse embryonic fibroblasts) or gelatine coated 

surfaces. ES cells exert the two properties defining a stem cell: they maintain their ability to 

differentiate in all the tissues that will constitute an adult body (pluripotency) through virtually 

infinite divisions when kept in particular conditions in vitro (self-renewal). 

 The ability of ES cells to contribute to many tissues including the germline when 

injected into an embryo combined with the increasing easiness of their genetic manipulation, 

selection and clonal expansion radically improved the generation of genetically modified 

animals. Notably, homologous recombination allows the precise and specific targeting of a 

given genome sequence and opens the way to dissect gene function and regulatory genetic 

effects (Doetschman et al. 1987; Thomas and Capecchi 1987). 
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D. The spectrum of pluripotent cells 

 Besides ES cells, other in vitro derived cells form distinct origins are pluripotent and 

able to self-renew. First, the aforementioned EC cells of tumor origin show these two properties 

despite their relative genomic instability and their poor capacity to contribute to chimeric 

animals (Bradley et al. 1984). Second, Embryonal germ (EG) cells that can be derived from 

the primordial germ cells (PGCs) found in the post-implantation embryo strongly resemble ES 

cells despite showing clone-dependent erasure of genomic imprinting. This property is most 

likely at the origin of the development of teratocarcinomas in vivo through abnormal 

reprogramming possibly mediated by the ectopic activation of the LIF/Stat3 pathway (Leitch 

et al. 2013). Mouse pluripotent cell lines could as well be derived from post-implantation 

epiblasts (called Epiblast stem cells, EpiSCs). EpiSCs show dependency to different signalling 

pathways and a distinct expression profile of pluripotent markers compared to ES cells. They 

can form teratocarcinomas showing multiple lineage origins, a hallmark of pluripotent cells, 

but are unable to contribute to chimeras upon blastocyst injection (Brons et al. 2007; Tesar et 

al. 2007). A low E-cadherin expression has been suggested to be responsible of this inability, 

impeding EpiSCs to integrate into the pre-implantation embryo (Ohtsuka, Nishikawa-Torikai, 

and Niwa 2012). However, EpiSCs are still able to contribute to the development of various 

lineages, including the germ line, when grafted at specific locations in the post-implantation 

embryos (Y. Huang et al. 2012; Kojima et al. 2014). Based on the detailed characterization of 

the markers of the pluripotent state, Takahashi and Yamanaka (2006) managed to induce the 

reprograming of differentiated cells  through the artificial expression of pluripotency-

associated transcription factors (named reprogramming factors). The so called iPSCs (induced 

pluripotent stem cells) show identical properties to ES cells. The reprogramming process 

involves the combination of the silencing of the somatic program and the induction of the 

pluripotency-associated gene network. It was shown that the somatic cell type of origin as well 

as the reprogramming culture condition greatly impact the requirement and mechanisms of the 

reprogramming progression. These artificially reset cells have now been produced from a wide 

diversity of differentiated tissues in both mice an human but have also been shown to keep 

discreet traces of their tissue of origin due to incomplete epigenetic erasure (Roost et al. 2017; 

Shi et al. 2017; Apostolou and Stadtfeld 2018).  
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E. The maintenance of the pluripotent state 

 While pluripotency is a relatively brief and transient property of the early embryo, it 

was shown to be extraordinarily stable in vitro. Given their great potential for regenerative 

medicine as well as the excellent model that they constitute to investigate early cell fate choices, 

a massive effort was made to understand the major cues regulating the specific properties of 

mouse ES cells. We will therefore briefly review some of the key identified mechanisms 

leading to mouse ES cells self-renewal. 

 



15 

 

II. Signalling pathways regulating pluripotency 

 Cells constituting the early developing embryo are subjected to numerous external cues 

coming from adjacent or more distal cells, mechanical constrains or maternal tissues, among 

others. They have to properly integrate and respond to these signals in order to follow the 

proper developmental path of the embryo. Mouse ES cells nicely recapitulate these properties 

and show high responsiveness to their environment. However, we will mainly focus on three 

distinct signalling pathways regulating mouse ES cells self-renewal despite the implication of 

other extracellular signals: the LIF, FGF and Wnt pathways (Fig. 1.2.). 

 

 

Fig. 1.2. Schematic representation of the main signalling pathways regulating the self-renewal 

of mouse ES cells, from (Hackett and Surani 2014). 

A. LIF signalling 

 The Leukaemia Inhibitory Factor (LIF) belongs to the interleukin (IL)-6 family 

cytokines regrouping the ligands that require the receptor co-activator glycoprotein 130 

(gp130) to transduce their signal. The LIF was first reported in 1984 (Koopman and Cotton 

1984) and more precisely described later on (A. G. Smith and Hooper 1987) as a secreted factor 

present in Buffalo rat liver extracts with differentiation-inhibiting activity (thus named DIA) 

for ES cell and EC cells. The provision of this factor was shown to eliminate the requirement 

for feeder cells in pluripotent cells culture. Independently, the gene of a protein identified as a 

differentiation-promoting and proliferation-inhibiting factor for murine myeloid leukemic cells 
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in vitro, therefore called LIF, was cloned (Gearing et al. 1987). Soon after, the exact connexion 

between DIA and LIF was demonstrated. It was further showed that ES cell cultured in LIF-

containing medium without feeder cells were able to keep their pluripotent status through 

numerous passages and give rise to a high degree of chimaerism after transplantation in the 

blastocyst (Austin G. Smith et al. 1988; Williams et al. 1988). It was thus remarkable that a 

unique cytokine has such opposite effects in two distinct cellular contexts. Feeder cells were 

later shown to produce the LIF in a form that is first associated to the cell surface before being 

released in the medium (Rathjen et al. 1990). Other members of the IL6 family have since been 

shown to be able to stimulate the LIF pathway and partially substitute for the need of LIF 

activation to promote ES cell self-renewal (Jennifer Nichols, Chambers, and Smith 1994; Rose 

et al. 1994). 

 The LIF acts through its specific transmembrane receptor, the LIF receptor (LIFR) 

(Gearing et al. 1991). The binding of LIF to the LIFR mediates the recruitment of gp130 and 

their heterodimerisation (Gearing et al. 1992). This contact activates the gp130-associated JAK 

kinase by a trans-phosphorylation process which in turn further phosphorylates the LIFR and 

gp130. Phosphorylated gp130 is bound by Signal transducer and activator of transcription 3 

(Stat3) which can then be activated by JAK phosphorylation. JAK kinase can also activate the 

extracellular signal-related kinase (ERK) and phosphatidyl inositol-3 kinase (PI3K) pathways. 

However LIF-stimulation of these pathways doesn’t promote mouse ES cells self-renewal. The 

activation of ERK is actually antagonistic to self-renewal and a mutated form of gp130 

precluding ERK activation leads to enhanced self-renewal (Boeuf et al. 1997; Matsuda et al. 

1999; Burdon et al. 1999; Hitoshi Niwa et al. 2009; Martello, Bertone, and Smith 2013). The 

activation of Stat3 triggers its dimerization and translocation into the nucleus where it 

transcriptionally regulates downstream targets (Boeuf et al. 1997; H. Niwa et al. 1998; Matsuda 

et al. 1999) The disruption of the LIF signalling by LIF deprivation, LIFR or Stat3 depletion 

or chemical inhibition of JAK  lead to the differentiation of mouse ES cells cultivated in serum 

(Chambers et al. 2003; Hall et al. 2009a). Despite the critical role of the LIF signalling in the 

maintenance of pluripotency in vitro in FCS/LIF, no evidence for early development defects 

have been reported for LIF, LIFR, gp130, JAK1 null embryos (Stewart et al. 1992; M. Li, 

Sendtner, and Smith 1995; Yoshida et al. 1996; Rodig et al. 1998; Nakashima et al. 1999). 

However, it was reported that Stat3 knockout embryos show abnormal development of the 

epiblast at E6.5 stage (Takeda et al. 1997). Importantly, gp130 KO embryos have been shown 

not to be able to survive diapause, a process where mouse embryos are arrested at the late 
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blastocyst stage due to their impossible implantation induced either naturally in lactating 

females or artificially upon ovariectomy. Therefore, the apparent discrepancy between the 

requirement of LIF signalling for the in vitro culture of mouse ES cells in FCS/LIF and early 

embryo development seems to find an answer with the idea that LIF/gp130 signalling is 

important for the long-term maintenance and survival of pluripotent epiblast (J. Nichols et al. 

2001). An idea that has to be however revisited since Stat3 expression and activation through 

the LIF signalling was more recently shown to be essential in the maintenance of pluripotency 

in the ICM but not in the blastocyst (Do et al. 2013). Interestingly, mouse ES cells states that 

would resemble the in vivo diapause embryo were shown to be induced by Myc depletion or 

inhibition of the mTor complex but the effect of LIF deprivation was not analysed in these 

contexts (Bulut-Karslioglu et al. 2016; Scognamiglio et al. 2016). Due to its crucial role in the 

maintenance of mouse ES cells self-renewal, an intensive effort has been deployed on the 

identification and characterization of the downstream targets of the JAK/STAT3 signalling 

pathway. Several factors, including c-Myc, Klf4, Tfcp2l1, Klf5, Tbx3, Gbx2 and Esrrb 

(Cartwright et al. 2005; X. Zhang et al. 2008; Bourillot et al. 2009; Hall et al. 2009a; Hitoshi 

Niwa et al. 2009; Martello, Bertone, and Smith 2013; Tai and Ying 2013; Ye et al. 2013a; D. 

Huang et al. 2018) have been identified as direct targets of the LIF pathway and shown to allow 

for diverse levels of compensation of LIF withdrawal effects. Furthermore, genome-wide 

studies indicate that Stat3 and its downstream targets are involved in the activation of Oct4, 

Sox2 and Nanog in ESCs, hence connecting the LIF pathway to the core of the pluripotency 

network (Xi Chen et al. 2008; Hitoshi Niwa et al. 2009; Do et al. 2013). Stat3 recruitment on 

its transcriptional targets was further reported to be facilitated by Brg1, a component of the 

esBAF chromatin remodelling complex. Brg1 was shown to be necessary for the targeting of 

Stat3 to many genomic places by antagonising the effect of the Polycomb PRC2 complex that 

triggers the organisation of facultative heterochromatin through the deposition of the repressive 

H3K27me3 histone mark (Ho et al. 2009, 2011; Novershtern and Hanna 2011; Singhal et al. 

2014). One of the most responsive genes to LIF signalling is the Suppressor of cytokine 

signalling 3 (Socs3) (Duval et al. 2000; Krebs and Hilton 2009). Socs3 is actually involved in 

a negative feedback loop repressing Stat3 activation. It acts by intercalating its kinase 

inhibitory domain in the activation domain of JAK1. Its overexpression leads to differentiation 

of mouse ES cells in FCS/LIF due to the strong repression of the LIF stimulating effects. 

However, its loss, while triggering higher activation of Stat3 and JAK1 also tend to promote 

spontaneous differentiation towards endodermal lineages most likely due to the concomitant 
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hyper-activation of the MAPK pathway by JAK kinase (Duval et al. 2000; Nicholson et al. 

2000; Schmitz et al. 2000; Forrai et al. 2006; Boyle et al. 2009). 

 However, the LIF signalling alone without serum is not sufficient to maintain self-

renewal (Ying, Nichols, et al. 2003). In fact, the main messenger provided by serum addition 

was shown to be the Bone morphogenetic protein (BMP). Indeed, BMP provision can bypass 

the need for serum by inducing the Id (Inhibitor of DNA-binding/differentiation) proteins. Ids 

inhibit the activity of master differentiation factors as Pax, bHLH, myoD, Ets, mash1 by 

heterodimerisation with these helix-loop-helix transcription factors (Ying, Nichols, et al. 2003; 

Ying, Stavridis, et al. 2003; K. Zhang et al. 2010; Davies et al. 2013). Therefore, upon serum 

withdrawal, ES cells continue to proliferate but differentiate over five to six days, mostly into 

neural precursors. However, BMP pro self-renewal activity stricly depends on LIF co-

stimulation as LIF withdrawal in serum containing medium leads to non-neural differentiation 

(Wiles and Johansson 1999; Ying, Nichols, et al. 2003; Malaguti et al. 2013). 

B.  FGF signalling 

As previously mentioned, in vivo, the FGF signalling activity is detected during the early 

development of the embryo and is a key pathway regulating the segregation of the PrE and the 

Epi (G. Guo and Smith 2010; Frankenberg et al. 2011; Kang et al. 2013; Bessonnard et al. 

2014). In vitro, the inactivation of this pathway blocks the spontaneous differentiation and 

enhances the self-renewal of mouse ES cells (Jennifer Nichols et al. 1998; Burdon et al. 1999; 

Kunath et al. 2007; Stavridis et al. 2007; Ying et al. 2008; Joo et al. 2014). Indeed, ES cells 

produce significant amounts of Fibroblast growth factor 4 (Fgf4) and express its associated 

receptor, Fgfr2. Although initially supposed to be an autocrine self-renewal stimulator, the 

deletion of Fgf4 in mouse ES cells clearly demonstrated its role in differentiation (Wilder et al. 

1997). Further, the autocrine secretion of Fgf4 prompts ES cells towards differentiation 

(Kunath et al. 2007; Stavridis et al. 2007). This secreted factor lays upstream of the MEK/ERK 

kinases pathway in mouse ES cells. Accordingly, Erk2 KO cells have been shown to be 

strongly resistant to differentiation (Kunath et al. 2007). The mechanisms through which the 

FGF signal is driving differentiation are diverse. First, Erk has been shown to directly operate 

on the pluripotency factors by phosphorylation triggering their ubiquitination and degradation, 

as shown for Klf4 and Klf2 (M. O. Kim et al. 2012; Yeo et al. 2014; Dhaliwal et al. 2018). 

Second, it was shown that Erk is also directly recruited to chromatin and strikingly, towards 

Polycomb complex targeted regions, strongly enriched for developmental regulators in ES 
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cells. The Polycomb complex is known for its role in the formation of facultative 

heterochromatin and deposition of its associated repressive histone mark, H3K27me3 (see 

below). It was further shown that Erk has a positive impact on the recruitment of this complex 

and the formation of repressive domains thus participating in the inhibition of its target genes. 

However, the tethering of Erk at these genomic loci is also associated with a significant 

enrichment in the Serine-5 phosphorylated form of RNA-Pol II, involved in the initiation of 

transcription. A phosphorylation mark that was additionally shown to be triggered, among 

others, by Erk. Differentiation accompanied by activation of these developmental genes was 

further associated with a reduction of Erk positioning at these sites. Therefore, it seems that 

Erk plays a dual role on key developmental regulators activation as Eomes, Otx2 or the Hox 

genes. It simultaneously promotes transcription initiation, fitting with the conception of Erk as 

a differentiation stimulator, but also prevents further expression through Polycomb complex 

cooperation, therefore poising these genes for rapid activation upon differentiation cues (Tee 

et al. 2014). As most signalling pathways, Fgf signal holds a negative feedback loop 

mechanism. A CRISPR/Cas9 screening identified the Rsk1 kinase, a downstream 

phosphorylated target of the Fgf pathway, as a strong repressor of Erk activation. Genetic or 

chemical invalidation of Rsk1 resulted in elevated Erk phosphorylation leading to abnormal 

kinetics of differentiation characterized by the faster extinction of naïve pluripotency factors 

and activation of epiblast and lineage specific markers (Nett et al. 2018). The chemical 

inhibition of Erk (by PD0325901, one of the two components of the “2i” medium) also sustains 

robust ES cell self-renewal in the presence of LIF or upon simultaneous inhibition of a 

repressor of the Wnt pathway (Ying et al. 2008). 

C.  Wnt signalling 

The main effector of the canonical Wnt pathway is β-catenin. In the absence of Wnt 

stimulation, β-catenin is phosphorylated by GSK3β with the support of additional scaffold 

proteins leading to its degradation. When the Frizzled (Fzd) receptors of the Wnt pathway are 

stimulated, β-catenin is stabilized and interacts with the Lef/Tcf factors which normally act as 

transcriptional repressors (Clevers 2006). In mouse ES cells,  the interaction between β-catenin 

and Tcf3 leads to the abolition of its repressing effects by dissociating Tcf3 from its DNA-

binding sites (C.-I. Wu et al. 2012; Shy et al. 2013). Importantly, Tcf3 deletion in ES cells 

phenocopies the chemical inhibition of GSK3β by increasing resistance to differentiation 

(Pereira, Yi, and Merrill 2006; G. Guo et al. 2011; Wray et al. 2011) suggesting that the main 
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target mediating  β-catenin effect is Tcf3. In addition, Tcf3 has been shown to colocalize with 

many pluripotency factors on key regulatory regions to directly repress pluripotency factors as 

Nanog and is clearly established as a crucial factor to instruct early differentiation of mouse 

ES cells (Pereira, Yi, and Merrill 2006; Cole et al. 2008; G. Guo et al. 2011; Martello et al. 

2012; Leeb et al. 2014). Another important role for β-catenin to sustain self-renewal has been 

suggested in cell adhesion (Lyashenko et al. 2011). β-catenin pathway has also been shown to 

repress neuronal differentiation (Kielman et al. 2002; Haegele et al. 2003), this was further 

supported by a recent study showing that methylation or acetylation of the lysine 49 of  β-

catenin protein orchestrates a balance between repression of neuronal differentiation factors 

and activation of mesodermal markers (Hoffmeyer et al. 2017). The chemical inhibition of 

GSK3β (by CHIR99021) thus mainly prevents β-catenin degradation and is achieved by the 

second of the two component of the “2i” medium (Ying et al. 2008). In this condition, by 

inhibition of MEK/ERK and GSK3β kinases, spontaneous differentiation of mouse ES cells is 

abolished, LIF and serum stimulation become facultative, and the pluripotent state is 

considered as naïve. 
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III. Transcription Factors-based regulation of pluripotency 

A. Pluripotency factors 

 “Pluripotency factors” qualify internal regulators of pluripotent cells that specifically 

orchestrate the maintenance of the ES cell state. Therefore, genes that are involved in general 

functions such as metabolism, cytoskeleton or transcription, are not included in this category 

even though they might be necessary for ES cell self-renewal. Many of these factors have been 

identified with diverse roles and regulatory skills, converging towards the same outcome, the 

propagation of mouse ES cells identity throughout cell division. We will first focus on what 

has been proposed to be the three major pluripotency factors: Oct4, Sox2 and Nanog. Then, we 

will concentrate on a functional property shared by several pluripotency factors: the induction 

of LIF-independent self-renewal. Finally, the role of Otx2 in the early establishment of 

differentiation will be examined. 

B. Oct4 (Pou5f1) 

 The octamer-binding transcription factor 4 (Oct4) is considered to be the central 

pluripotency factor. It was historically the first transcription factor to be identified as strongly 

associated with early development and pluripotency (H. R. Schöler et al. 1989; Hans R. Schöler 

et al. 1990; Okamoto et al. 1990; Palmieri et al. 1994). Oct4 is detected in oocytes, during the 

first cleavages of the embryo, then restricted to the inner cell mass of the blastocyst and later 

detected exclusively in the germ cell lineage. In vitro, Oct4 was found only in EC, EG, and ES 

cells and was lost upon differentiation of these different cell types. Oct4 KO embryos fail to 

develop a pluripotent ICM despite developing until the blastocyst stage. Instead, ICM cells 

differentiate into extraembryonic trophoblast lineage and the resulting absence of pluripotent 

cells, in turn, impairs the proper development of their surrounding trophoblastic cells inducing 

the premature death of the embryo (Jennifer Nichols et al. 1998). No pluripotent cell lines could 

be established in vitro in the same study showing the essential role of Oct4 in maintaining the 

pluripotent state. Moreover, induced deletion of Oct4 in vitro leads to loss of self-renewal and 

differentiation (Hitoshi Niwa, Miyazaki, and Smith 2000). Surprisingly, this differentiation is 

strongly biased towards the trophoblast lineage, which is not a common fate for ES cells. All 

these results established the vital role of Oct4 in the propagation of pluripotent cells. However, 

the overexpression of Oct4 does not reinforce ES cell self-renewal. On the contrary, its forced 
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expression, even at a low extent, also drives differentiation (Hitoshi Niwa, Miyazaki, and Smith 

2000). This finding suggested that Oct4 plays a dual role in self-renewal and differentiation 

and that its level should be tightly regulated to maintain pluripotency. An hypothesis for that 

fact, is that Oct4 is still expressed in the post implantation epiblast thus also suggesting a role 

in the progress of lineage commitment in vivo (Thomson et al. 2011; Osorno et al. 2012; 

DeVeale et al. 2013). Nevertheless, interestingly, heterozygous expression of Oct4 was shown 

to sustain self-renewal however impairing differentiation (Karwacki-Neisius et al. 2013). 

C. Sox2 

 The SRY-box transcription factor 2 (Sox2) is also essential for ES cell self-renewal. 

Sox2 depletion in mouse ES cells results in trophoblast differentiation, thus phenocopying the 

loss of Oct4 (Masui et al. 2007). The consequences of its inactivation in vivo are less clear due 

to the persistence of the factor from maternal origin (Avilion et al. 2003) but was shown to be 

required for trophectoderm formation (Keramari et al. 2010). However, overexpression of Sox2 

predisposes mouse ES cells to differentiation in neuroectoderm, mesoderm, and trophectoderm 

but not endoderm (S. Zhao et al. 2004; J. L. Kopp et al. 2008), showing that Sox2 expression 

levels should be tightly regulated for efficient self-renewal, as shown previously for Oct4 

levels. Sox2 is known as an Oct4 partner with which it binds DNA on a chimeric Oct/Sox DNA 

element. Oct4 and Sox2 motifs were initially found to be in close contiguity at some regulatory 

elements found close to pluripotency and developmentally related genes. It was further shown 

that the juxtaposition of the two motifs was important for such elements to display their 

activatory functions. Finally, a chimeric motif was proposed to mediate the binding of the two 

factors in close interaction with each other (D. C. Ambrosetti, Basilico, and Dailey 1997; D.-

C. Ambrosetti et al. 2000; J.-L. Chew et al. 2005; Kuroda et al. 2005). Thanks to genome-wide 

studies, it was further attested that Oct4 and Sox2 share a broad proportion of common targets 

among the genome of mouse ES cells and that shared binding sites mostly harbour the 

aforementioned chimeric motif (Loh et al. 2006; Xi Chen et al. 2008). However, in contrast 

with this common view, the role of Sox2 in mouse ES cells was shown to be mainly mediated 

through the indirect activation of Oct4, as Sox2 depletion can be fairly compensated by the 

forced expression of oct4 (Masui et al. 2007), thus questioning the functional relevance of their 

highly correlated genome-wide binding profiles. Interestingly, as reported for the recruitment 

of Stat3 at many genomic sites, the chromatin remodeller Brg1 strongly facilitates Oct4 and, 

to a lower extent, Sox2 binding at a vast number of regions in pluripotent cells as well as during 
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the reprogramming process of somatic cells (Kidder, Palmer, and Knott 2009; King and Klose 

2017) therefore placing this chromatin modifier factor at a central role in the support of 

pluripotency factors function. Together with Oct4 and Sox2, a third factor was shown to share 

a great overlap of targets throughout the genome, Nanog, setting the triumvirate of the core 

pluripotency factors. 

D. Nanog  

 Nanog was first identified in an ES-specific set of genes (Ramalho-Santos et al. 2002) 

and was later described as a homeobox-containing gene preferentially expressed in pre-

implantation embryo and ES cell (S.-H. Wang et al. 2003). It was then further characterized by 

two independent functional screenings (Chambers et al. 2003; Mitsui et al. 2003) where Nanog 

was the only retrieved factor whose forced expression in ES cell could circumvent LIF 

dependency for efficient self-renewal. Given its ability to lock ES cells in a self-renewing state, 

it was consequently named, inspired from Irish mythology, “Tir na nog” the “land of the ever 

young”. Nanog sequence homologies led the authors of these two studies to link it with the 

Nk2 homeoprotein family. However, apart from its homeodomain the rest of Nanog protein 

didn’t resemble any previously characterized protein. In addition, Nanog DNA recognition 

domain seems to be different from the Nk2 consensus binding motif. In vitro, Nanog was 

shown to be expressed in ES and EC cells and rapidly decreasing upon differentiation. 

Moreover, Nanog was shown to be regulated by Oct4 and Sox2 which directly bind its 

promoter through a canonical Oct/Sox motif and activate its expression (D. Y. Wu and Yao 

2005; Kuroda et al. 2005; Rodda et al. 2005). Nanog expression was shown to start in the early 

embryo from the 8 cell stage (Chambers et al. 2003; Hart et al. 2004; Dietrich and Hiiragi 2007) 

and is homogenously expressed in all the blastomeres of the ICM until E3.5, when a reciprocal 

expression between Nanog and Gata6 appears (Chazaud et al. 2006; Plusa et al. 2008). The 

subsequent activation of FGF signalling in PrE restricts Nanog expression to the epiblast 

(Messerschmidt and Kemler 2010; Frankenberg et al. 2011). Therefore, Nanog presented all 

the characteristics of a key pluripotency factor.  

 In human ES cells also, NANOG overexpression enhances self-renewal, allowing for 

culture at lower cell density and in absence of feeder cells (Darr, Mayshar, and Benvenisty 

2006). Nanog overexpression further showed additional abilities in supporting pluripotency. It 

was shown to strongly increase the efficiency of neural stem (NS) cells nuclear reprogramming 

when fused with Nanog overexpressing ES cells compared to WT. However, Nanog alone was 
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not able to reprogram NS cell when ectopically expressed alone. This suggests a role for Nanog 

in orchestrating the instatement of a pluripotent genome/transcriptome in conjunction with 

other ES cell partners rather than by autonomous activation (José Silva et al. 2006). Nanog was 

additionally shown to reprogram murine F9 EC cells in ES-like cells and EpiSCs into Epi-

iPSCs (Yanmei Chen, Zhongwei Du, and Zhen Yao 2006; Jose Silva et al. 2009). On the 

contrary, when NS cells nuclear reprogramming was performed by fusion with Nanog KO ES 

cells, no naïve pluripotent cells could be obtained. It was thus postulated that Nanog expression 

was strictly required for the acquisition of naïve pluripotency assessed by the ability of the cells 

to survive in 2i medium (Ying et al. 2008; Jose Silva et al. 2009). This results was later 

contradicted by showing that Nanog was dispensable for the generation of iPSCs if, for 

instance, ascorbic acid was added to the culture medium (Schwarz et al. 2014; A. C. Carter et 

al. 2014). Ascorbic acid (Vitamin C) has been reported to activate DNA (Tet) and histones 

(Kdm) demethylation enzymes in mouse pluripotent cells (Blaschke et al. 2013; Ebata et al. 

2017). However, even though Nanog was not included in the official quartet of the “Yamanaka 

factors” for generating mouse iPS cells (Takahashi and Yamanaka 2006), when combined with 

Oct4, Sox2 and Lin28, Nanog could reprogram human somatic cells to pluripotency (Yu et al. 

2007). These results suggest an important role of Nanog in the late step of the reprogramming 

process, which can however be substituted in specific contexts. 

 While forced expression of Nanog noticeably impaired differentiation, on the contrary, 

Nanog KO ES cell differentiated massively with parietal endoderm-like morphology while still 

being able to be kept for serial passaging at low efficiency (Chambers et al. 2003). However, 

Nanog expression was shown to be dispensable for the maintenance of pluripotency in mouse 

ES cells  (Chambers et al. 2007). Indeed, stable knock-out cells could be propagated for many 

passages despite their strong tendency to differentiate. Antibiotics selection cassette knocked-

in endogenous loci of Nanog allowed those cells to be artificially “purified” when maintained 

under selection. This most likely indirectly selects for the presence of an upstream activator of 

Nanog or the absence of a Nanog repressor but is so far unknown. Hence, despite this clever 

trick, these factual Nanog KO ES cells were able to properly self-renew, were karyotypically 

stable, expressed the markers of the naïve state of pluripotency (Rex1, Stella) and were still 

capable of differentiation in vitro and in vivo upon selection release (Chambers et al. 2007). 

This clearly assessed the dispensability of Nanog for in vitro maintenance of pluripotency.  

 Remarkably, Nanog was shown to be heterogeneously expressed in ES cell cultured in 

serum-containing medium with both positive and negative states being reversible, showing 

dynamic fluctuations of Nanog expression (Chambers et al. 2007). Moreover, all these cells 
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were still Oct4 positive confirming the contingency of Nanog expression for ES cell self-

renewal. However, as Nanog KO cells, Nanog negative cells were associated to a higher 

probability to differentiate and a lower proliferation or higher death rate. An important number 

of reports then focused on Nanog heterogeneous expression which has been associated with 

random monoallelic expression, stochastic burst of transcription or Nanog auto-repression 

negative feedback loop (Martinez Arias and Brickman 2011; Navarro et al. 2012; Fidalgo et 

al. 2012; MacArthur et al. 2012; Filipczyk et al. 2013; Faddah et al. 2013; Abranches et al. 

2014). These fluctuations, also reported but to a much lower degree in 2i medium, support a 

model where Nanog different levels allow mouse ES cells for exploring their differentiation 

potential and eventually respond to external cues without being definitely committed to 

differentiate. A recent study analysed the mechanisms of 2i medium inhibitors on the 

suppression of this heterogeneity and reported both the death of Nanog null cells upon addition 

of the two chemical compounds as well as a rapid activation of Nanog expression (Hastreiter 

et al. 2018). 

 Therefore, an important point was to determine whether the dispensability of Nanog to 

sustain self-renewal of mouse pluripotent cells in vitro also existed in vivo. It was first reported 

that Nanog null ES cells could be grafted in recipient embryos and participate in the 

development of chimeric animals excluding the PGCs pool (Chambers et al. 2007). This stated 

the notion of a non-essential role of Nanog in embryo development. However, Nanog null 

embryos were later shown to be unable to give rise to the pluripotent cells of the ICM rather 

leading to trophoblastic differentiation and a consequent absence of development of the PrE. 

The same result was observed when these embryos were derived in culture (Jose Silva et al. 

2009; Messerschmidt and Kemler 2010; Frankenberg et al. 2011). It was therefore 

demonstrated that Nanog is strictly necessary for the establishment of pluripotency in vivo. 

Inversely, the role of Nanog in the development of germ cells that was reported to be crucial 

was recently reconsidered showing that Nanog null cells can actually complete germ line 

development despite a broad depletion of PGCs number (M. Zhang et al. 2018). 

 

 Therefore, in order to properly interpret the preceding reports and unravel the functional 

relevance of Nanog in these various contexts, a precise understanding of the mechanisms 

through which Nanog instates or supports pluripotency and self-renewal of pluripotent cells 

has to be settled. So far, many studies point out the role of the activation or the repression of a 

given factor consequently not providing a very clear picture of Nanog regulatory function 

genome-wide, some of these studies will be reviewed thereafter. The redundancy of the 
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pluripotency network certainly participates in obscuring our understanding of these 

mechanisms. 

 

 It was first reported that Nanog was not intervening in the LIF pathway and was neither 

a canonical target of Stat3 transcription factor (Chambers et al. 2003). More recently, Nanog 

was reported to act in synergy with the LIF cascade on the phosphorylated form of Stat3 

(pSTAT3) (Stuart et al. 2014). Nanog was proposed to directly repress Socs3 expression to 

potentiate the effect of the LIF stimulus. Nanog and LIF pathway were also shown to 

synergistically act on Klf4 induction, one of the most responsive pluripotency factor to LIF 

stimulation (Stuart et al. 2014). Nanog actually shows an intricate relationship with Klf factors 

2, 4 and 5 and the LIF pathway. Indeed, Klf4 and 5 have been shown to be responsive targets 

of the LIF pathway, they also activate Nanog and reciprocally. Instead, Klf2 is not activated by 

LIF stimulation but also positively regulates Nanog. All of them share a multitude of common 

genomic targets with Nanog, thus strongly suggesting a broad redundancy of all these factors 

when co-expressed, also supported by their common propensity to support mouse ES cells self-

renewal. Given this tight and redundant association, it is not surprising that Nanog and the Klf 

factors are all dispensable for mouse ES cells self-renewal. (Hitoshi Niwa, Miyazaki, and Smith 

2000; J. Jiang et al. 2008; Parisi et al. 2008; Hall et al. 2009a; Bourillot et al. 2009; P. Zhang 

et al. 2010). The LIF Pathway was also proposed to have an effect on Nanog protein stability. 

It was reported that the deubiquitinase USP21, a transcriptional target of the LIF/STAT3 

pathway, deubiquitinates and stabilizes Nanog protein (Jin et al. 2016). In addition, USP21 is 

also a phosphorylation target of ERK signalling leading to its dissociation from Nanog and the 

increased degradation of the latter. This study therefore showed how a balance between the 

LIF and ERK pathways can directly act on the expression level of a pluripotency factor at the 

post-transcriptional level. The ERK pathway was also proposed to negatively impact Nanog 

effect by two additional mechanisms. First, ERK1 was shown to directly phosphorylate Nanog 

protein decreasing its stability (S.-H. Kim et al. 2014, 1). Second, by activating Brf1 that is 

responsible for the destabilization of pluripotency factors messenger RNAs, in particular 

Nanog, and promoting mesendoderm commitment (Tan and Elowitz 2014). In return, Nanog 

was shown to inhibit some of the canonical positive ERK targets as Sox17, and reciprocally 

activate some of its negative targets as Klf2 (Festuccia et al. 2012; Yeo et al. 2014; Hamilton 

and Brickman 2014). 

 Several studies revealed the genome-wide binding of Nanog in mouse ES cells and 

showed that Nanog, Oct4 and Sox2 share a substantial number of common genomic targets 
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(Loh et al. 2006; Xi Chen et al. 2008; Whyte et al. 2013). However, Nanog is not able to 

promote self-renewal in absence of Oct4 and both factors show relatively different features 

concerning the way they support self-renewal (Hitoshi Niwa, Miyazaki, and Smith 2000; 

Chambers et al. 2003, 2007). Therefore, a still open question is to understand the relevance of 

this extensive overlap of binding for rather functionally distinguishable factors. The three core 

pluripotency factors remarkably bind most of the genes playing a role in the regulation of 

mouse ES cells self-renewal or down regulated upon differentiation, starting form themselves. 

RNAi experiments showed that Nanog and Oct4 can both activate or repress gene expression 

with a bias towards the activation ability (Loh et al. 2006) Remarkably, many genes showing 

binding of Nanog in their vicinity didn’t show any transcriptional response upon Nanog loss 

suggesting that the redundancy of binding of the factors may mask the effect upon loss of a 

single one. Surprisingly, Nanog overexpression was additionally shown to trigger a rather 

partial and variable rescue of the expression of pluripotency factors upon retinoic acid directed 

differentiation for 2 days (Loh et al. 2006), suggesting that not all of the pluripotency factors 

expression is necessary for Nanog-mediated blocking of lineage commitment. Strikingly, the 

best binding motifs predicted for Nanog from two independent studies in vitro (Mitsui et al. 

2003; Jauch et al. 2008)  and identified from two studies based on Nanog binding regions in 

mouse ES cells (Loh et al. 2006; Xi Chen et al. 2008) showed an astonishing discrepancy, 

raising the question of Nanog DNA-binding specificity and recruitment to chromatin. 

 Furthermore, Nanog has been demonstrated to physically interact with many partners 

(J. Wang et al. 2006; Costa et al. 2013; Gagliardi et al. 2013). Many pluripotency factors are 

found in the list (Oct4, Sox2,, Esrrb, Klf5) as well as more generic factors as chromatin 

structure regulators (NuRD, Polycomb, LSD1). Yet, the relevance of all these contacts is still 

to be determined. However, for instance, Nanog interaction with Tet1 and Tet2 DNA 

demethylases importance was demonstrated in the activation of gene expression in mouse ES 

cells and during the reprogramming process (Costa et al. 2013). 

 Another approach aiming at unravelling the key downstream targets of Nanog function 

consisted in identifying the best transcriptionally responsive genes upon Nanog induction. One 

of those appeared to be Esrrb (Festuccia et al. 2012). Esrrb can variably substitute for Nanog 

function in LIF-independent self-renewal and reprogramming of EpiSCs as well as PGCs 

development (Festuccia et al. 2012; Martello et al. 2012; M. Zhang et al. 2018). Similarly to 

Nanog, Esrrb is dispensable for ESC self-renewal and quickly down-regulated during exit of 

naïve pluripotency. Ncoa3 was shown to be an important cofactor of Esrrb transcriptional 

activity and both bind at many genomic positions together with Oct4/Sox2/Nanog (Percharde 
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et al. 2012). However, Esrrb could barely substitute for Nanog function in providing LIF-

independent self-renewal suggesting that additional mechanisms are employed by Nanog to 

mediate this function. 

 Conversely, the study of the repression of Nanog target genes seems particularly 

relevant when considering the effect of Nanog in preventing differentiation. Indeed, several 

Nanog repressed genes have been reported to prime ESCs towards differentiation: Otx2, Tcf15, 

Pou3f1, Sox17 (Niakan et al. 2010; Festuccia et al. 2012; D. Acampora, Di Giovannantonio, 

and Simeone 2013; Davies et al. 2013; Zhu et al. 2014; Buecker et al. 2014; Dario Acampora 

et al. 2017). Therefore, it is possible that the repression of these factors also plays an essential 

role in preserving the equilibrium between self-renewal and differentiation of mouse ES cells 

orchestrated by Nanog. In support of this idea, several repressive complexes, including PRC1 

and PRC2 complexes were identified as Nanog partner proteins (Gagliardi et al. 2013) while 

many of these developmental factors are targets of these repressive complexes (Azuara et al. 

2006; Bernstein et al. 2006; Leeb and Wutz 2007). However, despite the reported tendency of 

pluripotency and polycomb factors to colocalize on repressed loci (Boyer et al. 2006), the 

mechanisms of polycomb complexes recruitment to chromatin are still elusive (Holoch and 

Margueron 2017). Moreover, Nanog and PRC2 have been reported to have largely non-

overlapping binding profiles genome-wide (Xi Chen et al. 2008), it’s thus unlikely that Nanog 

would be responsible for the direct recruitment of this complex to its genomic targets. 

 Therefore, several major aspects of Nanog supportive activity to self-renewal still need 

to be explored and leave open questions: How does functional redundancy of pluripotency 

factors account for the differentiation block imposed by Nanog? How does the simultaneous 

binding of Nanog to common binding regions influence the behaviour of its local partners and 

what is the functional relevance of this redundant recruitment? How does Nanog induce the 

repression of its targets?  

E. LIF independent self-renewal 

 The overexpression of some of the pluripotency factors allows self-renewal of mouse 

ES cells in the absence of functional LIF signalling. Since mouse ES cells secrete some LIF 

which then acts as a paracrine factor, strict LIF independence is usually validated through the 

inactivation of one of the key LIF signalling components by the use of a JAK inhibitor, a LIFR 

antagonist (hLIF-05), a dominant-negative form of Stat3 or is assessed in Lifr KO ES cells 

(Chambers et al. 2003). Among the three core pluripotency transcription factors, only Nanog 
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has been shown to be able to induce LIF-independent self-renewal of mouse ES cells. This 

property was reported to happen in the absence of Klf4 and Tbx3 activity (Hitoshi Niwa et al. 

2009). Moreover, as aforementioned , expression of many pluripotency factors didn’t seem to 

be rescued by Nanog overexpression during early differentiation upon retinoic acid treatment 

(Loh et al. 2006) despite the known ability of Nanog to sustain self-renewal in this context 

(Chambers et al. 2003). From the Klf factors involved in pluripotency (Klf2, 4 and5), only Klf2 

has been shown to robustly sustain self-renewal independently of LIF, even though it is the 

only one of the three not being a target of the LIF pathway (Hall et al. 2009a). However, Klf4 

and 5 also showed the capacity to support self-renewal in the absence of LIF but to a lower 

extent. In addition, even though Klf2 is not as efficient as Nanog in promoting LIF-

independence, its effect was shown to be Nanog-independent. However, it is not known 

whether Nanog can sustain self-renewal in the absence of Klf2 and LIF (Hall et al. 2009a). The 

overexpression of Esrrb was also reported to provide LIF independence (Festuccia et al. 2012). 

Here again, while performing much less efficiently than Nanog in that task, this effect was 

shown to be Nanog-independent. Moreover, in the same study, it was reported that Nanog was 

not able to confer LIF independency in Esrrb KO cells.  However, it’s worth mentioning that 

Esrrb depleted cells have a greatly impaired self-renewal, even in presence of LIF, and it would 

thus be interesting to validate this result in a different context, starting from a bona fide mouse 

ES cells culture. Another factor has been shown to provide cytokine independent self-renewal, 

Tfcp2l1 (Martello, Bertone, and Smith 2013; Ye et al. 2013b, 1). Tfcp2l1 has been identified 

as a major factor of the LIF/Stat3 pathway able to substitute for its upstream regulators. The 

comparison to the gold standard factor, Nanog, revealed again a lower efficiency. Finally, 

overexpression of a stabilized mutant of Myc, a downstream target of the LIF pathway, also 

maintains self-renewal of mouse ES cells in the absence of exogenous provision of LIF 

(Cartwright et al. 2005). It was shown that upon LIF withdrawal, Thr58 of c-Myc is 

phosphorylated by GSK3β, resulting in its degradation. However, if a Myc variant where Thr58 

is replaced with an alanine residue, is overexpressed, mouse ES cells can self-renew in the 

absence of LIF and Stat3. Whereas few distinct mechanisms leading to this common phenotype 

have been proposed, a comprehensive comparison of the self-renewing cells resulting from the 

overexpression of these different factors in the absence of LIF might elucidate the essential 

processes required to confer LIF-independence. 
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F. Otx2 

 As presented above, signalling pathways related to self-renewal and pluripotency 

transcription factors are engaged in a self-sustaining crosstalk characterized by a large 

redundancy of intracellular effectors. However, the naïve pluripotent state is established in the 

E4.5 epiblast in vivo and is rapidly disassembled around E5.5 (Boroviak et al. 2014). Therefore, 

how is this multi-layered pluripotency network rapidly dismantled in response to external 

differentiation cues? It has been proposed that the pluripotency network and the differentiation 

regulators are finely wired to ensure an efficient and coordinated hand over (Hackett and Surani 

2014). In addition, as aforementioned, Nanog is heterogeneously expressed in mouse ES cells 

cultured in Serum/LIF condition and such variations have been proposed to allow ES cells to 

randomly explore differentiation directions that can be reverted or confirmed according to the 

environment instructions (Chambers et al. 2007; Martinez Arias and Brickman 2011). 

Interestingly, Otx2 shows a comparable expression profile, with Otx2 high cells showing 

reduced Nanog protein level and vice versa (D. Acampora, Di Giovannantonio, and Simeone 

2013). Furthermore, Otx2 has been shown to be repressed by many pluripotency transcription 

factors, including Nanog (Parisi et al. 2010; Festuccia et al. 2012; Grabole et al. 2013; Okashita 

et al. 2016; Dario Acampora et al. 2017) and to be strongly downregulated in 2i medium (Marks 

et al. 2012). Additionally, Otx2 was reported to be strongly induced during the conversion of 

ES cells into EpiSC and to interact with and reposition Oct4 at novel regulatory regions thus 

allowing the proper activation of EpiSC enhancers (Buecker et al. 2014; Yang et al. 2014). 

 Otx2 was initially shown to play a key role in the development of neuroectodermal 

tissues (D. Acampora et al. 1995). However, Otx2 expression was also detected in E3.5 

blastocyst and ubiquitously expressed in the epiblast of E5.5 blastocyst (D. Acampora, Di 

Giovannantonio, and Simeone 2013) suggesting an unanticipated role for Otx2 during peri-

implantation development. In vitro, Otx2 KO mouse ES cells show profound defects to respond 

to Fgf stimulation and undergo EpiSC conversion (D. Acampora, Di Giovannantonio, and 

Simeone 2013). In addition, Otx2 overexpression drives mouse ES cells to differentiate even 

when cultured in 2i/LIF condition, indicating that Otx2 can actively dissolve the naïve 

pluripotency network (Buecker et al. 2014). On the basis of few markers, Otx2 overexpressing 

cells were shown to be comparable to Nanog KO ES cells whereas Otx2 KO ES cells strongly 

resemble Nanog overexpressing ones (Dario Acampora et al. 2017). The double knock-out of 

Otx2 and Nanog led also to a primed state with a reduced capacity to integrate pre-implantation 
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blastocyst. All these results showed a marked antagonism between Nanog and Otx2 

orchestrating the balance between primed (EpiSC) and naïve (ES) pluripotent states. 

Considering the convergent view of all these results, the report showing that the deletion of 

Otx2 binding site in Nanog promoter led to a decrease of Nanog expression and a conversion 

of ES cells towards Epi-like cells state was quite surprising, suggesting a positive effect for 

local Otx2 binding on Nanog expression (Dario Acampora et al. 2016). In vivo, the effect of 

this deletion was consistent with the in vitro consequences, showing a down regulation of 

Nanog in epiblast cells with an expansion of the PrE population, suggesting a clear, 

unanticipated, role for Otx2 as a transcriptional activator of Nanog expression. This result 

suggests an ambiguous effect of Otx2 on the regulation of Nanog where low level of Otx2 

would promote a direct, positive, effect on Nanog expression whereas higher level would lead 

to a negative, indirect, effect most likely mediated by ES cells commitment towards Epiblast 

lineage. However, we cannot exclude that the modification of the 8bp centred on Otx2 binding 

site within Nanog promoter affected the binding of other activating factors. 
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IV. Polycomb regulation and bivalent domains in 

pluripotency  

A. Polycomb complexes and functions 

 Facultative heterochromatin corresponds to genomic regions that are kept silent in a 

given cell type but retain the potential to be activated by a specific stimulus and therefore 

corresponds to different regions for every cell type. Such loci usually correspond to 

developmental genes that require to be expressed under specific temporal and/or spatial 

contexts to specify the particular features of a given tissue. H3K27me3 is the characteristic 

mark of facultative heterochromatin and is deposited by Polycomb. Two different Polycomb 

repressive complexes exist called PRC1 and PRC2. Both polycomb complexes are involved in 

the deposition of different modifications on distinct histone tails but the resulting effect 

generally leads to transcriptional repression (Schuettengruber et al. 2017). 

 PRC2 is responsible for the mono-, di-, and tri-methylation of H3K27 (R. Cao et al. 

2002). This histone modification is deposited by the histone methyltransferase Enhancer of 

zeste homolog 2 (Ezh2) or its homologue Ezh1. Ezh2 is accompanied by additional partners, 

Eed, Suz12, and Rbap46/48 which help stabilizing the PRC2 complex on its histone substrate 

and enhance Ezh2 catalytic activity. These four proteins are considered to compose the core of 

the PRC2 complex but additional components such as Jarid2, Aebp2, and polycomb-like 

proteins (Pcl1-3) help in regulating PRC2 activity (Margueron and Reinberg 2011). Among 

the three different methylation states of H3K27, H3K27me3 has been associated to gene 

expression repression while H3K27me2 has also been found enriched in intergenic regions to 

block H3K27 acetylation and maintain enhancers inactive. Finally, mono-methylation of 

H3K27 co-localizes with intragenic active transcriptional units and H3K36me3 (Ferrari et al. 

2014). 

 PRC1 complex is responsible for the ubiquitination of histone H2A on lysine 119 

(H2AK119ub) which participates in chromatin compaction and triggers gene silencing. PRC1 

is more heterogeneous than PRC2 in its organisation and can be formed by different sets of 

partners grouped around an essential catalytic core composed by Ring1A/B E3 ubiquitin 

ligases. The canonical PRC1 complex includes the proteins Bmi1 and a polycomb-like 

chromobox homolog (Cbx), which recognizes H3K27me3 mark deposited by PRC2 (Morey 

and Helin 2010). A non-canonical PRC1 complex has also been identified where the Rybp 
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protein replaces both Cbx and Bmi1 proteins. In this form, PRC1 doesn’t recognize 

H3K27me3, and the mechanism of its recruitment on chromatin is not clearly understood (Gil 

and O’Loghlen 2014). 

B. Bivalent domains and Polycomb regulation in pluripotent cells 

 In mouse ES cells, H3K27me3 and PRCs can be found at large genomic domains 

covering repressed developmental regulators (Boyer et al. 2006; Mikkelsen et al. 2007; Endoh 

et al. 2008; Ku et al. 2008). Inversely, the trithorax system is associated with trimethylation of 

histone H3 lysine 4 (H3K4me3) and is associated with active transcription site (Kingston and 

Tamkun 2014). However, a subset of mouse ES cells CpG islands (CGIs) contain nucleosomes 

marked by both H3K27me3 and H3K4me3 histone marks (Fig. 1.3). The genomic sites 

containing this antagonistic combination of histone modifications have been referred as 

“bivalent” (Azuara et al. 2006; Bernstein et al. 2006). Promoters showing the simultaneous 

presence of these two chromatin marks are also characterized by the occupancy of the 

aforementioned Serine-5 phosphorylated form of RNA-Pol II associated with transcription 

initiation  and has been shown to be mediated by ERK phosphorylation (Brookes et al. 2012; 

Tee et al. 2014). The presence of this poised state of RNA-Pol II has been proposed to 

contribute to the robust activation of developmental genes during the exit from pluripotency 

and the initiation of differentiation (Voigt et al. 2012). Regarding their equivocal chromatin 

features, upon differentiation, bivalent domains typically resolve in monovalent H3K4me3 or 

H3K27me3 at genes that are activated or silenced, respectively, according to their novel cell 

type (Mikkelsen et al. 2007; Voigt et al. 2012; Ferrari et al. 2014) (Fig. 1.3). 
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Fig. 1.3. Schematic representation of bivalent domains showing H3K27me3, H3K4me3 and 

poised RNA Pol II enrichment and their resolution towards differentiation (Di Croce and Helin 

2013). 

 Despite an apparent simple model proposing bivalency as a way to poise key 

developmental factors for rapid activation, the functional evidences supporting that view are 

remains relatively limited. The study of KO ES cells for key PRC2 complex components, as 

Suz12, Eed or Jarid2 indicate that PRC2 complex has a limited impact on self-renewal. 

Although many bivalent genes tend to get upregulated upon single or combinatorial depletion 

of PRC2 members, mouse ES cells are not subjected to massive differentiation. However, their 

differentiation is greatly impaired, with inappropriate silencing of pluripotency factors and 

abnormal expression of developmental markers in agreement with the severe phenotypes 

observed in the developing embryo (O’Carroll et al. 2001; Pasini et al. 2007; Shen et al. 2008; 

Chamberlain, Yee, and Magnuson 2008; G. Li et al. 2010; Landeira and Fisher 2011; Riising 

et al. 2014). From these results, few studies proposed that Polycomb occupancy could only be 

the reflection of an absence of transcriptional activity upon a given locus (Chamberlain, Yee, 

and Magnuson 2008; Riising et al. 2014) with relatively few functional consequences. 

Remarkably, the phenotype of PRC1 inactivation in mouse ES cells shows more dramatic 

effects. Ring1b depletion is quickly followed by cell death, morphological changes and 
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upregulation of PRC1-repressed genes (Leeb and Wutz 2007; van der Stoop et al. 2008) with 

double Ring1 KO showing even more severe phenotype (Stock et al. 2007; Endoh et al. 2008). 

Therefore, a possible hypothesis is that the loss of PRC2 and H3K27me3 at bivalent domains 

is compensated by the continuing presence of non-canonical PRC1 and the maintenance of 

H2AK119ub preventing a dramatic upregulation of PRC2 targeted genes. 

 Interestingly, 2i medium culture of mouse ES cells lead to a genome-wide 

reorganisation of H3K27me3 coinciding with a decrease of the mark at bivalent promoters with 

no apparent transcriptional change of these genes (Marks et al. 2012). However the loss of 

H3K27me3 at bivalent CGIs has been shown to come with an increased enrichment in the body 

of their associated genes (Illingworth et al. 2016). PRC2 complex was further shown not to be 

responsible nor necessary for gene silencing in 2i medium (Galonska et al. 2015) compared to 

serum/LIF condition where mouse ES cells appeared to be more unstable upon Eed depletion. 

One possibility for the absence of transcriptional response in 2i medium, despite an acute loss 

of H3K27me3, is that Erk inhibition impedes Ser5 RNA-polII phosphorylation at bivalent 

promoters therefore precluding transcriptional initiation (Tee et al. 2014).  

  

 Finally, the mechanism of PRC2 recruitment onto chromatin is still an open question. 

Polycomb-like proteins (Pcl) have been reported to show high affinity for H3K36me3 histone 

mark through their Tudor domain as well as for methylated CPGs and have been proposed to 

be key factors in the recruitment of PRC2 complex to chromatin. Moreover, their activity in 

mouse ES cells has been associated with both repression of bivalent genes and repression of 

pluripotency genes upon early differentiation (Ballaré et al. 2012; Brien et al. 2012, 19; 

Hunkapiller et al. 2012; Cai et al. 2013). Besides, PRC2 complex have been shown to bind 

RNA with high affinity and many discoveries made in the field of long non-coding RNAs 

(lncRNAs) suggest that these transcripts may act as scaffolds to guide histone modifying 

complexes to their genomic targets thus proposing a possible model of RNA-mediated 

recruitment of PRC2 throughout the genome (J. Zhao et al. 2010; Brockdorff 2013; Kaneko et 

al. 2013; Kaneko, Son, et al. 2014; Kaneko, Bonasio, et al. 2014a; Brockdorff 2017). 
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V. Long non-coding RNAs & mouse ES cells 

A. Description and characteristics 

 The improvement of high-throughput sequencing technology has greatly improved our 

knowledge about the transcriptional activity in coding and non-coding regions of mammalian 

genomes. For instance, it was estimated that more than 70% of the human genome might be 

actually transcribed in some conditions while only 1 to 2% of it is supposed to code for protein-

related genes (Dinger et al. 2009; K. C. Wang and Chang 2011). An important portion of these 

non-coding transcription units have been shown to fall under the category of lncRNAs (The 

FANTOM Consortium et al. 2014).  

 As explicitly revealed in their denomination, lncRNAs are defined by two common 

properties: their length must be greater than 200nt to differentiate them from shorter non-

coding RNAs (miRNAS, piRNAs) and their coding potential must not indicate the possible 

production of any or any functional protein. The latter criteria is a matter of debate since many 

lncRNAs have been shown to interact with ribosomal units, although this is not a real evidence 

for effective translation (G.-L. Chew et al. 2013; Ji et al. 2015; Carlevaro-Fita et al. 2016; Zeng, 

Fukunaga, and Hamada 2018), and that some, however predicted as non-coding, were 

responsible for the synthesis of small functional peptides (Nelson et al. 2016). Indeed, in the 

case where an open reading frame (ORF) is present within such a transcript, the determination 

of its non-coding potential is based on the short size of the ORF or its absence of conservation 

among a large panel of related species (M. F. Lin, Jungreis, and Kellis 2011; L. Wang et al. 

2013). An inconvenient drawback of this arbitrary (size) and negative (non-coding) definition 

of lncRNAs is that they harbour a large diversity of molecules with distinct functional and 

mechanistic properties that is, however, inherent to their recent discovery (Ulitsky and Bartel 

2013). 

 Numerous sub-categories of lncRNAs have been proposed based on different features 

such as their location relative to surrounding coding genes (intergenic, sense/antisense 

overlapping, divergent) or the chromatin context embedding their transcription start site (TSS) 

(promoter of a coding gene, enhancer, CTCF binding) but will probably need to be 

reconsidered based on functional or intrinsic properties of the lncRNAs themselves (Mattick 

and Rinn 2015). While most stable lncRNAs are transcribed by RNA-pol II, possess a 5’ cap, 

are polyadenylated and often spliced, some use different ways for 3’ maturation or are 
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otherwise usually unstable and rapidly degraded transcripts (Wilusz, Freier, and Spector 2008; 

M. Guttman 2009; Lloret-Llinares et al. 2015; Zong et al. 2016). 

 The sequence conservation across species of these RNAs is on average much lower 

than for their coding counterparts (Ulitsky and Bartel 2013).  It is still not clearly understood 

whether this suggests that the selection pressure applied on lncRNAs is based on different 

criteria than the one applied on mRNAs or if it simply reflects the insignificant functionality 

of a vast majority of them. Indeed, if the structures of lncRNAs are more important than their 

actual sequences, which might be suggested by the fact that in silico predictions of secondary 

structures for lncRNAs lead to complex and organised folding (Pegueroles and Gabaldón 

2016), it is conceivable that their DNA sequence evolved rapidly under lower constrains.  

 The average level and tissue-specificity of lncRNAs expression also shows a 

distinguishable behaviour compared to coding genes. Indeed, the vast majority of lncRNAs are 

expressed at a lower level than mRNAs, possibly suggesting their specific expression in some 

sub-populations of cells within a given tissue or cell culture (Cabili et al. 2011; Pauli et al. 

2012; Derrien et al. 2012). In agreement with this idea, the expression of lncRNAs is more 

strongly restricted to a specific tissue or cell type than it is for coding genes. Such specific 

features argue for a role of lncRNAs in the maintenance of cell identity or in highly specified 

functional biological tasks (S. J. Liu et al. 2017). 

B. LncRNAs function in mouse ES cells 

 First of all, it’s worth mentioning that new ways of action are constantly proposed for 

lncRNAs. This is not surprising given the incredibly high diversity of transcripts grouped 

together in the lncRNA family. We will therefore focus on a limited subset of transcripts, 

chosen to be representative of the diverse functions fulfilled by the lncRNAs, and that have 

more specifically been shown to play a functional role in pluripotent cells. In particular, the 

three main classes of regulatory lncRNAs will be mentioned: regulating neighbouring gene(s) 

in cis, regulating in trans the transcription of distant genes in the nucleus, acting on regulation 

of gene expression in the cytoplasm. 

 Despite the very large number of lncRNAs found to be specifically expressed in mouse 

pluripotent cells, very few of them have been functionally characterized so far (M. Guttman 

2009; Mitchell Guttman et al. 2010, 2011; Lv et al. 2015; Bergmann et al. 2015; Bogu et al. 

2016).  
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 Gm15055 is a typical cis-regulatory lncRNA (G.-Y. Liu et al. 2016). It is highly 

expressed in mouse ES cells where it was shown to be positively regulated by Oct4 through a 

cis-regulatory element. Gm15055 is located 50kb upstream of the Hoxa gene cluster towards 

which it was shown to recruit the PRC2 complex resulting in the maintenance of H3K27me3 

deposition on Hoxa gene promoters and induce transcriptional repression. It was further shown 

by chromosome conformation capture experiments that Gm15055 locus directly contacts 

multiple sites of the Hoxa gene cluster in mouse ES cells thus facilitating the cis targeting of 

Gm15055 RNA to the Hoxa genes. 

 The lncRNA TUNA (for Tcl1 upstream neuron-associated lincRNA) was first 

identified in an RNAi screen in mouse ES cells (N. Lin et al. 2014). TUNA was shown to be 

critical for mouse ES cells self-renewal as well as neural differentiation. It was further reported 

to have a positive impact on reprogramming efficiency when overexpressed. Remarkably, 

TUNA was shown to contain a 200-nt long RNA sequence displaying a strong evolutionary 

conservation across vertebrates allowing for its interaction with three RNA-binding proteins: 

Ptbp1, hnRNP-K, and Ncl. TUNA RNA and its three partners were further demonstrated to 

colocalize at the promoters of Nanog, Sox2 and Fgf4, whereas the precise mechanism through 

which this complex would be recruited at such locus was not assessed. However, Sox2 RNAi 

experiment revealed that it shares with TUNA a large portion of misregulated genes upon their 

depletion in mouse ES cells. Given the fact that both genes are involved in neurogenesis and 

show a highly similar expression pattern along neurodevelopment, the authors suggested a 

close relationship between Sox2 and TUNA regulatory functions. 

 Panct1, as TUNA RNA, was first identified in a RNAi screen (Chakraborty et al. 2012) 

looking for lncRNAs whose expression would be necessary for preserving mouse ES cells self-

renewal. It is a sense overlapping lncRNA included in the protein coding gene Tobf1. 

Interestingly, the depletion of Tobf1 in mouse ES cells also leads to the loss of pluripotency, 

but more surprisingly Panct1 and Tobf1 were shown to colocalize in the nuclear space of mouse 

ES cells (Chakraborty et al. 2017) and to specifically form discreet foci in early G1 phase. The 

DNA binding of Tobf1, shown to be dependent of Panct1, was mapped genome-wide and 

revealed to overlap significantly with Oct4 binding. Strikingly, mutating an octamer-like motif 

in Panct1 RNA strongly diminishes the strength of Tobf1, and to a lower extent of Oct4, 

localization and recruitment to their common targets proposing a regulatory role of 

Panct1/Tobf1 complex on the recruitment of Oct4 as specific regions in cell cycle-dependent 

manner. 
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 Linc-RoR (regulator of reprogramming), despite acting at distance from its 

transcriptional site, represents a radically different class of lncRNAs compared to Panct1 and 

TUNA RNAs. Linc-RoR is a human-specific cytosolic lncRNA which was first identified as 

enhancing the reprogramming efficiency of iPSCs when overexpressed (Loewer et al. 2010). 

However, linc-RoR was later shown to act as a microRNA sponge, buffering the effect of miR-

145 and repressing its negative impact on OCT4, NANOG and SOX2 levels (Y. Wang et al. 

2013). Its expression was shown to be directly controlled by the pluripotency factors and 

necessary for human ES cells self-renewal thus creating a self-sustaining feedback loop of the 

pluripotency network. 

 Finally, lincU was very recently studied on the basis of its regulation by the 

pluripotency factor Nanog in mouse ES cells (Jiapaer et al. 2018). LincU was shown to be 

localized in the cytoplasm where it stabilizes Dusp9 protein, an ERK-specific phosphatase, 

preventing its ubiquitination and degradation. This effect logically results in the repression of 

the ERK1/2 signalling pathway activity. Hence, upon depletion of lincU, mouse ES cells self-

renewal is severely impaired while its overexpression induces the ground state of pluripotency. 

Remarkably, lincU is evolutionary conserved in human genome, and its effect on self-renewal 

is also conserved in human ES cells. 

 Therefore, it has been clearly established that lncRNAs can display regulatory functions 

on self-renewal of pluripotent cells through diverse functions and mechanisms involving all 

the layers of gene expression regulation (transcriptional, post-transcriptional and at the protein  

level). Given the extremely low percentage of them that have been characterized so far, we can 

expect that many more of them will find a place in the complex network regulating 

pluripotency. 
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VI. From CRISPR discovery to CRISPR activators 

A. Historical background 

 Although genome engineering with CRISPR/Cas9 system is now a routinely used 

technique to insert, delete or modify DNA sequences in living organisms, it took more than 20 

years after its first discovery (Ishino et al. 1987) for this tool to be used as a genome engineering 

tool in eukaryotic cells. While studying the IAP enzyme in Escherichia coli, Ishino et al. cloned 

and sequenced a 1.7 kb chromosomal fragment containing the iap gene and noticed “An 

unusual structure […] in the 3'-end flanking region of iap […]. Five highly homologous 

sequences of 29 nucleotides were arranged as direct repeats with 32 nucleotides as spacing.” 

With the increase of sequenced prokaryotic genomes in the 90s, it appeared that a great portion 

of bacteria and archaea actually possess the same kind of short repeated sequences. They were 

frequently organized in clusters but always regularly separated by unique sequences of constant 

length. They were first called Short Regularly Spaced Repeats (SRSRs) (Mojica et al. 2000) 

before getting their actual name CRISPR for Clustered Regularly Interspaced Short 

Palindromic Repeats (Jansen et al. 2002). It was therefore shown that in most species those 

clusters were flanked on one side by a common “leader” sequence. The repeats and their leader 

sequences were shown to be conserved within a species, but different between species. Four 

unique CRISPR-associated (Cas) genes were identified always adjoining a CRISPR locus 

indicating that Cas genes and CRISPR loci might be functionally linked. It was also shown that 

those CRISPR arrays were transcribed (T.-H. Tang et al. 2002). A deep bioinformatics study 

(Haft et al. 2005) dug into uncharacterized genes in the neighbourhood of CRISPR loci and 

found many additional protein families strictly linked to CRISPR loci across multiple 

prokaryotic species. They showed that Cas genes number can be larger than previously 

expected with up to 20 different ones and can also be located between two clusters of repeat. 

CRISPR loci were later classified on the basis of the Cas proteins they contained and were 

grouped in three classes, with the class I and III harbouring many Cas proteins acting in 

complex in opposite to the Class II having few effector Cas proteins. A big step-forward was 

taken when close analyses focused on the unique spacer sequences separating the clustered 

repeats and revealed their extrachromosomal, phage or plasmid-associated origins (Pourcel, 

Salvignol, and Vergnaud 2005; Mojica et al. 2005; Bolotin et al. 2005). It was additionally 

shown that the presence of exogenous sequences from a given virus within the CRISPR loci 

was positively correlated with the ability of the prokaryote to resist the viral infection. It was 
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consequently postulated that CRISPR arrays serve as stable immune memory platforms leading 

to functional defence against pathogens. In 2007 the link between viral infection, viral spacer 

sequences insertion in CRISPR arrays, Cas proteins effector functions and viral resistance was 

clearly established (Barrangou et al. 2007). It was later evidenced that CRISPR transcripts are 

processed in small RNAs (CRISPR RNAs, crRNAs) containing single spacers to guide by a 

base-pairing mechanism the Cas nuclease activity (Brouns et al. 2008). A type III CRISPR was 

shown to act on DNA rather than RNA as it was preventing plasmid conjugation in bacteria 

(Marraffini and Sontheimer 2008). The same year, the importance of the presence in the target 

sequence of the short protospacer-adjacent motifs (PAMs) for Cas9-mediated cleavage of DNA 

was demonstrated (Deveau et al. 2008). However, the proper demonstration of Cas9 as being 

the only enzyme within its Cas genes cluster able to cleave DNA was done in 2010 (Garneau 

et al. 2010). A new component of the type II CRISPR systems was characterized the next year: 

the non-coding tracrRNA (trans-activating crRNA) was shown to be complementary of the 

repeated sequence of the CRISPR array and to hybridize with the crRNA to allow its maturation 

by endogenous RNase III and Cas9 protein. It was therefore demonstrated that Cas9 and two 

short non-coding transcripts only were required for targeted DNA cleavage. The route for 

targeted genome editing was opened. 

 It was first shown that the type II CRISPR system and subsequent interference function 

was transferrable from one bacterial strain to another (Sapranauskas et al. 2011). Soon after, 

purified Cas9 guided by crRNAs was shown to be able to cleave target DNA in vitro (Gasiunas 

et al. 2012; Jinek et al. 2012). A chimeric non-coding RNA resulting from a pseudo-fusion of 

the crRNA and the tracrRNA (called single guide RNA, sgRNA) was then engineered and 

shown to reproduce the function of the cr and tracrRNA duo in vitro. Finally, two studies 

reported simultaneously for the first time targeted genome editing in mammalian cells with 

type II CRISPR Cas9 (Cong et al. 2013; Mali, Yang, et al. 2013). Non Homologous End Joining 

(NHEJ) or Homology Directed Repair (HDR) mediated genome modification was obtained by 

heterologous expression of Cas9 and a sgRNA or a crRNA/tracrRNA hybrid allowing 

modification of a single gene as well as multiple genes at once in different human cell lines. 

After these pioneer studies, the use of CRISPR/Cas9 system as well as new Cas proteins 

exploded rapidly to become a widely used technology in numerous different organisms. 
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B. Summarized way of action 

 As type II CRISPR/Cas9 has been the most used and characterized CRISPR system so 

far, we will only focus on its particular properties. The full response of CRISPR/Cas9 system 

after phage or plasmid invasion is commonly divided in three steps. First, Cas1/2 complex is 

involved in the cleavage of the exogenous DNA in short sequences and their insertion within 

the CRISPR array between the crRNA-associated repeats. Those small fragments are not 

randomly picked from the foreign DNA but selected to be followed by a few nucleotides-long 

motif (Protospacer Adjacent Motif or PAM) that is necessary for further cleavage by Cas9 

protein. Second, the newly modified CRISPR array is transcribed in a long non-functional 

fusion of crRNA and further matured by cleavage in mature crRNAs by endogenous RNase 

III. Repeated portion of the crRNA allows for hybridization with the trans-activating CRISPR 

RNA (tracrRNA) and allows the resulting pair of transcripts to interact with Cas9 protein. 

Third, Cas9 protein recognizes its specific target through base pairing with the spacer sequence 

of the crRNA and only if followed by the required PAM sequence subsequently cleaves the 

invading DNA molecule (Hille and Charpentier 2016; F. Jiang and Doudna 2017). 

C. Genome engineering 

 First, as mentioned before, a fusion of the crRNA and the tracrRNA called single guide 

RNA (sgRNA) have been shown to efficiently replace the need of separated transcripts. This 

chimeric RNA reproduces the repeat/anti-repeat hybridisation of the two original RNAs by 

internal looping and incorporates the three stem loops of the tracrRNA necessary for Cas9 

interaction and activation. Cas9 is a bilobed protein including a REC lobe involved in the match 

detection of the sgRNA and its target sequence and a second lobe including two nuclease 

domains (called RuvC and HNH based on their biochemical structure homology with known 

nucleases) and a PAM-interacting domain (PI) responsible for PAM detection (Nishimasu et 

al. 2014). HNH nuclease domain is responsible for cleavage of the DNA strand complementary 

to the crRNA while RuvC domain cuts its opposite strand. Cas9 protein has been shown to 

dramatically change its three-dimensional conformation upon sgRNA binding in such a way 

that it seems to serve as a real scaffold for the protein allowing nuclease sites to become open 

and thus potentially active (Jinek et al. 2014; Lim et al. 2016). Once interacting with a sgRNA 

Cas9 can start scanning the genome. It has been shown that this scanning is first depending on 

PAM recognition followed by DNA strands separation and RNA-DNA duplex formation 
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(Anders et al. 2014; Sternberg et al. 2014). Only an extensive pairing between the sgRNA and 

its target will allow for efficient double strand cleavage by Cas9 three base pairs upstream of 

the PAM. However, it was shown that a short homology was sufficient for transient binding of 

the sgRNA/Cas9 complex but that only a high overlap between the sgRNA and the target 

sequences leads to efficient cleavage (X. Wu et al. 2014a). More precisely, Cas9 specificity 

has been extensively characterized and showed that Cas9 allows for few off-targets throughout 

the sgRNA sequence with more sensitivity for mismatches close to the PAM sequence (X.-H. 

Zhang et al. 2015; Tycko, Myer, and Hsu 2016).  Off-targets effects led scientists to derive a 

semi active form of Cas9 original protein by inactivation of one of its two nuclease domains 

(Gasiunas et al. 2012; Mali, Aach, et al. 2013; Ran et al. 2013). Thus, two sgRNAs targeting 

opposite strands were necessary for double DNA strand break greatly increasing the specificity 

of cleavage genome-wide. 

 The easiness of sgRNA design and expression vector generation made of CRISPR/Cas9 

system a very quickly expanding tool. It has been extensively used for genome engineering in 

cultured cells, embryos and live organisms as well as a versatile tool for large scale screening 

for gene inactivation and even started to be used for therapeutics goals. 

D. Other kind of versatile DNA-binding protein 

 Gene targeting pre-existed long before the “CRISPR era”. In 1988 it was shown that 

DNA double strand breaks at specific site greatly increased the efficiency of gene targeting in 

yeast (Rudin and Haber 1988). A comparable effect was later shown in mammalian cells 

through the use of the yeast meganuclease I-SceI and its large recognition sequence (Rouet, 

Smih, and Jasin 1994) producing both HDR and NHEJ. Few modifications of this and other 

meganucleases were further tested (Epinat et al. 2003) with the goal to build custom 

endonucleases but its limited plasticity and the apparition of better alternatives rapidly stopped 

their development. 

 FokI, a bacterial restriction enzyme working only upon dimerization on dual DNA 

targets, was shown to be composed of two separated nuclease and DNA-binding domains. This 

discovery opened the route to the customized design of site-specific DNA targeting enzyme 

through the use of FokI cutting domain fused to modular DNA-binding protein. In that aim, 

Zinc Finger proteins were the first kind of DNA-binding protein to be used (Y. G. Kim, Cha, 

and Chandrasegaran 1996). However, despite their relatively easy design (a single zinc finger 
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domain interacts with a 3 bp-sequence, (Pavletich and Pabo 1991), they had a major drawback: 

most of them were highly cytotoxic asking for laborious optimization. A new class of DNA-

binding protein was later characterized. Transcription-activator-like effector (TALE) 

originates from the plant pathogen Xanthomonas bacteria. Each repeat domain recognizes a 

single base thus allowing for the creation of truly flexible site-specific DNA binding domain. 

When fused to DNA cleavage domain of FokI, TALENs (N for nuclease) had very low 

cytotoxicity (Guilinger et al. 2014). Thus, a large effort was made to simplify their design and 

many expression vectors were generated but the development of CRISPR rapidly decreased 

their use. 

E. Transcriptional modulation 

 Thanks to its flexible DNA binding capacity, many groups rapidly envisaged Cas9 as a 

new cargo protein for delivery to a specific genomic location of any functional effectors, as 

done previously with ZF and TALE proteins. The first step on that way was to turn Cas9 into 

an inert DNA-binding protein. This was done by introducing one inactivating mutation in both 

RuvC and HNH enzymatic sites (Jinek et al. 2012). Recruitment of the newly created inactive 

form of Cas9 (dCas9 for enzymatically dead Cas9) was first published (Qi et al. 2013) in the 

bacteria E. coli where its recruitment was shown to strongly impede transcription initiation and 

elongation at promoter or gene body respectively in a strand-specific manner. This result was 

confirmed by nascent RNA sequencing and showed a clear block of transcription about 20bp 

upstream of the gRNA targeted site.  This effect was shown to be highly specific by total RNA 

sequencing. Multiple genes could also be affected at once by multiple gRNAs delivery. 

Efficiency was clearly higher when targeting the close proximity of the transcription start of 

the gene (TSS). The system was further applied in human cells to chromosomally-integrated 

viral fluorescent reporters. In that case, however, gene expression decrease was much lower, 

reaching in the best case 50% decrease with most of tested gRNAs not producing any effect. 

This might reflect an intrinsic property of Cas9, originally existing to target DNA in 

prokaryotic organisms where genome structure is largely different than eukaryotic chromatin. 

This CRISPR-mediated repression of gene expression by steric competition with RNA-

polymerase or DNA-binding activator of transcription was called CRISPR interference 

(CRISPRi). Another study using CRISPRi in bacteria (Bikard et al. 2013) demonstrated its 

strong potency in gene repression and further developed an opposite system for transcription 

activation by fusing to dCas9 the ω subunit of RNA polymerase, previously shown to be 
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sufficient for transcription induction. When dCas9-ω was recruited close to the TSS (-35bp), 

repression of transcription was reproduced but when moved further a strong induction could 

be obtained at specific positions (around -90bp).  

 CRISPRi was concomitantly developed and optimized in eukaryotic cells by fusing 

separately to the inactive dCas9 cargo (Gilbert et al. 2013) three different transcriptional 

repressive domains: the KRAB (Krüppel associated box) domain of Kox1, the CS (Chromo 

Shadow) domain of HP1α, or the WRPW domain of Hes1. In human cells (HEK293T), KRAB 

domain was showing the best repressive effect when recruited on the promoter or the coding 

part of a stably integrated artificial fluorescent reporter, outperforming dCas9 recruitment 

alone. This effect was shown to be stable over time (up to 5 days), induced with a single gRNA 

and highly specific of the targeted gene. This was reported on transgenic reporters as well as 

endogenous genes where dCas9-KRAB frequently performs better than dCas9 resulting to 

about 50% decrease of protein expression as assessed by FACS analysis. Here again, the effect 

was shown to work properly for multiplexing by targeting several genes at the same time. The 

same system was shown to be functional in yeast when KRAB domain was replaced by Mxi1 

a yeast transcriptional repressor. An important result was that dCas9-KRAB also works on 

regulatory elements such as enhancers where dCas9 alone doesn’t. However, dCas9 

recruitment alone on a Tetracycline responsive element (TRE) can prevent TET-ON activation 

of a reporter thus suggesting steric competition between dCas9 and other programmable TFs. 

The efficiency of dCas9-KRAB fusion was assessed in other organisms (Gao et al. 2014; 

Farzadfard, Perli, and Lu 2013) and later used for genome-wide phenotypical screenings upon 

gene inactivation (Gilbert et al. 2014). A later study (Kearns et al. 2015) compared LSD1 (an 

H3K4 and K9me demethylase) and KRAB fusion with dCas9 recruitment on regulatory regions 

of Oct4 and Tbx3 genes in mouse ES cells. Their results suggested that LSD1 was more 

efficient at triggering repression when recruited at distal regulatory elements than KRAB 

domain which was shown to better perform at proximal enhancers or promoters. Their 

inhibition effect was shown to be achieved without histone occupancy modification or three 

dimensional re-organization of the targeted locus but rather by post-translational modification 

of histones. Instead of using histone modifying enzymes, another group (X. S. Liu et al. 2016) 

used a DNA-methyltransferase fused to dCas9 to induce gene repression. They showed that 

fusion of Dnmt3a with dCas9 was able to induce methylation of endogenous loci and 

subsequent efficient gene repression. They could also show that this system was able to block 

CTCF binding at a given site in a Dnmt3a activity-dependent manner. A 3D modification of 
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the targeted region was further assessed by 3C assay. The binding specificity of the system was 

evaluated by ChIPseq experiment and revealed few off-target sites with low binding signal and 

marginal methylation effects. This latter result is worth being compared with a more recent 

study (Galonska et al. 2018) showing that dCas9 fusion to the catalytic domain of Dnmt3a 

(cat3a) was able to non-specifically methylate CpGs at a genome-wide scale in the absence of 

gRNA. However, this effect was not mediated by dCas9 binding to the genome but rather to 

an increased concentration of cat3a in the nucleus. 

 

 CRISPR activation (CRISPRa) was first developed (Gilbert et al. 2013) by fusing 

dCas9 to VP64 (four copies of the viral protein VP16 C-terminal domain) or p65 activation 

domain (a member of the NF-κB family) both known for their transcriptional activation 

properties. Strong activation was obtained in human cells when targeting the promoter of a 

stably integrated transgenic fluorescent reporter preceded by a minimal CMV promoter and 

three repeated targetable sites for a single gRNA. This result was rapidly confirmed with a 

smaller number of VP16 domains fusion (VP48) (Cheng et al. 2013). But when applied to 

endogenous loci with a single binding site, absolutely no effect was observed. A higher number 

of VP16 domain was therefore fused to dCas9. A new dCas9-VP160 was thus tested with a 

single gRNA, the level of activation was still very poor but a synergistic effect was shown 

when using a combination of gRNAs targeting the same promoter. These results were further 

confirmed by following studies using the same experimental set up (Maeder et al. 2013; Perez-

Pinera, Kocak, et al. 2013; Farzadfard, Perli, and Lu 2013).  

 

 A new generation of CRISPRa systems followed these pioneer tools including three 

potent technologies: SunTag, SAM and VPR. The SunTag system (Tanenbaum et al., 2014) 

was initially developed for live tracking of protein dynamics and localization. This was 

achieved by fusion to the protein of interest of a repeated array of small epitopes (coming from 

the yeast GCN4 protein) which were specifically recognized by diffusible antibodies (single 

chain fragments variable) conjugated to fluorescent tags, therefore allowing for great 

amplification of the fluorescent signal (Fig. 1.4). An elegant adaptation of this tool was set up 

for CRISPR activation purpose. The repeated epitopes array was fused to dCas9 and the 

diffusible antibody to VP64 allowing for the local accumulation of multiple copies of VP64. 

The system was shown to be impressively more powerful than all previously reported CRISPRa 

systems in mammalian cells generating high induction of endogenous loci with a single gRNA. 

This system demonstrates its robustness and specificity in a genome-wide screening (Gilbert 
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et al. 2014) using a broad gRNAs library. Based on the Cas9-gRNA complex crystal structure 

(Nishimasu et al. 2014) and identified free-of-interaction loops within the gRNA molecule, 

another group (Konermann et al. 2015) imagined the use of the guide RNA itself as a recruiting 

component for transcriptional activation. The rationale for this idea was based on the fact that 

the gRNA is in very close proximity to the chromatin thus potentially producing a stronger 

effect than when the effector is fused to the large Cas9 protein and possibly far from the 

targeted DNA sequence. They therefore inserted RNA aptamers recognized by the MS2 protein 

(Peabody 1993) within the gRNA loops. The system included a dCas9-VP64 fusion, a gRNA 

with two aptamer loops and a MS2 protein fused with p65 and HSF1, two transactivation 

domains (Fig. 1.4). This novel CRISPPRa complex was referred as SAM for Synergistic 

Activation Mediator. SAM performed tremendously better than dCas9-VP64. The authors 

identified the best window to be targeted for a high efficiency of induction being from -200 to 

+1bp relative to the TSS of the target gene. As previously reported, it was found that basal level 

of expression of a gene highly influences the degree of induction, lowest expressed genes being 

the best induced ones. Multiplexing with up to 10 gRNAs targeting 10 different genes was 

performed, however producing lower induction than when each was targeted separately. RNA 

sequencing experiments confirmed the high specificity of the system and validation with a 

functional screening was performed. Finally, The VPR system (Chavez et al. 2015) came from 

a screening testing more than twenty fusions of activation domains from 

Mediator/Transcription Initiation Complex subunits or transcription factors to dCas9 for 

activation of a fluorescent reporter. VP64, p65 and Rta were identified as the three best 

transcription inducer proteins (Fig. 1.4). Tested on endogenous genes the dCas9-VP64-p65-

Rta outperformed VP64 alone in human cells. Multiple genes could be induced at once with 

high efficiency and specificity. VPR was shown to work as well in drosophila and mouse cell 

lines, showing the versatility of the designed system. 

 

  A different system was based on the histone acetylase protein p300 ability to promote 

transcriptional activation (Hilton et al. 2015). The enzymatically active domain of p300 (called 

p300 core) only was fused to dCas9 (Fig. 1.4). Induction with this new fusion was now as good 

as or even a little bit better compared to VP64 while both fusions were expressed at the same 

level. The effect was shown to be fully dependent on the enzymatic power of p300 core. The 

most noteworthy result of this study is that while VP64 was only able to induce downstream 

transcriptional response when targeted to promoters, p300 core was able to produce not only 

better induction when recruited to promoters but also to induce a nice response through 
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proximal and distal enhancers. However, it is important to notice that good levels of 

transcriptional induction were always obtained with pooled gRNAs.  

  

 A good comparison (Chavez et al. 2016) of most of the CRISPRa systems (VP64, VPR, 

SAM, Scaffold, SunTag, p300 core, VP160, dual VP-64) was performed and reported SunTag, 

VPR and SAM systems to be the most efficient ones (Fig. 1.4).  

 

 

Fig. 1.4. Schematic representations of most of the aforementioned CRISPRa systems, from 

Chavez et al. 2016. 

 

F. Examples of CRISPRa studies in stem cell biology and cell 

reprogramming 

 The targeted differentiation of pluripotent cells in specific lineages has been efficiently 

performed with CRISPRa strategies. For instance, Wei et al. (2016) obtained a high induction 

of Cdx2 in mESCs leading to, when cells were placed in Trophectoderm Stem Cell (TSC) 

culture media, a good induction of TSC-like cells (Cdx2+) obtained at a higher efficiency 

compared with a Cdx2 exogenous transgene transfection. The same study was performed with 

Gata6 and Extra Embryonic-like (XEN-like) cells with comparable results. Chavez et al. (2015) 

used VPR to differentiate iPS cells in neuronal lineages through the transfection of a pool of 

30 gRNAs targeting NGN2 or NEUROD1 and showed that this was sufficient to trigger strong 

neuronal differentiation of pluripotent cells cultured in self-renewing condition. 
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 An interesting advantage of CRISPRa compared to conventional cDNA-mediated 

techniques in transient overexpression of factors was reported by Black et al. (2016). Indeed, 

they could show that, while both kind of non-integrated transgenes were eliminated with the 

same kinetics over time, CRISPRa lead to a more durable overexpression due to the epigenetic 

remodelling of the targeted locus inducing a prolonged effect compared to exogenous 

expression. The authors used both ways to activate Brn2, Ascl1, and Mytl1 transcription factors 

in MEFs in order to induce neuronal differentiation. They showed that endogenous expression 

of the factors was strongly sustained after CRISPRa transgenes disappearance compared to 

cDNA vectors where endogenous expression rapidly decreased after transgenes elimination. 

Therefore, a largely more efficient reprogramming was obtained through CRISPRa vectors 

transient transfection in MEFs. 

 Finally, it was recently shown for the first time that endogenous induction of Sox2 locus 

alone could lead to the reprogramming of mouse fibroblasts into induced pluripotent cells. The 

authors (P. Liu et al. 2018) activated seven reprogramming candidate genes (Oct4, Sox2, Klf4, 

c-Myc, Nr5a2, Glis1, Cebpa) with the SunTag system through combinatorial and multiplexed 

inductions. By this way, they could efficiently obtain reprogramming of MEFs and found that 

endogenous activation of Sox2 alone along with a chemical cocktail was sufficient to induce 

MEFs reprogramming into iPSCs. When re-differentiated in MEFs, those cells could be 

efficiently reprogrammed again by SunTag activation. The same effect was obtained when 

recruiting the SunTag system to Oct4 promoter and proximal enhancer. This study underlined 

the fact that endogenous locus activation can result in different effects than transgenic 

expression methods probably due to local effects or recapitulation of “natural” pluripotency 

associated genome architecture therefore enhancing reprogramming efficiency. 

 

 

 

 

 

 

 

 

 



50 

 

Methods 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 1/17  

Heurtier & Owens et al 

The molecular logic of Nanog-induced self-renewal 

 

Methods 

 

Cell culture 

 

Regular cultures: 

ES cells (E14Tg2a and derivatives) were cultured at 37°C in 7% CO2 on 0.1% gelatine (SIGMA, 

G1890-100G) in DMEM+GlutaMax-I (Gibco 31966-021), 10% FCS (Sigma F7524), 100 μM 2-

mercaptoethanol (Gibco 31350-010), 1× MEM non-essential amino acids (Gibco 1140-035) 

and 10 ng/ml recombinant LIF (MILTENYI BIOTEC, 130-099-895). Cells were passaged 1:10 

every 2–3 days with 1X trypsin-EDTA 0.05% (Thermo 25300062). Only when mentioned cells 

were cultured in 2i medium containing 0.5X DMEM/F12 (Gibco 31331093), 0.5X Neurobasal 

(Gibco 21103049), 0.5% N2 supplement 100X (Gibco 17502048), 1% B27 supplement 50X 

(Gibco 17504044), 10µg/mL Insulin (Sigma I1882-100MG), 2 mM L-Glutamine (Invitrogen 

91139), 0.05% BSA (Sigma A3311-10G), 100 μM 2-mercaptoethanol (Gibco, 31350-010), 10 

ng/ml recombinant LIF (MILTENYI BIOTEC, 130-099-895),  1 µM PD0325901 (Axon Medchem 

Bv Axon-1408), 3 µM CHIR99021 (Axon Medchem Bv Axon-1386). When specified cells were 

treated with 1 µg/mL of Doxycycline (Sigma D3072-1ML), 1 µg/mL Puromycin (Sigma P9620-

10ML), 400 µg/mL Hygromycin B (Sigma H3274-50MG), 0.2 mg/mL G418 (Sigma G8168-

10ML), 1µM Tamoxifen (Sigma H7904-5MG).  

 

Nanog loss- and gain-of-function: 

For all SunTag induction experiments, 30.000 cells per cm2 were plated in presence or absence 

of Doxycycline/LIF. Medium was changed every day after one wash with the same medium. 

At day 3, cells were either lysed on the plate for RNA extraction or harvested for Western blot 

lysates, microscopy slides and chromatin preparation. For induction kinetics over 6 days, cells 

were passaged at day 3 at the same density. 44iN cells (Festuccia et al., 2012) were kept in 

culture with Doxycycline for at least 3 passages, except when explicitly stated. Subsequently, 

30.000 cells per cm2 were plated in presence or absence of Doxycycline for the indicated 
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times. To culture 44iN cells in the absence of Nanog long-term, the cells were maintained 

under G418 selection, as previously described (Festuccia et al., 2012). Finally, 44NERT 

(Navarro et al., 2012) cells were cultured under G418 selection and plated at 30.000 cells per 

cm2 to perform Tamoxifen induction kinetics for the indicated times. 

 

Clonal assays: 

Clonal assays were performed by plating 600 cells/P6 well in +/- LIF and +/- Dox, in parallel. 

Medium was changed every day after one wash with the same medium. After 6 days, colonies 

were fixed (25% Citrate solution, Sigma 854: 67% Acetone, Sigma 270725; 8% Formaldehyde, 

Sigma F8775) for 1min and stained for 20min with Alkaline Phosphatase staining kit (Sigma, 

86R). Number of undifferentiated, mixt and differentiated colonies was then assessed on a 

stereo-microscope (NIKON-SMZ1500). For serial cloning assay, all cells from -LIF +Dox 

condition were harvested at day 6, counted and plated again at clonal density for 6 additional 

days, as indicated, and processed as above. Finally, to assess the pluripotent state of Nanog 

SunTag cells cultured in -LIF +Dox, all cells were harvested at day 6 and passaged 1:4 in FCS/LIF 

for 1 day to ensure correct cell adhesion. The next day medium was replaced by 2i/LIF. 

 

Generation of SunTag ES cells 

 

Cloning of the SunTag and gRNA expressing vectors: 

The SunTag vectors were obtained from Addgene (#60903, #60904). The PiggyBac vectors 

containing the rtTA trans-activator (PB-CAG-rtTA) and a TRE-driven expression cassette (A-

ND2) as well as the PBase vector were kindly provided by Dr. Pentao Liu (Gao et al., 2013). To 

generate the PB-TRE-SunTag-dual-Hygro vector (see Sup. Fig1) expressing the two moieties of 

the SunTag system, we first modified #60903 as follows. The TRE promoter was PCR-amplified 

and inserted upstream of dCas9. Next, we excised the lentiviral part of the vector downstream 

of the WPRE element and ensured its integrity by ligating a short WPRE amplicon. Both 5’ and 

3’ LTRs were PCR-amplified from PB-CAG-rtTA and sequentially inserted on both sides of the 

TRE-dCas9-GCN4-BFP cassette, and a bGH polyA signal was PCR amplified and inserted 

downstream of the BFP sequence. Finally, an IRES-Hph (Hygromycin resistance) cassette was 

amplified by PCR and inserted in frame with the dCas9-GCN4-BFP cassette upstream of the 

bGH polyA signal, generating the PB-TRE-dCas9-GCN4-P2A-BFP-IRES-Hph-pA vector. To 
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modify #60904 we first PCR-amplified the scFv-GCN4-sfGFP-VP64-GB1-NLS cassette and 

inserted it in A-ND2 vector downstream of the TRE promoter. After a subsequent PCR 

amplification of the resulting cassette, it was finally inserted in the modified #60903 vector, 

generating our final Dox-inducible SunTag construct. To generate the gRNA expression vector, 

we used the #51133 plasmid (Addgene) to introduce the U6-gRNA-PGK-PuroR-pA cassette in 

the PiggyBac backbone of the PB-CAG-rtTA. The resulting plasmid is referred to as PB-gRNA-

Puro. This vector was used to clone annealed oligos corresponding to the 20 bp of the sgRNA 

sequence preceded by specific overhangs (5’-CACC and 5’TTTG). 

 

Establishment of Parental SunTag ES cells: 

Subconfluent E14Tg2a cells were transfected with 5 µL of Lipofectamine 2000 (ThermoFisher), 

0.8 µg of PB-CAG-rtTA, 0.8 µg of dual SunTag PiggyBac vector and 0.4 µg of the PBase vector. 

Upon Doxycycline treatment (1 µg/mL) the cells were selected with Hygromycin B for 10 days. 

Single clones were manually picked and expanded in absence of Doxycycline and Hygromycin 

B. After expansion and stock freezing, induction of GFP/BFP expression was analysed for 6 

clones on a LSR II Fortessa (Becton-Dickinson). Data were analysed using the FlowJo software 

suite (Tree Star). The 2 clones showing the best percentages of GFP/BFP positive cells under 

Doxycycline treatment and an absence of fluorescent signals in absence of Doxycycline were 

kept for further experiment (C1 and C2). The karyotype of C1 and C2 cells were established 

using colcemid arrest (4 h; 100 ng/ml−1; Gibco, 15212-012), hypotonic shock (NaCitrate 

0.017 M, KCl 0.03 M) and cold acetic acid–methanol (1:3) fixation at 4°C. Fixed cells were 

spread by dropping on pre-heated glass slides, mounted (Vectashield; VectorLab, H1200) and 

imaged using a Nikon Eclipse X microscope equipped with: 63× oil immersion objective 

(N.A1.4); LUMENCOR excitation diodes; Hamamatsu ORCA-Flash 4.0LT camera; NIS Elements 

4.3 software. Chromosomes number was then counted manually with NIS Elements 4.3 

software for a minimum of 20 randomly chosen cells per clone. 

 

gRNA design and selection:  

To design gRNAs targeting the SunTag system to the Nanog and Otx2 promoters, we first 

identified all the potential targets of 20 nucleotides preceding a ‘NGG’ protospacer adjacent 

motif (PAM) on both strands. Those having a GC content between 35% and 85%, and not 

containing a stretch of 4 or more repeated nucleotides were kept. A potential efficiency score 
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was calculated for each candidate guide given the sequence and using a predictive model, as 

described (Doench et al., 2014). To control off-target effects and ensure DNA targeting 

specificity, the remaining list of sgRNA candidates was mapped on the complete mm9 mouse 

genome using the EMBOSS Fuzznuc tool, allowing various ambiguities and complex search 

patterns. As CRISPR-CAS9 efficiency depends on sgRNA-target similarity pattern (Hsu et al., 

2013), candidates having off-targets with only 0, 1 or 2 mismatches were excluded, while off-

targets with 5 mismatches or more were ignored, as well as off-targets not followed by a PAM. 

Off-targets with 3 or 4 mismatches were then sorted by the lowest  number of off-targets with 

3 mismatches in the 5’ end, then by the highest proportion of off-targets with 2 mismatches 

or more in the seed. The efficiency of promoter induction with candidate gRNAs was then 

experimentally tested by transient transfection and the best gRNA was kept for further 

analyses. 

 

Generation of Nanog-, Otx2- and Nanog/Otx2-SunTag ES cells: 

C1 and C2 were lipofected as described above with 1 µg of PB-gRNA-Puro and 0.5 µg of PBase-

expression vector, selected with Puromycin for 4 days and plated clonally under selection. 

Twelve clones (six originating from C1 and C2) were selected for RT-qPCR induction of either 

Nanog or Otx2. One clone from C1 and another one from C2 showing good induction levels 

were finally used for all experiments. For Nanog-Otx2 dual SunTag cells, Nanog-SunTag C1 and 

C2 cells were lipofected as above with Otx2 gRNA. Ten clones were then picked for each C1 

and C2, expanded, and analysed for Otx2 induction. One clone originating from each 

transfection showing good induction levels of both Nanog and Otx2 were used for all 

experiments. 

 

Microscopy: 

 

Bright field microscopy: 

Cell culture dishes pictures were taken on a Nikon Eclipse Ti-S inverted microscope equipped 

with: CFI S Plan Fluor ELWD 20X objective; 89 North PhotoFluor LM-75; Hamamatsu ORCA-

Flash 4.0LT camera; NIS Elements 4.3 software. 

 

Single-molecule RNA Fluorescent In Situ Hybridisation (smFISH): 



 5/17  

Cells were washed in 1X PBS, trypsinized, pelleted, washed again in 1X PBS and resuspended 

in 2mL of DMEM/FCS medium. Cells were fixed with 1% Formaldehyde (Sigma F8775) with 

slow agitation. Fixation reaction was stopped by addition of 300µL of 1M glycine (SIGMA 

G7126-500G) for 5min. Cells were then pelleted at 4°C, washed in cold 1X PBS, and pelleted 

again. Cells were resuspended in cold 1%BSA 1X PBS at 1 million cells/mL and cytospun at 400 

rpm (Low acceleration) for 5 min on SuperFrost slides (Thermo J1800AMNT). Slides were air 

dried and stored in 70° EtOH at 4°C. Each spot was incubated at 37°C for 3hrs with 

hybridization cocktail (10% Formamide, 2X SSC buffer, 1µg/mL BSA, 1µL of E.Coli RNAs at 

1µg/mL, 1µL of Nanog probe at 20 pmol/µL). The slides were washed 3 times in 2X SSC 10% 

Formamide for 30min at 37°C and mounted in Vectashield medium with DAPI (Vector-abcys 

H-1200). Nanog pre-messenger probe was designed using Stellaris Probe Designer version 4.2 

on Biosearch Technologies website with the maximum masking level (5) and was synthetized 

by the same company. Image stacks (0.5 μm gap) were acquired using a Nikon Eclipse X 

microscope equipped with: 63× oil immersion objective (N.A1.4); LUMENCOR excitation 

diodes; Hamamatsu ORCA-Flash 4.0LT camera; NIS Elements 4.3 software. The number of 

active transcription sites per cell was automatically counted with FISH-quant program 

(Mueller et al. 2013). We used ImageJ software to measure the intensity of the signal at active 

transcription sites. A line of 16 pixels, with constant orientation being kept over all images, 

was centred on each analysed spot. The function Analyse>Measure was used to get pixel 

intensities along the line. The intensity of each pixel was then normalised to the mean of the 

first and last pixel of each individual analysed spot. Spots were randomly selected until at least 

40 had been quantified for each of the Nanog SunTag clones in both -Dox and +Dox conditions.  

 

RNA, protein and chromatin analyses: 

 

Western Blot: 

One million cells were lysed in 100 µL of Laemmli Sample Buffer (Biorad, 1610737) and 10 µL 

loaded in wells of 10X Mini Protean TGX gels 10 % (Biorad 456-1034). Migration was 

performed at 20 mA for 1h30 and transfer to nitrocellulose membranes (GE Healthcare 

RPN303D) was performed at 300 mA for 1h at 4°C. Ponceau (Sigma P7170-1L) staining was 

used to check loading homogeneity and a picture was taken with a ChemiDoc MP Imaging 

System (Biorad 1705062). Membrane was blocked in PBS-0.1% Tween20 (PBST) 5%BSA for 1hr 
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at room temperature. Membrane was incubated with primary antibodies at 4°C overnight in 

blocking buffer, washed 3 times for 5min in PBST at room temperature and incubated in 

blocking buffer with secondary antibodies for 1ht at RT. Membranes were washed three times 

in PBST and revealed with Clarity Max Western ECL Substrate (Biorad 1705062). 

Chemoluminescence was imaged on a ChemiDoc MP Imaging System (Biorad 1705062). 

Membrane stripping was done with mild stripping buffer (water 0.15% glycine, 0.1% SDS, 0.1% 

Tween 20, adjusted to pH 2.2) for three washes of 5 min. Membrane was blocked again after 

stripping and processed as above. The antibodies used can be found in Table S4. 

 

RNA extraction and Reverse Transcription: 

Cells were lysed with 1mL TRIzol (ThermoFisher) and RNAs extracted according to 

manufacturer’s protocol. To eliminate any genomic DNA contamination, this was followed by 

an additional DNAse I treatment (Qiagen 79254) for 20min at 37°C followed by 

phenol:chloroform purification. RNAs were resuspended in Ultrapure DNAse/Rnase Free 

Distilled Water (Thermo 10977035). Reverse Transcription was performed with 1µg of total 

RNAs with random hexamers or specific primers for strand specific RT-qPCR (Table S4; Roche 

04379012001) following manufacturer’s protocol on a TM 100 Thermal Cycler (Biorad). 

 

Quantitative real-time PCR: 

Real-time PCR reactions were performed in duplicates in 384-well plates with a LightCycler 

480 (Roche) using 4.5µL of LightCycler 480 SYBR Green I Master (Roche, 04707516001), 5µL 

of sample and 0.25µL of each primer at 20µM in a final reaction volume of 10µL. Standard and 

melting curves were generated to verify the amplification efficiency (>85%) and the 

production of single DNA species. PCR primer sequences are listed in Table S4. The 2dCt 

method was used both for ChIP and RT-PCR analysis. For the former, all values were corrected 

to the input; for the latter, Tbp was used to normalise the data. 

 

Chromatin preparation:  

Nanog SunTag cells (3.107) used for H3K27me3 analysis, were resuspended in 3 ml PBS and 

crosslinked for 10 min at room temperature with 1% formaldehyde (Sigma F8775). 

Crosslinking was stopped with 0.125 mM glycine for 5 min at room temperature. 44iN cells 

(3.107) used for TF binding profiling were crosslinked in 3 ml of freshly prepared PBS-DSG 
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2 mM at pH 7.0 (Sigma, 80424-5 mg) for 50 min at room temperature with occasional shaking. 

After pelleting and washing in PBS, cells were incubated for 10 min in 3 ml PBS 1% 

formaldehyde (Sigma F8775), quenched with 0.125 MM glycine. After fixation, cells were 

pelleted, washed twice with ice-cold PBS and resuspended in 6 ml of swelling buffer (25 mM 

Hepes pH 7.95, 10 mM KCl, 10 mM EDTA) freshly supplemented with 1X protease inhibitor 

cocktail (PIC-Roche, 04 693 116 001) and 0.5% NP-40. After 30 min on ice with occasional 

shaking, the suspension was centrifuged and resuspended in 450 μl of TSE150 (0.1% SDS, 1% 

Triton, 2 mM EDTA, 20 mM Tris-HCl pH8, 150 mM NaCl) buffer, freshly supplemented with 1X 

PIC. Samples were split in 3 (150µL) and sonicated in 1.5 mL tubes (Diagenode) using a 

Bioruptor Pico (Diagenode) for 7 cycles divided into 30 s ON - 30 s OFF sub-cycles at maximum 

power, in circulating ice-cold water. After centrifugation (10 min, full speed, 4 °C), the 

supernatant was stored at −80 °C. Five microlitres was used to quantify the chromatin 

concentration and check DNA size (typically 200–500 bp). 

 

Chromatin immunoprecipitation (ChIP): 

The chromatin was pre-cleared for 90 min on a rotating wheel at 4 °C in 300 μl of TSE150 

containing 50 μl of pG Sepharose beads (Sigma, P3296-5 ML) 50% slurry, previously blocked 

with BSA (500 μg ml−1; Roche, 5931665103) and yeast tRNA (1 μg ml−1; Invitrogen, AM7119). 

Immunoprecipitations were performed overnight rotating on-wheel at 4 °C in 500 μl of 

TSE150. 20 µL was set apart for input DNA extraction and precipitation. 50 µL of blocked pG 

beads 50% slurry was added for 4 h rotating on-wheel at 4 °C. Beads were pelleted and washed 

for 5 min rotating on-wheel at room temperature with 1 ml of buffer in the following order: 3 

× TSE150, 1 × TSE500 (as TSE150 but 500 mM NaCl), 1× washing buffer (10 mM Tris-HCl pH8, 

0.25M LiCl, 0.5% NP-40, 0.5% Na-deoxycholate, 1 mM EDTA), and 2 × TE (10 mM Tris-HCl pH8, 

1 mM EDTA). Elution was performed in 100 μl of elution buffer (1% SDS, 10 mM EDTA, 50 mM 

Tris-HCl pH 8) for 15 min at 65 °C after vigorous vortexing. Eluates were collected after 

centrifugation and beads rinsed in 150 μl of TE-SDS1%. After centrifugation, the supernatant 

was pooled with the corresponding first eluate. For both immunoprecipitated and input 

chromatin, the crosslinking was reversed overnight at 65 °C, followed by proteinase K 

treatment, phenol/chloroform extraction and ethanol precipitation. The antibodies and the 

amount of chromatin used for PCR or sequencing analyses is indicated in Table S4. 
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Chromatin accessibility (ATAC): 

50,000 viable cells were washed with cold 1X PBS, pelleted by centrifugation for 5 min at 500g 

at 4°C, resuspended in 50 μl of transposition reaction mix (25 μl of Tagmentation DNA buffer, 

2.5 μl Tagment DNA enzyme (Illumina) and 22.5 μl nuclease-free H2O) and incubated for 30 

min at 37 °C. DNA was purified with a MinElute PCR purification kit (Qiagen), 

 

Libraries preparation and sequencing 

 

RNA-seq: 

We used 0.5 μg of total RNA to purify polyadenylated mRNAs and to build an RNA library, 

using TruSeq Stranded mRNA Sample Prep Kit (Illumina, #RS-122-9004DOC), as recommended 

by the manufacturer. Directional libraries were checked for concentration and quality on DNA 

chips with the Bioanalyser (Agilent). More precise and accurate quantification were 

performed with sensitive fluorescent-based quantitation assays ("Quant-It" assays kit and 

QuBit fluorometer, Invitrogen). Samples were normalized to 2nM and multiplexed. After 

denaturation using 0.1N NaOH (5’ at room temperature), the samples were diluted to 9pM 

and loaded on the flowcell. Sequencing was performed on the HiSeq 2500 sequencer 

(Illumina) in 65 bases V4 single-end mode. 

 

ChIP-seq: 

Chiped DNA was end repair in a total volume of 50µL (sample 37.5 µL, 10mM dNTPs 2 µL, NEB 

T4 ligase buffer 5 µL, NEB T4 polymerase 2.5 µL, NEB Klenow polymerase 0.5 µL, NEB T4 PNK 

2.5 µL) and incubated for 30min at 20°C. After DNA purification (see below), A-tailing was 

subsequently performed in a total volume of 25 µL (sample 20 µL, NEB Buffer 2 2.5 µL, 5mM 

dATP 1 µL, NEB Klenow 3'-5' exo minus 1.5 µL) at 37°C for 30min. Illumina TruSeq adapters 

were used for libraries indexing, ordered from IDT Company with 5’ phosphate modification. 

Illumina adapters’ compatibility was checked with the online tool checkmyindex 

(checkmyindex.pasteur.fr) for multiplexing. Truseq adapters were annealed with Illumina 

Universal adapter at 20µM each in 1X NEB Buffer 2 on a TM 100 Thermal Cycler (Biorad). 

Adapters ligation was performed in a total volume of 25 µL (sample 19.25 µL, NEB 10x T4 ligase 

buffer 2.5 µL, 0.2µM adapter 1.25 µL, NEB T4 ligase 2 µL) at 16°C overnight. After DNA 

purification, DNA was amplified in a total volume of 50 µL (sample 19.5 µL, Pico green 1 µL – 
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1:10 in water; Life Technologies P7589 –, 25 µL of KAPA HiFi HOTSTART Ready mix – 

NC0295239 –, PCR 1.0 10µM 1 µL, PCR 2.0, 10µM 1 µL) on a LightCycler 480 (Roche). PCR 

primers are listed in Table S4. Any sample reaching an absolute fluorescence value of 6 was 

taken out from the plate at the end of the last extension. Any library requiring more than 16 

cycles of amplification to reach this level was discarded and reprepared. DNA was finally 

purified and the concentration was measured with a Qubit 4 Fluorometer (Thermo Q33226). 

Libraries quality check and size estimation were then performed on an Agilent 2200 Tape 

Station with High Sensitivity D5000 ScreenTape (Agilent Technologies, 5067-5592) and High 

Sensitivity D1000 Reagents (Agilent Technologies, 5067-5585) using 1-2ng of material. 

Libraries were subsequently adjusted to equimolar concentration of 2nM according to 

fragments average size and concentration prior mixing them for subsequent sequencing on 

the HiSeq 2500 sequencer (Illumina) in 65 bases V4 single-end mode. 

 

ATAC-seq: 

Libraries were prepared as described (Buenrostro et al., 2015) but replacing NEB Next High-

Fidelity 2X PCR Master Mix, by KAPA HiFi HotStart (KapaBiosystems KM2602) for PCR 

amplification, after determining the number of cycles needed by qPCR. The concentration and 

quality of the libraries were assessed as described above. Libraries were sequenced on the 

HiSeq 2500 sequencer (Illumina) in 65 bases V4 paired-end mode. 

 

SPRI beads preparation and DNA purification: 

SPRI beads for DNA purification were prepared as follows: 50% (w/v) PEG 8000 stock was 

prepared by progressively pouring nuclease-free water on 12.5g of PEG 8000 (Promega 

V3011) until reaching a total volume of 25mL. 1mL of vigorously resuspended Sera-Mag 

Magnetic Speed beads (Ge Healthcare 65152105050250) were washed three times with 

washing buffer (10 mM Tris HCl pH 8, 1 mM EDTA, 0.05% Tween 20) by vortexing (15sec) and 

supernatant removal with an PureProteom Protein G Magnetic Bead System 11740343 (EMD 

Millipore). Then, incomplete storage buffer was prepared (25mL NaCl 5 M, 6.25mL Nuclease-

free water, 0.5mL Tris base 1 M, 0.5mL Disodium EDTA 0.1 M) and 1mL was used to resuspend 

the beads after last washing step by vortexing 15sec. Resuspended beads were added to the 

rest of the incomplete storage buffer and the mix was vortexed for 30sec. 17.5mL of 50% (w/v) 

PEG 8000 stock was then slowly added to the mix. Finally, 250µL of Tween 20 were added and 
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the mix was slowly inverted until solution homogenised. Beads were further aliquoted in 2mL 

Eppendorf tubes and kept at 4°C. Optimal Beads:sample ratios for precise DNA size recovery 

were finally assessed using a 50bp DNA step ladder (Sigma S7025-50UG) and an Agilent 2200 

Tape Station using High Sensitivity D5000 ScreenTape (Agilent Technologies, 5067-5592) and 

High Sensitivity D1000 Reagents (Agilent Technologies, 5067-5585). DNA purification steps 

were performed in round bottom 96 well plates (Thermo 611U96) using an Agencourt SPRI 

Plate Super Magnet Plate (Beckman Coulter A32782) at room temperature. DNA sample and 

beads solution were mixed (0.8 to 2:1 ratio) in the P96 well and left for 5min and washed twice 

with 200µL 70% EtOH. DNase-free water was added to the beads for DNA elution, with 

successive rounds of pipetting. After 5min, the samples were repositioned on the magnetic 

plate for 5min and the supernatant was collected. 

 

Informatic analyses 

 

Data and availability: 

A summary of data collected and sequenced for RNA-seq, ChIP-seq along with public data used 

to identify Nanog binding regions is available in Table S5. Briefly, for Nanog induction RNA-

seq between 2-4 replicates were sequenced per condition; for 44iN ChIP-sequencing we 

collected two replicates per factor for plus and minus Dox, and correspondingly 2 replicates 

per +/- Dox for ATAC-seq. For H3K27me3 ChIP-seq we collected and sequenced 4 replicates 

per Lif/Dox condition, some of which were excluded due to quality issues (see Identification 

of H3K27me3 Domains). To identify Nanog binding regions we combined Nanog ChIP-seq from 

four independent studies: GSE56312, (Galonska et al., 2015); GSE11724, (Marson et al., 2008); 

GSE44288, (Whyte et al., 2013); GSE55404, (Lee et al., 2015). To compare to previously 

published Nanog targets, microarray data was taken from: Nishiyama et al., 2009 and 

Festuccia et al., 2012. 

 

ChIP-seq Data Processing: 

For all ChIP-seq samples (Nanog public datasets, 44iN +/-Dox, H3K27me3) reads were aligned 

with bowtie2 (Langmead and Salzberg, 2012) in the mm9 genome, with options “-k 10” for all 

samples and additionally “-I 0 -X 1000 --no-discordant --no-mixed” for paired-end samples 

from Lee et al. Reads were additionally filtered for those with a single alignment (mapping 
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quality: 255) and an edit distance less than 4 (mean edit distance for paired reads). For Nanog 

and 44iN datasets distinct reads aligning with identical coordinates were treated as duplicates 

and collapsed to one. 

 

RNA-seq Data Processing: 

Stranded RNA-seq reads were aligned to the mm9 genome using STAR (Dobin and Gingeras, 

2015) and quantified by RSEM (Li and Dewey, 2011) using the RSEM-STAR pipeline, with 

additional options “--seed 1618 --calc-pme --calc-ci --estimate-rspd --forward-prob 0.0”.  

 

ATAC-seq Data Processing: 

Paired end 65bp ATAC-seq reads were trimmed by aligning read pairs to discover regions of 

reverse complementarity surrounded by Nextera sequencing adapters. Similarly to ChIP-seq 

processing, reads were aligned to mm9 genome using bowtie2 (Langmead and Salzberg, 2012) 

with options “-k 10 -I 0 -X 1000 --no-discordant --no-mixed”, and filtered for reads with a single 

alignment mean edit distance less than 4 between read pairs. Heatmaps and meta plots were 

generated by marking ATAC-seq cut sites, left-most and right-most coordinates of each read 

with shifted inwards by 4bp, as recommended (Buenrostro et al., 2015), and base pair of the 

cut site and the two surrounding were marked. Total cut-site signal was normalised for 

sequencing depth and averaged over replicates. 

 

Identifying Nanog binding regions from Public datasets 

Six independent samples from four studies were combined, as specified above. Peaks were 

called against relevant inputs/controls for all samples using macs2 (Feng et al., 2012) with 

“callpeak -q 0.2 -g mm”, with the exception of (Lee et al., 2015) in which controls were 

unavailable, in this case macs2 was run without controls and peaks are called against a local 

background model. Peaks intersecting with the mm9 blacklist (ENCODE Project Consortium 

2012) were excluded along with those on chrM and chrY. This resulted in 69,088 & 25,047 

peaks for (Galonska et al., 2015), 17,950 & 10,347 peaks for (Marson et al., 2008), 31,062 

peaks for (Whyte et al., 2013), and 27,888 peaks for (Lee et al., 2015). Combined, this resulted 

in 85,697 candidate Nanog binding regions, which were further filtered to those occurring in 

at least two independent samples resulting in 39,164 peaks. Reflecting that these regions are 

representative of Nanog binding, we found the fraction of reads in these peaks to be high over 
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all samples: 17.1%, 23.9% (Galonska et al. 2015); 16.6% & 16.6% (Marson et al., 2008); 12.8% 

(Whyte et al., 2013); 25.8% (Lee et al., 2015). Finally, to focus on those regions with clear 

Nanog binding we additionally filtered peaks to those with a minimum height (averaged over 

all samples) of 1 read per million resulting in 27,782 peaks.  

 

Clustering of 44iN ChIP-seq 

ChIP-seq signal for Esrrb, Oct4, Sox2 and Brg1 was quantified over 1kb (+/-500bp) centred on 

Nanog peaks. Our objective was to identify the set of regions with strong co-binding between 

at least one of the factors and Nanog. Employing preliminary clustering on the sequencing 

depth normalised signals from the four factors, we found regions segregated into those 

displaying nanog co-binding and nanog solo behaviour. We found that a peak height threshold 

of ~30 reads normalised to the mean sequencing depth (~2.7 reads per million) for at least 

one factor in one condition captured the co-binding versus solo distinction. Applying this 

threshold resulted in 13,515 nanog solo regions, and 14,259 nanog co-binding regions which 

were subject to further comprehensive clustering. To identify patterns of co-binding that do 

not depend of differences between occupancy between factors or globally between sites (i.e. 

to group together Nanog sites which have the same binding pattern at potentially different 

occupancy levels), we normalise each factor to the same mean occupancy, and then normalise 

by the maximum peak height over all factors at each region. We apply k-means clustering on 

the combined normalised signal from +/- 250 bp surrounding the summit of each nanog peak 

for each factor. Formally, if   is the normalised read depth in +Dox for factor  at region  

at position , and  correspondingly for -Dox, then the trace over the entire region of length 

is  and similarly  for -Dox. The combined trace is denoted  

 

We calculate a mean +Dox occupancy score for each factor:     

 

and then denote the normalised trace over  factors , finally 

denoting its max-normalisation as .  

 

We then apply a k-means clustering with a Euclidean distance metric on the . K-means 

clustering was applied using the Clustering package in Julia. We selected k to provide a clear 
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group of regions were Nanog is required for other factors to bind or not. We found k = 8 to 

provide a good balance between summarising broad Nanog dependence and identifying 

complex co-binding relationships: when evaluating the cluster assignments for k and (k+1), in 

the range 2≤k≤20, we found that the Rand Index (Rand, 1971), defined as the number of pairs 

of regions assigned to the equivalent cluster over the total numbers of pairs exceeded 0.9 for 

k≥7. Importantly, only at k=8 the Oct4 only dependent cluster which retains accessibility (Fig 

3) was resolved, and for k = 9 and k = 10 the overall cluster identity in terms of dominant 

factors and dependent vs independent assignments no longer changed. 

 

Identification of H3K27me3 Domains 

Candidate H3K27me3 domains were identified by MACS2 (Feng et al., 2012), run in broad peak 

mode with options “--broad -q 0.2 -g mm” against relevant inputs. A high level on concordance 

in peaks between the samples was observed. We merged all peak regions within 3kb, taking 

those present in at least 8 samples (i.e. all four replicates of at least two conditions), to focus 

on broad domains. This resulted in 6240 H3K27me3 domains. We noticed that certain 

replicates were outlying, and excluded those samples that had the maximum reads per peak 

over all replicates of a condition in at least 60% of the peaks. This excluded a sample from 

each of SunTag +LIF-Dox, SunTag, +LIF+Dox and SunTag -LIF+Dox. We considered a gene to be 

embedded within a H3K27me3 domain, if its loci intersected with the domain by at least 1bp 

or if a domain lay within 4kb of the TSS and that domain did not intersect with another gene. 

 

Clustering of H3K27me3 

To identity a broad set of H3K27 domains with a dynamic response to removal of LIF and 

Nanog induction, we clustered the total number of reads per peak max normalised over all 

SunTag conditions by k-means clustering with k = 3. 

 

RNA-seq Differential Expression Analysis in the presence of LIF 

RSEM estimated read counts per sample were rounded for use with DESeq2 (Love et al., 2014). 

Genes with at least 10 normalised counts in all replicates of at least one condition were 

considered for differential expression analysis. For all differential expression tests DESeq2 was 

run without independent filtering and without any fold change shrinkage, genes with FDR < 

0.05 are considered differentially expressed. For +LIF samples, Nanog responsive genes in 
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SunTag were identified by a Wald Test with the formula ~Dox on SunTag samples, and 

correspondingly the same was applied to 44iN samples. Since the overlap between the two 

systems is good (contingency table accounting for up, down, and non-significantly regulated 

χ²=2126.97, df=4, p≈0.0 and a large statistical effect Cramér's V = 0.267), and non-significant 

genes in either SunTag or 44iN had the correct fold change when the gene was significantly 

misregulated in the other setup (Fig S2), we tested to find those genes consistently mis-

regulated by induction of Nanog in SunTag or 44iN by a Likelihood ratio test. More specifically, 

we tested the alternative hypothesis ~Cell + Dox + Cell:Dox over the null model ~Cell, where 

Cell is a factor indicating SunTag or 44iN and Dox indicating Dox treatment. The likelihood 

ratio test identified 419 Nanog responsive genes (FDR < 0.05), including 152/164 genes 

identified by SunTag alone, and 115/141 genes identified by 44iN alone. To select a list of 

Nanog responsive genes in +Lif we required that a gene with differentially expression with 

FDR < 0.05 in any of SunTag alone, 44iN alone or the likelihood ratio test, resulting in 457 

genes. 

 

 

RNA-seq Differential Expression Analysis in the absence of LIF 

For SunTag Nanog RNA-seq in +/- LIF and +/- Dox we opted for Wald tests on contrasts on the 

formula ~LIF + Dox + LIF:Dox. This allowed us to identify genes that responded to LIF or Dox in 

independent manner along with genes whose response to Dox was dependent on LIF. We 

tested three variables: LIF, Dox and the sum of Dox and LIF:Dox interaction term, resulting in 

a fold change due to the loss of LIF, a fold change due to the addition of Dox in +LIF and a fold 

change due to the addition of Dox in -LIF. Classifying genes as either activated, repressed or 

not significant for each variable results in the assignment of genes to one of 24 different 

patterns of response. We tested 15,301 genes and found 7999 genes (52.2%) had no 

significant change in expression in either +/-LIF or +/- Dox; 2790 (18.2%) and 2648 (17.3%) 

genes were activated and repressed upon loss of LIF with no Dox response; 684 (4.7%) genes 

were repressed on loss of LIF and activated by Nanog in -LIF; 528 (3.4%). The remaining ~5% 

of genes either had a Nanog response in +LIF only, or a Nanog response in -LIF in which the 

gene did not respond to the removal of LIF. To assess the potential Otx2-driven compensation 

of Nanog effects, we applied an identical analysis to Nanog alone, noting those cases in which 

a gene previously assigned as a Nanog target in -LIF, is now either not significant or is 
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significant in the opposing direction. To detect those genes where the Otx2 only partially 

compensates for Nanog rescue (i.e. expression is not returned to -LIF -Dox levels), we 

combined Nanog and Nanog/Otx2 SunTag samples and tested ~LIF + DoxGuide + 

LIF:DoxGuide, where DoxGuide is a factor representing +/-Dox and either Nanog alone or 

Nanog/Otx2 guides. We tested for the difference between the two guides in +Dox -LIF. 

 

Gene Peak Proximity Enrichments 

To determine whether a set of Nanog responsive genes were enriched in proximity to a set of 

Nanog peaks. We calculated the distance between the TSS of each gene that had been tested 

for differential expression and the set of Nanog peaks. We then performed fisher exact tests 

between the association of genes in the responsive set to all expressed genes within xbp of a 

peak, for x in the range [1, 1e+8] bp. 
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As most of the methods used in the thesis are described in the manuscript methods only the one 

which are not included or not sufficiently detailed within it will be included in that section. All 

experiments have been done in the same conditions than in the manuscript if not precised. 

A. sgRNA cloning 

 Two oligonucleotides corresponding to the 20 bp of the sgRNA sequence preceded by 

the following overhangs were synthesized:  

5’ – CACCNNNNNNNNNNNNNNNNNNN – 3’  

3’ – NNNNNNNNNNNNNNNNNNNCAAA – 5’  

 1ug of Pb-gRNA-Puro plasmid was digested with BbsI for 1hr at 37°C (1 µg Plasmid, 

1 µl FastDigest BbsI, 2 µl 10X FastDigest Buffer, X µl H2O for 20 µl total). In the meanwhile 

the pair of oligos were annealed (5 µl of each oligo at 100 µM) by heating up at 95°C for 5 min 

and cooling at RT on the bench for 45 min. 3 µL of cooled oligo mix was diluted in 750 µL of 

water. Ligation was performed for 30 min at RT (2 µL of BbsI-digested plasmid with no need 

for purification, 2 µl of diluted oligo mix, 2 µl 10X T4 ligase Buffer (NEB), 13 µl H2O, 1 µl 

T4 ligase (NEB)). To avoid high background, ligation reaction was followed by additional BbsI 

restriction for 10 min at 37°C (add 3µL 10X FastDigest Buffer, 6µL H2O, 1µL BbsI to ligation 

mix). 2 µL of the mix was then transformed in competent bacteria. The next day, 2 colonies 

were picked and after miniprep and plasmid purification submitted to Sanger sequencing with 

the following primer :  ACTATCATATGCTTACCGTAAC. 

B. Bio-informatics analysis with Seqmonk program (LASER 

selection) 

 RNAseq results validation with Festuccia and Marks datasets: For Marks et al. 2012, 

tables were directly taken from the publication. From Festuccia et al. 2012: from the 

microarrays  results table provided in the article, all genes with absolute value of 

log2FC(12h/0h) greater than 0.2 were selected as Nanog induced/repressed according to 

expression change. Genes’ lists were further quantified through RPKM quantification on our 

four RNAseq samples. 

 LASER selection with Seqmonk program: Reads were aligned with bowtie 2 in the 

platform for Bioinformatics at the Institut Pasteur facility (Caroline Proux).  
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 A running window of 400 bp with a step of 150 bp was performed to bin the genome. 

Reads were counted on both strands separately. RPM quantification was done on every bins. 

Bins with log2(RPM)<-5 in all samples were discarded from the analyses. A percentile 

normalization was applied on the retained bins values. Bins were filtered for log2(2i/FCS)>2, 

then sequentially log(dox/iN)>2, and log2(fcs/iN) > 2. Bins overlapping CDS on the same 

strand were further discarded. Only probes with at least Log2(RPM)>-4.5 in two samples were 

finally kept. 

 Contig probe generator: by default parameters. A percentile normalization was 

performed on the obtained contigs. Only contigs with at least one value of Log2(RPM)>-4.5 

were kept. Selection by expression level: log2(2i/FCS)>1, log(dox/iN)>1, and log2(fcs/iN)>1. 

Contigs overlapping CDS on the same strand were discarded.  

C. Cell fractionation 

 ES cells were lysed in hypotonic lysis buffer (10 mM Hepes pH 7.9, 10 mM KCl, 1.5 

mM MgCl2, 0.1% Triton X-100, 0.34 M sucrose, 10% glycerol, 1 mM DTT, 1× protease 

inhibitor cocktail (Roche) and 300 U/ml RNasIN (Promega)) for 6 min on ice; ten million cells 

in 200µl of lysis buffer. The nuclei were isolated from the cytoplasmic fraction by 

centrifugation at 1300 g for 5 min. The supernatant was then re-centrifuged 5 min at 20 000 g, 

and the purified cytoplasmic fraction was taken apart to a new tube where three volumes of 

TRIzol® were added in order to extract cytoplasmic RNA. The nuclei pellets were washed in 

lysis buffer and RNA was extracted by TRIzol® addition following manufacturer’s protocol. 

(Adapted from X. Q. D. Wang and Dostie 2017) 

D. Single cell sorting 

 ES cells transfected with the PiggyBac vectors (see Results section VII. B) and treated 

with Dox for 48 hours were trypsinized and resuspended in FCS/LIF medium, filtered through 

a 40µm cell strainer and kept on ice. The highest GFP-positive ES cells were sorted as single 

cell per well in a gelatinized 96-well plate (containing FCS/LIF medium) using a FacsARIA 

III cell sorter (Becton-Dickinson), while keeping samples on ice. 
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E. Generation of LASER 23 KO ES cells 

 1 million E14Tg2a WT cells were plated in a 6-well plate at D0. Meanwhile, 1 µg of a 

plasmid containing the 5’-deletion guide and a Cas9-mCherry cassette was pre-mixed with 3 

µg of a plasmid containing the 3’-deletion guide and a Puromycin cassette in 250 µL of DMEM 

without serum. 5 µL of Lipofectamin 2000 (Invitrogen, 11668-019) was added to 250 µL of 

DMEM Medium without serum in a separated tube. After 5 min, both tubes were mixed (final 

volume 500µL) and left for 30 min at room temperature to allow complexes formation. Finally, 

the mix was added to the medium. Transient Puromycin (1 µg/mL) selection was performed 

from D1 to D4 to select.  At D4 cells were plated at clonal density, and clones were picked 10 

days later. Genomic DNA was isolated with NucleoSpin Tissue DNA extraction Kit 

(Macherey-Nagel, 740952.50), and screened by qPCR with genomic primers matching inside 

and outside the deleted region. Finally, deletion was confirmed by PCR and migration on 

agarose gel. The resulting DNA amplicon originating form correctly deleted clones was sent 

for sequencing for validation. 
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VII. Adaptation of the CRISPRa SunTag system in mouse ES 

cells 

A. Why developing CRISPR-activation? 

 Gain and loss of function experiments have been extensively carried out to assess the 

functional relevance of a given gene. Loss of function experiment proceeds through the 

deprivation or the alteration of a gene product and assess its molecular or phenotypical 

consequences. If any resulting trait is observed, the interpretation of the result might be 

entangled by indirect processes but the causality between the alteration of the gene product and 

its downstream effect is usually straightforward. In the case of gain of function assay, where a 

hyperactivec form of a protein is synthetized or where a gene product is overexpressed, the 

interpretation of the result is way more complicated. Indeed, it is impossible to predict whether 

the resulting increased activity will only enhance the natural activity of the gene or also provide 

it novel functions (partners, targets…). However, pluripotent stem cell biology greatly 

benefited from such kind of approaches allowing for artificially enforced cellular fate. Notably, 

but not exhaustively, the characterization of the famous reprogramming factors and the 

generation of iPS cells (Takahashi and Yamanaka 2006), the discovery of the regulatory role 

of Nanog in mouse ES cells self-renewal (Chambers et al. 2003) as well as the targeted 

differentiation of pluripotent stem cells towards multiple lineages (Fujikura et al. 2002; Hitoshi 

Niwa et al. 2005; Theodorou et al. 2009; Magnúsdóttir et al. 2013; Yamamizu et al. 2013, 

2016).  

 Nevertheless, while near transcriptome-wide loss of function screenings have been 

efficiently performed in mammalian cells for years, mostly thanks to small interfering RNA 

libraries as well as random mutagenesis or genomic insertion (Paddison et al. 2004; Carpenter 

and Sabatini 2004; J. M. Silva et al. 2005), large scale gain of function studies were strongly 

hindered by technological reasons: the need of massive full length cDNAs production and 

cloning despite their large sequence size. This led either to blind and low-efficiency - but 

successful - methods (Harrington et al. 2001; Chambers et al. 2003) or moderate scale, gene 

candidate-based, time-consuming approaches (Takahashi and Yamanaka 2006; Yamamizu et 

al. 2016). 

 The development of CRISPRa, guided by a very short RNA molecule, opened a new 

route to flexible transcriptome-wide gain of function screenings mirroring the efficiency of 
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knock-down strategies with high specificity (Gilbert et al. 2014) but also greatly simplified 

lower scale studies (P. Liu et al. 2018).  

 Furthermore, CRISPRa directly enhances the transcription of a gene at its natural locus, 

which thus allows for recapitulating the role of a locally acting RNA molecule. Indeed, some 

lncRNAs have been shown to act in the vicinity of their transcription site or on the same 

chromosome with poor locus specificity (Lee and Jaenisch 1997; Y. A. Tang et al. 2010). 

Remarkably, the RNA molecule was even shown to be dispensable for mediating some 

lncRNAs function for which rather transcription or splicing itself was shown to be important 

(Engreitz et al. 2016). Consequently, their overexpression from a cDNA containing vector 

randomly inserted in the genome would precisely not reproduce their endogenous role, strongly 

precluding the use of such a method for functional screening and characterization of this kind 

of molecule (K. C. Wang et al. 2011; Maamar et al. 2013). Moreover, proceeding through 

induction of endogenous loci, CRISPRa requires minimal knowledge about the structure of the 

targeted gene apart from a loose idea about its transcription initiation site. Thus, this method is 

fairly appropriate for functional investigation of poorly characterized transcription units as 

many lncRNAs are to date. 

 CRISPRa thus appears as a real opportunity for the stem cell biology field which 

tremendously benefited from overexpression studies and represents a great perspective for the 

exploration of the poorly analysed lncRNAs family. In our case, Nanog endogenous activation 

was used to refine the understanding of its molecular mechanism orchestrating mouse ES cells 

self-renewal. Then, in a second approach, a small number of lncRNAs potentially involved in 

mouse pluripotent cells biology were functionally interrogated using CRISPR-based 

overexpression. Finally, an unpredictable effect of CRISPRa brought us through embryo early 

cleavages field. 

B. Construction of the first SunTag cell line generation 

 As previously mentioned, the SunTag system is one of the most powerful CRISPR 

activation system reported in the literature to efficiently enhance transcription in eukaryotic 

cells (Tanenbaum et al. 2014). We thus decided to introduce it in WT mouse ES cells. The 

transgenes coding for the two components of the SunTag complex were publicly available as 

lentiviral vectors which can therefore easily be transduced in mammalian cells. However, 

lentiviral vectors are known to be progressively silenced in pluripotent cells (Yao et al. 2004). 
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This effect is particularly famous during the process of iPSCs reprogramming (Takahashi and 

Yamanaka 2006; Hotta and Ellis 2008), where retroviral exogenous vectors are progressively 

shut off until the end of the conversion and is considered as a hallmark of fully reprogrammed 

pluripotent cells (Stadtfeld, Maherali, and Hochedlinger 2008). We consequently looked for 

another integration method. It appeared that the PiggyBac transposon system was an excellent 

candidate for this aim.  

 

 This natural transposon was discovered in the “cabbage looper” butterfly and has been 

shown to allow for transposition of small as well as very large cargos with a high efficiency in 

mouse and human cells  (Ding et al. 2005; M. A. Li et al. 2011; Rostovskaya et al. 2012; R. Li 

et al. 2013; X. Li et al. 2013; Chantzoura et al. 2015). PiggyBac vectors have been used in 

many studies on mammalian pluripotent stem cells for random gene activation or trapping 

screenings, reprogramming assays or cell line construction with  great success (W. Wang et al. 

2008; G. Guo et al. 2009; G. Guo and Smith 2010; X. Wu et al. 2014b). Importantly, no active 

silencing of this type of transposon in mammalian cells has been reported so far. Thus, this 

natural hijacked system appears to be proficient for stable, random insertion of DNA sequences 

in mouse cell genome. Practically, such insertion is achieved by co-transfection of a plasmid 

containing a sequence of interest (cargo) flanked by PiggyBac 5’ and 3’ LTRs along with a 

PiggyBac transposase coding vector. The transiently expressed transposase specifically 

recognizes the PiggyBac LTRs and, through a “cut and paste” mechanism, proceed to the 

integration of the cargo together with its flanking LTRs within the genome of the transfected 

cell. It was shown that PiggyBac transposition events are biased through open and AT rich 

genomic regions and that PiggyBac transposase generally integrate the transposon at the centre 

of an AATT motif (Fig. 2.1) (Malcolm J. Fraser et al. 1995; M. J. Fraser et al. 1996). From a 

technical point of view, very little amount of DNA is necessary to be transfected for genomic 

integration compared to more “passive” methods like electroporation or nucleofection and prior 

linearization of the vector is not required. 
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Fig. 2.1. Schematic representation of the PiggyBac transposition from a PiggyBac vector 

mediated by its specific transposase within an AATT genomic motif. 

 

 We therefore decided to insert the SunTag transgenes in PiggyBac vectors. However, 

in order to generate a tightly controllable form of this transcriptional induction system we 

introduced Tet-ON promoters upstream of the two SunTag modules, making them inducible 

under Doxycycline (Dox) treatment (Gossen and Bujard 1992). This was progressively 

achieved and led, together with an unanticipated issue (see below), to the construction of two 

generations of SunTag mouse ES cells lines. 

 

 The SunTag system is composed of two fusion proteins: - 1. the inactivated form of 

Cas9 enzyme (dCas9) (Qi et al. 2013) directly fused to ten repeats of a short yeast epitope 

(from the GCN4 protein) - 2. a single-chain variable fragment (scFv), corresponding to the 

fusion of the variable regions of an immunoglobulin (Huston et al. 1988), specifically  

recognizing the GCN4 yeast epitope (Hanes et al. 1998). This diffusible antigen binding protein 

carries four copies of the transactivation domain of the viral protein VP16 (VP64) (Chris I. Ace 

et al. 1988; Cousens et al. 1989) (Fig. 2.2). Recruited to a specific promoter through any gRNA 

sequence, this sophisticated complex has been shown to potently activate expression of the 

downstream transcriptional unit (Tanenbaum et al. 2014). 
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Fig. 2.2. Schematic representation of the SunTag system for endogenous transcriptional 

activation. The dCas9 protein in complex with the gRNA scans the genome looking for 

genomic sequence match. The scfv-VP64 chimeric fusion recognizes and binds the GCN4 

epitopes presented by dCas9 and activates transcription around the target binding site through 

recruitment of the transcriptional machinery and chromatin modifying enzymes. 

 Our first attempt to create a stable SunTag cell line was done by co-transfecting two 

PiggyBac vectors harbouring the Dox-dependent rtTA transactivator and the scFv-GCN4-

GFP-VP64 fusion downstream of an rtTA-responsive promoter (TRE) along with the 

PiggyBase expressing vector in WT male ES cells (E14Tg2a) (Fig. 2.3 A). Due to the GFP 

molecule present in the scFv fusion, stable integration of the two transgenes were expected to 

provide GFP expression under Dox treatment. Therefore, after transfection, cells were treated 

with Dox for two days and single GFP positive cells were sorted by FACS in separated wells. 

Growing clones were expanded and evaluated for GFP expression level and homogeneity under 

Dox treatment by fluorescent microscope observation. Based on this evaluation, six clones 

were sub-selected and further analysed by FACS. One of them (clone 5) showed together a 

high level of GFP induction, no detectable GFP expression in the absence of induction as well 

as a relatively homogenous GFP expression (Fig. 2.3 B). 
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Fig. 2.3. A. Set of the three co-transfected vectors. B. FACS analysis of the six selected clones 

after 48h of treatment. Clone 5 shows the best proportion of GFP positive cells under induction 

with high level of GFP expression and no leakiness of expression in the absence of Dox 

treatment. 

 This clone was further transfected with a linearized vector harbouring an rtTA-

responsive transgene composed of the dCas9-GCN4x10 fusion of the SunTag system linked to 

a blue fluorescent reporter (TagBFP) by a self-cleavage peptide (P2A) together with a 

constitutively expressed Neomycin resistance (Fig. 2.4 A). Transfected cells were plated at 

clonal density and, after a week of antibiotic treatment, eighty-eight clones were manually 

picked. After expansion, all clones were put under Dox treatment and evaluated for GFP and 

BFP induction. Twenty-four of them were thus selected for further examination. The main 

purpose of this cell line being to functionally appreciate the effect of the overexpression of any 

gene on ES cell self-renewal, we decided to assess the ability of these clones to either reinforce 

or impair self-renewal when placed in corresponding conditions. 
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Fig. 2.4. A. Second integrated vector. B. FACS analysis of the selected clones at 24 hours post-

treatment. Double GFP/BFP positive (G/B+) cells represent 78% of the whole population in 

the Dox treated sample (+Dox). 20% of the Dox treated cells were GFP positive only (G+). 

WT and non treated cells were analysed for comparison. C. Microscopy images of the first 

SunTag clone after 24 hours of Dox treatment. 

 Thereby, we evaluated their capacity to grow in 2i medium and differentiate upon LIF 

withdrawal or N2B27 medium culture in the presence or not of Dox treatment. Most of the 

clones formed nice dome-shaped colonies in 2i condition and undergo massive differentiation 

in adequate media while some barely differentiated or showed extensive death during 

differentiation and were hence discarded from further analysis. 
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 Remarkably, fluorescent reporters signal was progressively lessening over both 2i 

adaptation and differentiation protocol most probably reflecting decreased expression of the 

transgenes due to their random integration in genomic regions essentially active in 

undifferentiated ES cell (not shown). 

 Finally, one of the clone passing the latter selection and showing wide induction of the 

two reporters was analysed by FACS (Fig. 2.4 B). This revealed simultaneous expression of 

the transgenes in about 78% of the cells (BFP/GFP positive) under Dox treatment. The Dox-

dependent and widespread induction of the reporters could also be objectified by fluorescent 

microscopy (Fig. 2.4 C) despite the relatively low brightness of the TagBFP reporter. 

 However, following more cautious observation it appeared that this final clone showed 

abnormal morphological changes at low density in serum/LIF medium during early induction 

of the transgenes. Colonies appeared less compacted with many individualizing cells, 

resembling early differentiation (Fig. 2.5). Yet, none of the tested pluripotency markers showed 

significant transcriptional change by RT-qPCR (not shown) upon Dox stimulation. 

Nevertheless, we decided to only use this clone for preliminary tests of the SunTag system and 

generate in the meanwhile a new generation of SunTag ES cell line. 

 

Fig. 2.5. Bright field pictures of the SunTag clone with (+Dox) or without (-Dox) Dox 

treatment for 48 hours. Decompaction of the colonies can be observed in +Dox condition. 

C. Construction of the second SunTag ES cell line generation 

 As mentioned before, PiggyBac transposase has been shown to preferentially integrate 

the “donor” PiggyBac transposon towards open genomic regions. The advantage of this feature 

is that the resulting integrated vector will tend to be decently expressed in the transfected cell 
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line. But, the risk of integration in transcribed genes is also significantly increased compared 

with a truly random insertion and can thus lead to endogenous gene inactivation as well as the 

expression of chimeric proteins from endogenous and exogenous origins. In addition, even if 

PiggyBac transfection parameters can be optimized to promote single copy integration (W. 

Wang et al. 2008), the number of incorporated PiggyBac transposons is impossible to predict. 

Therefore, the number of transgenes to randomly integrate should be minimized as much as 

possible. In order to reduce the chance of such events we decided to reduce the number of 

vectors necessary to construct our SunTag cell line. This would also simplify the integration of 

the SunTag vectors in any given cell line. We finally inserted both components of the SunTag 

complex in a single PiggyBac vector downstream of two, head-to-head positioned, Dox 

responsive promoters (Fig. 2.6 A). 

 

 This new vector was transfected along with the rtTA coding transgene and the PiggyBac 

transposase in early passage E14 WT cells (Fig. 2.6 A). Cells were plated at clonal density in 

presence of Dox and Hygromycin as resistance was conferred by dCas9 transgene expression. 

Forty-eight single colonies were manually picked and expression of GFP and BFP reporters in 

presence of Dox was assessed under a fluorescent microscope. Based on this first examination 

with, this time, more careful attention to their morphological behaviour under induction, six 

clones were sub-selected for further evaluation. Reversibility of the reporters’ expression after 

Dox stimulation was tested: none of the 6 clones showed residual GFP/BFP signal when put 

back in the absence of Dox for one day (not shown). All clones differentiated properly in the 

absence of LIF and in N2B27 medium and formed round shape colonies in 2i medium. Dox 

treatment didn’t show any substantial effect on cell fate in any of these culture conditions. For 

better evaluation of the expression of the transgenes, the six clones were analysed by FACS in 

the presence and absence of Dox treatment (Fig. 2.6 B). Three of them (clones 3, 4 and 5) 

showed leakiness of expression of both fluorescent reporters in the absence of stimulation when 

compared to WT cells. Clone 2 presented a significant proportion (40%) of Dox treated cells 

with no GFP or BFP signal. Clones 1 and 6 showed no or minor leakiness of expression in the 

absence of induction and revealed a large percentage of BFP/GFP positive cells with a 

reasonably sharp distribution of fluorescence under Dox treatment.  
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Fig. 2.6. A. Second set of vectors for the SunTag cell line construction. B. FACS analysis of 

the six selected clones after 48h of treatment. GFP and BFP levels were evaluated. Only clones 

1 and 6 showed no leak of expression of the two transgenes (- Dox) as well as a good proportion 

of activated cells under Dox induction (+ Dox). Sharp and diagonal distributions of the Dox 

treated cells on the right panel show very high correlation between GFP and BFP expression. 
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 Interestingly, with this new, “all-in-one” SunTag vector, BFP and GFP levels in single 

cell now clearly showed a linear relationship (Fig.2.6 B) thus ensuring simultaneous expression 

of the two parts of the SunTag complex in the same cell. This obviously increases the 

probability of homogenous and efficient induction among the cell population. The karyotype 

of clone 1 and 6 (thereafter called SunTag clones 1 and 2 for the rest of this manuscript) was 

examined and showed regular modal number of forty chromosomes. (Fig. 2.7). Both clones 

were able to induce expression of the transgenes in differentiation conditions (-LIF and N2B27) 

for two days under Dox treatment although to a lesser extent (not shown) thus demonstrating 

their potential to induce gene expression in self-renewing ES cells as well as early 

differentiating cells. 

 

Fig. 2.7. Chromosome spread of clone 1 (top) and 2 (bottom) showing 40 chromosomes 

karyotypes. Cells were treated for 4 hours with Colcemid before fixation. More than 20 

karyotypes were examined for each clone showing a modal number of 40 chromosomes. 



66 

 

D. D. Transcriptional Induction tests 

 We first decided to assess the efficiency of our slightly modified SunTag system on 

four endogenous promoters targeted by multiple gRNAs. We picked two pluripotency factors 

expressed at reasonably high level in ES cell and two lncRNAs which expression is relatively 

low and have been previously linked with ES cell biology (Mitchell Guttman et al. 2011). Six 

gRNAs were designed upstream of Nanog promoter, two upstream of Esrrb and linc1242 

promoters and three upstream of AK031828 lncRNA (Fig. 2.8 A) (sequences listed in Table 

1). The gRNAs were preferentially designed, when possible, in the region laying between fifty 

to four hundred base pairs upstream of the targeted gene TSS as being reported to be the best 

region for CRISPRa  activity (Gilbert et al. 2014).  All these gRNAs were cloned into a 

PiggyBac vector harbouring a gRNA cassette and driving Puromycin resistance. These vectors 

were transfected separately along with the PiggyBac transposase (Fig. 2.8 B) for stable 

integration in the SunTag clone resulting from the first generation (section I.A.). After 

Puromycin selection, cells were plated in the presence or not of Dox and RNAs were extracted 

two days later. Induction of the targeted genes was tested by RT-qPCR (Fig. 2.9 A).  

 Nanog mature and pre-messenger RNA (Nanog pre) expressions were induced with 

five out of the six tested gRNAs. This induction raises from two to four fold. The only gRNA 

designed downstream of Nanog TSS appeared to be inactive, most likely due to the reported 

interference of dCas9 binding with transcription initiation when recruited on or closely 

downstream of a TSS (Qi et al. 2013; Gilbert et al. 2013) (Fig. 2.9 A). The same experiment 

was done with four out of the six gRNAs in parallel where LIF was withdrawn at the beginning 

of the induction (Fig. 2.9 B). While Nanog expression dropped in that condition as expected, 

the SunTag induction fold change under Dox treatment was here much higher. However, the 

“absolute” levels of Nanog reached in the absence and the presence of LIF were actually really 

close to each other, suggesting that a maximal level of Nanog induction was obtained in both 

conditions with our experimental set up. 

 The overexpression of lncRNA AK0301828 was achieved with all three designed 

gRNAs targeting its promoter. A minimum of threefold induction was obtained despite the fact 

that two gRNAs were located further than five hundred base pairs away from its TSS. However, 

no induction was observed for Esrrb neither linc1242 despite the a priori, rationally well-

designed and located double gRNAs. (Fig. 2.8 A and 2.9 A). These results quickly illustrate 

the gRNA and gene-dependent activity of CRISPR activation method. 
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Fig. 2.8 A. Schematic illustration of the gRNAs location on the promoter of each targeted gene. 

Genomic scale is represented above each track. DNase Hyper sensibility signal is showed to 

illustrate chromatin openness and was obtained from the UCSC genome browser (ENCODE 

track) B. PiggyBac vector for gRNA expression: gRNA transcription is driven by a RNA Pol-

III U6 promoter. A Puromycin resistance cassette is transcribed from an independent PGK 

promoter. Its transfection along with the PBase coding vector allows for stable genomic 

integration. 
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Fig. 2.9 A. RT-qPCR measure of the induction of endogenous genes with the first generation 

SunTag clone in serum/LIF condition. Cells were treated with Dox for 48hrs. Values are 

normalized to Tbp level and - Dox condition is set to 1 for each gRNA. B. Same experiment 

as A. where LIF was withdrawn at the beginning of Dox treatment. Since both experiments 

were done in parallel, values are normalized to +LIF level without Dox from A. such that 

induction fold changes are comparable. 

 We validated the induction of Nanog expression with the six clones of the second 

SunTag cell line generation (section I.B.) with one of the best inducing gRNA (gRNA 1). As 

shown before, the level of Nanog reached upon induction in presence or absence of LIF was 

comparable and all clones appeared to show equivalent induction strength in both conditions 

(Fig. 2.10 A). In addition, the two definitive SunTag clones (1 and 2) harbouring the same 

gRNA were cultured in 2i medium for three days and plated again for three more days in 2i 

with Dox treatment or not. While Nanog basal level was already higher than compared to serum 

containing culture, a mild increase (lower than two fold) seems to be still achieved, though not 
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reaching the same level obtained in serum culture. This effect appeared to be consistent 

between mature as well as pre messenger Nanog RNA (Fig. 2.10 B). 

  

 
Fig. 2.10 A. RT-qPCR measure of induction of Nanog gene with the SunTag cell line in 

serum/LIF (left) or upon LIF withdrawal (right) in the six SunTag clones (second generation) 

compared to WT cells. Values are normalized to Tbp level. B. RT-qPCR measure of induction 

of Nanog gene with the two SunTag clones. Cells were cultured for 3 days in 2i/LIF and kept 

in 2i/LIF for 3 additional days with or without Dox treatment in parallel with WT cells. Values 

are normalized to Tbp level. 
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Fig. 2.11. RT-qPCR measure of AK031828 lncRNA induction and its closest neighbouring 

gene Egf with gRNA g1 (see Fig. 2.8. A). Experiment was performed with both SunTag clones 

in FCS/LIF or upon LIF withdrawal for 2 days in parallel with WT cells. Values are normalized 

to Tbp level. 

 Interestingly, it appeared that Egf, the closest gene to AK031828 initiating 3kb 

upstream in the opposite direction (Fig. 2.8 A), was strongly upregulated by the overexpression 

of its non-coding neighbour (Fig. 2.11). But surprisingly, while the overexpression of 

AK031828 was severely reduced, if not completely abolished, in the absence of LIF, likely due 

to its natural extinction upon LIF withdrawal, the simultaneous induction of Egf showed an 

opposite tendency, although its basal expression didn’t show any significant change. This result 

subtly suggests that activation of both transcripts results from two uncoupled mechanisms, 

therefore unveiling a proximal enhancer-like function for SunTag complex binding. 

 Indeed, such a function unmistakably reminds VP16 transactivation domain ability to 

recruit histone acetyl-transferases (Choy and Green 1993; Utley et al. 1998; Vignali et al. 2000; 

Kundu et al. 2000). This potential effect prompted us to explore the capacity of SunTag to 

activate gene expression from a long-distance regulatory element. We therefore designed two 

gRNAs targeting a putative long distance (about 150kb) enhancer of Pax6 gene identified by a 
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collaborating group (Noordermeer D. laboratory, Gif-sur-Yvette, France) as physically 

interacting with Pax6 promoter in mouse ES cells by Hi-C/4C experiments (unpublished) (Fig. 

2.12). Pax6 is a transcription factor known as a master developmental regulator of ectodermal 

tissues (Osumi et al. 2008; Blake and Ziman 2014). Its CpG island promoter is one of the so-

called bivalent domains of mouse ES cells and is therefore, as well as its gene body, targeted 

by the PRC2 polycomb complex and covered by a large H3K27me3 repressive domain 

(Bernstein et al. 2006; Sachs et al. 2013). Therefore, we designed two additional gRNAs on 

Pax6 promoter in order to assess whether this gene was refractory to transcriptional activation 

by CRISPR activation as Cas9 binding has been shown to be affected by heterochromatin 

structures (Xiaoyu Chen et al. 2016; Jensen et al. 2017). All four gRNAs were integrated 

separately in one of the two SunTag clones (clone 1). Cells were treated or not with Dox for 

two days and transcriptional effects were assessed by RT-qPCR (Fig. 2.13). 

 Recruitment of the SunTag complex to Pax6 promoter lead to a three and seven fold 

increase of expression with gRNA 1 and 2 respectively showing a good responsiveness to Pax6 

locus for CRISPRa stimulation despite polycomb-mediated repression. Likewise, both gRNAs 

targeting the aforementioned distal regulatory region resulted in the increased transcription of 

local enhancer RNAs (eRNAs). However, in that case, no effects were detected on Pax6 

transcription as shown by intronic primers pair (Fig. 2.13). This negative result then raised the 

possibility that this enhancer could actually be involved in the regulation of another 

surrounding gene. Subsequently, the genes lying in the same topologically associated domain 

(TAD) (Nora et al. 2012; Dixon et al. 2012; Sexton et al. 2012) were delineated according to 

public Hi-C data (3D genome browser, Yue Lab). All of them appeared to be unaffected by the 

stimulation of Pax6 promoter or its putative enhancer (Fig. 2.13). Thus, we were unable to 

decipher the regulatory function of this region within the scrutinized genomic region and to 

assess whether the transcriptional induction of this distal enhancer was sufficient for gene 

activation. 
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Fig. 2.12. Pax6 neighbourhood and gRNAs design. Pax6 TAD (yellow) and the two 

surrounding TADs (blue) are shown in the upper picture with Hi-C heatmap obtained from 3D 

genome browser - Yue Lab website - with mouse ES cells dataset from (Bonev et al. 2017). 

Black triangle corresponds to the zoomed in region below. gRNAs 3 and 4 are designed over 

the targeted putative enhancer of Pax6 while gRNAs 1 and 2 directly recruit the SunTag system 

to its promoter. DNase hypersensitivity (HS) signal is shown to illustrate chromatin openness 

(UCSC browser – ENCODE), H3K27ac and H3K27me3 enrichments are shown to attest for 

enhancer regions and polycomb-mediated Pax6 repression respectively. 
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Fig. 2.13.  RT-qPCR measure of Pax6 mature (mRNA) and pre-messenger (pre) RNA, 

enhancer RNAs upstream (eRNA 5’) or downstream (eRNA 3’) of the targeting gRNAs, and 

of the Pax6 TAD associated genes expression. This experiment was performed in one of the 

two SunTag clones in in serum/LIF medium. Cells were cultured for two days with Dox 

treatment or not. Values are normalized to Tbp level. 
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E. Discussion 

 PiggyBac transposon as an active genomic integration method is a powerful and 

convenient tool for stable integration of exogenous DNA. Moreover, its ease of cell delivery 

and insertion is a great resource when combined with the versatility of CRISPR technology 

based on gRNA’s simple design and cloning (Xu et al. 2017). However, random integration of 

several vectors for the construction of a stable cell line revealed not to be an optimal choice. 

Indeed, the unexpected behaviour of the “first generation” SunTag clone (Fig. 2.5) can be most 

likely explained by the integration of one of the inducible SunTag vectors in a region where its 

activation led to the modified expression of a gene impacting ES cell fate or morphology. 

Genomic mapping of the insertion of the vectors was attempted by splinkerette PCR but 

remained unsuccessful (Horn et al. 2007). Moreover, the fact that Nanog induction in 2i 

medium was decreased relatively to what was obtained in serum containing medium (Fig. 2.10 

B) might be the direct consequence of a lower expression of the SunTag components as 

fluorescent reporters signal was usually reduced in this medium under Dox treatment (not 

shown). Consequently, homologous recombination in a ubiquitously expressed locus like the 

well-known Rosa26 region (Friedrich and Soriano 1991) should perhaps have been favoured 

for the integration of the SunTag and rtTA vectors thus reducing the risk of endogenous gene 

expression alteration and transgene silencing upon varying cell fate. Nevertheless, the complete 

set of SunTag, rtTA and gRNA PiggyBac vectors constitutes a powerful toolkit for rapid gene 

overexpression in any mammalian cell type. 

 

 The fold changes order of magnitude reported in few CRISPRa papers is astronomical 

(up to five log10) (Perez-Pinera, Kocak, et al. 2013; Chavez et al. 2015; Polstein and Gersbach 

2015; Chavez et al. 2016). One could be surprised by the moderate efficiency of one of these 

systems in our hands. First, in all the cases showing such efficiencies, gRNAs pools were used 

to activate a single gene as a synergistic effect has been shown for artificial transcriptional 

activators (Perez-Pinera, Ousterout, et al. 2013; Cheng et al. 2013). Second, such fold changes 

are only obtained for genes that are very lowly expressed or even not detectable in the cell line 

in which they were induced, thus producing amazingly high values of difference. In addition, 

a negative correlation between gene expression level and power of induction was clearly 

established (Konermann et al. 2015; Chavez et al. 2015, 2016). One of those studies in fact 

precised that, after CRISPRa induction, the resulting expression level of these genes remained 

lower or comparable to the level of expression in the tissue where they are naturally expressed 
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(Chavez et al. 2015). For comparison, in our case, the induction fold change of Egf, which is 

nearly not expressed in mouse ES cells, through targeting of AK031828, was indeed ranging 

from twelve to eighty-six (Fig. 2.11). But in our hands, for active genes, the fold change of 

induction rarely exceed ten, closer to what has been reported before with a single gRNA 

targeting an already expressed gene (Cheng et al. 2013; Tanenbaum et al. 2014; Gao et al. 

2014). However, in agreement with the literature, our results show that CRISPRa effect is 

highly gene-dependent. Two of our tested genes didn’t respond at all to SunTag activation (Fig. 

2.9 A). Of note, Esrrb promoter gives rise to bidirectional transcription with synthesis of a non-

annotated lncRNA transcribed in the opposite direction to Esrrb gene (Fig. 2.14 A, identified 

in section III). The two gRNAs designed and tested on this region are actually located in the 

first exon of this non-coding transcript. Since divergent lncRNAs expression has been shown 

to be important for adjacent gene regulation in mouse ES cells (Sigova et al. 2013; Luo et al. 

2016), it would be interesting to see whether dCas9 recruitment at these positions disrupts the 

non-coding RNA expression possibly counteracting the otherwise potential induction of Esrrb. 

 Bidirectional induction of transcription seems to be a feature shared by CRISPRa as 

illustrated by the symmetrical induction of AK031828 and its divergent neighbouring gene Egf 

(Fig. 2.8 A). In that case, SunTag recruitment about two kilobases upstream of Egf TSS likely 

acts as a proximal enhancer, despite the absence or the very low enrichment for enhancer 

characteristic features (H3K4me1, H3K27ac, p300) at this site (Fig. 2.14 B). The lncRNA 

AK031828 is noticeably repressed upon LIF withdrawal, possibly related to the high 

enrichment in ERVK repeat elements found in its sequence whose activation has been 

previously linked with undifferentiated state of pluripotent stem cell (The FANTOM 

Consortium et al. 2014) (Fig. 2.14 B). But while AK031828 induction is strongly reduced, the 

activation of Egf in the absence of LIF seems surprisingly higher than in + LIF condition, an 

effect that looks consistent between the two SunTag clones (Fig. 2.11). This effect might be 

driven by local chromatin reorganization of the locus upon LIF withdrawal favouring physical 

contacts between the gRNA-targeted region and the promoter of Egf or by the redirection of 

the transcriptional machinery from AK031828 towards Egf promoter. This suggests that 

SunTag activity is partially dependent of and cannot completely override endogenous 

regulation of gene expression. Of note, a reverse but comparable response was detected upon 

SunTag activation of Nanog promoter on the transcriptional activity of its -5 kb enhancer (see 

section II) where bidirectional transcription was shown to be induced. 
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 Fig. 2.14. A. Schematic representation of Esrrb and its divergent lncRNA. Small black 

triangles symbolized gRNAs targeting sites laying in the lncRNA first exon. RNA-seq reads 

from WT ES cells are shown below to attest of both divergent transcription. B. Schematic 

representation of AK031828 and Egf locus showing ERVK elements enrichment and 

characteristic enhancer features along the region (UCSC browser – ENCODE data) C.  

H3K27me3 enrichment in the region showed in Fig. 2.12 showing the presence of two strong 

domains towards Pax6 and WT1 loci. 

 It was surprising for us to see that SunTag tethering to a given promoter can 

independently show proximal enhancer function for the closest neighbouring gene. Indeed, it 

was shown that dCas9-VP64 recruitment was truly inefficient in activating proximal enhancers, 

especially if compared to dCas9-p300 fusions (Hilton et al. 2015). However, the maximum 

number of VP64 copies theoretically recruited by the SunTag complex is ten times higher than 
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a direct dCas9-VP64 fusion thus possibly increasing its ability to activate enhancer or generate 

similar effect. Indeed, as mentioned before, VP16 transactivation domain has been clearly 

shown to recruit different histone acetylases (Choy and Green 1993; Utley et al. 1998; Vignali 

et al. 2000; Kundu et al. 2000). We were not able to demonstrate such an effect on the putative 

long-distance (150 kb) enhancer of Pax6. Despite transcriptional activation of local eRNAs no 

impact could be objectified on all tested surrounding genes (Fig. 2.13). It is worth mentioning 

that the most distal activation reached through dCas9-p300core targeting to an enhancer was 

obtained for a forty-six kilobases distance but failed for a longer one (Hilton et al. 2015). This 

result was obtained on the well-characterized human β-globin locus where a single enhancer in 

known to activate four haemoglobin coding genes (D. Carter et al. 2002; W. Deng et al. 2014). 

Another regulatory region showing clear enhancer features (H3K27ac, H3K4me1, p300, 

visualized on UCSC browser, ENCODE data) is present between Pax6 gene and our targeted 

enhancer (Fig. 2.12). The interaction between this region and the Pax6 locus seems relatively 

strong according to the Hi-C data shown previously. Thus, it is most likely that other regulatory 

regions also take part in orchestrating Pax6 expression and might possibly hold prevalent 

functions. This question could actually be addressed by activation of all regulatory elements 

surrounding Pax6 genes through single or multiplexed targeting with CRISPRa: an elegant 

approach used to dissect enhancers regulatory functions of a given gene by systematic and 

combinatorial repression or activation (Fulco et al. 2016; Carleton, Berrett, and Gertz 2017; 

Thormann et al. 2018). Another approach, to assess the role of this potential enhancer in early 

activation of Pax6, could be to repeat the same experiment at the onset of mouse ES cells 

differentiation towards neuronal lineage by retinoic acid treatment, a set up where Pax6 gets 

properly activated (Gajović et al. 1998). Pax6 promoter contains a high density CpG island and 

is largely covered by a repressive H3K27me3 domain. It was very recently shown that PRC2 

complex in mouse ES cells is recruited in the first place to “nucleation sites” consisting of 

dense CpG island promoters and further spread out to other repressed regions by cis long range 

contacts (Oksuz et al. 2018). Interestingly, Pax6 was reported to be one of those specific 

regions. Hi-C heatmap of Fig. 2.12 shows a long distance inter-TAD interaction between Pax6 

and Wt1 loci (isolated red area in the top left of the Fig.). Moreover, it appears that Wt1 gene 

is also highly enriched in H3K27me3 histone mark (Fig. 2.14 C). It is thus possible that Wt1 

locus is one of the region where Polycomb mediated repression is spreading out from Pax6 

promoter, therefore arguing for Pax6 locus as the core of a physically interacting, repressed, 

multiple regions hub. It is thus comprehensible that single long-distance enhancer activation 

doesn’t succeed in inducing this central repressive region. Direct recruitment of SunTag 
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complex towards Pax6 promoter instead appeared to be strong enough to override this 

repressed state. Nonetheless, the fact that activation of Pax6 gene as well as local eRNAs didn’t 

lead to any transcriptional effect among their four neighbouring genes also appears as a good 

indication of SunTag local specificity. 

 

 Finally, we built a set of PiggyBac vectors allowing for rapid generation of inducible 

SunTag cell lines. We further constructed a mouse ES cells line stably harbouring these 

transgenes and showed that we were able to, under Dox treatment control, activate endogenous 

genes expression and non-coding RNAs transcription. It also appeared that SunTag recruitment 

seems to confer proximal enhancer function but that such effect stays locally specific. 
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VIII. The molecular logic of Nanog-induced self-renewal 
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Transcription factor networks, together with histone modifica-
tions and signalling pathways, underlie the establishment and
maintenance of gene regulatory architectures associated with
the molecular identity of each cell type. However, how master
transcription factors individually impact the epigenomic land-
scape and orchestrate the behaviour of regulatory networks un-
der different environmental constraints is only very partially
understood. Here, we show that the transcription factor Nanog
deploys multiple distinct mechanisms to enhance embryonic
stem cell self-renewal. In the presence of LIF, which fosters
self-renewal, Nanog rewires the pluripotency network by pro-
moting chromatin accessibility and binding of other pluripo-
tency factors to thousands of enhancers. In the absence of LIF,
Nanog blocks differentiation by sustaining H3K27me3, a repres-
sive histone mark, at developmental regulators. Among those,
we show that the repression of Otx2 plays a preponderant role.
Our results underscore the versatility of master transcription
factors, such as Nanog, to globally influence gene regulation
during developmental processes.

Keywords: Nanog, Pluripotency Network, H3K27me3, Otx2, ES cells, Self-
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Introduction
Gene regulatory networks driven by master transcrip-

tion factors (TFs) play pivotal roles over a large spectrum
of biological processes, from adaptive cell responses (Shi-
nozaki et al., 2003) to cell fate specification during de-
velopment (Davidson et al., 2002). The key properties of
TF networks, shared among cell types, developmental con-
texts and organisms (Huang et al., 2005), are exemplified by
the pluripotency network, which plays a dominant role dur-
ing early mammalian embryogenesis (Frum and Ralston,
2015). The robustness of this network allows the capture
ex vivo of the transient biological identity of the pluripotent
epiblast through the derivation of self-renewing Embryonic
Stem (ES) cells (Parfitt and Shen, 2014), which have en-
abled identification of key TFs (e.g. Oct4, Sox2, Nanog and
Esrrb). The study of processes driving the balance between
ES cell self-renewal and differentiation has provided us with
a canonical picture of how TF networks operate, establishing
self-sustaining regulatory loops and acting together through
multiple promoters and enhancers (Boyer et al., 2005; Loh
et al., 2006; Chen et al., 2008; Kim et al., 2008). For in-

stance, Oct4, without which pluripotent cells cannot be main-
tained (Niwa et al., 2000), acts with the TF Sox2 to recognise
and bind chimeric motifs (Chew et al., 2005) found at a large
number of regulatory elements driving ES cell-specific tran-
scription. Oct4 and Sox2 tend also to bind with other TFs,
including Nanog and Esrrb, at multiple enhancers across the
genome, to combinatorially coregulate a large number of tar-
gets. This simultaneous and concerted action over hundreds
of common targets ensures extensive redundancy, and, there-
fore, robust genome-wide responses. How these TFs syn-
ergise at or compete for common regulatory elements, and
how by these means they individually contribute to the net-
work’s activity, is however not well understood. Moreover,
several TFs of the pluripotency network are directly con-
nected to cell signalling, enabling ES cells to establish appro-
priate responses that are instructed extrinsically. A prominent
example is provided by the LIF cytokine, which promotes
self-renewal by activating several pluripotency TFs such as
Esrrb (Niwa et al., 2009; Huang et al., 2018). Hence, a
key function of the pluripotency network is to integrate sig-
nalling cues to appropriately respond to changes in the envi-
ronment, conferring the responsiveness of ES cells and their
capacity to readily differentiate. In this regard, it is note-
worthy that Nanog was first identified as a factor capable
of bypassing the requirements for LIF: in the presence of
ectopic Nanog expression, ES cell self-renewal is strongly
enhanced and completely independent of LIF (Chambers
et al., 2003). In the current model, Nanog achieves LIF-
independent self-renewal by activating LIF-responsive genes,
in particular Esrrb. Hence, the Nanog-Esrrb axis and its in-
tersection with LIF signalling represents a major mechanism
by which intrinsic and extrinsic cues fine-tune self-renewal
and avoid differentiation (Festuccia et al., 2012). Yet, the
precise mechanisms by which Nanog, and more generally the
pluripotency network, controls differentiation genes are not
fully understood. It is known, however, that differentiation
genes adopt a particular chromatin state known as “bivalent”
(Azuara et al., 2006; Bernstein et al., 2006): while their
promoters are enriched for H3K4me3, a mark of gene activ-
ity, they are simultaneously embedded within larger domains
of H3K27me3, a repressive mark. During differentiation, this
state is resolved in either H3K27 or K4me3 in a lineage-
specific manner (Mikkelsen et al., 2007). In agreement,
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Polycomb Group proteins triggering H3K27me3 ensure ap-
propriate cell fate changes (Boyer et al., 2006; Pasini et al.,
2007; Leeb et al., 2010). This underscores the importance
of H3K27me3 as cells dismantle the pluripotency network,
inhibit self-renewal and exit from pluripotency. Whether bi-
valent chromatin marks are governed by pluripotency TFs re-
mains to be thoroughly addressed.

In this study, we explore the function of Nanog in mouse
ES cells using inducible approaches of gain- and loss-of-
function. We show that Nanog drives the recruitment of
Oct4, Sox2 and Esrrb at thousands of regulatory regions,
from where it mainly activates transcription. At these sites,
Nanog also recruits Brg1 and promotes chromatin accessi-
bility. On the contrary, to repress transcription Nanog does
not recruit these TFs; rather, it frequently inhibits Oct4 or
Sox2 binding. Nanog also binds at other enhancers where it
acts redundantly with other TFs. However, in the absence of
LIF the action of Nanog over these regulatory elements be-
comes dominant, particularly to promote transcription. This
results in Nanog having an expanded action in the absence
of LIF. Yet, its expanded repressive activity is not associated
with ES cell enhancers. Rather, Nanog is required to main-
tain H3K27me3 at differentiation-associated genes. This is
the case of the TF Otx2, whose downregulation by Nanog
leads to LIF-independent self-renewal even when Esrrb is not
expressed. Hence, Nanog deploys distinct molecular means
to promote self-renewal and counteract differentiation: when
the network is fully operative (in the presence of LIF), Nanog
rewires its activity; when it is partially dismantled (in the
absence of LIF), Nanog represses differentiation genes via
H3K27me3. Overall, we reveal different modes and the var-
ied logic employed by Nanog to orchestrate the three main
features associated with self-renewal: the inter-dependencies
between pluripotency TFs, LIF signalling, and bivalent chro-
matin domains.

Results
Inducible CRISPR-ON ES cells efficiently activate

Nanog transcription. The SunTag system was developed
as a versatile tool to either visualise specific molecules in
live cells or to perform epigenome editing of endogenous loci
when coupled to an enzymatically inert dCas9 (Tanenbaum
et al., 2014). It involves the expression of diffusible antibod-
ies (scFv) that interact with high affinity with 10 copies of the
GCN4 epitope linked to an enzymatically inert Cas9 (dCas9).
These scFv antibodies are fused to GFP and the potent acti-
vator VP64, such that upon expression of a gRNA targeting a
given genomic region, several VP64 molecules are brought
about with high efficiency and specificity. To provide in-
creased flexibility to the system, and facilitate the generation
of cell lines carrying an inducible CRISPR-ON system, we
engineered a single vector expressing the two SunTag moi-
eties under the control of a Tetracycline Responsive Element.
Moreover, dCas9 is linked to BFP and HpH through P2A and
IRES sequences, respectively (Fig. S1A). Hence, upon in-
duction of the system with Doxycycline (Dox), the cells are

expected to become green, blue, and Hygromycin-resistant,
providing a high tractability. This vector was introduced in
ES cells together with the rtTA activator: two clones (C1 and
C2) showing a high percentage of green/blue cells upon Dox
treatment and a strong induction of dCas9 and VP64 (Fig.
S1B, C), were selected. They both self-renew normally and
differentiate in the absence of LIF; their karyotypes are also
normal (Fig. S1D).

Fig. 1. CRISPR-ON ES cells for Dox-inducible activation of endogenous
Nanog. (A) Schematic representation of the Nanog locus (black arrow: promoter;
yellow boxes: exons; grey box: Nanog enhancer; red arrowhead: gRNA). Below,
the position of the amplicons and probe used for the assays indicated on the right
is shown. (B) ChIP across the Nanog locus monitoring total histone H3 (top) and
pan-acetyl H3 (bottom) in the absence (blue) and after 72h of Dox treatment (red).
Each dot represents normalised %IP measured in individual replicates and lines
the averages. (C) Normalised levels of Nanog mRNA (top) and pre-mRNA (bottom)
after the indicated number of days in the absence (blue) and the presence (red)
of Dox. Each dot represents measurements in individual replicates as in (B). (D)
Representative smFISH image using intronic Nanog probes before and after 72h of
Dox induction. (E) Normalised levels of eRNA production from the -5kb enhancer
presented as in (C). In all panels, n=4; 2 with each independent SunTag clone.

Next, we introduced to C1 and C2 a vector expressing a
gRNA targeting the minimal Nanog promoter and validated
binding of dCas9/VP64 with good specificity and inducibil-
ity (Fig. S1E). This was accompanied by increased histone
H3 acetylation around the promoter (Fig. 1A, B), as ex-
pected given the ability of VP64 to recruit histone acetyl-
transferases (Utley et al., 1998), in the context of presum-
ably unaltered nucleosomal organisation as evaluated by to-
tal H3 analysis (Fig. 1B). We also assessed Nanog expression
over the course of 6 days of induction, and showed that both
Nanog pre- and mRNA were induced from day 1 onwards
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Fig. 2. Identification of Nanog-responsive genes. (A) ChIP analysis of Nanog binding across a set of targets, as indicated on the X-axis. Each dot represents measure-
ments in individual replicates (n=4; 2 for each independent SunTag clone) (B) Normalised levels of Esrrb (top) and Klf4 (bottom) mRNA after the indicated number of days
in the absence/presence of Dox. Each dot represents measurements in individual replicates as in (A). (C) MA Plots displaying log2 fold changes as indicated on the Y-axis
as a function of average expression. RNA-seq was performed in both SunTag (72h Dox induction) and 44iN cells (24h Dox withdrawal). Red and blue represent differentially
expressed genes (FDR<0.05). (D) Boxplot of the log2 fold change for the genes identified in (C) as upregulated (red) or downregulated (blue) by Nanog, in either SunTag
(left) or 44iN cells (right), measured in both inducible systems as indicated on the X-axis. (E) Heat map representing gene expression z scores of all transcripts identified by
combining SunTag (FDR < 0.05), 44iN (FDR <0.05) and SunTag/44iN likelihood ratio test (FDR < 0.05) datasets.

(Fig. 1C), leading to an increase of Nanog protein levels (Fig.
S1C). We also found that the increase of Nanog expression
was due both to stronger and more frequent transcriptional
bursts (Fig. 1D and Fig. S1F, G). Finally, we analysed the ef-
fects of Dox administration at the proximal -5kb enhancer of
Nanog: upon induction, we found both sense and anti-sense
enhancer transcription to be increased (Fig. 1E). Whether
this is due to the proximity of these two regulatory elements
or to a functional influence of the promoter on the enhancer,
remains to be determined. In conclusion, we have generated
Dox-inducible SunTag ES cells to activate endogenous pro-
moters and dissect the subsequent consequences.

Definition of Nanog responsive genes. Upon Dox in-
duction of Nanog in our SunTag cells we observed a 2-fold
increase of Nanog binding to a panel of regulatory elements
displaying a wide range of enrichment levels (Fig. 2A). This
suggests that Dox induction may lead to functional conse-
quences. However, the two main targets of Nanog that have
been previously identified, Esrrb and Klf4 (Festuccia et al.,
2012), did not show any variation in expression levels over
the course of 6 days of endogenous Nanog induction (Fig.
2B). Prompted by this unexpected observation, we performed
RNA-seq to comprehensively study the global response to
Dox treatment. We found a small number (163) of transcripts
that were either up- or down-regulated (Fig. 2C top); neither
Klf4 nor Esrrb were among the induced genes (Table S1 and
Fig. S2A, B). Nevertheless, the vast majority of genes that
have been previously identified as responding to Nanog lev-
els (Nishiyama et al., 2009; Festuccia et al., 2012), do ex-
hibit the appropriate expression changes in our SunTag cells
(Fig. S2C). To further validate our list of Nanog-responsive

genes, we performed a complementary analysis using previ-
ously established Nanog-null cells (44iN) expressing a Dox-
inducible Nanog transgene (Festuccia et al., 2012). The cells
were grown in the continuous presence of Dox, which was
then removed for 24 hours leading to a nearly complete loss
of Nanog expression (Fig. 2C bottom). The number of re-
sponsive genes (141) observed with this strategy was also
small (Fig. 2C and Table S1); they intersected with excellent
statistical significance with the genes identified in the Sun-
Tag cells (p<1e-53). Moreover, we found the expression of
genes significantly regulated in only one system, to neverthe-
less display highly coherent expression changes in the other
system (Fig. 2D). Hence, to improve statistical power and
expand on Nanog targets we combined the SunTag and 44iN
datasets to test for those genes with coherent Nanog response
across both systems (Fig. 2E and Fig. S2D). Combining
with those genes already identified, this resulted in 457 genes
(Fig. 2E and Fig. S2D), which generally display extremes
of expression differences between Dox-treated SunTag (high
Nanog) and untreated 44iN cells (low/absent Nanog); they
globally behave in a concordant way when long-term Nanog-
null cells are compared to wild-type cells (Fig. S2D), or when
their expression is analysed in published datasets (Fig. S2E).
Genes activated by Nanog are enriched in regulators of stem
cell maintenance (FDR<2.99e-16), while repressed genes are
enriched in differentiation processes such as nervous system
development (FDR<6.89e-10). Hence, we have defined the
compendium of Nanog-responsive genes in undifferentiated
ES cells with unprecedented completion. Strikingly, neither
Klf4 nor Esrrb belong to our list of Nanog-responsive genes.
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Fig. 3. Nanog rewires the pluripotency network. (A) Representative enrichment profiles (reads per million) of the indicated TFs (ChIP-seq) and chromatin accessibility
(ATAC-seq) across an 8kb-long genomic region (mm9: chr10:33,952,000-33,960,000). In black, average signal from 6 publicly available Nanog datasets. In blue and red,
average signal of 44iN cells cultured in the presence or absence of Dox, respectively. The peak highlighted by a green box shows reduced signal in the absence of Dox; note
an upstream peak displays increased Sox2 binding. (B) Heat map of average enrichment levels in each indicated condition (+/-Dox) across 0.5kb centred on the Nanog peak
summit at all Nanog sites (27,782), ranked from high to low Nanog. The regions were split in two groups depending on the presence (co-binding) or absence (Solos) of other
TFs. (C) Plots displaying the -log10 Fisher p-value (Y-axis) of the enrichment of genes up- (left) or downregulated (right), at a given distance (X-axis) from specific groups of
Nanog binding sites identified in (B, D), as indicated in the colour-coded insets. (D) Heat map corresponding to 8 clusters identified on the basis of TF co-binding and the
effects of Dox withdrawal, presented as in (B) without ranking for Nanog binding levels.

Nanog rewires the pluripotency network to control its
targets. Having established a list of Nanog-responsive genes,
we aimed at exploring the mechanisms by which Nanog in-
fluences their expression, focusing on a potential role of
Nanog in modulating binding of other regulators such as
pluripotency TFs (Oct4, Sox2 and Esrrb) and the chromatin
remodeller Brg1 that is functionally associated with self-
renewal (Ho et al., 2009; Kidder et al., 2009). To do this, we
first established a list of 27,782 regulatory elements bound
by Nanog using six datasets derived from four independent
published studies (Table S2) and used 44iN cells to address
how Nanog impacts TF binding and chromatin accessibility
at these sites. We noticed that at some Nanog binding re-
gions, Esrrb, Oct4, Sox2, and Brg1, display a strong reduc-
tion of binding and decreased chromatin accessibility, after
24 hours of Dox withdrawal (Fig. 3A). This observation can
be generalised to a large proportion of regions and is par-
ticularly prominent in the case of Esrrb (Fig. 3B). We then
divided Nanog binding regions in two major groups Fig. 3B
and Fig. S3, based on the presence of other TFs (regions
of co-binding) or not (Nanog-solo regions). In Nanog-solo
regions, which display lower levels of Nanog binding, the
chromatin is less accessible irrespective of Nanog (Fig. 3B
and Fig. S3), indicating that additional factors may be re-
cruited. Strikingly, when we computed the number of Nanog-
responsive genes as a function of the distance to Nanog bind-
ing regions, we observed that both activated and downreg-
ulated genes are particularly enriched in the vicinity of co-

binding regions and not of Nanog-solos (Fig. 3C). Moreover,
while activated genes tend to be located distally (within 10
to 100kb), downregulated genes also show a significant en-
richment over closer distances (<10kb). To further explore
the relationships between Nanog and other TFs, we used k-
means clustering to identify 8 subgroups of Nanog binding
sites (Fig. 3D and Fig. S3). In the first 4 clusters, the deple-
tion of Nanog leads to an acute loss of TF binding; collec-
tively these regions are strongly associated with the activa-
tion of Nanog targets (Fig. 3C). In contrast, clusters 5-8 are
significantly associated with genes repressed by Nanog and
the effects of its depletion are more nuanced (Fig. 3C, D).
More specifically, clusters 1 to 3 display a nearly total loss
of TF binding in the absence of Nanog, along with a marked
decrease in chromatin accessibility (Fig. 3D and Fig. S3).
These 3 clusters, in particular clusters 1 and 2, are associ-
ated with genes activated by Nanog (Fig. 3C). At cluster 4,
however, chromatin accessibility shows minimal variations
and, while very strong Oct4 binding is nearly completely lost
upon Nanog depletion, Sox2 is not affected. Since Brg1 is
particularly low across this cluster, Sox2 may recruit other
chromatin remodellers to render the chromatin accessible at
these regions, in a Nanog-independent manner. Accordingly,
the correlation with Nanog-responsive genes of cluster 4 is
weaker (Fig. 3C). Overall, at more than 6000 regions (clus-
ters 1 to 3), Nanog plays a chief role in establishing func-
tional and accessible regulatory regions capable of recruiting
different combinations of TFs to activate its targets. Con-
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versely, at clusters 5 to 8, the effects of the loss of Nanog
are rather small both at the level of TF binding and of chro-
matin accessibility (Fig. 3D and Fig. S3). This suggests that
Nanog-mediated repression uses radically different mecha-
nisms, which are not based on the increased recruitment of
Esrrb, Oct4 and Sox2. Rather, clusters 7 and 8 display in-
creased Oct4 and Sox2 binding in the absence of Nanog, re-
spectively, suggesting that Nanog downregulates the genes
functionally linked to these two clusters by blocking Oct4
or Sox2 recruitment (Fig. 3D and Fig. S3). At other en-
hancers associated with genes repressed by Nanog, showing
no alteration of Oct4 and Sox2 occupancy (clusters 5 and 6),
Nanog may block the otherwise activatory function of other
TFs. In conclusion, Nanog wires the pluripotency network
by fostering TF recruitment and chromatin accessibility at
distal regulatory elements to act as an activator, and uses dif-
ferent mechanisms, including the impairment of Oct4/Sox2
recruitment, both at promoter-proximal and distal regulatory
elements of the genes it represses.

Nanog confers LIF-independent self-renewal in the ab-
sence of Esrrb induction. The strong influence of Nanog
on the efficiency of self-renewal has been proposed to be
largely mediated by Esrrb (Festuccia et al., 2012). There-
fore, we were not expecting our SunTag cells endogenously
activating Nanog to exhibit increased self-renewal capacity,
given that Esrrb and other genes involved in self-renewal,
such as Klf4 (Niwa et al., 2009), are not strongly induced
(Fig. 2B). To test this, we initially plated our SunTag lines
at clonal density together with the parental controls lacking
the Nanog gRNA, and cultured them in the presence or ab-
sence of Dox for 6 days (Fig. 4A). In the presence of LIF,
we could not observe any major change in the efficiency of
self-renewal. In contrast, in the absence of LIF, when vir-
tually all the colonies display complete or partial signs of
differentiation in all controls, cells with enhanced endoge-
nous Nanog expression generated a substantial proportion of
undifferentiated colonies (Fig. 4A, B). To further validate
that these cells are bona-fide ES cells, we harvested them at
the end of the clonal assay and performed two complemen-
tary assays. First, we re-plated them in 2i medium lacking
serum (Ying et al., 2008), where only truly undifferentiated
cells proliferate: both clones gave rise to typical spherical
and undifferentiated colonies (Fig. 4C). Second, we re-plated
them at clonal density in the absence of LIF and the pres-
ence/absence of Dox: only in the presence of Dox did we
recover undifferentiated colonies; in the absence, all the cells
differentiated (see below). This demonstrates that the expo-
sure to Dox does not alter the differentiation capacity of our
cell lines upon its withdrawal. We conclude, therefore, that
Dox-induction of Nanog confers to our SunTag lines the abil-
ity to self-renew in the absence of LIF, a definitive proof of
the efficiency of our CRISPR-ON strategy to study Nanog
function. Strikingly, LIF-independent self-renewal was at-
tained in the absence of any apparent induction of Klf4 and
Esrrb mRNAs (Fig. S4A) or proteins (Fig. 4D). Therefore,
to explore both the magnitude of the differentiation blockade
at the molecular level, and to identify potential Klf4/Esrrb-

independent mechanisms underlying Nanog-mediated self-
renewal, we performed transcriptomic analyses. In control
cells that were not stimulated by Dox, a large number of
genes responded to LIF withdrawal (>5000) and exhibited
important quantitative differences (Fig. S4B, C, D). In the
presence of Dox, the magnitude of the expression changes
of these LIF-responsive genes was globally diminished (Fig.
S4B), even though the vast majority of pluripotency genes re-
mained strongly downregulated (Fig. S4C, D). In fact, not all
genes that respond to LIF withdrawal were rescued by Nanog
induction to the same extent, with only around 20% being ef-
ficiently rescued (Fig. 4E, Fig. S4E and Table S1). This
argues against the idea that the presence of substantial num-
bers of undifferentiated cells may explain all the expression
changes measured upon Dox induction in the absence of LIF.

Increased regulatory potential of Nanog in the absence
of LIF, due to a loss of redundancy. In the absence of LIF,
the effects of endogenous Nanog induction are largely max-
imised: if in the presence of LIF we identified 285 up and 172
downregulated genes, in its absence these numbers raised to
856 and 589, respectively (Table S1). It appears, therefore,
that LIF signalling attenuates the relative impact of Nanog
on the ES cell transcriptome. To explore this further, we
established the associations between the clusters of Nanog
binding regions we have identified (Fig. 3), with four groups
of genes: genes down- or upregulated upon LIF withdrawal
and, among these two categories, those that Nanog can or
cannot partially rescue by activating or repressing them, re-
spectively (Fig. 4E). We observe that only one group, consti-
tuted of genes repressed by Nanog in the absence of LIF, is
not enriched in any Nanog binding region that we have stud-
ied (Fig. 4F and Fig. S4F). In contrast, the group of genes
downregulated upon LIF withdrawal, and rescued by Nanog,
is similarly enriched for Nanog binding regions where Nanog
leads the recruitment of other TFs (clusters 1 to 4) than for
those where it does not (clusters 5 to 8; Fig. 4F and Fig.
S4F). The activatory potential of Nanog through clusters 1 to
4 was already established from the previous analysis. How-
ever, the vast majority of genes upregulated by Nanog in the
absence of LIF were not activated in LIF containing medium
(>700 genes, Table S1). This suggests that in the presence
of LIF, these genes are redundantly controlled by other LIF-
dependent TFs, either through regions belonging to clusters
5 to 8 or through other regulatory elements where Nanog
does not bind. Since clusters 5 to 8 were previously asso-
ciated with genes repressed by Nanog in the presence of LIF,
their enrichment in the vicinity of genes activated by Nanog
in the absence of LIF implies that they are constituted by at
least two functional categories: enhancers that are blocked by
Nanog in the presence of LIF, leading to the downregulation
of Nanog targets, and enhancers where Nanog also acts as
an activator but redundantly to other LIF-dependent factors,
most likely Esrrb. In agreement, this group is strongly en-
riched in genes of the pluripotency network (Fig. 4G), which
are known to be controlled by several pluripotency TFs and
from multiple distinct enhancers. The level of upregulation
of these Nanog-activated genes is, however, relatively minor
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Fig. 4. Endogenous induction of Nanog mediates LIF-independent self-
renewal by non-canonical mechanisms. (A) Histogram representing the percent-
age of undifferentiated (red), mixt (blue) and differentiated (white) colonies (Y-axis)
counted after 6 days of clonal growth in the indicated conditions (X-axis). Error
bars represent std. dev. (n=4). (B) Representative image of Alkaline Phosphatase
stained colonies after 6 days of clonal growth in the presence/absence of Dox. (C)
Representative image of the two SunTag clones after culturing them in 2i for 3 days
following a 6-day clonal assay in the absence of LIF and the presence of Dox. (D)
Representative Western-Blot of Nanog, Esrrb and Klf4 after 3 days of culture in the
indicated conditions. (E) Heat map representing gene expression z scores across
4 groups of transcripts, as indicated in the left. UP/DOWN refers to their expression
changes after 3 days of LIF deprivation (FDR<0.05); rescued versus not rescued
indicates whether Nanog significantly alleviates their misregulation (FDR<0.05). (F)
Cumulative plots displaying the -log10 Fisher p-value (Y-axis) of the enrichment of
genes belonging to the groups identified in (E) at a given distance (X-axis) from
Nanog binding clusters 1 to 4 (red) and 5 to 8 (blue), as established in Fig. 3. (G)
Representative Gene Ontology terms enriched in each group of genes. The FDR is
indicated together with selected examples.

and the rescue of pluripotent TFs, including Esrrb and Klf4,
marginal (Fig. 4D and Fig. S4A, C). Finally, LIF-responsive
genes that are not rescued by Nanog are associated with clus-
ters 5 to 8 (Fig. 4F). This indicates that a large number
of regulatory regions of the pluripotency network for which
Nanog has a modest functional impact are present within
these clusters. These regions activate or repress genes prior
to differentiation in a Nanog-independent manner; upon LIF-
withdrawal, their activity is likely invalidated with the ensu-
ing consequences on gene expression even when Nanog is
induced. These Nanog-independent, LIF-responsive genes,
are closely associated with cluster 6 (Fig. S4F), which is
dominated by Esrrb (Fig. 3D and Fig. S3), a prominent LIF
target. This is particularly true for genes downregulated upon
LIF withdrawal; satisfactorily, given the known role of Esrrb
as a general regulator of metabolism and energy production
(Sone et al., 2017), these genes are enriched for related terms
such as oxidation-reduction (Fig. 4G). Notably, the inability
of Nanog to rescue these genes further supports the notion
that our SunTag cells have acquired LIF-independent self-

renewal in the absence of functional Esrrb. In conclusion,
these analyses underscore the complexity of the pluripotency
network: whilst Nanog activates genes both in the presence
and absence of LIF through regulatory regions belonging to
clusters 1 to 4, at other enhancers the activation of Nanog can
only be unmasked in the absence of LIF, when other pluripo-
tency TFs are downregulated and their functional redundancy
with Nanog, abolished. Unexpectedly, however, the genes
repressed by Nanog in the absence of LIF, which exhibit a
robust rescue of higher magnitude than that observed for the
genes that Nanog activates (Fig. S4E), appear largely discon-
nected from the Nanog binding regions that we have studied
here (Fig. 4F and Fig. S4F). These genes are associated,
among other categories, with signalling and molecular path-
ways linked to differentiation (Fig. 4G). Hence, the probably
indirect repression mediated by Nanog over these genes may
underlie LIF-independent self-renewal in Dox-treated Sun-
Tag cells, despite the lack of Esrrb and Klf4.

Nanog sustains H3K27me3 to maintain silent differ-
entiation genes upon LIF withdrawal. Gene set enrich-
ment analysis (Fig. S5A) indicated that Nanog-rescued genes
that are normally upregulated upon LIF withdrawal are en-
riched for targets of Polycomb Group proteins and for one of
the marks they deposit to trigger facultative heterochromatin,
H3K27me3 (FDR<6e-43). Hence, we profiled H3K27me3
in SunTag cells grown in the presence/absence of LIF and
Dox. Overall, the patterns of H3K27me3 were found similar
among all conditions, with notable exceptions (Fig. 5A). We
identified three broad classes of H3K27me3 domains: those
with high levels across all conditions and those that show ei-
ther a loss or a gain of H3K27me3 upon LIF withdrawal (Fig.
5B and Table S3). Strikingly, the regions losing H3K27me3
in the absence of LIF maintained significant levels when en-
dogenous Nanog expression was induced with Dox (Fig. 5B).
In the presence of LIF, however, the induction of Nanog
had minor consequences on H3K27me3, if any. This indi-
cates that Nanog and LIF use parallel pathways to maintain
H3K27me3 at a subset of H3K27me3 domains, and suggests
that Nanog may confer LIF-independent self-renewal by sus-
taining H3K27me3 at these regions. Notably, the genes up-
regulated upon LIF withdrawal display differential enrich-
ment among these three classes of H3K27me3 domains, de-
pending on their Nanog-responsiveness: while nearly 70%
of Nanog-rescued genes are marked by H3K27me3, which
tends to decrease upon LIF-withdrawal except when Nanog
is induced, only 30% of genes that are not rescued by
Nanog show a similar pattern (Fig. S5B). This confirms
that Nanog-rescued genes are particularly enriched in LIF-
dependent H3K27me3. More specifically, H3K27me3 con-
centrates around the promoters of these genes, and displays
a reduction in levels upon LIF withdrawal, exclusively in the
absence of Nanog induction (Fig. 5C). Hence, Nanog stimu-
lates the maintenance of H3K27me3 at a large subset of the
promoters it represses in the absence of LIF. Nevertheless, a
third of the genes repressed by Nanog in the absence of LIF
is not embedded within H3K27me3; conversely, a third of the
genes that are upregulated upon LIF withdrawal regardless of
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Nanog expression are enriched in H3K27me3 (Fig. S5B) and
maintain higher levels around their promoters in the presence
of Nanog (Fig. 5C). Thus, we determined whether quanti-
tative differences regarding the effect of Nanog over these
groups could be measured. Among the genes repressed by
Nanog, the higher magnitude of rescue is observed for those
genes that are embedded in H3K27me3 (Fig. S5C). Simi-
larly, even though their gene expression changes upon Dox
induction were not statistically significant, within the group
of genes not rescued by Nanog, those enriched in H3K27me3
show a clear tendency to be downregulated (Fig. S5C). A
clear, global pattern can be inferred from these analyses: the
ability of Nanog to rescue genes that are upregulated upon
LIF withdrawal is directly correlated with H3K27me3 lev-
els. Accordingly, ordering the heatmap of genes upregulated
upon LIF withdrawal (regardless of the ability of Nanog to
rescue them) by their enrichment levels for H3K27me3 in
the presence of LIF and the absence of Dox, naturally orders
the genes from efficient to poor rescue (Fig. 5D). Hence,
H3K27me3 levels before LIF withdrawal are highly predic-
tive of the efficiency of Nanog to block gene upregulation
during differentiation. Overall, these analyses indicate that
in the absence of LIF, Nanog mediates its repressive function
by other means than those described in its presence (Fig. 3):
by maintaining high levels of H3K27me3.

Nanog represses Otx2 to confer increased self-renewal
efficiency regardless of LIF signalling. Among the genes
downregulated by Nanog in the absence of LIF are several
developmental TFs such as Sox11, Id1 and Pou3f1, among
others (Table S1). Therefore, it may be possible that LIF-
independent self-renewal is attained by the simultaneous in-
hibition of several developmental pathways. However, within
the list of Nanog-repressed genes characterised by Nanog-
dependent H3K27me3, we could also identify Otx2 (Fig.
5A and Table S3), a key regulator of the earliest stages of
ES cell differentiation (Acampora et al., 2013; Buecker et
al., 2014). Several lines of evidence point to Otx2 down-
regulation being an important mediator of Nanog function.
First, Otx2 has been already identified as an important neg-
ative target of Nanog (Festuccia et al., 2012; Acampora et
al., 2017); accordingly, we observe its downregulation at the
mRNA and protein levels upon Nanog induction (Fig. S5D,
E). Moreover, further expression analyses indicate Otx2 ex-
pression is closely controlled by Nanog levels (Fig. S5F).
Second, the genes that are upregulated in the absence of LIF
and that are rescued by Nanog, are enriched in genes acti-
vated by Otx2, while non-rescued genes are not (Fig. S5A).
Third, the ectopic expression of Otx2 drives ES cells into dif-
ferentiation (Buecker et al., 2014; Acampora et al., 2017),
even in the presence of LIF, as we show here using our Sun-
Tag system targeted to the Otx2 promoter (Fig. S5E, G).
Therefore, it may be possible that its Nanog-mediated down-
regulation contributes to LIF-independent self-renewal in the
context of our endogenous Nanog activation, despite the lack
of strong upregulation of Klf4 and Esrrb. To test this, we ex-
ploited the flexibility of the SunTag system to simultaneously
activate Nanog and Otx2 and perform clonal assays. Upon the

Fig. 5. A Nanog/H3K27me3/Otx2 axis controls LIF-independent self-
renewal. (A) H3K27me3 average levels (reads per million) across 5.15Mb (mm9:
chr14:45346123-50415313) encompassing the Bmp4 and Otx2 genes that display
the two stereotypical behaviors observed in SunTag cells cultured in the pres-
ence/absence of LIF/Dox for 3 days. (B) Heat map of H3K27me3 z scores of 6,240
H3K27me3 domains identified in SunTag cells cultured as indicated. (C) Average
H3K27me3 (reads per million) across promoter regions of genes upregulated in
the absence of LIF and either rescued (left) or not (right) by Nanog. (D) Correl-
ative analysis of ranked H3K27me3 (left) with gene expression changes (arbitrary
units; middle) for transcripts upregulated (top) or downregulated (bottom) in Sun-
Tag cells cultured in the presence/absence of LIF/Dox for 3 days. The percentage
of genes belonging to rescued (red line) versus non-rescued genes (blue line) in a
500 gene sliding window across the regions of the heat map is shown on the right.
(E) Histogram representing the percentage of undifferentiated (red), mixt (blue) and
differentiated (white) colonies (Y-axis) counted after 6 (Passage 1) or 12 (Passage
2) days of clonal growth in the indicated conditions (X-axis). Error bars represent
std. dev. (n=4). (F) Heat map of the average log2 fold change in gene expres-
sion between SunTag cells activating either Nanog or Nanog and Otx2, grown in
the absence of LIF and the presence/absence of Dox for 3 days. Genes for which
the simultaneous activation of Otx2 compensates the changes observed when only
Nanog is induced (FDR<0.05), are highlighted.

additional induction of Otx2, the proportion of undifferenti-
ated colonies decreased in the absence of LIF, compared to
cells activating Nanog only, in particular after two successive
rounds of clonal growth (Fig. 5E). These results clearly place
Otx2 as a key factor that needs to be repressed by Nanog in
order to obtain efficient LIF-independent self-renewal. Next,
we performed transcriptomic analyses upon Nanog/Otx2 in-
duction in the absence of LIF to identify the set of genes that
were effectively compensated by the action of Otx2. We ob-
served that around 40% of the genes repressed by Nanog, and
70% of the genes activated by Nanog, displayed similar
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Fig. 6. Nanog is a versatile TF impacting the
pluripotency network and epigenome. The func-
tion of Nanog at stereotypical clusters of regulatory
elements targeted by the pluripotency network, as
well as at differentiation genes, is shown. Briefly,
Nanog displays four major behaviours (left to right):
1/ recruitment of other factors (Oct4, Sox2 and Esrrb,
together with Brg1) to promote chromatin accessibil-
ity and activate gene transcription; 2/ inhibiting en-
hancer activity, leading to gene repression either by
blocking Oct4/Sox2 recruitment (shown) or by other
mechanisms (not shown for simplicity; see text for
details); 3/ complementing enhancer activity redun-
dantly with other factors which are controlled by LIF
(such as Esrrb) – in this case, its activatory role can
only be appreciated in the absence of LIF; 4/ Nanog
and LIF act in parallel to sustain H3K27me3 at dif-
ferentiation genes such as Otx2. This latter role
of Nanog is particularly important in the context of
Nanog-mediated, LIF-independent self-renewal.

levels to control cells grown in the absence of LIF and Dox,
when both Otx2 and Nanog were induced (Fig. 5F). Hence,
at the molecular level, Otx2 induction partially compensates
the gene expression changes induced by Nanog overexpres-
sion in the absence of LIF, underscoring the antagonistic ef-
fect of Nanog and Otx2 over a large set of common genes
(Acampora et al., 2017), including developmental TFs such
as Sox3, Sox11, Id1 and Pou3f1, among others (Table S1),
which tend to be expressed in somatic cells and more particu-
larly in neuroectodermal derivatives. In combination with the
previous section, these results indicate strongly that Nanog
controls H3K27me3 at key nodes in the differentiation net-
work, such as Otx2, to indirectly repress a large set of genes
involved with differentiation.

Discussion
Nanog rewires the pluripotency gene regulatory net-

work. Gene regulatory networks constituted of master TFs
are characterised by the capacity of individual factors to act
over the same sets of regulatory elements, which together de-
fine and specify the molecular and transcriptional identity of
each cell type (Shlyueva et al., 2014; Spitz and Furlong,
2012). However, we still have a relatively poor understanding
of how single TFs impact globally on the recruitment of other
members of a given network to impact its activity. Recently,
the role of Oct4 has been suggested to rely on its ability to re-
cruit Brg1 to render the chromatin accessible for other TFs to
bind (King and Klose, 2017), matching a subset of the mech-
anisms we propose here for Nanog. However, it is unclear
how much the initiation of differentiation that follows Oct4
depletion (Niwa et al., 2000) influenced the interpretations
regarding how Oct4 directly impinges upon the pluripotency
network. In our case, we have focused on Nanog, a factor
that can be depleted from ES cells while preserving pluripo-
tency (Chambers et al., 2007). Hence, it is likely that the
rewiring of the network that we observe shortly after deplet-
ing Nanog, is due to primary and direct effects. Strikingly,
our analyses suggest that the simplified view positing that
pluripotency TFs bind cooperatively at regulatory elements
to collectively control transcription, may need to be partially

revisited: at least from the perspective of Nanog, the com-
binations of binding, their dependencies on Nanog, and their
association to responsive genes, are more complex than we
had previously anticipated (Fig. 6).

Although we observe, as expected, that Nanog-bound re-
gions where other pluripotency TFs are also recruited are
more strongly associated with Nanog-responsive genes com-
pared to regions where Nanog binds alone, we also find that
only a small subset displays similarly high binding levels of
all three pluripotency TFs that we tested (Esrrb, Oct4 and
Sox2). Indeed, the binding of one or two factors, in addition
to Nanog, tends to dominate the others. This is valid even for
Oct4/Sox2, which are believed to bind together at Oct4/Sox2
chimeric motifs (Chew et al., 2005). Therefore, different
stoechiometries and/or residence times of individual factors
seem to apply at distinct sets of regions. This produces a
level of complexity that surpasses a simple model in which
all factors bind together at key enhancers. Moreover, the ef-
fect of Nanog over these factors is also highly variable, with
two clear groups of regions being easily identifiable: those in
which Nanog plays a leading role; those where it does not.
Strikingly, these two groups of regions display sharp distinc-
tions regarding their association to Nanog-responsive genes.
Regions where Nanog preserves chromatin accessibility and
drives the recruitment of other pluripotency TFs and Brg1,
are strongly biased to genes activated by Nanog. Conversely,
the regions where Nanog does not promote TF binding or
accessibility are associated either with genes repressed by
Nanog in the presence of LIF, or with genes where Nanog
acts as a redundant activator with LIF-stimulated TFs (Fig.
6).

To activate its targets, Nanog seems to use an expected
mechanism essentially based on establishing a permissive
chromatin architecture associated with the recruitment of
other TFs and the formation of functional regulatory com-
plexes. In contrast, while some precedents already pointed in
the past into the direction of Oct4/Sox2-independent Nanog
repression (Navarro et al., 2008, 2012), it is remarkable that
Nanog-mediated repression is so strongly associated with
regulatory elements where Nanog does not facilitate Esrrb,
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Oct4 and Sox2 binding and the chromatin remains equally
accessible irrespectively of Nanog. This differential asso-
ciation between gene activation/repression and the role of
Nanog as a nucleation factor of functional complexes, sug-
gests that Nanog displays cooperative binding primarily to
promote gene expression. At repressive sites, Nanog may ei-
ther turn the whole complex into repressive or inhibit its oth-
erwise transactivation potential. Additionally, at a large num-
ber of regions, the loss of Nanog leads to increased binding of
either Oct4 or Sox2 (Fig. 6). It is therefore questionable that
Nanog/Oct4 and Nanog/Sox2 bind at the same time over the
same DNA molecules, at least over these regions. Thus, cau-
tion must be taken when extrapolating molecular functions
from generic binding profiles: even though Nanog/Oct4 and
Nanog/Sox2 appear to bind together, the binding of Nanog
is in fact detrimental to that of the other two factors. Re-
markably, these regions are closely associated with genes re-
pressed by Nanog, indicating that to repress its targets Nanog
interferes with the binding or the activity of other pluripo-
tency TFs. Whether the alternate behaviours of Nanog to ac-
tivate or repress transcription (Fig. 6) represents a general
rule or a specific property of Nanog should be thoroughly in-
vestigated.

Nanog-dependent H3K27me3 and Otx2 repression, an
alternative route for self-renewal. The ability of Nanog
to block differentiation and promote LIF-independent self-
renewal, something that not every pluripotent TF, including
Oct4 and Sox2, is capable of doing, represents a defining
property of Nanog (Chambers et al., 2003). However, this is
not a unique characteristic of Nanog: a plethora of additional
TFs, exemplified by Klf4 and Esrrb, have been progressively
identified and demonstrated to provide LIF-independent self-
renewal (Niwa et al., 2009; Festuccia et al., 2012). Hence,
over the years, the importance of Nanog has been some-
how equilibrated with that of other TFs, most notably Esrrb,
which can replace Nanog in several contexts (Festuccia et
al., 2012; Zhang et al., 2018). More strikingly, Esrrb has
been proposed to be an obligatory mediator of the promo-
tion of LIF-independent self-renewal by Nanog (Festuccia
et al., 2012). Therefore, our observation of LIF-independent
self-renewal in the absence of strong Esrrb upregulation, and
of many other pluripotency TFs, is particularly enthralling.
This is not the first time, however, that the role of a TF
within the pluripotency network needs to be nuanced. Nanog
itself was initially thought to be strictly required for germ
cell development (Chambers et al., 2007) and for the induc-
tion of pluripotency via somatic cell reprogramming (Silva
et al., 2009), conclusions that were subsequently invalidated
(Carter et al., 2014; Schwarz et al., 2014; Zhang et al.,
2018). Moreover, major experimental differences between
our and previous studies may underlie the different conclu-
sions regarding the mandatory requirement for Esrrb. Indeed,
while others ectopically expressed Nanog constitutively and
at high levels in Esrrb knock-out cells (Festuccia et al.,
2012), we have used an inducible CRISPR-ON system to ac-
tivate endogenous Nanog concomitantly with LIF withdrawal
and the ensuing progressive downregulation of Esrrb. There-

fore, the dynamic aspects of the two experimental setups are
drastically different: it is possible that Esrrb is downregu-
lated after Nanog has already impacted on other genes, which
may independently block differentiation even when Esrrb is
subsequently silenced. Besides this, however, our findings
and their confrontation to previous conclusions highlight that
different factors and mechanisms can potentially lead to sim-
ilar phenotypic outcomes (Konstantinides et al., 2018).

Identifying the genes that mediate LIF-independent self-
renewal in the absence of Esrrb may be particularly chal-
lenging because several prominent developmental regulators,
from TFs to signalling molecules, are enriched among the
genes that normally respond to LIF withdrawal but that en-
dogenous Nanog induction is able to block. However, the
genes that are upregulated when LIF is removed, and that
Nanog is able to keep in check, display a blatant property:
they tend to be targets of Polycomb PRC2 complexes and are
embedded within H3K27me3 domains (Azuara et al., 2006;
Bernstein et al., 2006; Boyer et al., 2006). At these genes,
either LIF or Nanog are required to maintain H3K27me3
(Fig. 6). Therefore, this study identifies at least two modes
of gene regulatory redundancy between Nanog and the LIF
pathway: one directly based on LIF-stimulated TFs, such as
Esrrb and Klf4, and another one based on the activity of Poly-
comb Group proteins (Fig. 6). We anticipate that identifying
the exact molecular mechanisms used by Nanog to modulate
H3K27me3 will be of great interest, and propose here that
they are likely to be indirect. Overall, our observations ar-
gue for the existence of an alternative pathway to promote
LIF-independent self-renewal through a previously unantic-
ipated role of Nanog in the maintenance of H3K27me3 at
differentiation-associated genes, thereby inhibiting the ca-
pacity of the cells to readily differentiate. This type of com-
pensatory, chromatin-based mechanism, enables individual
TFs to have broad impact by targeting key chromatin regula-
tors with a more generic and systemic function. This remains
so even when a regulatory network is largely dismantled, as
is the case of the pluripotency network in the absence of LIF.
This novel mechanism that we have unveiled may have the
potential to dramatically increase the robustness and tempo-
ral integration of complex gene regulatory systems.

Whether the promotion of LIF-independent self-renewal
associated with the inappropriate maintenance of H3K27me3
at differentiation genes results from the sum of many partial
effects or, conversely, is based on specific and potent effects
mediated by one or a few regulators, needs now specific at-
tention. Given that the genes repressed by Nanog in the ab-
sence of LIF are strongly enriched for targets of Otx2, a driver
of differentiation (Acampora et al., 2013; Buecker et al.,
2014) that belongs to the category of bivalent genes in ES
cells, we explored the possibility that Otx2 downregulation
may be the sole explanation for LIF-independent self-renewal
in the absence of induced expression of other pluripotency
TFs than Nanog itself. Using our SunTag cells to simultane-
ously activate both Nanog and Otx2, we could indeed observe
that the efficiency of self-renewal was lower compared to the
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exclusive induction of Nanog. However, the effects became
robust after two continuous phases of clonal growth, indicat-
ing that, for this level of upregulation of Otx2, the functional
compensation takes time to be fully established. Neverthe-
less, our transcriptomic studies after three days of induction
already show that a large fraction of the genes normally mis-
regulated upon Nanog induction, show expression levels sim-
ilar to control cells. In accord with the developmental role
of Otx2 (Acampora et al., 1995), this seems to be particu-
larly true for neuroectodermal genes. It should now be inves-
tigated whether a relationship similar to Nanog-Otx2 exists
between Nanog and other lineage specific determinants tar-
geted by H3K27me3. Overall, this work underlines the abil-
ity of Nanog to convey its function through remarkably dis-
tinct molecular mechanisms in different environmental con-
ditions (Fig. 6). Extrapolating our work to other TFs of the
pluripotency network and more generally to other gene regu-
latory systems, would be of great interest.
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Supplementary Information, Fig. S 1. Characterisation of Dox-inducible SunTag ES cells. (A) Schematic representation of the Piggybac vectors used to gener-
ate ES cells expressing inducible SunTag transactivators. LTR: long terminal repeat; rtTA: reverse tetracycline-controlled transactivator; PBase: Piggybac transposase
(non-integrative vector); CAG: constitutive RNAPII promoter; Puro: Puromycin resistance cassette; PgK: constitutive RNAPII promoter; U6: RNAPIII promoter for gRNA
transcription; VP64: tetrameric fusion of Herpes simplex virus transactivation domain; sfGFP: super-folder green fluorescent protein; scFv-GCN4: Single-chain variable
fragment antibody directed against the GCN4 yeast epitope; TRE: tetracycline responsive element; dCas9: enzymatically dead Cas9; 10xGCN4: 10 copies in tandem of
the yeast GCN4 epitope; P2A: self-cleaving peptide; TagBFP: monomeric blue fluorescent protein; IRES: internal ribosome entry site; Hph: Hygromycin resistance cassette.
(B) GFP versus BFP FACS profiles of wild-type cells (WT) and of two SunTag clones (C1 and C2) in the absence (blue) and the presence of Dox (red). The percentage
indicates the proportion of double-positive cells. (C) Western-Blot analysis of the indicated proteins (right) in the indicated conditions (top). The numbers underneath indicate
relative Nanog levels. (D) Karyotypes of SunTag ES cells. (E) ChIP analysis of the indicated proteins (the HA epitope is present in the two moieties of the SunTag system)
at different positions along the Nanog locus (X-axis) with (red) and without Dox (blue). The amplicon overlapping the gRNA targeted sequence is indicated (top). Each data
point represents an independent replicate (n=4; in both C1 and C2). (F) Proportion of SunTag cells displaying one or two Nanog active transcription sites as established by
smFISH in the presence/absence of Dox for the two SunTag clones (n>500 nuclei in each clone/condition). (G) Relative quantification of the fluorescent signal measured
along a line crossing Nanog transcription sites (n=40 sites in each clone/condition).
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Supplementary Information, Fig. S 2. Validation of Nanog-responsive genes identified in this study. (A) Fold change (log2) of a set of pluripotency genes upon Dox
treatment of SunTag cells. For each transcript, each value in the absence (blue) and in the presence (red) of Dox was normalised to the average of independent replicates.
(B) RT-qPCR validation of a subset of the transcripts analysed in (A). (C) Confrontation of published results, as indicated, with our Nanog-responsive genes identified in
SunTag and 44iN cells. (D) Box plot representation (z score, as in Fig. 2E) of expression levels of the genes identified in this study when considering both SunTag and 44iN
together. 44iN(LT) indicate long-term culture in the absence of Dox (i.e. Nanog knock-out). (E) Quantification in published datasets, as indicated, of our extended list of
Nanog-responsive genes.
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Supplementary Information, Fig. S 3. Heterogeneity of TF binding and chromatin accessibility throughout Nanog binding regions. The average binding profile of
each factor (A.U. correcting for TF occupancy as described in Methods), as labelled on the top, is shown across Nanog peaks (summit at 0bp) for each Nanog subgroup
identified in Fig. 3.
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Supplementary Information, Fig. S 4. Global and gene-specific responses of the transcriptome to Nanog induction in the absence of LIF. (A) RT-qPCR of the
indicated mRNAs across the conditions shown on the X-axis, in the absence (blue) and the presence (red) of Dox. Each data point represents individual measurements in
both C1 and C2 clones (2 for each). (B) Left: scatter plot of normalised mRNA levels (DESeq2 normalised) of differentially expressed genes in the presence/absence of LIF,
identified in the absence of Dox (FDR<0.05). Middle: Identical representation of the same set of transcripts but measured in the presence of Dox. Right: histogram showing
the distribution of LIF-responsive genes across a range of fold changes (X-axis) in the absence (top) and the presence (bottom) of Dox. (C) Relative mRNA levels of a set
of pluripotency factors normalised to the average expression of all replicates measured in the presence of LIF and the absence of Dox (n=3). (D) Validation by RT-qPCR of
gene expression genes for a subset of pluripotency factors, presented like in (B). (E) Z score violin plots of the four groups of genes identified by RNA-seq in SunTag cells
cultured in the absence/presence of LIF/Dox across the conditions indicated on the X-axis. (F) Association of the same four groups with the individual Nanog-binding clusters
identified in Fig. 3, presented as in Fig. 3.
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Supplementary Information, Fig. S 5. H3K27me3 and Otx2 are involved in LIF-independent self-renewal as established by Nanog. (A) Enrichment (-log10FDR)
of UP and NOT rescued and UP and rescued genes for Polycomb Group targets and Otx2 responsive genes. The specific publication used by the Enrichr software
(http://amp.pharm.mssm.edu/Enrichr/) to compute the enrichment is shown. (B) Proportion (left) and statistical significance (right) of H3K27me3-embedded genes activated
without LIF and displaying differential rescue by Nanog (X-axis). (C) Violin plot of the log2 fold change of expression for the two previous categories of LIF-responsive
genes split in function of their embedment (red) or not (blue) within H3K27me3 domains. (D) Normalised H3K27me3 ChIP-qPCR at three genes showing Nanog-dependent
H3K27me3 enrichment in the absence of LIF. (E) Western Blot of the indicated factors (right) across multiple conditions (bottom). Note other WB presented in the principal
figures correspond exactly to the blots shown here to facilitate direct comparisons between all analysed conditions. (F) Normalised mRNA levels of Nanog and Otx2 over a
Dox dose-response assay in 44iN and during a time-course of Tamoxifen treatment in Nanog-ERT2 fusion cells (44NERT), measured by RT-qPCR (n=3). 44NERT cells are
Nanog knock-out cells expressing Nanog-ERT2 transgene (Navarro et al., 2012). (G) Clonal assay (n=4) in the indicated conditions (X-axis) using SunTag cells that activate
Otx2 exclusively.
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IX. LASER: LncRNAs Associated with SElf-Renewal of 

mouse ES cells 

A. Introduction 

 LncRNAs have been functionally associated with all layers of gene expression 

regulation (F. Kopp and Mendell 2018). Many of those have been shown to be specifically 

expressed in pluripotent cells when compared to their differentiating offspring (Dinger et al. 

2008; Mitchell Guttman et al. 2009, 2011; N. Lin et al. 2014; Bergmann et al. 2015; Fort et al. 

2015; Bogu et al. 2016). Therefore, a functional role in regulating mouse ES cells fate was 

hypothesized for this class of transcripts as done in the past for protein coding genes found 

exclusively in pluripotent cells (Okamoto et al. 1990). But, despite intensive efforts, only few 

of them were described as shielding ES cell self-renewal with mostly limited impact. Of note, 

all of this large scale studies were based on loss-of-function strategies screening for impaired 

self-renewal capacities. The idea that lncRNAs might mostly display fine-tuning regulatory 

functions of gene expression with a possible high redundancy is progressively emerging (L. Li 

and Chang 2014; Ransohoff, Wei, and Khavari 2018). As evidenced in the previous section, 

some “ancillary” pluripotency regulators show redundant functions in mouse ES cells and have 

been shown to be dispensable for pluripotency maintenance in different contexts (Chambers et 

al. 2007; J. Jiang et al. 2008; Hitoshi Niwa et al. 2009; Martello et al. 2012; Hackett and Surani 

2014; Yeo et al. 2014; Yamane et al. 2018). Yet, as perfectly illustrated by Nanog, they can 

harbour strong regulatory functions. We thus speculate that some lncRNAs may display a 

comparable behaviour that couldn’t be captured by loss of function experiments scrutinizing 

for strong differentiation phenotypes.  

 Interestingly, the network of ancillary pluripotency factors (Nanog, Klf2, Esrrb, Klf4, 

Prdm14, Sall4, Tfcp2l1, Tbx3) has been shown to be strongly interconnected, each factor 

having in general a positive impact on the others (Dunn et al. 2014). Moreover, their expression 

is stabilized when mouse ES cells reach the ground state of pluripotency (Ying et al. 2008; 

Wray et al. 2011; Ghimire et al. 2018). Interestingly, it was reported that the most responsive 

transcriptional targets of Nanog were enriched in these factors (Festuccia et al. 2012), a notion 

that might need to be revisited in regards to our recent work (see previous section). Therefore, 

in order to identify “ancillary pluripotency lncRNAs” we aimed at identifying such molecules 

whose expression was reinforced in ground state condition and were transcriptionally 
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controlled by Nanog. A way to functionally characterize those non-coding transcripts then 

consists in overexpressing them in differentiation condition and assess whether this gives rise 

to sustained self-renewal: a property shared by most of the aforementioned pluripotency factors 

(Chambers et al. 2003; Hitoshi Niwa et al. 2009; Hall et al. 2009b; Festuccia et al. 2012). We 

thus took advantage of CRISPRa as an appropriate means to enhance their endogenous 

expression since, as aforementioned, transcription site is an important parameter for lncRNAs 

mediated function. 

B. Preliminary selection of lncRNAs candidates 

 Hence, in order to select Nanog-regulated lncRNAs we took advantage of the 44iN cell 

line where the endogenous loci of Nanog have been invalidated but expression can be 

artificially restored by transgene induction under Dox treatment (Festuccia et al. 2012). Those 

cells were cultured for a long term in the absence of Nanog (44iN) before expression was 

rescued for twenty-four hours (44iN + Dox). WT cells routinely cultured in serum-containing 

medium (WT FCS) were placed in 2i/LIF condition for three days (Fig. 2.15 A). RNAs from 

four biological replicates of each condition were prepared, RT-qPCR experiments were done 

for validation of few Nanog target or 2i responsive genes (not shown). The four replicates of 

each condition were pre-mixed prior to library preparation. Total RNAs after ribosomal 

depletion were further sequenced by high-throughput RNA-seq capturing even non- or poorly 

poly-adenylated transcripts (Y. Zhang, Yang, and Chen 2014). Since lncRNAs have been 

shown to be, on average, lower expressed than their coding counterparts (M. Guttman 2009; 

Mitchell Guttman et al. 2010; Ulitsky et al. 2011; Derrien et al. 2012; Sigova et al. 2013), 

RNA-seq was performed with a relatively important depth (more than 150 million 

reads/sample). 

 After alignment, data were further analysed with Seqmonk program (Babraham 

Institute - for detailed procedure see Material and Methods section). Since unique sequencing 

samples were generated for each condition, precluding any statistical approach, we first 

evaluated the reliability of our RNA-seq results through their comparison with published 

datasets of similar samples. For this aim, we looked at the expression of the genes reported as 

tightly regulated by Nanog (Festuccia et al. 2012) or differentially expressed between FCS/LIF 

and 2i/LIF condition (Marks et al. 2012) in our samples. It appeared that the response of those 

genes was highly consistent with their previously reported behaviour (Fig. 2.16 A, B and C). 

More precisely, the percentage of genes showing the expected tendency (fold change 
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treated/control > or < 1) in our dataset was high for each kind of response (89% (1737/1947) 

serum higher, 79% (1169/1479) 2i higher, 71% (346/489) Nanog induced, 91% (390/430) 

Nanog repressed). This result thus allowed us to gain further confidence in our datasets. 

 In order not to restrict our analysis to already annotated lncRNAs we combined three 

different blind analyses to identify our gene candidates. First, using Seqmonk analysis 

software, we divided the genome in small overlapping adjacent bins and quantified RNA-seq 

signal on both strands separately (Fig. 2.15 B). Genomic bits with sufficient signal level 

showing a Nanog-dependent expression and being upregulated in 2i condition were selected 

(Fig. 2.15 A). Since only one replicate was sequenced for each condition, our selection was 

only based on fold change thresholding. All selected segments overlapping an annotated CDS 

(coding DNA sequence) on the same strand were trimmed out. This analysis resulted in the 

selection of about 900 genomic pieces actually representing 343 independent loci. Second, an 

integrated Seqmonk tool called ‘contig probe generator’ identifying continuous stretches of 

reads was used to blindly bait active transcriptional blocks. CDS overlapping probes were 

discarded and 63 clusters with relevant expression profile were finally obtained. Finally, our 

sequencing data were sent to a collaborating group (Ulitsky I. laboratory, Noa Gil, Weizmann 

Institute of Science, Israel) who identified high confidence lncRNAs thanks to their previously 

published pipeline integrating conservation and coding potential features (Hezroni et al. 2015). 

From these high confidence transcripts, 31 regions fitting into our researched expression profile 

were selected.  

 Finally, the pool of all these transcripts was manually curated in order to remove 

alignment artefacts (mainly pseudogenes and repeated region misalignments), further selected 

on clear exonic structure, expression level and presence of active chromatin marks and led to 

a final list of 24 transcripts (see Table 2). Given their expected regulation by Nanog and 

increased expression in the ground state of pluripotency, these lncRNAs will thereafter be 

referred to as LASER for LncRNA Associated with SElf-Renewal. 
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Fig. 2.15. A. Schematic representation of the four RNA samples sent for RNA-seq. 44iN Nanog 

KO cells were continuously kept in the absence of induction before Dox treatment was applied 

for 24 hours (44iN + Dox) shortly rescuing Nanog expression. WT E14 cells were cultured in 

FCS/LIF (WT FCS) and placed in 2i/LIF (WT 2i) medium for 3 days. Last raw corresponds to 

the expression profile that should be followed by lncRNA candidates. B. Analysis pipeline 

used to select our 24 LASER. 



84 

 

 
Fig. 2.16. External validation of the RNA-seq data A. Variation of expression between the 

44iN+Dox and 44iN conditions for the 489 genes up regulated and 430 genes downregulated 

upon Dox treatment in 44iN cells from Festuccia et al. 2012. B. Variation of expression 

between 2i and FCS conditions for the 1947 ‘serum higher’ genes and 1479 ‘2i higher’ genes 

from Marks et al. 2012. C. Expression of the serum and 2i higher genes from Marks et al. 2012 

in our four sequenced samples showing consistent tendency of the two sets of genes in all our 

serum samples compared to 2i condition. 
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C. Characterization of the 24 LASER 

 After manually defining the 5’ and 3’ extremity of each of the LASER from our RNA-

seq data, RNA-seq quantification was done on the 24 loci. While their selection was sometimes 

only based on subsections of the full transcript, most of them showed the expected pattern of 

expression (Fig. 2.17 A). Their expression profile was further validated by RT-qPCR for 23 of 

them (no acceptable primers could be designed for LASER5) (Fig. 2.17 B) on two separated 

replicates and showed an excellent consistency with the RNA-seq results therefore validating 

the reliability of our approach. 

 
Fig. 2.17. Validation of the LASER expression A. RNA-seq expression profile of all LASER 

normalized to their expression in FCS/LIF condition showing low expression in 44iN cells, 

upregulation upon Dox treatment and upregulation in 2i condition. B. Log2 fold changes 

relative to FCS/LIF condition were calculated separately for the RNA-seq and the RT-qPCR 

data (3 per LASER) and plotted against each other. (RNA-seq n=1, RT-qPCR n=2). corr.= 

Pearson correlation coefficient. 

 From our 24 LASER, 13 were already annotated in ENSEMBL (Zerbino et al. 2018) 

as non-coding RNAs, some of the others were partially covered by fragmentary annotations 

found in large non-coding transcripts dedicated databases (Y. Zhao et al. 2016; Zheng et al. 

2016). In order to check the absence of coding potential of the LASER, but since their exact 

sequence could not always be clearly inferred from our sequencing data, the PhyloCSF (M. F. 

Lin, Jungreis, and Kellis 2011) track of the UCSC genome browser was scrutinized all along 
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our LASER loci. None of them showed positive PhyloCSF score over their whole gene body 

in any of the possible frames, thus suggesting the absence of coding capacities of these 

transcripts. 

D. LASER gRNAs design and test 

 After validating the expression profile and the absence of coding potential of our 

LASER we aimed at functionally testing their capacity to promote sustained self-renewal. We 

therefore needed to design gRNAs targeting each of our 24 promoters for subsequent 

overexpression with our SunTag cell line. A new algorithm for gRNAs design was set up in 

collaboration with the Bioinformatics platform of the Institut Pasteur (Damien Mornico) for 

rapid and multiplexed gRNAs design (see methods). After running this algorithm on the 

upstream regions (from -50bp to -1kb) preceding the TSS of our 24 lncRNA candidates, the 

two (or one if two acceptable gRNAs couldn’t be designed) gRNAs showing the lowest off-

target probability were selected. All selected gRNAs were further cloned separately into the 

PiggyBac gRNA expressing vector. 

 

Fig. 2.18. All gRNAs were transfected separately in our SunTag cell line. Cells were treated 

with Dox for 2 days and expression of each LASER was measured by RT-qPCR in the samples 

having received its targeting gRNA as well as in samples with gRNAs targeting another 

LASER. Those latter values were used to normalize each LASER expression separately. (n=1) 
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 We further tested the efficiency of all successfully cloned gRNAs separately (43 in 

total) (Fig. 2.18). This showed that near half of them gave rise to a higher than twofold 

upregulation while around 25% of them completely failed to induce any transcriptional 

response. This led to the successful activation of more than half of our LASER although at 

least five of them didn’t get activated at all in this single assay. LASER 5 gRNAs efficiency 

couldn’t be assessed since no efficient qPCR primers were obtained. No specific bias could 

obviously be found for the non-working gRNAs in term of sequence or distance to TSS. 

Therefore, more than half of our LASER could be moderately overexpressed in our SunTag 

cell line allowing for functional test in differentiation condition. 

E.  LASER overexpression upon LIF withdrawal 

 From our previous experiment, we picked for further experiments the gRNAs leading 

to the highest response for the 18 LASER showing transcriptional induction under SunTag 

activation. We additionally selected the four gRNAs showing an induction fold change greater 

than two (LASER 1, 17, 4, 22). All of them were transfected for a second time (independently 

of previous section) in our SunTag clones along with a gRNA targeting Nanog promoter (see 

section II) and a non-targeting gRNA (LacZ). Cells were plated at low density in the absence 

of LIF, where mouse ES cells massively differentiate (Austin G. Smith et al. 1988), and treated 

with Dox. After a week, cells were fixed and stained for alkaline phosphatase activity, the gold 

standard to assess the undifferentiated state of mouse ES cells. While, as expected, Nanog 

gRNA transfected cells gave rise to a homogenous layer of stained colonies, our LacZ negative 

control only showed the presence of few coloured colonies (Fig. 2.19). This confirmed the 

ability of our experimental setup to discriminate between factors conferring LIF-independence 

and those that do not. Unfortunately, all cells transfected with LASER’s gRNAs essentially 

resembled our negative control, in both SunTag clones (see two examples in Fig. 2.19). We 

therefore concluded that none of our tested LASER (18/24) gave rise to LIF-independent self-

renewal when overexpressed. 
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Fig. 2.19. Representative picture of Alkaline Phosphatase staining including LacZ, Nanog, and 

two LASER gRNAs after 6 days in –LIF +Dox condition. Undifferentiated colonies are stained 

in pink while differentiated colonies are transparent (not visible here). 

F. Transcriptomic response upon three LASER overexpression 

 Following the negative conclusion we faced in the previous functional test, we decided 

to focus our attention on three of the LASER. One of them, LASER1, is located 50kb away 

from Esrrb gene and shows great upregulation in 2i medium as well as low expression in Nanog 

KO cell line but is not responsive to Nanog rescue (Fig. 2.20). The second one, LASER 10, 

shows both a nice response to Nanog rescue and a strong response in 2i medium. It is located 

close to Tfap2c gene (Fig. 2.21 A) which has been largely associated both with trophectoderm 

and PGCs differentiation process (Magnúsdóttir et al. 2013; Schemmer et al. 2013; Z. Cao et 

al. 2015). The last one, LASER 17, initiates in a mouse ES cells super enhancer and is adjacent 

to Cd9 locus (Fig. 2.21 A). Cd9 has been shown to be highly expressed in mouse ES cells 

despite its dispensability for mouse ES cells self-renewal (Akutsu et al. 2009). LASER 17 

shows about 3 fold upregulation both upon Nanog rescue and FCS/2i switch and is also lowly 

expressed in Nanog KO cells (Fig. 2.20). All three appeared to be efficiently spliced and largely 

detected in polyA selected datasets (Fig. 2.21 A). Therefore, their precise spliced sequences 

could be determined and submitted to coding potential evaluation tool CPAT (L. Wang et al. 

2013). They all got labelled as non-coding with low coding probabilities (from 4 to 25%, a 
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range where the discrimination specificity of CPAT is still greater that 90%). Of note, none of 

them had an annotated human orthologue in GENCODE database. Therefore, the relevance of 

their genomic location, their bona fide characteristics of mature RNA-Pol II transcribed RNAs 

as well as their very low coding probability prompted us to assess the transcriptional effects of 

their endogenous overexpression. 

  

Fig. 2.20. RT-qPCR validation of the expression profile of LASER1, 10 and 17 in the samples 

listed before showing strong response upon FCS to 2i medium switch for the 3 lncRNAs but 

rather different levels of response to Nanog expression. Values are normalized to Tbp level. 

(n=2, SEM). 

 The two gRNAs targeting each of these three LASER were among the most efficient 

ones (Fig. 2.18). Thus, we transfected again the six corresponding gRNAs separately in our 

two SunTag clones and manually picked single subclones originating from each of these 

transfections. In total, 21 subclones originating from the two parental SunTag clones and 

harbouring one of the six gRNAs were kept for further experiments (each gRNA being 

represented by 2 to 4 subclones). This ensured that a clonal or SunTag off-target effect would 

be easily identified and separated from any significant result. We treated all these clones with 

Dox for 72 hours before harvesting them for RNA purification. SunTag induction of the three 

LASER was validated by RT-qPCR and compared to three additional subclones that received 

the LacZ non-targeting gRNA (Fig. 2.21 B). This confirmed the strong upregulation of our 

three lncRNAs with a consistent difference in efficiency within the couples of gRNAs targeting 

the same LASER. Therefore, in order to assess the transcriptomic consequences of the 

overexpression of these three self-renewal associated transcripts, we sent these 48 samples for 

RNA-seq (21 LASER subclones, 3 LacZ clones, -/+ Dox).  
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Fig. 2.21. A. Schematic representation of the three LASER loci with RNA-seq coverage profile 

upon SunTag induction. CTL = LacZ non targeting gRNA. B. RT-qPCR measure of the 

induction with SunTag for 72h in FCS/LIF, values are normalized to Tbp level (n=4-8, Mean 

± SEM). 
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 The analysed RNA-seq signal (aligned by N. Owens) validated the upregulation of our 

three LASER from their endogenous loci (Fig. 2.21 A). Interestingly, transcription initiation 

and termination as well as splicing didn’t seem to be affected by the artificial activation 

produced by the recruitment of the SunTag complex. Expression of the surrounding genes 

didn’t seem to be affected neither (not shown). We then performed a statistical analysis with 

DESEQ program to identify the differentially expressed genes upon activation of the three 

LASER. Few differentially expressed genes (DEGs) with relatively low expression level could 

be identified between none treated and Dox treated samples for each gRNA separately 

(FDR<0.05). However, when intersecting the lists of DEGs obtained with the two gRNAs 

targeting the same LASER, it appeared that each overlap was empty. If performing the same 

DESEQ analysis by pooling together the samples obtained with the two gRNAs, even less 

DEGs were significantly (FDR<0.05) identified showing usually inconsistent expression 

profile along all our samples. It is most likely that the few DEGs identified with a single gRNA 

were due either to spurious off-target binding of the SunTag complex or were randomly pulled 

out and further eliminated when pooling together the two gRNAs data by increasing the power 

of our statistical analysis. However, one of the gRNAs (LASER 1, gRNA2) produced a number 

of DEGs that largely exceeded what one would expect from random fluctuation of gene 

expression. This observation will be discussed in section IV. 

 

 Consequently, it seems that the overexpression of these three non-coding RNAs didn’t 

result in the modification of expression of another transcript at the genome-wide level. 

However, this doesn’t exclude the possibility that these lncRNAs might have a functional role 

at any level of gene regulation. 

 

G. Additional lncRNAs candidates selection 

 Despite its unsuccessful outcome, our low-scale screening of LASER overexpression 

upon LIF withdrawal demonstrated the feasibility of our approach. This prompted us to select 

a higher number of candidates in order to be able to perform a similar screening at a higher 

magnitude. However, a wide list of lncRNAs candidates cannot be curated manually unless 

countless human and time resources. Therefore, a greater number of conditions and replicates 

was needed to greatly increase our confidence in the selected lncRNAs. We thus augmented 

our previous RNA datasets with loss of function experiments of Nanog, Esrrb and Oct4 
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transcription factors for 24 hours with the help of cell lines using Tet-ON or OFF systems (Fig. 

2.22 B) (Hitoshi Niwa, Miyazaki, and Smith 2000; Festuccia et al. 2012, 2016).  

 

Fig.2.22 A. New candidates selected on the basis of their expression profiles in our new RNA-

seq data, this cluster was selected for the following pattern: down-regulation upon loss of Oct4 

or Nanog and LIF-withdrawal. B. New biological samples analysed by RNA-seq with polyA 

selected libraries and about 30 million reads per sample. 2 to 3 replicates of each condition 

have been sequenced. LOF = loss of function; GOF = gain of function. 

 Remarkably, it appeared that all our LASER were fairly detectable in RNA-seq datasets 

performed on poly-adenylated RNAs (see examples: Fig. 2.21. A). We thus decided to restrict 

our analysis to this kind of transcripts and performed polyA selected RNA-seq providing 

increased coverage for spliced and mature RNA-pol II transcribed RNA at the expense of 

intronic and none poly-adenylated RNAs signal. Nanog SunTag dataset (see section II.) in 

which Nanog overexpression was performed in the presence and absence of LIF was included 

as well in our analysis. 

 A new high-confidence database of 3490 lncRNAs including all LASER, all non-

coding transcripts identified by our collaborators (Igor Ulitsky laboratory) and all annotated 

lncRNAs in ENSEMBL mouse database supported by minimal coverage in a good fraction of 

our samples was generated by Nick Owens, a computational biologist in the laboratory. Thanks 
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to a statistical tool he set up for that aim, we already selected several clusters of lncRNAs 

showing relevant patterns of expression among all our conditions (Fig. 2.22. A). These 

transcripts will be further screened for their capacity to provide LIF-independence. 

H. LASER 23 (Gm14820) characterization  

 LASER 23 fairly fulfilled the criteria previously mentioned for lncRNAs candidates’ 

selection (Fig. 2.23). But it further captured our attention because of its antisense relationship 

with Suv39h1 gene in a ‘tail-to-tail’ orientation (Fig. 2.24 A). Suv39h1 is a histone methyl 

transferase associated with the formation and the function of constitutive heterochromatin on 

genomic repeated elements such as satellites, tandem repeats or retroviruses but is also 

involved in the repression of lineage-inappropriate genes in the trophectoderm or S-phase 

associated genes in terminally differentiated cells (Firestein et al. 2000; Lehnertz et al. 2003; 

Ait‐ Si‐ Ali et al. 2004; Alder et al. 2010; Fritsch et al. 2010; Bulut-Karslioglu et al. 2014, 

2012; Velazquez Camacho et al. 2017).  It has been shown to recognize and propagate H3K9 

trimethylation through its chromo and SET domains respectively and interact with other H3K9 

methyltransferases as well as Hp1 proteins and RNAs to form and expand heterochromatin 

domains. The loss of Suv39h1 and 2 in mouse ES cells leads to the loss of H3K9me3 at 

pericentric regions but is associated with a gain in polycomb-mediated repressive histone mark 

H3K27me3 at the same places with no major functional consequences, a plasticity which seems 

also present at the zygotic stage (Peters et al. 2003; Puschendorf et al. 2008; Marks et al. 2012). 

In contrast, Suv39h1/2 depletion in somatic tissues leads to genomic instability inducing higher 

tumor risk and defects in male germ cells meiosis  (Peters et al. 2001).  

 Interestingly, constitutive heterochromatin structure differs between male and female 

genomic material at the time of fertilization and persists during the first cleavages until the 8 

cell stage (Arney et al. 2002; Santos et al. 2005; van der Heijden et al. 2006; Govin et al. 2007; 

Puschendorf et al. 2008). Indeed, in mice, at these stages, male chromosomes are fully deprived 

from Suv39h-mediated H3K9me3 repressive mark but rather enriched in PRC2-mediated 

H3K27me3 compared to female genome (H. Liu, Kim, and Aoki 2004; Puschendorf et al. 

2008). This asymmetry is progressively lost with the formation of compact repressive hubs, 

the chromocenters, where centromeric and pericentromeric regions cluster together, and 

gradual trimethylation of H3K9 residues on the paternal genome (Mayer et al. 2000; 

Kuznetsova et al. 2016; Puschendorf et al. 2008). However, this transition is tightly regulated 

and is critical for the establishment of proper nuclear structure later on (Burton and Torres-
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Padilla 2010; Nakamura et al. 2012; De La Fuente, Baumann, and Viveiros 2015; Ma et al. 

2015). Thus, appropriate expression of heterochromatin organizers as Suv39h1 seems to be 

critical in these very early steps of development. 

 

Fig. 2.23. RT-qPCR measure of RNA expression of LASER 23 in the four aforementioned 

samples used for LASER selection. LASER 23 shows both response to Nanog expression as 

well as pluripotency ground state attainment. Values are normalized to Tbp level (n=2, Mean 

± SEM). 

 Given the known ability of antisense lncRNAs to regulate the expression of their 

opposite gene (Magistri et al. 2012), we examined the expression of Laser23 and Suv39h1 in 

undifferentiated and differentiating ES cells. It appeared that both expressions were negatively 

correlated (Fig. 2.24 B). While LASER 23 was strongly repressed two days after cells being 

cultured in the absence of LIF or 24 hours after Oct4 depletion, Suv39h1 precisely showed the 

reverse pattern. We thus wondered whether these opposite expression profiles could also be 

found in vivo during early development, when heterochromatin organisation faces dramatic 

rearrangement. We therefore looked at single cell RNA-seq data (Q. Deng et al. 2014) 

performed from the zygote to the blastocyst stage of mouse embryo development (with help of 

Nick Owens). It appears that LASER 23 is already expressed at the zygotic stage before 

peaking at the early 2 cell stage and progressively decreases until blastocyst stage where only 

very few cells keep residual expression. Suv39h1 is oppositely getting highly induced at the 

mid 2 cell stage to be intermediately expressed throughout the following steps of development 
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(Fig. 2.24 C). Therefore, LASER 23 and Suv39h1 seem to have mutually exclusive expression 

profiles which prompted us to dig into the relationship between these two transcripts. 

 We then explored LASER 23 conservation between mouse and human as this has been 

shown to be a good prediction factor for functionality (Ulitsky 2016). It appeared that a 

similarly structured transcript was present in the syntenic region of the human genome 

(AF196970) annotated as an lncRNA. It correspondingly initiates downstream of human 

SUV39H1 in the opposite direction and also shows a large overlap with SUV39H1 exon 3. 

Sequence conservation between LASER 23 and AF196970 is only restricted to their 

overlapping region with suv39h1/SUV39H1 exon 3, therefore not exhibiting a real sequence 

similarity for the non-coding transcripts. This might indicate that the act of transcription rather 

than the sequence of the antisense RNA is important for the regulation of this locus. We further 

evaluated the coding potential of both human and mouse lncRNAs with the CPAT tool (L. 

Wang et al. 2013) and obtained very low coding probabilities of 13 and 1% for human and 

mouse transcripts respectively indicating that in both species the antisense transcript to 

suv39h1/SUV39H1 most likely doesn’t have coding functions. 
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Fig. 2.24. A. Schematic representation of LASER 23/Suv39h1 locus. LASER 23 shows two 

alternative promoters both active in mouse ES cells. gRNAs used for SunTag overexpression 

are represented as black arrowheads. gRNAs used for CRISPR/Cas9 deletion are represented 

by red crosses. B. RT-qPCR measure of LASER 23 and Suv39h1 RNAs expression in E14 WT 

cells cultured for 2 days in presence or absence of LIF (n=6) and in Zhbtc4 cells treated (Oct4-
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) or not (Oct4+) with Dox for 12 hours (n=2) (Hitoshi Niwa, Miyazaki, and Smith 2000) Values 

are normalized to Tbp level (Mean ± SEM). C. Single cell RNA-seq expression during mouse 

embryo early development, from Deng et al. 2014. (zyg = zygote, 2C, 4C, 8C, 16C = 2, 4, 8 

and 16 cells stage, blasto = blastocyst, 1 = early, 2 = middle, 3 = late). Tpm counts are shown 

for LASER 23 (left) and Suv39h1 (right). 

 To assess whether the opposite expression profile observed in the early embryo also 

exists in mouse ES cells at the single cell level, we performed single molecule RNA-FISH on 

LASER 23 and Suv39h1 transcripts (non-overlapping exonic probes) in WT male ES cells 

(Fig. 2.25). LASER 23 molecules could be detected at its transcription site but also as few 

diffusible molecules in the nucleus while Suv39h1 RNAs were detected both in the cytoplasm 

and the nucleus. We quantified the relative distribution of both RNAs with a collaborator (F. 

Mueller, Institut Pasteur) using FISHQuant program (Mueller et al. 2013). This clearly showed 

a negative correlation between the distribution of Suv39h1 and its antisense since cells that are 

high for one transcript are low for the other (Fig. 2.25). However, few hypothetically co-

transcriptional events were detected, maybe suggesting a model where transcription can initiate 

from both promoters, but one direction rapidly overtakes. 

 We consequently decided to actively interfere with the transcriptional activity of the 

locus in order to assess the functional relevance of LASER 23 expression. Since the first gRNA 

designed towards one of its two alternative promoters didn’t work in our previous study (Fig. 

2.18), we designed three additional ones targeting its second promoter (Fig. 2.24. A). It is worth 

mentioning that both promoters seem to be equally active in mouse ES cells according to RNA-

seq data (not shown). We therefore transfected these three gRNAs in our SunTag clones and 

picked individual subclones harbouring each of them. Cells were then treated with Dox for 2 

days followed by RNA extraction. This experiment was performed both in presence and 

absence of LIF as Suv39h1 was shown to be upregulated upon LIF withdrawal (Fig. 2.24. B). 

The induction of LASSER 23 was moderate in +LIF condition but reached very low level in –

LIF where it naturally gets strongly down-regulated probably due to the high content in ERVK 

elements of its promoter (as seen for AK031828 in section I) (Fig. 2.26). However, we didn’t 

assess yet the consequences of the recruitment of the SunTag complex within the first intron 

of the longest isoform of LASER 23 on its expression. Indeed, we cannot exclude a subsequent 

transcriptional interference which would lessen the impact of our assay. Nevertheless, this low 

overexpression of LASER 23 had no significant impact on Suv39h1 expression (Fig. 2.26). 
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Fig. 2.25. Single molecule-RNA-FISH of Suv39h1 and LASER 23 in FCS/LIF WT male ES 

cells. Representative pictures of Suv39h1 (green) and LASER 23 (red) transcripts in single 

cells. Transcriptional sites for Suv39h1 (white arrowhead), LASER 23 (white arrow) and 

potential co-transcriptional sites (white square) could be identified as well as diffusing 

Suv39h1 single RNA molecule (yellow arrow head). Bottom right: detected single RNA 

molecules of Suv39h1 and Laser 23 in single cells quantified by FISHQuant pipeline. 

  

 



99 

 

 

Fig. 2.26. RT-qPCR measure of LASER 23 and Suv39h1 RNA expression during SunTag 

activation of LASER 23 in the presence and absence of LIF with the three gRNAs previously 

depicted (Fig. 2.22). Two clones per gRNA originating each from one of the 2 SunTag clones. 

(n=4, Mean ± SEM). 

 We further assessed the effect of the depletion of LASER 23 on Suv39h1 expression. 

In that aim, we used CRISPR/Cas9 system to delete the two alternative promoters of LASER 

23. Two gRNAs were subsequently designed at each side of these two promoters potentially 

generating a 6 kb-long deletion (Fig. 2.24 A). This experiment was performed in male E14 WT 

ES cells and several KO clones were obtained with no noticeable phenotype. The absence of 

residual expression of LASER 23 in the KO cells was confirmed by smFISH while Suv39h1 

signal looked more homogenous among the cell population with a slightly increased number 

of detected dots (Fig. 2.27 A). However, this still needs to be properly quantified. We further 
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evaluated Suv39h1 and LASER 23 expression by RT-qPCR (Fig. 2.27 C). While LASER 23 

RNA could not be detected at all in our KO clones, it appeared that Suv39h1 expression was 

increased in the same cells. This was particularly true in 2i medium where we could confirm 

this result at the protein level (Fig. 2.27 B). 
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Fig. 2.27. A. Single molecule RNA FISH of Suv39h1 (left) and LASER 23 (right) RNAs in 

one of our KO clones. Only background signal can be observed in LASER 23 channel. B. 

Western Blot for Suv39h1 and total-H3 loading control performed with lysates of WT cells 

(left) and two KO clones (right) after 2 passages in 2i medium. C. RT-qPCR measure of 

LASER 23 and Suv39h1 RNAs expression level in WT cells and our KO clones in 2i medium 

(2 passages), FCS/LIF and after 2 days of LIF withdrawal, ND=non-detectable (n=4, Mean ± 

SEM). 

 Taken together, all these results suggest a repressive effect of LASER 23 transcription, 

associated with the undifferentiated state of ES cells and the first cleavage state of the embryo, 

on Suv39h1 expression. However, many experiments are still to be done in order to assess the 

precise mechanism of this inhibition. 

I. Discussion 

 Our preliminary approach allowed us to select a small number of lncRNAs whose 

expression is enhanced in the ground state of pluripotency and associated with Nanog activity. 

We now greatly extended our capacity of selection by generating a large amount of sequencing 

samples representing a challenging framework for the pluripotency network. We additionally 

built a comprehensive list of high confidence lncRNAs expressed in mouse pluripotent cells. 

We further identified hundreds of transcripts responsive to drastic variations of expression of 

the pluripotency factors (Nanog, Esrrb, Oct4) as well as signalling pathways inhibition (LIF, 

MEK/ERK, GSK3β). These reliable lists of lncRNAs can now be functionally investigated 

using CRISPRa at a higher scale. This will more likely require the design and cloning of more 

than two gRNAs per promoter given the high rate of inefficient ones (close to 50% in our 

hands). We additionally generated a gRNA expressing vector inserted within a PiggyBac 

transposon which allows for efficient transfection and integration of large size libraries of 

vectors with single integrant per cell (G. Guo et al. 2009; G. Guo and Smith 2010). Hence, a 

library of thousands of gRNAs can be properly delivered to our SunTag clones followed by 

serial passages in the absence of LIF, a condition that would be less stringent than a plating at 

clonal density where the LIF can be properly washed out, but allows for the emergence of 

clones with enhanced proliferative capacities in the absence of the cytokine. Downstream 

identification of the overrepresented gRNAs in the self-renewing cell population by DNA 

sequencing would lead to the characterization of lncRNAs conferring reduced requirement to 

LIF signalling. Such kind of phenotypic advantage-based CRISPRa screening already gave 
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quite promising results (Gilbert et al. 2014; Konermann et al. 2015; Joung et al. 2017; S. J. Liu 

et al. 2017). 

 Indeed, the screening that we performed on the 18 LASER where cells were placed at 

low density in the absence of LIF is relatively stringent if we consider that a powerful 

transcription factor such as Klf4 (one of the Yamanaka factors) has been reported to confer 

variable self-renewal sustaining capacities according to different studies (J. Jiang et al. 2008, 

4; Hitoshi Niwa et al. 2009; Hall et al. 2009b; P. Zhang et al. 2010; Martello, Bertone, and 

Smith 2013; Jeon et al. 2016; Yamane et al. 2018). Together with the previously mentioned 

idea that lncRNAs might mainly confer fine-tuning regulatory functions on gene expression, it 

seems reasonable to reduce the selective strength of our strategy. We could as well screen for 

a synergistic effect of the upregulation of our lncRNAs with one of the ancillary pluripotency 

factors in shielding mouse ES cells against differentiation. This could be achieved by creating 

a basal vector harbouring a gRNA targeting one of these pluripotency factors that would then 

serve to build a large library of vectors by adding gRNAs targeting the lncRNAs candidates. 

 It was shown in section II than Nanog confers LIF-independent self-renewal through, 

among other mechanisms, maintaining H3K27me3 level at many repressed loci by an indirect 

mechanism. Moreover, this effect is clearly specific to a subset of genomic locations but 

doesn’t seem to be related to Nanog bound regions. So, how are all these specific loci 

recognized by the PRC2 complex for proper repressive mark deposition? PRC2 complex 

recruitment in mouse ES cells has been extensively linked with its RNA interacting property 

(J. Zhao et al. 2010; Kaneko et al. 2013; Bonasio et al. 2014; Kaneko, Bonasio, et al. 2014b, 

2014b). We can therefore hypothesize that one or several lncRNAs that get activated by Nanog 

may drive the PRC2 complex to specific positions for repressive state maintenance (S. C. Wu, 

Kallin, and Zhang 2010; Kaneko, Bonasio, et al. 2014b; Ng, Johnson, and Stanton 2012). Such 

molecule should be potentially identified by the analysis of the group of our lncRNAs that get 

strongly induced by Nanog in the absence of LIF. Additionally, we can take advantage of the 

different ChIP-seq clusters identified in section II to refine our selection to identify direct and 

truly dependent targets of Nanog function. 

 In contrast, LASER 1, 10 and 17 differently respond to Nanog induction but were all 

upregulated when ES cells were placed in 2i medium. Their low level of expression in 

serum/LIF culture led us to speculate that they might be expressed only in a small portion of 

the cells and that their strong increase in 2i medium may correlate with the higher and more 
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homogenous expression of some pluripotency factors appearing in this condition. We therefore 

hypothesised that increasing their expression in every cell in serum/LIF would recapitulate 

their potential effect in the ground state of pluripotency. Surprisingly, none of our three LASER 

overexpressions did produce any modification of gene expression at the transcriptome-wide 

level. Therefore, wouldn’t it be more relevant to assess the effect of their depletion in 2i 

medium? Not really, supposing the same redundancy exists within lncRNAs than among the 

ancillary pluripotency factors, especially when considering the milder phenotypes usually 

resulting from lncRNAs depletion compared to mRNA (Nakagawa 2016). Additionally, while 

small families of protein were identified based on sequence homologies and shared functional 

domains and led to simultaneous inactivation studies unmasking some redundancies (J. Jiang 

et al. 2008), a functional classification of lncRNAs is still inexistent. Therefore, it seems more 

promising to assess the effect of their ectopic expression in a situation where they are not or 

very lowly expressed assuming that their potential redundancy with other lncRNAs is there 

inexistent. Considering the effects of Nanog overexpression in presence and absence of LIF 

(section II), this consideration seems even more relevant.  

 The remarkable technological improvements recently achieved in the RNA biology 

field bring a hope for and will surely greatly influence lncRNAs classification and 

characterization. In particular in regards to the identification of the partners (proteins, other 

RNAs) (Aw et al. 2016; Lu et al. 2016; McHugh and Guttman 2018), the structure (Denny et 

al. 2018) and the cellular localization (Abudayyeh et al. 2017) of these transcripts which 

represent essential phases for their unbiased description. Indeed, some studies focus on the 

interaction between a lncRNA of interest and a given protein, which was sometimes never 

shown to have RNA interacting properties, for quite obscure reasons (Jiapaer et al. 2018). One 

could therefore anticipate a big qualitative step towards the understanding of this still 

mysterious class of transcripts in the next decade. 

 Nonetheless, LASER23 relationship with Suv39h1 seems to be on the way of being 

characterized. We indeed accumulated many clues suggesting a repressive effect of LASER 23 

upon its opposite coding gene. However, this still needs proper confirmation as well as a 

mechanistic explanation. Indeed, we plan to validate the upregulation of Suv39h1 in the 

absence of LASER 23 through other experimental approaches. First, a strong polyA signal will 

be knocked-in the first intron of LASER 23 transcript to separate a possible regulatory function 

of the underlying genomic sequence including LASER 23 transcription initiation sites from the 

RNA per se or its transcription. Histone modifications along its locus as well as splicing 
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efficiency will be evaluated for Suv39h1 in the context of truncated (polyA signal), absent 

(KO) and WT LASER 23 transcript. The same experiments will be repeated in the context of 

a strong induction of LASER 23 expression upon knock-in of a potent constitutive promoter 

upstream of its TSS. Finally, to decipher whether any regulatory effect is mediated through the 

specific tethering of LASER 23 RNA to Suv39h1 locus, the overexpression from an exogenous 

cDNA vector will be performed in WT and KO cells. Indeed, the few diffusible molecules that 

could be observed by sm-RNA-FISH and the accumulation at its transcription site rather 

suggest a locally mediated effect of LASER 23.  

 Furthermore, the downstream effects of this potential repression in mouse ES cells will 

need to be addressed. Given the demonstrated functions of Suv39h1, a particular attention 

should be placed on the expression of repeated sequences, as retrotransposons and satellites, as 

well as on the chromatin modifications at those loci. This will be performed upon, acute or 

prolonged, induction or repression of LASER 23 in order to assess the potential dynamics of 

any effect as short and long term compensatory mechanisms exist in the silencing of repeated 

elements in mouse pluripotent cells (Peters et al. 2003; Berrens et al. 2017). Moreover, 

Suv39h1 has also been shown to play an important role in the silencing of bivalent promoters 

during trophoblast stem like (TSL) cells differentiation (Alder et al. 2010). We previously 

showed that LASER 23 is strongly repressed upon this directed differentiation in zhbtc4 cells 

(Fig. 2.24 B) (Hitoshi Niwa, Miyazaki, and Smith 2000). Therefore, we can speculate that the 

ectopic expression of LASER 23 in that context would impair the proper establishment of a 

trophoblastic identity through the repression of Suv39h1, an experimental approach that is 

planned to be done. 

 Finally, a major aspect of LASER 23 characterization might be coming from the early 

embryo development. Indeed, the expression of LASER 23 was shown to be even higher prior 

or towards fertilization than in the following stages of zygotic development and cleavages (Fig. 

2.28) (Karlic et al. 2017), therefore at the moment where Suv39h1 has been shown to be totally 

absent (Puschendorf et al. 2008). One hypothesis would be that the strong expression of 

LASER 23 in the mouse oocyte allows for robust and long-lasting repression of Suv39h1 until 

the 2-cell-stage assuring the absence of its expression and downstream function towards 

fertilization where paternal deprivation of H3K9me3 mark is precociously maintained. 

Consequently, assessing the effect of LASER 23 deprivation in oocytes on zygotic 

development and early development chromatin structure would represent an essential 

experiment to question the function of this lncRNA in vivo. However, such investigation would 
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require LASER 23 KO female mice to be viable or the generation of a new model of tissue- 

(oocyte) specific depletion of LASER 23 through Cre-mediated, tissue-specific, recombination 

(Lan, Xu, and Cooney 2004). 

 

Fig. 2.28. RNA-seq expression profile of LASER 23 in oocytes and early developing mouse 

embryo from Karlic et al. 2017 GV=germinal vesicle, MII= meiosis II oocytes (Y-scale 

represents FPKM). 
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X. A serendipity-driven approach 

A. Introduction 

 The 2 cell-like state has been described as a rare population of cells arising from mouse 

ES cells culture showing a transcriptomic profile resembling the first cleavage stage of the 

embryo including expression of the retroviral MERVL elements and the Zscan4 protein family 

members (Macfarlan et al. 2012). This state has also been associated with numerous additional 

transient features as rapid telomere elongation, genome-wide chromatin decompaction and 

DNA demethylation, dispersed chromocenters, histones hyper acetylation, global translation 

block and Oct4 protein depletion as well as extended potency (Zalzman et al. 2010; Macfarlan 

et al. 2012; Dan et al. 2013; Ishiuchi et al. 2015; Eckersley-Maslin et al. 2016; Choi et al. 2017).  

It was additionally shown that every mouse ES cells is likely to undergo such event every 9 

passages (18-27 days) (Zalzman et al. 2010). Different ways have been discovered to 

artificially enhance the entry in this specific state of mouse ES cells: Dux and Zscan4 induction, 

CAF-1 complex or LINE1 RNAs knock down or mir34a depletion (Zalzman et al. 2010; 

Ishiuchi et al. 2015; Choi et al. 2017; Hendrickson et al. 2017; Percharde et al. 2018). However, 

the natural mechanism, if unique (Rodriguez-Terrones et al. 2018), leading to this original state 

has not been clarified. 

B. An unexpected 2 cell-like state induction 

 As exposed in the previous section, an RNA-seq experiment was performed under 

induction of LASER 1, 10 and 17. No differentially expressed gene (DEG) could be identified 

showing a consistent response between the two tested gRNAs for each lncRNA. Yet, while one 

of the gRNA (gRNA 1) targeting the promoter of LASER 1 only led to the identification of 

few DEGs, it appeared that activation of the SunTag system combined with the expression of 

the second one (gRNA 2) produces a very large number of responsive genes. Indeed, 900 DEGs 

could be identified by a DESEQ analysis (-1<log2FC<1, padj<0.05) (performed by Olivier 

Piau). These 900 DEGs included 742 upregulated and 158 downregulated genes. We rapidly 

understood that this list of genes strongly resembled the typical subset of transcripts induced 

upon the 2 cell-like state as the most famous markers of it (Zscan4 family, Zfp352, Eif1a-like 

family) were among the strongest induced genes. In addition, activation of many ERVL repeat 

elements could be easily visualised on the sequencing data (Fig. 2.29).  
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Fig. 2.29. Screenshots of IGV browser showing RNA-seq coverage obtained before (-Dox) and 

after SunTag induction (+Dox) with the two different gRNAs targeting LASER 1 promoter. 

Strong induction of Zscan4d, Zfp352, Gm2022 as well as a chimeric transcript of Abcb5 gene 

initiating in an ERVL element can be seen. 

 When comparing these results with published datasets dealing with the induction of the 

2 cell-like state (Ishiuchi et al. 2015; Eckersley-Maslin et al. 2016; Hendrickson et al. 2017), it 

appeared that half (434) of our DEGs have been shown to be misregulated in at least one of 

this three studies (Fig. 2.30). In addition, about 50% of the DEGs identified in two of these 

studies (Eckersley-Maslin et al. 2016; Hendrickson et al. 2017) were included in our dataset. 

Among the 38 genes that were shared between all these studies and us, Zscan4 family genes 
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and Zfp352 could be found. The range of misregulated genes in our case was not particularly 

high if comparing to CAF-1 complex depletion study (Ishiuchi et al. 2015) in which the use of 

two different shRNAs led to 2517 or 1676 upregulated (1498 common) and 96 or 31 

downregulated genes respectively (15 common). We further validated some of our DEGs by 

RT-qPCR (Fig. 2.31 A).  

 

Fig. 2.30. Differentially expressed genes overlap between our genes list (SunTag 2C) and other 

genome-wide published datasets reporting induction of the 2-cell like state (Ishiuchi et al. 2015; 

Hendrickson et al. 2017; Eckersley-Maslin et al. 2016). 

 We further performed gene set analysis with the lists of our upregulated and 

downregulated genes separately using the ESCAPE online database containing many 

functional studies performed in pluripotent cells. It revealed that our upregulated genes were 

highly enriched in genes shown to be upregulated by Gata3 (padj 3.10-59) and Zscan4c (padj 

6.10-43) transcription factors overexpression in mouse ES cells (Nishiyama et al. 2009) and that 

our downregulated genes were strongly enriched in Gata3 (padj 3.10-54) downregulated genes 

in the same study. In fact, when digging into these genes lists, it appears that half of the 

misregulated genes obtained by Nishiyama et al. 2009 under Zscan4c overexpression are 

shared with Gata3. Interestingly, Gata3 binding site motif has been shown to be highly enriched 

in open chromatin regions in single cell at the 2 cell stage of mouse embryo development (F. 

Guo et al. 2017). In addition, Gata2 and 3 have been shown to have an identical binding motif 
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in human ESCs (Krendl et al. 2017) and share redundant functions and targets during mouse 

pre-implantation embryo development (Home et al. 2017). Moreover, Gata2 de-repression has 

been shown to strongly induce 2 cell-like state features in mouse ES cells (Choi et al. 2017). 

Consequently, it is very likely that a 2 cell-like state gene expression signature was induced 

upon Gata3 increase by Nishiyama et al. 2009 explaining the similarity of this dataset with 

ours. Of note, while Gata3 is not included in our list of DEGs and doesn’t show any significant 

change in our datasets, Gata2 is upregulated upon induction of SunTag expression with LASER 

1 gRNA 2 (Fig. 2.31. B). 

 As a result, the set of DEGs obtained in our dataset is comparable with the list of the 

genes affected in the two cell-like state of ES cells. 
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Fig. 2.31. A. RT-qPCR validation of differentially expressed genes expression (n=4, Mean ± 

SEM). B. RNA-seq quantification in tpm of Gata2 and 3 expression. CTL corresponds to LacZ 

non targeting gRNA (n=2, Mean ± SEM). 
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C. First hypothesis: a LASER 1-mediated effect 

 Although the hypothesis of an off-target effect induced by the gRNA 2 was the most 

compelling one, we first wanted to validate or eliminate the possibility that such an effect could 

be mediated by LASER 1 induction. Then, one possibility explaining the discrepancy between 

the two gRNAs effect could result from the expression of a different form of LASER 1 

(alternative splicing, transcription start site…) under recruitment of the SunTag complex 

through gRNA 1 or 2. Indeed, a slight modification in the RNA sequence could potentially 

provide novel functions through many different ways: apparition of a new open reading frame, 

modified localization, new partners/targets.  

 We assessed the structure of the induced transcript by RT-qPCR (Fig. 2.32 A and B). 

The closest forward primer to the TSS of LASER 1 showed transcriptional induction only with 

gRNA 2. This revealed that the recruitment of SunTag mediated by the two gRNAs led to two 

different sites of transcription initiation. Indeed, gRNA 1 was located near by the annotated 

TSS of LASER 1 and it is likely that dCas9 binding prevented its accurate transcription 

initiation to happen. This might also explain the lower upregulation obtained with gRNA 1 

compared to gRNA 2. However, downstream splicing of the transcript didn’t seem to be 

affected. Thus, we wondered whether this different sequence content could impact cellular 

localization of Laser 1. We performed cellular fractionation experiment under Dox treatment 

with both gRNA but neither of the primary transcript or the spliced RNA localization seemed 

to be affected by this different transcription start sites (Fig. 2.33 A).  

 We finally assessed the consequence of the induction of LASER 1 with two novel 

gRNAs located around gRNA 2 targeting site (Fig. 2.32 A). These two new gRNAs (3 and 4) 

were cloned into expression vectors and integrated in parallel with the two previous ones (1 

and 2) in our two SunTag clones. gRNA 4 appeared to be a little bit more efficient than gRNA 

2 while the other new gRNA didn’t produce any activation (gRNA 3). Since gRNA 4 was 

almost exactly antisense to gRNA 2 it was very unlikely that they would lead to any difference 

in LASER 1 transcription initiation site. Finally, while induction of the SunTag system in 

gRNA 2 containing cells led to a slight increase of Zscan4d expression, none of the other 

gRNAs showed the same effect (Fig. 2.33 B).  
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Fig. 2.32. A. Schematic representation of LASER 1 locus. The different gRNAs targeting sites 

are shown with red arrowheads. Forward primers for TSS mapping are represented in blue on 

the first LASER 1 exon. B. RT-qPCR measure of LASER 1 expression upon gRNA 1 and 2 

induction. P1 and P2 correspond to the primer depicted in A. with a reverse primer lying within 

LASER 1 exon 2. ex1-2 = exons 1-2 spanning primers pair (identical for ex2-4 and ex4-5). Int 

= intronic primers located in intron 2. Ex5-Gpacth corresponds to a rare splicing detected 

between the last exon of LASER 1 and the second exon of its adjacent gene Gaptch2l. Values 

are normalized to Tbp level (n=2, Mean ± SEM). 
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Fig. 2.33. A. RT-qPCR measure of RNA abundance in nuclear and cytoplasmic fractions of 

LASER 1 spliced RNA (Ex) or primary transcript (Int) showing unaffected nuclear distribution 

of LASER 1 under induction with both gRNAs. Two or three independent clones (c1, c2, c3) 

harbouring gRNA 1 or 2 were used for this experiment. B. RT-qPCR measure of expression of 

LASER 1 and Zscan4d RNAs with or without induction of LASER 1 with the four different 

gRNAs shown in Fig. 2.30 A. The two SunTag clones were transfected with the four gRNAs 

and, after selection for stable integration, the batch of cells was used for Dox treatment and 

RNA extraction (n=2, Mean ± SEM). 

 It is worth mentioning that the small effect on Zscan4 expression seen in this 

experiment can be associated with the reported extensive heterogeneity of cellular clones in 

inducing the 2 cell-like state (Hendrickson et al. 2017). Indeed, gene expression analysis was 
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this time measured on a batch of transfected cells and not on previously picked individual 

clones, thus increasing the intrinsic heterogeneity of the examined population compared to our 

previous RT-qPCR and RNA-seq data (Fig. 2.31 A). Hence, all these results collectively 

argued against a LASER 1-mediated effect. 

D. Second hypothesis: an off-target effect 

 After accumulating evidence that the two cell-like markers induction was not due to 

LASER 1 locus induction we decided to map the binding sites of the SunTag system genome-

wide when expressed along with gRNA 2. We therefore repeated the induction experiment with 

our LASER 1 gRNAs 1 and 2 clones and prepared chromatin samples for ChIP-sequencing. 

We immuno-precipitated the HA Tag as it is fused to both parts of the SunTag complex. We 

included samples from the two parental SunTag clones without gRNAs as negative controls 

(Fig. 2.34).  

 

Fig. 2.34. A. Screenshot of IGV browser showing ChIP-sequencing signal around LASER 1 

gene. This dataset includes: 4 replicates of Input samples, 4 replicates of the two SunTag clones 

without gRNA, 4 replicates of SunTag subclones with gRNA 1, 6 replicates of SunTag 
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subclones with gRNA 2. B. Screenshot of one of the strongest off-target sites showing 

canonical off-target sequence with 5 mismatches in the 5’ region of the gRNA2 sequence. 

 Binding at the on-target LASER 1 locus was very sharp and strong compared to 

background (Fig. 2.34 A). It was quite obvious at first glance that binding profile of SunTag 

with gRNA 2 was showing off-target binding at multiple positions even if signal at those places 

was weaker than on the on-target site. One of the strongest one we could manually identify was 

closer inspected (Fig. 2.34 B). It revealed, at the summit of the peak, a conventional off-target 

site with 5 mismatches situated in the 5’ region of the gRNA that has been shown to be the less 

critical part for mismatched allowing for Cas9 binding (Hsu et al. 2013). The ChIP-seq results 

were further analysed with MACS to identify high confidence binding sites throughout the 

genome (performed by Olivier Piau). Without any gRNA we identified 7 consistent peaks 

within the two SunTag clones corresponding to weak binding at very broadly open regions as 

super enhancers where dCas9 scanning likely happens more frequently with a probably higher 

residency time than randomly expected. With gRNA 1, only 5 off-target sites could be 

identified showing canonical off-target sequences with few mismatches in the 5’ region of the 

gRNA. Finally, 928 off-target peaks were identified by MACS in at least 4 of the 6 replicates 

we had with gRNA 2. 

 Strikingly, no peaks were seen in the vicinity of identified inducers of the two cell-like 

state (Dux, Zscan4 cluster, Gata factors, Eif1a-like clusters…) thus not allowing for a simple 

explanation of the observed effect. 

 One very broad off-target binding site caught our attention. This signal was almost 2kb 

long with detected binding all along it (Fig. 2.35 A). This SunTag binding domain was actually 

located in the second exon of a coding gene, the Loricrin gene (Lor). When looking for the 

sequence leading to such a broad binding it appeared that this region was mainly composed of 

a (CCG)n repeat and a high GC percentage but didn’t contain any sequence resembling the full 

gRNA 2 sequence. However we noticed that the end of the gRNA sequence contained a CCGG 

motif and subsequently wondered whether such a short kind of motif could trigger dCas9 

binding towards so many places. We found in the literature that such small motifs contained in 

the seed region of the gRNA (last 6 to 8 bp before the PAM) were reported to be able to trigger 

genome-wide binding of dCas9 into open regions. However, such binding is usually weaker 

(or faster) than compared to the on-target site and rarely gave rise to indels when using the 

active Cas9 protein (X. Wu et al. 2014b; Polstein et al. 2015). We thus used MEME-ChIP tool 
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(Machanick and Bailey 2011) to identify a possible recurrent motif in our 928 identified peaks 

(performed by Olivier Piau). A CTCCGGNGG motif corresponding to the six last nucleotides 

of the gRNA followed by the PAM sequence (Fig. 2.34 B) was identified and found in 86% of 

the peaks (Fig. 2.35 B) therefore explaining the off-target activity of our gRNA 2. 

 

Fig. 2.35. A. Screenshot of IGV browser showing ChIP-seq binding profile (blue) of SunTag 

and transcriptional response (black and red) from RNA-seq experiment with gRNA 1 and 2 
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over Loricrin gene locus B. Motif identified from our 928 peaks regions C. Transcriptional 

response of DEGs and all other genes represented in function of the distance to the closest 

SunTag binding peak. 

 In the case of the Loricrin gene, an extensive transcriptional induction resulted from the 

broad recruitment of the SunTag complex at the locus (Log2FC around 7) (Fig. 2.35 A). We 

thus expected our 742 upregulated genes to show such a binding towards their promoter. We 

therefore investigated the relationship between the transcriptional response at the genome-wide 

level and the binding activity of the SunTag complex guided by LASER 1 gRNA 2 (performed 

by Olivier Piau) (Fig. 2.35 C). It surprisingly showed that most of our DEGs are not in the 

proximity of the identified binding sites, and are consequently most likely, not directly induced 

by the SunTag system. This raises the possibility that one intermediary activator would be 

stimulated by one of these binding events and that this effector would, downstream, activate 

the 2 cell like state specific transcriptome. This analysis also showed that, despite off-target 

binding of the SunTag complex towards many promoters, a transcriptional response can only 

be observed for very few of the downstream genes, suggesting that the efficiency of SunTag 

activation at off-target sites is low. 

E. Identification of candidate genes 

 Following the hypothesis that one of the DEGs might be responsible for the activation 

of the 2 cell-like state, we selected all of them showing a gRNA 2 SunTag binding peak at less 

than 3 kb away from their TSS. We subselected the ones presenting a log2 fold change of 

expression greater than 1 in at least one the three aforementioned datasets upon 2 cell-like state 

induction (Ishiuchi et al. 2015; Eckersley-Maslin et al. 2016; Hendrickson et al. 2017) (Fig. 

2.37. B). Only ten DEGs passed these two filters. From those, only two showed great potential 

based on the fact that they are not expressed in the absence of and show a high induction upon 

Dox treatment in our SunTag 2 cell-like state samples, and are known regulators of 

transcription: Dmrt2 and Ebf3 (Fig. 2.36). 

 Dmrt2 is a transcription factor that has been shown to be involved in the skeletal and 

muscular development of the mouse embryo (Seo et al. 2006). Dmrt2 null embryos show 

somite patterning defects and die soon after birth due to abnormal rib and sternal development, 

leading to breathing inability. Its expression in early embryo, from the previously used single 

cell RNA-seq, shows that it is expressed in the zygote and rapidly decreases after the early 2-
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cell stage. Due to its lethal consequence at birth, the consequence of the absence of Dmrt2 

expression in oocyte has never been assessed. Therefore, its possible function in zygotic 

genome activation, where a similar transcriptome to the 2-cell like state is established in vivo, 

can’t be excluded (Fig. 2.37. A).  

 

Fig. 2.36. Screenshots of IGV browser showing RNA-seq coverage obtained before (-Dox, 

black) and after induction (+Dox, red) with the two different gRNAs targeting LASER 1 

promoter. A. Dmrt2 locus showing a strong SunTag binding (blue) with gRNA 2 on its 

promoter inducing both Dmrt2 and its divergent neighbour expression. B. Ebf3 locus showing 
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multiple SunTag binding (blue) upstream of its TSS and a strong associated transcriptional 

response. 

 A comparable expression profile was observed for Ebf3 during early development (Fig. 

2.37. A). Ebf3, as well, is a transcription factor and has been shown to play a large panel of 

regulatory functions in multiple tissues, from development of the cortical neurons to terminal 

differentiation of specific muscles and maintenance of the integrity of the hematopoietic stem 

cell niche (Blackburn et al. 2017; Sleven et al. 2017; Harms et al. 2017; Seike et al. 2018; Iwai 

et al. 2018). Its deletion has therefore been associated with neurodevelopmental disease in 

human (Lopes et al. 2017; Harms et al. 2017, 3) but Ebf3 null mice are viable and fertile with 

a, however, dramatically and slightly reduced mating efficiency in males and females 

respectively (S. S. Wang et al. 2004). Consequently, its maternal depletion doesn’t seem to 

strongly affect early development. 

 

Fig. 2.37. A. Single cell RNA-seq expression during mouse embryo early development, from 

Deng et al. 2014. (zyg = zygote, 2C, 4C, 8C, 16C = 2, 4, 8 and 16 cells stage, 1 = early, 2 = 

middle, 3 = late). Tpm counts values are represented for each cell. B. Log2 Fold Change of 

expression and corresponding adjusted p-value in 4 different datasets involving 2-cell like state 
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induction (Eckersley-Maslin and Spector 2014; Ishiuchi et al. 2015; Hendrickson et al. 2017) 

showing that both candidates are significantly induced upon Dux overexpression but also have 

a positive Log2FC among all datasets. 

F. Discussion 

 The short motif-driven, binding of dCas9, consequently tethering the SunTag complex 

to many genomic places, induced the expression of bona fide markers of the 2-cell like state in 

our SunTag clones. The fact that many copies of this motif exist in the genome (about 28.000 

occurrences) but that only a small subset of them are actually bound, is comparable to what 

can be seen with conventional transcription factors and mostly depends on chromatin 

accessibility (X. Wu et al. 2014a; Polstein et al. 2015). What was more surprising for us was 

that many genes present a peak close to their TSS, but only few of them show any response to 

SunTag activation. We should first eliminate the possibility that all these genes are not simply 

highly expressed genes in ES cells whose the spurious binding of the SunTag complex in the 

vicinity of their promoter doesn’t manage to overexpress. But if this is not the case, it would 

be very informative for us and others to understand what rules the fact that a gene will be 

responsive or not to CRISPRa stimulation. Therefore, chromatin context, transcription factors 

binding, and chromatin modifiers enrichment should be correlated with the responsiveness of 

all these bound TSS.  

 A clear mechanism for the induction of our phenotype first needs to be found before 

further characterization of our cells showing a 2-cell like state expression profile. Indeed, many 

different aspects are characteristic of this transient behaviour. First, validation of MERVL and 

Zscan4 inductions in single cell needs to be determined by RNA FISH and immuno staining. 

This should allow us to assess the percentage of our cells entering the 2-cell like state at a given 

time. The chromatin state of these cells will need to be evaluated in term of histone acetylation, 

histone motility, chromatin accessibility, as well as DNA methylation status and translation 

activity that are the main features getting affected towards the appearance of this state (Hung 

et al. 2013; Ishiuchi et al. 2015; Rodriguez-Terrones et al. 2018). Moreover, extended potency 

of the cells will have to be assessed as ES cells transiting through this state have been shown 

to have totipotent abilities (Macfarlan et al. 2012; Choi et al. 2017).  

 As previously mentioned and shown in Fig. 2.29, the repeated cluster of Eif1a-like 

genes are strongly induced upon our 2-cell like state induction and has been reported in almost 



121 

 

all studies presenting a similar expression profile. These proteins have been shown to be 

responsible for the induction of a translational block (Hung et al. 2013; Eckersley-Maslin et al. 

2016) appearing during the 2-cell like state. However, an interesting observation is that 

MERVL elements, as many retroviral elements, harbour a functional protease in absence of 

accumulated mutations and have been shown to produce virus-like particles in the 2-cell stage 

embryo (Bénit et al. 1997; Ribet et al. 2008). Remarkably, viral proteases have been shown to 

strongly interfere with host cell translation (Balvay et al. 2007; Walsh, Mathews, and Mohr 

2013) to redirect the endogenous machinery towards the production of viral proteins. 

Therefore, MERVL protease expression should perhaps be investigated during the 2-cell like 

state and its potential effect on translation assessed. Since retroviral protease inhibitors are 

well-developed drugs (Kuhelj et al. 2001; Tyagi et al. 2017), the functional role of their 

expression could be easily tested. A translational block has never been reported so far at the 2-

cell-stage embryo but seems to be important to test in regards to what has been observed in the 

2-cell like state. Indeed, this might be an important feature impacting the maternal-zygotic 

transition characterized by the turnover of maternal factors progressively replaced by the 

zygotic ones (Tadros and Lipshitz 2009). Such a mechanism would also propose a new 

functional explanation for the brief expression of these hijacked retroviral elements as a mean 

for the host organism to transiently impact one of its main cellular machinery. Another 

interesting aspect of the regulation of the translational activity is its direct impact on the 

regulation of chromatin structure and accessibility as shown recently in mouse ES cells (Bulut-

Karslioglu et al. 2018). 

 As shown above (Fig. 2.37 A) Dux and Zscan4 genes get activated during the early and 

mid 2-cell stage of the embryo respectively. It would thus be surprising that those factors might 

be in vivo responsible for the induction of the transcription wave to which they belong to. 

Therefore, we can speculate that upstream activators of the specific 2-cell stage transcriptional 

profile might exist. Such factors should be already expressed at the zygotic stage, most likely 

inherited from the maternal stock of mRNAs. Remarkably, that is the case of the two candidates 

we selected, Dmrt2 and Ebf3. Nevertheless, if Dux and Gata2/3 factors are able to induce this 

response in vitro, what is the common property they share to do so? Moreover, would this 

property also be shared with our candidate factors? Strikingly, if looking at the reported binding 

motif of Dmrt2, it appears as a composite of Gata3 (closely related to Gata2) and Dux motifs 

(Fig. 2.38) suggesting that it might be able to activate a comparable set of targets. In contrast, 

Ebf3 binding motif has not been robustly characterized so far. Finally, we now aim at validating 
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whether both candidates are able to recapitulate the transcriptional activation of the 2-cell like 

state signature by their overexpression in mouse ES cells. If such a result would be confirmed, 

given their expression pattern in the early embryo, it would suggest an upstream role of these 

factors in initiating the establishment of the 2 cell stage transcriptional landscape.  

 

Fig. 2.38. Comparison of Dmrt2 binding motif with Gata3 and Dux factors showing a 

substantial overlap of similarity with both factors (Jaspar database, (Hendrickson et al. 2017; 

Murphy, Zarkower, and Bardwell 2007). 
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gRNAs RT-qPCR Antibodies Dilution used for WB

Nanog-F caccGCTTCCCACTAGAGATCGCCA Tbp-F GGGGAGCTGTGATGTGAAGT H3 (Abcam ab1791)  1:5000

Nanog-R aaacTGGCGATCTCTAGTGGGAAGC Tbp-R CCAGGAAATAATTCTGGCTCA anti-rabbit IgG HRP (Thermo RB230254)  1:10000

Laser10-1-F caccGGCGGTACCAACTGTTGAGA Nanog-F aggatgaagtgcaagcggtg anti-mouse IgG HRP (Thermo QB213868)  1:10000

Laser10-1-R aaacTCTCAACAGTTGGTACCGCC Nanog-R tgctgagcccttctgaatcag Suv39h1 (Millipore #07-550)  1:1000

Laser10-2-F caccGGGGTCTGACTGGCCCCTAG Laser1-F TCTCCAAGCAGGAGAAGGAA

Laser10-2-R aaacCTAGGGGCCAGTCAGACCCC Laser1-R CTTGGTCTTGGGATCAGGAG

Laser11-1-F caccGATGGAAAGAGGGCGTCGCTC Laser2-F CTGCTAGGTCGGGGATGTAG

Laser11-1-R aaacGAGCGACGCCCTCTTTCCATC Laser2-R TCCTCTTAACAAGCCCCAAA

Laser11-2-F caccGCGTCCCGCGCTGAGCGTAAA Laser3-F CTCGGGTCAACATCCTGTTT

Laser11-2-R aaacTTTACGCTCAGCGCGGGACGC Laser3-R GGACAGAGAACCACCTCCTG

Laser12-1-F caccGTTCTCGCCTAGCCCGTGCTG Laser4-F GGTCCCAAGACACTTCAGGA

Laser12-1-R aaacCAGCACGGGCTAGGCGAGAAC Laser4-R CAGGGTGAAGGGACAGGTT

Laser12-2-F caccGTAGGTAGCCTGCACCAAAAT Laser5-F CACGGGATGTGGAGTTCTTT

Laser12-2-R aaacATTTTGGTGCAGGCTACCTAC Laser5-R GAAACAACCCAGCACAGGAT

Laser13-1-F caccGAAAGCGGAAGTTGTAGTAC Laser6-F AGGCCTGCCAGTTTCAGAG

Laser13-1-R aaacGTACTACAACTTCCGCTTTC Laser6-R CCCCTTTTCTGGGACTTGTT

Laser13-2-F caccGTCGTTGTGTTAAACACTTAT Laser7-F TTCCCTGTCATGGGGATAAA

Laser13-2-R aaacATAAGTGTTTAACACAACGAC Laser7-R ACAGACAACCCAAGTCAGCA

Laser14-1-F caccGCCAGAAGCTGGTCGCTGGTT Laser8-F GGCAAGGCTTGAGATCTGTC

Laser14-1-R aaacAACCAGCGACCAGCTTCTGGC Laser8-R AGAGGTTCACAGGCAGCAGT

Laser14-2-F caccGGCGCATGCATTATTCAGCG Laser9-F AAAGACCCAGGGCAAGAACT

Laser14-2-R aaacCGCTGAATAATGCATGCGCC Laser9-R CACAGTGGCATCCTGTCTCA

Laser15-1-F caccGCTTGCTCTCTCGGCCTAGG Laser10-F ACTGGTCCCCACACAAGAGA

Laser15-1-R aaacCCTAGGCCGAGAGAGCAAGC Laser10-R TTCCACTCTTGGCTCTCCAT

Laser15-2-F caccGACAATAGCGCTGAAAGGCCG Laser11-F TTTGTGGACTTGCAGGATGA

Laser15-2-R aaacCGGCCTTTCAGCGCTATTGTC Laser11-R CTCAAGGTACCGAGCTCCAC

Laser16-1-F caccGGGATATCTTCCGCCGCTGG Laser12-F TGTCCCCTTCTGTGAACCTT

Laser16-1-R aaacCCAGCGGCGGAAGATATCCC Laser12-R AAGCATGAGTGGGAGGTGAG

Laser16-2-F caccGACGGAGCGTGTCTAAGCTCG Laser13-F AAGAAAAGCAGGAGGGAACAA

Laser16-2-R aaacCGAGCTTAGACACGCTCCGTC Laser13-R GAGCGAGCCTCAGACACTCTA

Laser17-1-F caccGAATGTAGCCAGGCCACAGTG Laser14-F CAGAAGGAACGTGGGACAAG

Laser17-1-R aaacCACTGTGGCCTGGCTACATTC Laser14-R AGACGGTGGACCCTTTTCTT

Laser17-2-F caccGCTAGATCGACTTCTCAGAAT Laser15-F CATGGGTGAGGAGTCAAGAAA

Laser17-2-R aaacATTCTGAGAAGTCGATCTAGC Laser15-R CCAAATTGGAATCGCAGAAA

Laser18-1-F caccGCGGCGAGCGCGCGGATAGCC Laser16-F TACCACGTTATCGGGGTCTC

Laser18-1-R aaacGGCTATCCGCGCGCTCGCCGC Laser16-R GCTAGGTAGCCAAGCACAGC

Laser18-2-F caccGAATTGGTCCCCTCCGCCTCG Laser17-F TGCCACTCTGTAGGCTGAAA

Laser18-2-R aaacCGAGGCGGAGGGGACCAATTC Laser17-R CAACCTCAATGAAAGGCAGAA

Laser19-1-F caccGTTACGAATCCTTCGGTCCAC Laser18-F TGCACAGATCGGACACAACT

Laser19-1-R aaacGTGGACCGAAGGATTCGTAAC Laser18-R TCAGAACTCCACAGGCATCTC

Laser19-2-F caccGCCAAAACTCAGTTAAGCGCG Laser19-F TGGCCAGAGGTACTAGGAAGG

Laser19-2-R aaacCGCGCTTAACTGAGTTTTGGC Laser19-R GCCAACAGGAGACAGAAGGA

Laser1-1-F caccGCCAGTGGCTTAGCCGTCTGT Laser20-F AGGAGCCATGGACAGTGAGT

Laser1-1-R aaacACAGACGGCTAAGCCACTGGC Laser20-R GCCTATGGCCTTGGTTTTTC

Laser1-2-F caccGAGAAACAGGCCTCACTCCGG Laser21-F GATGCTAGCGGCTTTTGTCT

Laser1-2-R aaacCCGGAGTGAGGCCTGTTTCTC Laser21-R TGTGGCTGCATATTCTCTGC

Laser20-1-F caccGACCACGGCTTGTTAGATTAT Laser22-F CTGTGAAGCCAGACAAGCAG

Laser20-1-R aaacATAATCTAACAAGCCGTGGTC Laser22-R GCTTCTGCCTCCTGCTCTT

Laser20-2-F caccGCCATGGCGTGCCAGTAACC Laser23-F CACCATGCTTCCTGCCATA

Laser20-2-R aaacGGTTACTGGCACGCCATGGC Laser23-R TTCCAGATCCCAAAGTCTCCT

Laser21-1-F caccGCGTCTAGCTGCGTGGCGTC Laser24-F TCCCCCAAAAATCATCAAAA

Laser21-1-R aaacGACGCCACGCAGCTAGACGC Laser24-R ATGCATTACATGGGCATTCA

Laser21-2-F caccGCTGCGTGGCGTCTGGATCGT L23ex23-F AGGAGACTTTGGGATCTGGAA

Laser21-2-R aaacACGATCCAGACGCCACGCAGC L23ex23-R CGCTACGATCTCTGCATCTTC

Laser22-1-F caccGCATCACAAAACTCGATCGAT Aqp3-f ccctctggacacttggacat

Laser22-1-R aaacATCGATCGAGTTTTGTGATGC Aqp3-r gttgacggcatagccagaat

Laser22-2-F caccGAACTCGATCGATCGGCTTAG Marveld1-F GTGAGTTCTGTCTGCCACCA

Laser22-2-R aaacCTAAGCCGATCGATCGAGTTC Marveld1-R CTCTACCACGGCTCTTCCAC

Laser23-1-F caccGCCACCACTATCCAGTGAAA Abcb5-chim-F gaaccattgatgggaattgg

Laser23-1-R aaacTTTCACTGGATAGTGGTGGC Abcb5-chim-R gcaatggcaatcctctgttt

Laser24-1-F caccGCACATGCGCAGGATCGTCG MERVL_int-519-rv CTAGAACCACTCCTGGTACCAAC

Laser24-1-R aaacCGACGATCCTGCGCATGTGC MERVL_LTR-365-fw CTTCCATTCACAGCTGCGACTG     

Laser24-2-F caccGAAGTTTCCGCATGCGCAGCA Esrrb-f cgattcatgaaatgcctcaa

Laser24-2-R aaacTGCTGCGCATGCGGAAACTTC Esrrb-r cctcctcgaactcggtca

Laser2-1-F caccGCCGATGTTCTGCCTTAGTCC L1B-F tctcccttttgttgctcaca

Laser2-1-R aaacGGACTAAGGCAGAACATCGGC L1B-R AGTGAGGCCTGTTTCTTCCTC

Laser3-1-F caccGTTGGGTCATGTGATCGGGTC L1C-F GCAATGGAGGTGTGGCTAGT

Laser3-1-R aaacGACCCGATCACATGACCCAAC L1C-R TTTGGTACCCACAATCCTCTG

Laser3-2-F caccGATCGGGTCTGGCCCATAGG 08rik_2-f AGAGGAAAATTTGGGCCAGT

Laser3-2-R aaacCCTATGGGCCAGACCCGATC 08rik_2-r GGAGCATGAGGTTGTTCCAT

Laser4-1-F caccGTCCCAAGGACAACTTGTCGC Egf-2-F TCGAGAGAAGCGAGAGAAGC

Laser4-1-R aaacGCGACAAGTTGTCCTTGGGAC Egf-2-R TGTTCCATCTGGGTCAATCC

Laser4-2-F caccGAATCGGTAGCCTCCCGCCCA 42TE2-f AGAAACGGAGAGCCGAAGAT

Laser4-2-R aaacTGGGCGGGAGGCTACCGATTC 42TE2-r TGGATTTAGTATGGAGGTGATGG

Laser5-1-F caccGAGGGAAGTGGAGTTAGACCG Pax6-F aacaacctgcctatgcaacc

Laser5-1-R aaacCGGTCTAACTCCACTTCCCTC Pax6-R cataactccgcccattcact

Laser5-2-F caccGTTATTCAGTGTCCGTCGGA Pax6intron-F GGAAGGGCTGAGGAGATAGG

Laser5-2-R aaacTCCGACGGACACTGAATAAC Pax6intron-R TGCTCTTGGGTAAACCTGCT

Laser6-1-F caccGTTAAACCCTCAGACAATCGA Pax6eRNA_3'-F CTGCTTTGCCTAGAGGGTTG

Laser6-1-R aaacTCGATTGTCTGAGGGTTTAAC Pax6eRNA_3'-R GTGCAGTGGGATTTGAACCT

Laser6-2-F caccGTTGGAGTGTCCTGACAATCT Pax6eRNA_5'-F TACAGCCGCACAATTTCTGA

Laser6-2-R aaacAGATTGTCAGGACACTCCAAC Pax6eRNA_5'-R ACCTCTTTCACGGTGTCAGC

Laser7-1-F caccGCAGTTGACAGCGGCAAGTC ELP4-F TCTGACAAGTCTGGAGGCAA

Laser7-1-R aaacGACTTGCCGCTGTCAACTGC ELP4-R TGTGATGAATCGGATGTCAAA

Laser7-2-F caccGACAGGTGGATAGGACGGACG RCN1-F ACAAGGCCATCACCATCACT

Laser7-2-R aaacCGTCCGTCCTATCCACCTGTC RCN1-R CTCCAAGACCTTCGATCAGC

Laser8-1-F caccGGGACTAAAGCCTATTATTC IMMP1L-F AAAGCCCAAGTGATCCAAAA

Laser8-1-R aaacGAATAATAGGCTTTAGTCCC IMMP1L-R ACATGACCTGTTGGCACGTA

Laser8-2-F caccGAACCAACTATAACTGGCGT DNAJC24-F GTACAGCATTCTGGGTGCAG

Laser8-2-R aaacACGCCAGTTATAGTTGGTTC DNAJC24-R CTGGCACATCTGCACTTTGT

Laser9-1-F caccGCGGAGACTTGGGCAGCCGGC

Laser9-1-R aaacGCCGGCTGCCCAAGTCTCCGC

Laser9-2-F caccGCTGCAGGTGGAAGAGTCCG

Laser9-2-R aaacCGGACTCTTCCACCTGCAGC

Laser1-3-F caccCTATTTCCAACTCGGCTTGG

Laser1-3-R aaacCCAAGCCGAGTTGGAAATAG

Laser1-4-F caccAGAGCAAGACCACCGGAGTG

Laser1-4-R aaacCACTCCGGTGGTCTTGCTCT

gNanog2-f caccGTGGGGCGTGGGTGCCGCCT

gNanog2-r aaacAGGCGGCACCCACGCCCCAC

gNanog4-f caccGGGATTAACTGTGAATTCAC

gNanog4-r aaacGTGAATTCACAGTTAATCCC

gEsrrb2-f caccGTGAGTTTTTCCCCGTGGTC

gEsrrb2-r aaacGACCACGGGGAAAAACTCAC

gEsrrb5-f caccGGCAGGTTGGCCAAATATTT

gEsrrb5-r aaacAAATATTTGGCCAACCTGCC

guc008rik1-f caccGTTGTTCTGACAACCTAATCG

guc008rik1-r aaacCGATTAGGTTGTCAGAACAAC

guc008rik2-f caccGAAATAGGGTGACCCTCGATT

guc008rik2-r aaacAATCGAGGGTCACCCTATTTC

guc008rik3-f caccGGAGGAGTAGTAGTACAATG

guc008rik3-r aaacCATTGTACTACTACTCCTCC

glinc1242-1-f caccGTCAATCCCCTCGATTAGCT

glinc1242-1-r aaacAGCTAATCGAGGGGATTGAC

glinc1242-5-f caccGTCCTCTTCCACATGTGCGA

glinc1242-5-r aaacTCGCACATGTGGAAGAGGAC

Ng1-F caccGGTGGGGCGTGGGTGCCGCC

Ng1-R aaacGGCGGCACCCACGCCCCACC

Ng2-F caccGCTTCCCACTAGAGATCGCCA

Ng2-R aaacTGGCGATCTCTAGTGGGAAGC

Ng3-F caccGACTTCCCACTAGAGATCGCC

Ng3-R aaacGGCGATCTCTAGTGGGAAGTC

Ng4-F caccGCTGTAAGGTGACCCAGACT

Ng4-R aaacAGTCTGGGTCACCTTACAGC

Ng5-F caccGATCTGAAGGCCAACGGCTCA

Ng5-R aaacTGAGCCGTTGGCCTTCAGATC

Pax6p-1-F caccGCATCCAATCGGCTGGCGCG

Pax6p-1-R aaacCGCGCCAGCCGATTGGATGC

Pax6p-2-F caccGTCCCGCTCTGGTTCAGGCGC

Pax6p-2-R aaacGCGCCTGAACCAGAGCGGGAC

Pax6e-5-F caccGAAGTGTAACACTGGGGCTAT

Pax6e-5-R aaacATAGCCCCAGTGTTACACTTC

Pax6e-6-F caccGTAATCGCAGAGTCGATGAGC

Pax6e-6-R aaacGCTCATCGACTCTGCGATTAC
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Table 1. gRNAs, primers and additional antibodies list 

gRNAs RT-qPCR Antibodies Dilution used for WB

Nanog-F caccGCTTCCCACTAGAGATCGCCA Tbp-F GGGGAGCTGTGATGTGAAGT H3 (Abcam ab1791)  1:5000

Nanog-R aaacTGGCGATCTCTAGTGGGAAGC Tbp-R CCAGGAAATAATTCTGGCTCA anti-rabbit IgG HRP (Thermo RB230254)  1:10000

Laser10-1-F caccGGCGGTACCAACTGTTGAGA Nanog-F aggatgaagtgcaagcggtg anti-mouse IgG HRP (Thermo QB213868)  1:10000

Laser10-1-R aaacTCTCAACAGTTGGTACCGCC Nanog-R tgctgagcccttctgaatcag Suv39h1 (Millipore #07-550)  1:1000

Laser10-2-F caccGGGGTCTGACTGGCCCCTAG Laser1-F TCTCCAAGCAGGAGAAGGAA

Laser10-2-R aaacCTAGGGGCCAGTCAGACCCC Laser1-R CTTGGTCTTGGGATCAGGAG

Laser11-1-F caccGATGGAAAGAGGGCGTCGCTC Laser2-F CTGCTAGGTCGGGGATGTAG

Laser11-1-R aaacGAGCGACGCCCTCTTTCCATC Laser2-R TCCTCTTAACAAGCCCCAAA

Laser11-2-F caccGCGTCCCGCGCTGAGCGTAAA Laser3-F CTCGGGTCAACATCCTGTTT

Laser11-2-R aaacTTTACGCTCAGCGCGGGACGC Laser3-R GGACAGAGAACCACCTCCTG

Laser12-1-F caccGTTCTCGCCTAGCCCGTGCTG Laser4-F GGTCCCAAGACACTTCAGGA

Laser12-1-R aaacCAGCACGGGCTAGGCGAGAAC Laser4-R CAGGGTGAAGGGACAGGTT

Laser12-2-F caccGTAGGTAGCCTGCACCAAAAT Laser5-F CACGGGATGTGGAGTTCTTT

Laser12-2-R aaacATTTTGGTGCAGGCTACCTAC Laser5-R GAAACAACCCAGCACAGGAT

Laser13-1-F caccGAAAGCGGAAGTTGTAGTAC Laser6-F AGGCCTGCCAGTTTCAGAG

Laser13-1-R aaacGTACTACAACTTCCGCTTTC Laser6-R CCCCTTTTCTGGGACTTGTT

Laser13-2-F caccGTCGTTGTGTTAAACACTTAT Laser7-F TTCCCTGTCATGGGGATAAA

Laser13-2-R aaacATAAGTGTTTAACACAACGAC Laser7-R ACAGACAACCCAAGTCAGCA

Laser14-1-F caccGCCAGAAGCTGGTCGCTGGTT Laser8-F GGCAAGGCTTGAGATCTGTC

Laser14-1-R aaacAACCAGCGACCAGCTTCTGGC Laser8-R AGAGGTTCACAGGCAGCAGT

Laser14-2-F caccGGCGCATGCATTATTCAGCG Laser9-F AAAGACCCAGGGCAAGAACT

Laser14-2-R aaacCGCTGAATAATGCATGCGCC Laser9-R CACAGTGGCATCCTGTCTCA

Laser15-1-F caccGCTTGCTCTCTCGGCCTAGG Laser10-F ACTGGTCCCCACACAAGAGA

Laser15-1-R aaacCCTAGGCCGAGAGAGCAAGC Laser10-R TTCCACTCTTGGCTCTCCAT

Laser15-2-F caccGACAATAGCGCTGAAAGGCCG Laser11-F TTTGTGGACTTGCAGGATGA

Laser15-2-R aaacCGGCCTTTCAGCGCTATTGTC Laser11-R CTCAAGGTACCGAGCTCCAC

Laser16-1-F caccGGGATATCTTCCGCCGCTGG Laser12-F TGTCCCCTTCTGTGAACCTT

Laser16-1-R aaacCCAGCGGCGGAAGATATCCC Laser12-R AAGCATGAGTGGGAGGTGAG

Laser16-2-F caccGACGGAGCGTGTCTAAGCTCG Laser13-F AAGAAAAGCAGGAGGGAACAA

Laser16-2-R aaacCGAGCTTAGACACGCTCCGTC Laser13-R GAGCGAGCCTCAGACACTCTA

Laser17-1-F caccGAATGTAGCCAGGCCACAGTG Laser14-F CAGAAGGAACGTGGGACAAG

Laser17-1-R aaacCACTGTGGCCTGGCTACATTC Laser14-R AGACGGTGGACCCTTTTCTT

Laser17-2-F caccGCTAGATCGACTTCTCAGAAT Laser15-F CATGGGTGAGGAGTCAAGAAA

Laser17-2-R aaacATTCTGAGAAGTCGATCTAGC Laser15-R CCAAATTGGAATCGCAGAAA

Laser18-1-F caccGCGGCGAGCGCGCGGATAGCC Laser16-F TACCACGTTATCGGGGTCTC

Laser18-1-R aaacGGCTATCCGCGCGCTCGCCGC Laser16-R GCTAGGTAGCCAAGCACAGC

Laser18-2-F caccGAATTGGTCCCCTCCGCCTCG Laser17-F TGCCACTCTGTAGGCTGAAA

Laser18-2-R aaacCGAGGCGGAGGGGACCAATTC Laser17-R CAACCTCAATGAAAGGCAGAA

Laser19-1-F caccGTTACGAATCCTTCGGTCCAC Laser18-F TGCACAGATCGGACACAACT

Laser19-1-R aaacGTGGACCGAAGGATTCGTAAC Laser18-R TCAGAACTCCACAGGCATCTC

Laser19-2-F caccGCCAAAACTCAGTTAAGCGCG Laser19-F TGGCCAGAGGTACTAGGAAGG

Laser19-2-R aaacCGCGCTTAACTGAGTTTTGGC Laser19-R GCCAACAGGAGACAGAAGGA

Laser1-1-F caccGCCAGTGGCTTAGCCGTCTGT Laser20-F AGGAGCCATGGACAGTGAGT

Laser1-1-R aaacACAGACGGCTAAGCCACTGGC Laser20-R GCCTATGGCCTTGGTTTTTC

Laser1-2-F caccGAGAAACAGGCCTCACTCCGG Laser21-F GATGCTAGCGGCTTTTGTCT

Laser1-2-R aaacCCGGAGTGAGGCCTGTTTCTC Laser21-R TGTGGCTGCATATTCTCTGC

Laser20-1-F caccGACCACGGCTTGTTAGATTAT Laser22-F CTGTGAAGCCAGACAAGCAG

Laser20-1-R aaacATAATCTAACAAGCCGTGGTC Laser22-R GCTTCTGCCTCCTGCTCTT

Laser20-2-F caccGCCATGGCGTGCCAGTAACC Laser23-F CACCATGCTTCCTGCCATA

Laser20-2-R aaacGGTTACTGGCACGCCATGGC Laser23-R TTCCAGATCCCAAAGTCTCCT

Laser21-1-F caccGCGTCTAGCTGCGTGGCGTC Laser24-F TCCCCCAAAAATCATCAAAA

Laser21-1-R aaacGACGCCACGCAGCTAGACGC Laser24-R ATGCATTACATGGGCATTCA

Laser21-2-F caccGCTGCGTGGCGTCTGGATCGT L23ex23-F AGGAGACTTTGGGATCTGGAA

Laser21-2-R aaacACGATCCAGACGCCACGCAGC L23ex23-R CGCTACGATCTCTGCATCTTC

Laser22-1-F caccGCATCACAAAACTCGATCGAT Aqp3-f ccctctggacacttggacat

Laser22-1-R aaacATCGATCGAGTTTTGTGATGC Aqp3-r gttgacggcatagccagaat

Laser22-2-F caccGAACTCGATCGATCGGCTTAG Marveld1-F GTGAGTTCTGTCTGCCACCA

Laser22-2-R aaacCTAAGCCGATCGATCGAGTTC Marveld1-R CTCTACCACGGCTCTTCCAC

Laser23-1-F caccGCCACCACTATCCAGTGAAA Abcb5-chim-F gaaccattgatgggaattgg

Laser23-1-R aaacTTTCACTGGATAGTGGTGGC Abcb5-chim-R gcaatggcaatcctctgttt

Laser24-1-F caccGCACATGCGCAGGATCGTCG MERVL_int-519-rv CTAGAACCACTCCTGGTACCAAC

Laser24-1-R aaacCGACGATCCTGCGCATGTGC MERVL_LTR-365-fw CTTCCATTCACAGCTGCGACTG     

Laser24-2-F caccGAAGTTTCCGCATGCGCAGCA Esrrb-f cgattcatgaaatgcctcaa

Laser24-2-R aaacTGCTGCGCATGCGGAAACTTC Esrrb-r cctcctcgaactcggtca

Laser2-1-F caccGCCGATGTTCTGCCTTAGTCC L1B-F tctcccttttgttgctcaca

Laser2-1-R aaacGGACTAAGGCAGAACATCGGC L1B-R AGTGAGGCCTGTTTCTTCCTC

Laser3-1-F caccGTTGGGTCATGTGATCGGGTC L1C-F GCAATGGAGGTGTGGCTAGT

Laser3-1-R aaacGACCCGATCACATGACCCAAC L1C-R TTTGGTACCCACAATCCTCTG

Laser3-2-F caccGATCGGGTCTGGCCCATAGG 08rik_2-f AGAGGAAAATTTGGGCCAGT

Laser3-2-R aaacCCTATGGGCCAGACCCGATC 08rik_2-r GGAGCATGAGGTTGTTCCAT

Laser4-1-F caccGTCCCAAGGACAACTTGTCGC Egf-2-F TCGAGAGAAGCGAGAGAAGC

Laser4-1-R aaacGCGACAAGTTGTCCTTGGGAC Egf-2-R TGTTCCATCTGGGTCAATCC

Laser4-2-F caccGAATCGGTAGCCTCCCGCCCA 42TE2-f AGAAACGGAGAGCCGAAGAT

Laser4-2-R aaacTGGGCGGGAGGCTACCGATTC 42TE2-r TGGATTTAGTATGGAGGTGATGG

Laser5-1-F caccGAGGGAAGTGGAGTTAGACCG Pax6-F aacaacctgcctatgcaacc

Laser5-1-R aaacCGGTCTAACTCCACTTCCCTC Pax6-R cataactccgcccattcact

Laser5-2-F caccGTTATTCAGTGTCCGTCGGA Pax6intron-F GGAAGGGCTGAGGAGATAGG

Laser5-2-R aaacTCCGACGGACACTGAATAAC Pax6intron-R TGCTCTTGGGTAAACCTGCT

Laser6-1-F caccGTTAAACCCTCAGACAATCGA Pax6eRNA_3'-F CTGCTTTGCCTAGAGGGTTG

Laser6-1-R aaacTCGATTGTCTGAGGGTTTAAC Pax6eRNA_3'-R GTGCAGTGGGATTTGAACCT

Laser6-2-F caccGTTGGAGTGTCCTGACAATCT Pax6eRNA_5'-F TACAGCCGCACAATTTCTGA

Laser6-2-R aaacAGATTGTCAGGACACTCCAAC Pax6eRNA_5'-R ACCTCTTTCACGGTGTCAGC

Laser7-1-F caccGCAGTTGACAGCGGCAAGTC ELP4-F TCTGACAAGTCTGGAGGCAA

Laser7-1-R aaacGACTTGCCGCTGTCAACTGC ELP4-R TGTGATGAATCGGATGTCAAA

Laser7-2-F caccGACAGGTGGATAGGACGGACG RCN1-F ACAAGGCCATCACCATCACT

Laser7-2-R aaacCGTCCGTCCTATCCACCTGTC RCN1-R CTCCAAGACCTTCGATCAGC

Laser8-1-F caccGGGACTAAAGCCTATTATTC IMMP1L-F AAAGCCCAAGTGATCCAAAA

Laser8-1-R aaacGAATAATAGGCTTTAGTCCC IMMP1L-R ACATGACCTGTTGGCACGTA

Laser8-2-F caccGAACCAACTATAACTGGCGT DNAJC24-F GTACAGCATTCTGGGTGCAG

Laser8-2-R aaacACGCCAGTTATAGTTGGTTC DNAJC24-R CTGGCACATCTGCACTTTGT

Laser9-1-F caccGCGGAGACTTGGGCAGCCGGC

Laser9-1-R aaacGCCGGCTGCCCAAGTCTCCGC

Laser9-2-F caccGCTGCAGGTGGAAGAGTCCG

Laser9-2-R aaacCGGACTCTTCCACCTGCAGC

Laser1-3-F caccCTATTTCCAACTCGGCTTGG

Laser1-3-R aaacCCAAGCCGAGTTGGAAATAG

Laser1-4-F caccAGAGCAAGACCACCGGAGTG

Laser1-4-R aaacCACTCCGGTGGTCTTGCTCT

gNanog2-f caccGTGGGGCGTGGGTGCCGCCT

gNanog2-r aaacAGGCGGCACCCACGCCCCAC

gNanog4-f caccGGGATTAACTGTGAATTCAC

gNanog4-r aaacGTGAATTCACAGTTAATCCC

gEsrrb2-f caccGTGAGTTTTTCCCCGTGGTC

gEsrrb2-r aaacGACCACGGGGAAAAACTCAC

gEsrrb5-f caccGGCAGGTTGGCCAAATATTT

gEsrrb5-r aaacAAATATTTGGCCAACCTGCC

guc008rik1-f caccGTTGTTCTGACAACCTAATCG

guc008rik1-r aaacCGATTAGGTTGTCAGAACAAC

guc008rik2-f caccGAAATAGGGTGACCCTCGATT

guc008rik2-r aaacAATCGAGGGTCACCCTATTTC

guc008rik3-f caccGGAGGAGTAGTAGTACAATG

guc008rik3-r aaacCATTGTACTACTACTCCTCC

glinc1242-1-f caccGTCAATCCCCTCGATTAGCT

glinc1242-1-r aaacAGCTAATCGAGGGGATTGAC

glinc1242-5-f caccGTCCTCTTCCACATGTGCGA

glinc1242-5-r aaacTCGCACATGTGGAAGAGGAC

Ng1-F caccGGTGGGGCGTGGGTGCCGCC

Ng1-R aaacGGCGGCACCCACGCCCCACC

Ng2-F caccGCTTCCCACTAGAGATCGCCA

Ng2-R aaacTGGCGATCTCTAGTGGGAAGC

Ng3-F caccGACTTCCCACTAGAGATCGCC

Ng3-R aaacGGCGATCTCTAGTGGGAAGTC

Ng4-F caccGCTGTAAGGTGACCCAGACT

Ng4-R aaacAGTCTGGGTCACCTTACAGC

Ng5-F caccGATCTGAAGGCCAACGGCTCA

Ng5-R aaacTGAGCCGTTGGCCTTCAGATC

Pax6p-1-F caccGCATCCAATCGGCTGGCGCG

Pax6p-1-R aaacCGCGCCAGCCGATTGGATGC

Pax6p-2-F caccGTCCCGCTCTGGTTCAGGCGC

Pax6p-2-R aaacGCGCCTGAACCAGAGCGGGAC

Pax6e-5-F caccGAAGTGTAACACTGGGGCTAT

Pax6e-5-R aaacATAGCCCCAGTGTTACACTTC

Pax6e-6-F caccGTAATCGCAGAGTCGATGAGC

Pax6e-6-R aaacGCTCATCGACTCTGCGATTAC
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Table 2. LASER list 
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