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Introduction

Even though the fundamental laws of physics are simple, the surrounding nature on an
everyday scale is full of amazing complexities, collective motions, and intricate structures
[1]. The archetypal examples range from lifeless objects, like atmospheric activities, snow-
flecks, to living systems such as ant colonies, swarms of bees, to innate objects, like human
social behavior, economics, social network, etc. It is baffling to see the intricacies of such
collective structures and behaviors that emerge as a whole from the interplay of basic com-
ponents which are simple. Understanding such emergent collective properties is one of the
major avenues of modern day Physics1.

These emergent properties are many-body effects. A single water molecule is neither
fluid nor ice, but a collection of Avogadro number (∼ 1023) of water molecules at room tem-
perature is clearly liquid. Philippe W. Anderson articulates this eloquently as "more is differ-
ent" [3]. Surely, the notions of liquidity, crystallinity, magnetism are macroscopic collective
properties. The development of statistical physics in the past century offers a clear under-
standing of these collective properties of matter when it is in equilibrium. For example,
there is a good understanding of how a collection of the same water molecules in different
environmental conditions can manifest as water, ice or vapor. These are examples of phases
in which matter can exist. Statistical physics connects the microscopic world of single par-
ticles to their macroscopic phases. One of the unifying concepts that have emerged from
this theory is that macroscopic properties are usually governed by conservation laws and
broken symmetries. For example, at high temperatures, water molecules are disordered
with a full rotational and positional symmetry. As water freezes into ice, these symmetries
are spontaneously broken. The subject matter of this thesis is about such macroscopic col-
lective properties (phases) with an emphasis on their symmetry and how they emerge from
interactions of microscopic constituents. The goal is to explore regimes (out-of-equilibrium
systems) where concepts of equilibrium statistical mechanics are not directly applicable.

The primary focus of this thesis is about low-dimensional systems. Although nature
around us is spatially three dimensional, there are many materials that behave as though
they are either one or two dimensional. Films of liquid crystals, fluctuating interfaces, bi-
ological tissues, bacterial colony in a petri dish, surface transport in topological insulators,
colloidal suspensions under confined conditions, magnetic and superconducting thin film,
electrons trapped on liquid helium surfaces, transport of molecules inside porous medium
or nanotubes, molecular motors on microtubules are only a few of such vast natural ex-

1Laughlin and Pines write [2] it as, "The central task of theoretical physics in our time is no longer to write down
the ultimate equations but rather catalog and understand emergent behavior in its many guises, including potential life
itself."

v
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amples of effective low-dimensional systems (see [4–6] and section I.8 for their references).
Two-dimensional materials have also become increasingly important since the discovery of
graphene [7], as such systems could be synthesized in the laboratory. Furthermore, theo-
retical models can be easily constructed in low dimensions, and it is instructive to do so.
Importance of dimensionality on the collective properties of matter has been realized, espe-
cially in the context of critical phenomena. While much of Physics carries over straightfor-
wardly from three-dimensions, some properties have a strong dependence on dimensional-
ity, including aspects of phase behavior. This, as will be discussed in this thesis, can reveal
new fundamental principles that are strikingly different from higher dimensions. Low-
dimensional systems are also easier to study numerically than their higher-dimensional
extensions. Over the past decades, studies of low-dimensional systems have grown to an
extremely active field in Physics, especially in soft matter, fluid dynamics, condensed mat-
ter and even in quantum gases.

Perhaps the fundamentally new phenomenon that is revealed in the low-dimensional
systems is about the presence of order. As spatial dimensions decrease, fluctuations become
more important. In one dimension, fluctuations destroy order, unless the interactions are
long-ranged [8–10]. Naively, this is related to connectivity. The way information is passed
from one end of a one-dimensional system to the other end is directly along the chain.
Then, in a large system, fluctuations can cut the flow of information and hence the lack of
order. In two dimensions, there are many more connections from one point to the other,
and it turns out that fluctuations can destroy long-range order, but not necessarily phase
transitions. This is seen in the most common transition that occurs in condensed matter,
i.e. melting from solid to liquid. In the two-dimensional world, melting can occur by a
process in which the order is gradually destroyed, quite unlike the sharp change in three-
dimensional melting. This transition is induced by topological defects, where symmetry
plays a crucial role. Over the decades a substantial understanding is gained of these topo-
logical transitions, for which Kosterlitz and Thouless were awarded the 2016 Nobel Prize in
Physics. Even though the modern day theory (discussed in section I.7) for two-dimensional
melting was proposed several decades ago, a consensus on the precise nature of the tran-
sitions has been reached only recently. This is reached by numerical simulations [11–13],
which emphasizes the importance of numerical studies for such many-body physics and it
is the primary tool used in this thesis.

The question that will be pursued in the largest part of this thesis is how such two-
dimensional melting scenario and the associated equilibrium phases get affected by non-
equilibrium conditions. Do the equilibrium phases with their characteristic symmetries
survive far beyond a linear-response regime, or/and what new collective behaviors emerge
due to the non-equilibrium nature of the microscopic dynamics? All these are questions
that merit understanding. Keeping this broad perspective in mind, this thesis presents nu-
merical studies of a non-equilibrium extension of a celebrated model of interacting isotropic
disks that played a pivotal role in concluding the long-standing debate on two-dimensional
melting. The non-equilibrium component in this extension is introduced by a persistent
self-propelled motion of individual disks that is a characteristic of active matter, which con-
stitutes an important subclass of non-equilibrium systems.

The field of active matter is by itself a rapidly expanding research area of non-equilibrium
physics that spans diverse disciplines, ranging from soft matter physics to cell biology, to
material science, and to engineering (see the recent reviews [14, 15]). It is about natural
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or artificial systems in which the individual components are themselves internally driven
out of equilibrium by an energy injection at the microscopic scale which they convert into
mechanical work. Living entities such as birds, fish or bacteria are typical examples. They
transform the chemical content of their food into some form of mechanical work2. Simi-
larly, artificial active matter can be designed to perform work driven by an energy input
from light, chemical gradients or vibration [17–19].

An important feature that concerns studies of active matter is the emergence of self-
organization, for example, collective motion in which a group of active agents moves to-
gether as a unit on scales that are significantly larger than the size of an individual. Every
day examples are the intricate structures formed by airborne bird flocks or when a school
of fish moves together to avoid a predator. Similar collective behavior exists even at small
length scales, where bacterial suspensions, tissues, and molecular motors use their intrin-
sic activity to create motions or form structures on lengths larger than individual cells or
proteins. A broad goal of the field of active matter is to understand the fundamental prin-
ciples that govern such emergence of large-scale patterns and collective behaviors. From a
theoretical perspective, these active systems provide a testing ground for theories of non-
equilibrium statistical physics.

The two-dimensional model of self-propelled disks, that is at the center of this thesis, is
one of the simplest possible theoretical examples of active matter. The conception of this
model comes from a goal to mimic the behavior of natural active matter in a controlled man-
ner by shredding unimportant details, to gain a better understanding of the collective phe-
nomena at work. It is inspired by a physicists perspective that when faced with a complex
physical phenomenon, the most useful approach often involves simplifying it drastically
with the aim of distilling the essence of the problem. Once such simplified examples are
clearly understood, eventually, it becomes a cornerstone on which a comprehensive theory
can be build that incorporates more general cases.

The primary hurdle (what also makes it interesting) in this study of active matter comes
from the lack of a universal theoretical framework similar to the equilibrium statistical me-
chanics. In equilibrium, there are state functions like free energies, Gibbs potentials which
determine thermodynamic properties. However, outside equilibrium, there is no such ana-
log. In fact, many thermodynamic concepts have to be reconsidered as they are not nec-
essarily defined. For example, the definition of pressure and temperature (that appear in
the equilibrium equation of state) do not obviously extend for active materials and even
the mere existence of an equation of state becomes an issue in itself. Confronted with such
difficulties of deriving analytic results for active many-body systems, numerical methods
like the Monte Carlo methods are found to be very useful tools to understand several as-
pects of the collective behavior of active matter. On one hand such numerical experiments
can predict macroscopic properties from microscopic dynamics and on the other hand, it
can shed light on the fundamental principles of microscopic dynamics by exploring their
macroscopic consequences, which can be tested experimentally. This is the guiding mo-
tivation behind the numerical work presented in this thesis. The study here implements
Monte Carlo algorithms for the model of two-dimensional self-propelled disks, and charts
out a quantitative phase diagram that includes the established equilibrium phases as well

2Nearly three centuries ago Leibniz [16] aptly emphasized the key difference between living and non-living
entities: “I define the organism, or natural machine, a machine in which each part is a machine [. . . ], whereas the parts of
our artificial machines are not machines”.
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as their extension into regimes far from equilibrium. It also shows how new macroscopic
phases appear due to the self-propulsion in the dynamics, and presents a quantitative char-
acterization of the nature of these phases, emphasizing on their symmetries.

Besides this work about self-propelled particles, this thesis investigates another fun-
damental aspect of collective behavior for low-dimensional systems. For this, the discus-
sion returns to the systems in equilibrium and delves into the question of order in one-
dimensional systems. In fact, this topic is very nicely connected to the history of how the
theory of two-dimensional melting developed (the topic that concerns the first part of this
thesis). Kosterlitz recounts in a recent review [6] that his foray into the melting transition
started with the question of phase transitions in the one-dimensional Ising model with a 1

r2

interaction. This question was posed to Kosterlitz and Thouless by Anderson who was able
to map the famous Kondo problem [20] to this question of one-dimensional phase transi-
tions.

The precise question that this second part of the thesis addresses is whether phase tran-
sitions can happen in one-dimensional systems with short-range interactions at finite non-
zero temperature. There is a common belief that such transitions cannot happen. Indeed,
the commonly studied models in graduate textbooks, like the Ising model, the Potts model
or the XY model, do not undergo phase transitions in one dimension. In fact, Landau on the
last page of his statistical physics book [8], gave an argument based on a free energy esti-
mate, for the absence of long-range order in any finite-state one-dimensional model. Later,
the work of van Hove [9], Peierls [21], Ruelle [22] and Frölich [23] also showed that for par-
ticle systems with sufficiently short-range pair interactions ( 1

rn with n > 2), the free energy
does not have any singularities and therefore, there are no phase transitions. Even though
these results are for specific models, it is often blindly generalized to all one-dimensional
systems. However, there is no general theorem that forbids one-dimensional phase transi-
tions [10]. The second part of this thesis confronts this particular issue. After citing a few
existing counterexamples of quasi-one-dimensional systems, the thesis presents a clearly
one-dimensional model that shows robust singularities in its thermodynamic free energy
as the coupling constant is varied. The origin of these singularities are certain geometrical
changes in the accessible phase space, and it is a mechanism that has not been emphasized
earlier.

The content of this thesis is organized into three chapters, with their outline described
as follows.

The first chapter I introduces the general concepts that are essential for understand-
ing the results of this thesis. It starts with an introduction to the ideas of thermodynamic
phases and their transitions in section I.1. Concepts of equilibrium and non-equilibrium
steady states and their characteristic differences are discussed in section I.2 using the for-
malism of discrete-time Markov processes. The discussion also includes fundamental con-
cepts like time reversibility and the fluctuation-dissipation relation. A few additional de-
tails of stochastic processes like the Fokker-Planck equation and the Langevin dynamics
are also subsequently presented in section I.3. Following this primer, active matter is in-
troduced in section I.4 as an important subclass of non-equilibrium processes, with a spe-
cial focus on the active matter systems of self-propelled particles in subsection I.4.1. The
latter section also introduces a set of well-known models of active matter and discusses
one of the most commonly observed collective phenomenon of active matter, known as
the motility-induced phase separation. The primary goal of this thesis is to understand
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how the states of such self-propelled particles connect with the equilibrium phases in their
passive limit. This is particularly addressed in two dimensions and therefore, an under-
standing of the equilibrium phases, especially of the two-dimensional melting is necessary.
An abridged version of the melting scenario emphasizing the crucial theoretical concepts
like the Berezinskii-Kosterlitz-Thouless transition and the Berezinskii-Kosterlitz-Thouless-
Halperin-Nelson-Young (BKTHNY) melting scenario are presented in section I.5 to I.7. This
chapter concludes with a discussion of the present-day status of the equilibrium two-step
melting scenario in section I.8.

The second chapter II contains the main work of this thesis, which is the full phase
diagram of a model of spherical self-propelled (active) particles with isotropic pair-wise in-
teractions. The chapter begins with a microscopic definition of the concerned model and
an algorithmic implementation of its microscopic dynamics in section II.1. The model is
an active variant of the kinetic Monte Carlo dynamics of particles, which is different from
usual continuous models of active matter. Characteristic properties that quantify the ac-
tivity of a single particle following this dynamics are presented in the same section II.1.
Before discussing the many-body collective phenomena in two dimensions, the simpler
one-dimensional case is considered in section II.2. First, an instructive example of a single
particle in a one-dimensional box is used to illustrate the characteristic effect that comes
solely from the activity/self-propulsion. Even this simple case qualitatively captures the
basic feature that results in the many-body collective phenomena such as motility-induced
phase separation. This is illustrated using a single particle, then two particles, and sub-
sequently by the density inhomogeneities in the many-particle case. The non-trivial case
of many-particles in two dimensions is presented in section II.3. A complete quantitative
phase diagram is presented that shows how the equilibrium two-step melting scenario (in-
cluding the hexatic phase) extends far inside the non-equilibrium regime of high activity.
Moreover, it is shown how the melting transitions (non-)interact with the motility-induced
phase separation observed within the here studied model. This is established with a de-
tailed discussion of the finer quantitative details of the phase diagram, anisotropic effects
of the dynamics, and especially the effect of the stiffness of particles with the comparison
of earlier studies. This brings the discussion to the question of relevant control parameters
and the universality of the phase diagram. This is discussed at length in section II.4, where
different aspects of the Monte Carlo dynamics, as well as other models of active matter, are
analyzed in details. The question of the precise nature of the melting transitions far from
equilibrium is an open question and has not been resolved in this thesis. A prospective ap-
proach requires thermodynamic state variables like pressure, which can be used to identify
the nature of the transitions. However, even such questions of thermodynamic state vari-
ables outside equilibrium are non-trivial to answer. In this direction, the analysis in section
II.5 presents an approach to define pressure. Relying on recent studies, an expression for
pressure is obtained for the concerned model, as well as for another stochastic model of ac-
tive matter (section II.6). This work on pressure is incomplete, but still, it achieves a crucial
step which paves the way for future investigations on the nature of the non-equilibrium
phase transitions in this thesis.

The third chapter III comes back to the question of order in low-dimensional systems in
equilibrium. The introduction in section III.1, is followed by a discussion of a common be-
lief that one-dimensional systems with short-range interactions cannot exhibit phase tran-
sitions in section III.2. The latter section delves into the literature searching for the origin
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of such folklore. Later in the section III.3 a few already existing counterexamples are pre-
sented. However, these examples are quasi-one-dimensional. In section III.4 a new clearly
one-dimensional model is presented which exhibits phase transitions at a finite tempera-
ture even though the interaction is short-range. The phase transitions are analytically es-
tablished as singularities in the free energy which appears due to a new geometrical mech-
anism. This is discussed in details. The chapter concludes in section III.5 with a discussion
about the nature of these transitions and its general applicability.
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I.1 Equilibrium phases and phase transitions

This section I.1 presents a few essential details about equilibrium phase transitions which
are relevant for the discussion about phases in active matter.

In general, the word "phase" describes a macroscopic homogeneous state of matter
where, under fixed external conditions, the material usually has unique values of thermo-
static properties. For example, depending on the pressure and the temperature a collection
of water molecules can be either in one of its various solid states or in the fluid state (gas or
liquid). There is no fundamental difference between a liquid or a gas state and they can be
smoothly transformed from one into the other. There are situations, where some thermo-
static properties may take two or even more values. For example, at T = 373 Kelvin and one
atmospheric pressure, water can be in both the liquid phase and the gas phase. This means,
that in a constant volume ensemble, the two phases coexist1, where the gas phase becomes
distinguishable from the liquid due to its much smaller density. More importantly, as the
external conditions change, the water molecules can rearrange themselves to move between
phases, which results in sharp changes in the macroscopic properties. These correspond to
phase transitions which are non-trivial collective phenomena arising in the thermodynamic
limit.

Phase diagrams are used as a visual representation to identify the thermodynamic phases
as the external conditions change. Usually, a phase diagram is given on the space of thermo-
dynamic control parameters, which depend on the thermodynamic ensemble. For example,
the phase diagram of water can be in the P-T plane in the constant pressure-temperature
ensemble ((N,P, T ) ensemble), or it can be on the T-V (equivalently density) plane in a con-
stant temperature-volume ensemble ((N,V, T ) ensemble), as shown in Fig. I.1. The lines
mark the boundary between stable thermodynamic phases, where the fluid undergoes a
phase transition as the parameters are varied. In this example, the liquid-gas line stops
at a point. This means, the transformation form liquid to gas is possible without passing
through a phase transition. This is related to the same symmetry in the liquid and gas
phase. In comparison, when the liquid freezes to a solid, it breaks translational symmetry,
and there is no smooth (transition free) way for it to happen. A coexistence line between
phases of different symmetry cannot end in a critical point. It must either extend to infinity
or else cross another line. Such a breakdown of symmetries at the thermodynamic scale is
often an important feature of phase transitions and also plays a crucial role in this thesis.

1For fluids, the phase coexistence is governed by the equality of three quantities, the pressure, the tempera-
ture and the chemical potential.

1
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Figure I.1: Phase diagram of a typical fluid. (a) Phase diagram in the pressure-temperature plane
and (b) in the temperature-density plane. Solid lines are phase boundaries separating regions of
stable phases. The lines denote a first-order transition except at the critical point where the transition
is of second order. Source: Inspired by the web article http://soft-matter.seas.harvard.edu

In the thermodynamic description, a phase transition point is specified by a non-analytic
change in the free energy in the thermodynamic limit. Following the Ehrenfest definition
[24–26], phase transitions are classified according to the nature of this non-analyticity. A
phase transition is referred as a kth order transition, if the Gibbs free energy2 has up to (k−
1)th continuous derivatives, but the kth derivative is discontinuous. Therefore, according to
this classification, if the first derivative of the Gibbs free energy has a jump discontinuity, the
phase transition is of first order. Whereas, at a second-order transition, the first derivative
of the Gibbs free energy changes continuously, but the second derivative is singular.

A schematic of such a non-analyticity in a first-order transition is illustrated in Fig. I.2.
The Gibbs free energy G(T, P ) in the (N,P, T ) ensemble has a jump discontinuity in its first
derivative, which means that at the transition the volume of the system changes sharply
from one phase to the other. However, in the (N,V, T ) ensemble thermodynamics is de-
scribed by the Helmholtz free energy F (T, V ), which is related by a Legendre transforma-
tion to G(T, P )

G(T, P ) = PV +F (T, V ) , with pressure P = −∂F (T, V )

∂V
and volume V = −∂G(T, P )

∂P
.

Therefore, in the (N,P, T ) ensemble, the volume jumps, which corresponds to a constant
pressure in the (N,V, T ) ensemble, as illustrated in Fig. I.2. The way a system typically man-
ages this constant pressure is by forming a coexistence between two phases and by chang-
ing their relative volume fraction as the total volume is changed externally. This shows
that a first-order transition in the (N,P, T ) ensemble shows coexistence in the (N,V, T ) en-
semble. This is one of the basic principles used to identify first-order transitions in the
two-dimensional melting scenario of interacting particles [12, 13].

Clearly, the Ehrenfest scheme could be inadequate. A more modern accepted classifica-
tion is given by Landau [8, 25] in terms of order parameters, which are generically defined

2The Gibbs free energy (also free enthalpy) is defined in the constant (N,P, T ) ensemble and defined as
G(P, T ) = H − TS (T is the temperature, S the entropy, H is the enthalpy H = U + PV , with U the internal
energy, P the pressure and V the volume). In contrast, the (N,V, T ) ensemble is described by the Helmholtz
free energy F (V, T ) = U − TS.

http://soft-matter.seas.harvard.edu/index.php/Energy_model_of_single_component_phase_diagram
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as macroscopic quantities (typically, the thermodynamic average of an observable) that take
characteristically different values in different phases. For example, the density difference
between a liquid and a gas could be considered as an order parameter at the liquid-gas
transition3. If the order parameter changes discontinuously at the transition point, the tran-
sition is identified as a first-order transition. On the other hand, if the order parameter
changes continuously but non-analytically at the transition point it is called a second-order
transition or more appropriately a continuous transition.

Figure I.2: Non-analyticity in a first-order transition. a) The Gibbs free energy G over the
pressure P . b) The Helmholtz free energy F over the volume V . c) V over P at constant
temperature T . d) P over V at constant T . The jump in V (equivalently density) in the
(N,P, T ) ensemble in c) corresponds to an invariant pressure in the (N,V, T ) ensemble in
d) which the system manages by changing the volume fraction of the coexisting phases.
Source: Inspired by Fig. 2.15 in D. Chowdhury and D. Stauffer, Principles of Equilibrium
Statistical Mechanics→ [24]

In the following, a few important characteristics of typical phase transitions are given.
First-order transition: Usually, the jump discontinuities lead to a Latent heat for the

transition. For example, when water freezes at 273 Kelvin to ice, around 334.72 Joule of
heat is released per gram of water. The correlation length, which characterizes correlations
of the fluctuations of the order parameter with respect to its average, remains finite. Usually,
a phase that is stable in one side of the transition becomes first meta-stable on the other side
before it becomes unstable against microscopic fluctuations as illustrated in the schematics

3In some cases, finding a suitable order parameter could itself be tricky and the choice may not be unique
(any power of an order parameter is itself an order parameter). In fact, in some cases, transitions are not
described by thermodynamic order parameters (in the sense of global averages of some quantity) but own
other non-obvious phase-defining characteristic properties as the case in the topological Berezinskii-Kosterlitz-
Thouless transition in the two-dimensional XY model which is described later.
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in Fig. I.3a (an example is supercooled water).
Second-order transition: In a second-order transition, a state that is stable on one side

of the transition becomes unstable on the other side of it (see Fig. I.3b). The order parameter
changes continuously at the transition and the correlation length of the spatial fluctuations
of the order parameter diverges algebraically4 while approaching the transition point and
becomes infinite at the transition point. In consequence, the macroscopic state at the tran-
sition point is scale-free, even when microscopic interactions are short-ranged. Most of the
microscopic details become unimportant for the thermodynamic properties at the phase
transition. This has led to the idea of universality, where systems with very different phys-
ical properties have a similar macroscopic behavior at the transition point. For example,
fluids and magnets could have similar critical properties at the transition point. This is
quantified by thermodynamic scaling laws, where different universality classes are defined
according to critical exponents which are usually determined by the symmetry, space di-
mension, and dimension of the order parameter. Within the same universality class, a tran-
sition point can be different but the critical exponents are the same. An effort to understand
this has culminated in the theory of renormalization group [25–27].

Infinite-order transition: There are cases where the discontinuity is characterized by
an essential singularity5, where the non-analyticity is seen only at infinite order. Such sin-
gularities appear in the Berezinskii-Kosterlitz-Thouless transition in the two-dimensional
XY model or in the melting of a two-dimensional solid (both are discussed later). In these
examples, there is no obvious thermodynamic order parameter6, and the transition is be-
tween a phase with a finite correlation length and a phase with a power-law correlation
of some system depending correlation function (e.g. the spatial correlation of rotors in the
two-dimensional XY model ).

An intuitive picture, illustrating the fundamental differences between types of phase
transition can be seen in Landau’s phenomenological theory. An equilibrium state corre-
sponds to the minimum of the Landau free energy as a function of the order parameter.
Without getting into the details of the Landau description of phase transitions, the basic
idea is illustrated in Fig. I.3 for first- and second-order transitions. Even though Landau’s
original phenomenological theory did not take spatial fluctuations of the order parameter
into account, it provides an adequate description of phase transitions. The phenomeno-
logical description of superconductivity is considered as one of the most accomplishments
of this theory, which emphasized by the Nobel Prize, awarded in 2003 to Abrikosov and
Ginzburg. Shortly thereafter, the importance of fluctuations was recognized. The respec-
tive theory developed by Kadanoff, Fisher, Wilson, Patashinkii [28–36] culminated in the
idea of renormalization.

4The correlation length follows ξ ∼ 1
|T−Tc|

ν , where ν is the critical exponent. Even systems which are
microscopically different can have the same set of critical exponents, which defines the universality class of the
transition.

5An essential singularity is different from a pole, as the discontinuity is seen only at the infinite order deriva-
tive. For example, f(x) = e−1/x2 for x 6= 0 and f(0) = 0 looks smooth near x = 0. However, f(x) is non-
analytic as there is no Taylor series expansion around this point as all order derivatives of the function are zero
at x = 0.

6For the two-dimensional melting which undergoes a similar defect-mediated transition as in the two-
dimensional XY model, there have been attempts for a Landau theory using Fourier coefficients of the density
as an order parameter. See [5].
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Figure I.3: Landau picture of phase transitions. The figures show the evolution of the
shape of the Landau free-energy density f(ρ) in paths around the critical point, indicated in
the top panel. New thermodynamic parameters (p, t) are defined for paths moving perpen-
dicular and parallel to the liquid-gas transition line near the critical point (Pc, Tc) = (pc, tc).
In column a), as p is changed while keeping t < tc fixed the fluid undergoes a first-order
transition from the gas phase to the liquid phase. Similarly, column b) follows a path at
t = tc passing through the critical point, column c) follows a path at t > tc without pass-
ing through a phase transition. The columns illustrate how the Landau free energy density
changes along these paths. The value ρ = ρmin at the global minimum of f(ρ) gives the
equilibrium value of the order parameter. In column a), ρmin jumps as p is varied across pc.
The local minima in the free energy represent a metastable state. In column b), as p is varied
ρmin changes smoothly while crossing the second-order transition point (pc, tc). If a path is
followed varying t while keeping p = pc, the free energy evolves as shown in the middle
row, where the system undergoes a spontaneous symmetry breaking. Source: Inspired by
Fig. 12.2 in D. Chowdhury and D. Stauffer, Principles of Equilibrium Statistical Mechanics→
[24].

Remark: The non-analyticity of the free energy7 at a phase transition is only seen at the
thermodynamic limit. For a finite system, the partition function (and thus the free energy)

7Helmholtz or Gibbs free energy, depending on the ensemble.
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is a finite degree polynomial in the control parameters (for example, in eβ , fugacity, etc.)
and therefore, the free energy is always analytic. Only in the thermodynamic limit, when
the partition function becomes an infinite degree polynomial, a non-analyticity in the free
energy can appear. How this happens in theoretical analyses is illustrated by Yang-Lee
zeros [37], where for finite size systems, the singularities appear on the complex parameter
space, and they converge to a real parameter value as the thermodynamic limit is reached.

I.2 Systems outside thermodynamic equilibrium

Figure I.4: Transitions in a discrete-time Markov
process. An illustration of transition probabilities
M(C ′, C) of a discrete-time Markov process on a
finite configuration space.

Feynman [38] emphasizes8 that the
concept of equilibrium is a theoretical
one and as such only effectively real-
ized in real world experiments. The
equilibrium picture requisites vanish-
ing (microscopic) fluxes of all quanti-
ties (e.g. energy, matter, temperature,
etc.) in the system. In the real-world,
this is achievable within a certain time
and length scales only. Outside these
scales, a system is in a non-equilibrium
state. Such non-equilibrium situations
are found in a large variety of physi-
cal systems, in fact, they are more com-
mon in nature than systems in equi-
librium. Such systems often exchange
fluxes of matter or energy with the surrounding or undergo chemical reactions. Living sys-
tems are one of the prominent examples. In the literature, also glasses may be described as
non-equilibrium systems, which are in the transient before reaching equilibrium [39].

An interesting non-equilibrium situation is the steady state in which there is no time
dependence, but there is a constant flow of some quantity. Such flow can be maintained
by injection at one boundary and subtraction at another, as, for example, in a conducting
rod between two baths, or the flow can be driven by an external field such as the electric
field driving an electric current around a conducting loop. Driving could also come from
an internal engine of the microscopic agents, as often the case for active media like bacteria,
molecular motors, etc. Such non-equilibrium systems have characteristic properties like the
break down of time reversibility, the violation of the fluctuation-dissipation relation, etc..

Many of these concepts, namely, the steady state, detailed balance, time reversibility,
etc., can be clearly described using a stochastic description of the time evolution of a system
on its configuration space. Such an example is a discrete-time (n) Markov process9 given

8[38]: "If a system is very weakly coupled to a heat bath at a given ’temperature’, if the coupling is indefinite or not
known precisely, if the coupling has been on for a long time, and if all the ’fast’ things have happened and all the ’slow’
things not, the system is said to be in thermal equilibrium."

9The Markov property implies that the dynamics of a system depends only on the present state and not
on the past. This is often a reasonable description as systems typically have a finite correlation over time.
Moreover, it often happens that a non-Markovian problem can be embedded into a larger Markovian system
by taking supplementary degrees of freedom into account. This is the case for the persistent kinetic Monte
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in terms of the transition probabilityM(C ′, C) for a jump from configuration C to C ′ (see
Fig. I.4). To keep the presentation simple, only a finite configuration space is considered.
The dynamics is given in terms of the time evolution of the probability Pn(C) for the system
to be at a configuration C at time n, which follows a Master equation

Pn+1(C ′) =
∑

C

M(C ′, C)Pn(C) , (I.1)

with a probability conserving condition
∑

C′
M(C ′, C) = 1 . (I.2)

The transition matrixM is also known as the Markov matrix.
Given an initial probability distribution P0(C), the solution of (I.1) is formally written

as
Pn(C) = [Mn · P0] (C) ,

where the dot (·) denotes a matrix product. In generalM is not symmetric, and therefore
it has distinct left eigenvectors (Lk(C)) and right eigenvectors (Rk(C)) associated to the
eigenvalues µk. Then, using a normalization

∑
k Lk(C)Rk(C ′) = δC,C′ the probability

Pn(C) = µn0 R0(C)A0 + µn1R1(C)A1 + · · ·

where Ak =
∑

C Lk(C)P0(C).
On a finite configuration space, as long as all entries in M are positive and non-zero,

the Perron-Frobenius theorem10 [40] ensures that the largest eigenvalue (say µ0) is non-
degenerate, with non-vanishing spectral gap ∆µ = µ0 − |µ1|. In addition, due to the con-
dition (I.2), µ0 = 1 and L0(C) = 1. In combination with the finite configuration space, this
means: at large time, the probability reaches a steady-state (time-independent) distribution
given by

Psteady(C) = R0(C)

and the system relaxes to the steady state in a time scale 1/∆µ.
Clearly, the steady state does not depend on the initial state and it is solely decided by

the transition probabilities. The probability Psteady(C) is time-independent, and then (I.1)
gives

Psteady(C ′) =
∑

C

M(C ′, C)Psteady(C) .

This is the global-balance condition. Better sense can be made out of this by using (I.2)
which gives ∑

C

M(C,C ′)Psteady(C ′) =
∑

C

M(C ′, C)Psteady(C) . (I.3)

The left hand side is the net outgoing probability current (probability flow per unit time)
from C ′, and the right hand side is the net incoming probability current. This means, in the
steady state, the outgoing and incoming probability currents are the same.

Carlo dynamics presented later in this thesis.
10The same theorem becomes crucial in discussion of phase transitions in one-dimensional equilibrium sys-

tems (see chapter III).
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I.2.1 Equilibrium steady state

Figure I.5: Classification of steady states.
When the global-balance condition (I.3) is
fulfilled, the system reaches a steady state.
The equilibrium state is only a subclass of
steady states where the additional condition
of detailed balance is satisfied. Otherwise,
the steady state is out-of-equilibrium.

The equilibrium state is "only" a subclass of
possible steady states (see Fig. I.5) and appears
when for each edge-connected configurations
C-C ′ (see Fig. I.4), the outgoing and incoming
currents cancel, resulting in vanishing local net
currents (and hence also in a vanishing global
net current). This condition, written as

M(C,C ′)Peq(C ′) =M(C ′, C)Peq(C) (I.4)

where the notation Psteady(C) = Peq(C) is cho-
sen, is known as the detailed-balance condition
and can be considered as a microscopic defini-
tion of the equilibrium state 11. This says that a
steady state is in equilibrium if the probability
current vanishes everywhere in the configura-
tion space.

For a system in thermal equilibrium at the
inverse temperature β, knowing that the equi-
librium probability is a Gibbs-Boltzmann distribution Psteady(C) ∼ e−βE(C) with E(C) be-
ing the energy of a configuration C, the detailed-balance condition gives

M(C,C ′)
M(C ′, C)

=
Peq(C)

Peq(C ′)
= e−β[E(C)−E(C′)] .

There are several possible choices of transition rates which lead to the same equilibrium
state, as long as the above condition is satisfied. This freedom is often utilized in the liter-
ature for efficient numerical sampling of the equilibrium distribution, and this led to sev-
eral variations like the Glauber dynamics, the Kawasaki spin exchange algorithm for Ising
model, the Swendsen-Wang cluster algorithm, the Metropolis algorithm, etc. [42]. One of
the popular implementations, which is also used extensively in this thesis, is the Metropolis
filter, where the transition probability is given by

M(C,C ′) = min

{
1,
Peq(C)

Peq(C ′)

}
= min

{
1, e−β[E(C)−E(C′)]

}
.

It is straightforward to verify that (I.4) is satisfied with the Gibbs equilibrium distribution.
Another form that is often used is the Suzuki-Kubo [43] transition probability

M(C,C ′) =
1

2

{
1− tanh

[
β(E(C)− E(C ′))

2

]}
.

11The detailed-balance condition (I.4) requires the prior knowledge about the equilibrium probability
Psteady(C). Is it possible to say, just from the transition rates, whether a Markov process leads to an equilib-
rium steady state? The answer is given by the Kolmogorov criterion [41] which states that for every loop on the
configuration space if the product of transition rates in clock-wise direction is the same as the product in the
anti-clockwise direction, then it is a necessary and sufficient condition for the steady state to be in equilibrium.
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I.2.2 Non-equilibrium steady state

This freedom in choices of the transition probabilities for equilibrium dynamics breaks
down when the detailed-balance condition is not fulfilled. This is the non-equilibrium sit-
uation which is characterized by non-zero probability currents in at least one edge on the
configuration space. One of the simplest examples of a non-equilibrium dynamics is when
for each incoming path to a configuration there is one outgoing path and their currents are
equal. More precisely,

M(C ′′, C ′)Psteady(C ′) =M(C ′, C)Psteady(C)

which, in analogy with (I.4), is sometimes referred as pairwise balance (see Fig. I.4 for
illustration). Clearly, the global-balance condition (I.3) is satisfied, but the probability cur-
rent is non-zero, and therefore the steady state is out of equilibrium. A trivial example is
a biased random walker on a periodic one-dimensional lattice with unequal right and left
rates. The bias drives a non-zero current and the steady state is out of equilibrium. The
popular examples of out-of-equilibrium models, like the asymmetric exclusion process, the
Katz–Lebowitz–Spohn model of driven Ising chains, follow this pairwise balance of the
probability currents.

Clearly, there are innumerable possibilities of transition rates that do fulfill the global-
balance condition but that do not fulfill the detailed-balance condition. This identifies non-
equilibrium steady states as the most general case and the equilibrium state as a non-typical
(but without doubt an important) subclass.

I.2.3 Characteristic differences between equilibrium
and non-equilibrium steady states

Non-equilibrium systems often display novel and unexpected features that are in striking
contrast to equilibrium properties. This subsection I.2.3 discusses some of these important
characteristic differences.

The detailed-balance condition is a strong microscopic symmetry which introduces many
thermodynamic properties that are characteristics of equilibrium. An obvious characteris-
tic is the vanishing current of any quantity. However, there are examples of non-equilibrium
steady states which have vanishing currents in many observables. For example, in a Kawasaki
spin exchange Ising model on a square lattice, if the vertical and horizontal exchanges are
done at different temperatures, the steady state has a zero average current of spins [44].
However, the steady state is out-of-equilibrium, as energy flows between the two tempera-
ture reservoirs. In another example, relevant to this thesis, an active self-propelled particle
in a one-dimensional confining potential has a vanishing particle current. But again, this is
a non-equilibrium steady state and the non-vanishing probability current can be seen in the
position-velocity phase-space. In this very same example, the probability distribution of the
particle position can be written in a Gibbs form with an effective potential. This is to empha-
size that an equilibrium-like Gibbs probability is not unique to equilibrium. Another, very
well known example is the previously mentioned Katz–Lebowitz–Spohn model of Ising
spins on a one-dimensional circular lattice under a driving field, such that nearest-neighbor
spins are exchanged following a dynamics that favors "up" spins to move rightward. It was
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shown [45, 46] that the steady state has the same probability distribution as the equilibrium
Ising model, but with an effective temperature.

For a system in equilibrium, there is a well-developed thermodynamic description [8].
Even though the microscopic configuration space is made of a number of degrees of free-
dom on the order of the Avogadro number, there are only a handful number of relevant
thermodynamic variables, like, pressure, volume, temperature, entropy, to describe the
macroscopic properties of a system. There is a notion of thermodynamic conjugate vari-
ables, like pressure to volume, temperature to entropy, chemical potential to density, etc.,
which introduce concepts of thermodynamic ensembles. Moreover, the macroscopic statis-
tical properties i.e. the entire spectrum of fluctuations of thermodynamic variables can be
characterized in terms of thermodynamic potentials, like the free energy, the enthalpy, and
the Gibbs potential, depending on the ensemble. There is no such equivalence for systems
outside equilibrium. In fact, even the basic idea of well-defined thermodynamic variables
seems not possible in general (see e.g. [47, 48]).

Figure I.6: Discrete stochastic time evolu-
tion. Schematic of a stochastic path on the
configuration (C) space of a discrete-time (n)
Markov process.

There has been an effort in the past to extend
the concepts of thermodynamic variables out-
side equilibrium, like the effective-temperature
description of glasses [49, 50], and a thermody-
namic pressure can exist in certain active me-
dia [51]. For systems near equilibrium, one
may describe dynamics in an effective free-
energy landscape. However, these are con-
structed rather phenomenologically and are not
solidly founded on statistical mechanics. Even
in cases where an effective equilibrium-type de-
scription is possible for static quantities (single-
time properties), the dynamical fluctuations are
fundamentally different in non-equilibrium. For
example, at first glance, a glass may appear like
an amorphous solid in equilibrium. Likewise, in cellular processes, it is often unclear
whether particular stochastic fluctuations of cellular components (e.g., proteins, mem-
branes, organelles) are driven by thermal or non-thermal processes [52]. What truly reveals
the non-equilibrium nature in these systems are the dynamical properties. Two ideas that
have been extensively used to identify non-equilibrium states are the time reversibility and
the fluctuation-dissipation relation. They are described below.

A dynamics which is symmetric under time reversal, is in equilibrium. More precisely,
in equilibrium, the probability of a particular time evolution (path) is the same as the prob-
ability of the time reversal of that path. A path is given by the set of configurations that the
system passes through in a discrete-time window from 0 to N . Such a path is denoted by
TN ≡ {C0, C1, . . . , CN}, and its time reversal by RT N ≡ {CN , CN−1, . . . , C0}, as illustrated
in Fig. I.6. The probability of seeing such a path when the system is in its steady state is
given by

P (TN ) =M(CN , CN−1) · · ·M(C2, C1)M(C1, C0)Psteady(C0)

and similarly for P (RT N ). Using the detailed-balance condition (I.4) for an equilibrium



Version of Friday 1st March, 2019, 11:50

I.2 Systems outside thermodynamic equilibrium 11

system, this gives

P (RT N )

P (TN )
=
M(C0, C1)M(C1, C2) · · ·M(CN−1, CN )Psteady(CN )

M(CN , CN−1) · · ·M(C2, C1)M(C1, C0)Psteady(C0)
= 1 ,

which means that both probabilities are identical. Therefore, stochastic time reversibility is
a simple consequence of the detailed-balance condition. In consequence, this also means
that the way a spontaneous fluctuation gets created in equilibrium is the same as how the
system relaxes from this fluctuation [53]. This is the characteristic of equilibrium and this
breaks down outside equilibrium.

The second dynamical property, which is a characteristic of equilibrium is the fluctuation-
dissipation relation. This appears in the context of the linear response of an equilibrium
state to a small change of a thermodynamic condition. For example, how much does the
volume of a gas changes under a small change in the pressure. For a precise statement,
consider B (e.g., internal energy or volume) as a fluctuating thermodynamic variable in a
constant h ensemble (e.g., the (N,P, T ) ensemble). If h is changed by a tiny amount in the
past over time δh(t), the system readjusts to a new equilibrium steady state, and say 〈δB〉
is the associated change in the average of B. Then, as long as δh is small,

〈δB〉 '
∫ 0

−∞
dt δh(t)R(t) ,

where the response function is expressed in terms of the dynamical correlation ofB and the
variable A (conjugate to h) as

R(t) = β
d〈B(0)A(t)〉c

dt
,

where the subscript c denotes the connected correlation. This is the fluctuation-dissipation
relation and is a consequence of the detailed-balance symmetry in the dynamics. To appre-
ciate the relation, δh can be considered constant and B ≡ A. In this case, assuming a finite
correlation time, the above result gives

1

β

〈
δA

δh

〉
= 〈A2〉c ,

thus the response and the fluctuations are related. For instance, if A is the total energy
and h is the temperature, then the response

〈
δA
δh

〉
is the specific heat and it is related to the

fluctuation of energy. Similarly, the compressibility is related to volume fluctuations.
Outside equilibrium such fluctuation-dissipation relations break down. For systems like

active matter, they are broken by the injection of energy even at the microscopic level. In re-
cent years there have been developments on extending the fluctuation-dissipation relation
far from equilibrium. These proposals (e.g. [54, 55]) predict correction terms to the relation.
However, normally, these terms are expressed in terms of microscopic details which are not
easily accessible to measurements.

The success of statistical mechanics is to bridge the gap between microscopic dynam-
ics and the thermodynamic measurable properties when the system is in equilibrium. The
formalism has provided a strong microscopic basis for the laws of thermodynamics. It pro-
vided tools to describe equilibrium phases of matter and led to a deep understanding of
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phase transitions, which culminated in the renormalization group theory. In contrast, there
is no such general framework outside equilibrium capable of predicting the macroscopic
behavior in terms of microscopic physics. There is no analog of the universal Boltzmann-
Gibbs distribution and presumably it does not exists. It is still very difficult to define ther-
modynamic state variables, or thermodynamic potentials similar to the free energy, from
which the statistical properties of non-equilibrium systems can be computed and which
provide an intuition for how these systems behave. Some of these important characteristic
differences between an equilibrium and a non-equilibrium steady state are summarized in
Tab. I.1.

Equilibrium Out-of-equilibrium

Zero probability current. Non-zero probability current.

One-time statistical properties do not
depend on specific details of the dynamics.

Details of the dynamics are important.

Relevant state variables like pressure and
temperature exist.

Not available.

Thermodynamic potentials like the free
energy and the enthalpy exist and are
well-defined.

Not available.

Universal microscopic distributions like
the Gibbs-Boltzmann distribution
Peq ∝ e−βE(C).

Not available.

Linear response and fluctuation-
dissipation relation.

Breaks down.

Time-reversal symmetry of fluctuations. Not symmetric.

Universal properties like, ∆S ≤ 0.
Fluctuation theorem like Gallavotti-Cohen
relation, Jarzynski equation.

Table I.1: A list of basic characteristic differences between an equilibrium and a non-
equilibrium steady state. Some of these are briefly discussed in subsection I.2.3 .

Nevertheless, the field of non-equilibrium has seen much progress and a few strikingly
universal results have come out in the past few decades. Fluctuation theorems, like the
Jarzynski equality [56, 57] and the Gallavotti-Cohen relation [58, 59], allowed for the ex-
tension of universal thermodynamic results like the second law to regimes far from equi-
librium. Even with the lack of a clear classification of thermodynamic variables, distinct
macroscopic phases are clearly seen outside equilibrium [41, 60–62]. There are indeed non-
equilibrium phase transitions. Collective behavior in active matter, glass transitions, tran-
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sitions in contact processes, epidemic spreading are only a few of such examples. Even the
concept of universality exists [62] outside equilibrium, e.g. in directed percolation, or in
interface fluctuations [63]. However, their understanding is far from complete.

The subject of non-equilibrium collective behavior is one of the challenging directions in
modern Physics. A global theory akin to equilibrium thermodynamics that would describe
general non-equilibrium behavior still remains to be found. In the absence of a well-defined
framework, most of the studies of non-equilibrium systems resort to detailed microscopic
analysis of low-dimensional models and their computer simulations. The systems of ac-
tive matter are such examples where many non-equilibrium collective properties, distinct
phases, spontaneous symmetry breaking, etc. emerge from relatively simple interactions.
Naturally, active matter has attracted a tremendous amount of attention in recent years
[14, 64–67]. Studies in these systems are expected to improve the understanding of non-
equilibrium that may someday solve this long-standing problem.

I.3 Continuous Markov process, Fokker-Planck equation,
and Langevin dynamics

In this section I.3, a few of the archetypal stochastic dynamics are introduced which are
essential for understanding this thesis. For this mostly the presentation from the book of
van Kampen [40] is followed.

I.3.1 Continuous-time Markov process

A systematic approach to go to the continuous-time limit from (I.1) is by writing t = n ε and
taking ε→ 0. In this small-ε limit, the transition probability becomes

M(C ′, C) = δC′,C + dtW(C ′, C) + · · · ,

where δC′,C captures the situation that when zero time has passed by the system is in its
initial configuration. W(C ′, C) is the transition rate from C to C ′. Using this in (I.1) and
taking the ε→ 0 limit gives

dPt(C
′)

dt
=
∑

C

W(C ′, C)Pt(C) , (I.5)

where Pt(C) is the probability for the systems to be at C at the continuous time t. This is
the continuous-time Master equation. In this case, the condition (I.2) translates to

∑

C′
W(C ′, C) = 0 . (I.6)

Writing this condition asW(C,C) = −∑C′ 6=CW(C ′, C), the Master equation is often writ-
ten in a convenient form as

dPt(C
′)

dt
=
∑

C

[
W(C ′, C)Pt(C)−W(C,C ′)Pt(C ′)

]
. (I.7)
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Then, for this case, the global-balance condition (I.3) becomes
∑

C

[
W(C ′, C)Pt(C)−W(C,C ′)Pt(C ′)

]
= 0

and the detailed-balance condition (I.4) becomes

W(C ′, C)Pt(C) =W(C,C ′)Pt(C ′) .

The largest eigenvalue of W is 1 and the associated right eigenvector is the steady-state
probability distribution.

I.3.2 Fokker-Planck equation

When the configuration space is continuous C ≡ x, the sum in (I.7) becomes an integral,
leading to

dPt(x)

dt
=

∫
dy [W(x, y)Pt(y)−W(y, x)Pt(x)] . (I.8)

For simplicity, it is assumed that the configuration space is one-dimensional. This is the
Master equation when both time and configuration space are continuous, as for example in
Brownian motion.

In most natural examples, the system can move only small distances in a small time.
Therefore a reasonable assumption is thatW(x, y) decays fast with the distance between x
and y. This is equivalent of writingW(y, x) = g(y − x, x) such that g(ε, x) is a fast varying
function of ε, but has a smooth dependence on x. This property can be used to write the
continuous Master equation (I.8) as a Fokker-Planck equation. This systematic approach is
known as the Kramers-Moyal expansion [40] and is described below.

Writing y = x− r in (I.8) gives

dPt(x)

dt
= −

∫
dr [g(r, x− r)Pt(x− r)− g(−r, x)Pt(x)] .

Because the function g(y, x) has a smooth dependence on the second argument x, a Taylor
expansion in the second argument is well-defined, but may not be in the first argument y.
Using this,

dPt(x)

dt
= −

∫
dr

[
g(r, x)Pt(x)− r d

dx
(g(r, x)Pt(x)) +

r2

2

d2

dx2
(g(r, x)Pt(x)) + · · · − g(−r, x)Pt(x)

]
.

The first and last term on the right hand side vanish as
∫
drg(r, x) = 0 =

∫
drg(−r, x) due

to (I.6). Then, defining

an(x) = −
∫
dr rng(r, x) = −

∫
dy (y − x)nW(y, x)

gives
dPt(x)

dt
= − d

dx
[a1(x)Pt(x)] +

1

2

d2

dx2
[a2(x)Pt(x)] + · · · . (I.9)

This is known as the Fokker-Planck equation.
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Remarks:

• In typical examples, the transition rateW(x + r, x) is a sharply peaked function of r,
and one can stop at the second order in (I.9). This is the case for the Langevin dynam-
ics discussed next. However, there are examples where it is essential to keep higher
order terms, and the Fokker-Planck equation may not have a Langevin description.
One such case is the continuous limit of the persistent kinetic Monte Carlo model in
this thesis (see subsection II.4.3).

• Drawing similarity with the Master equation (I.5), the Fokker-Planck equation is often
written as ∂tPt(x) = L · Pt(x), where the role of the Markov matrix is played by the
differential operator L. However, from the mathematical point of view, things are
more difficult. For instance, the statement of the Perron-Frobenius theorem requires
more stringent assumptions and its proof is much more involved than in the discrete
case [10].

I.3.3 Langevin dynamics

This dynamics was originally proposed by P. Langevin as a mechanical model for the Brow-
nian motion. The basic idea is to incorporate thermal noise as a random force in the classical
Newtonian dynamics of a particle. The position x(t) of a particle of mass m under an exter-
nal force F (x) follows Newton’s equation

mẍ(t) = F (x) + η(t)− γẋ(t) ,

where η(t) is a random force due to the thermal noise of the surrounding medium. Such a
noise is assumed to be delta correlated in time

〈η(t)〉 = 0, and 〈η(t)η(t′)〉 = 2D δ(t− t′) .

The term γẋ is due to the viscous drag of the medium. The inertial term mẍ(t) can be
ignored, if the medium is highly viscous, leading to

ẋ(t) =
1

γ
F (x) +

1

γ
η(t) . (I.10)

This is known as the over-damped limit. In many practical examples, particularly for small
objects, like pollen grains, colloids, this is a reasonable limit. Even the simple models of
active matter are usually defined in this limit and typically referred to as "dry" active matter
[14]. In contrast, mẍ(t) cannot be ignored, if the fluid flow is important in the system. This
class of momentum conserving systems are refereed to as "wet" active matter [14]. To keep
the presentation simple, the dry limit is used for the rest of the discussion.

It can be shown that such an over-damped Langevin equation corresponds to a Fokker-
Planck equation

dPt(x)

dt
= −1

γ

d

dx
[F (x)Pt(x)] +

D

γ2

d2

dx2
[Pt(x)] .
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In the steady state, ∂tPsteady(x) = 0, and thus

F (x)Psteady(x)− D

γ

d

dx
[Psteady(x)] = J = constant.

J is the probability current, and similar to the discrete Markov process, the steady state is
in equilibrium when J = 0. This happens when the force due to a potential U(x) is such
that F (x) = −U ′(x). Then, D∂xPsteady(x) = −γU ′(x)Psteady(x), and the solution is

Psteady(x) = Peq(x) ∝ e−
γU(x)
D .

If the Langevin equation models a particle in contact with a thermal bath at temperature T ,
it must follow that

D = γkBT .

This is the fluctuation-dissipation relation for the Langevin dynamics which relates the
strength of fluctuations (D) to the viscous dissipation (γ). This is an energy balance con-
dition between the injection of energy from the surrounding bath in the form of thermal
noise, and dissipation into the bath due to viscosity. This is an essential condition for the
system to be in equilibrium. In systems outside equilibrium, e.g. for active particles, the
energy source originates from internal degrees of freedom of the particles and the energy is
not returned to it. As a result the fluctuation-dissipation relation breaks down.

In such non-equilibrium situations, the force F (x) cannot necessarily be expressed as
the gradient of a potential. Such forces are called non-gradient forces. A simple example
is a Brownian particle on a ring under a circular constant driving force f in addition to a
periodic potential,

F (x) = −U ′(x) + f .

Because of the periodicity, such a force cannot be written in a gradient form. The system
reaches a steady state which is not in equilibrium, and the current J is non-zero. In fact, in
this case, the steady-state probability has an explicit form. If the perimeter of the ring is of
unit length such that 0 ≤ x ≤ 1, then

Psteady(x) = N
{∫ x

0
dy e

2
kBT

∫ x
y dzF (z)

+ e
2
kBT

∫ 1
0 dzF (z)

∫ 1

x
dy e

2
kBT

∫ x
y dzF (z)

}
.

Clearly, the probability distribution does not have a Gibbs-Boltzmann form.

I.4 Active Matter

Thermodynamic phases exist even outside equilibrium. As described above, one does not
have the tools of statistical mechanics for an analytical understanding. Thermodynamic
concepts, such as the one of a free energy are not guaranteed to exist outside equilibrium,
thus new paths need to be explored to gain understanding. The main focus of this thesis
lies on one important class of non-equilibrium systems, the active matter. "Active parti-
cles contain internal degrees of freedom with the ability to take in and dissipate energy and, in the
process, execute systematic movement [65]." This definition captures a large variety of natu-
ral and artificial examples, such as large animal groups [68] (e.g. school of fish [69], flock



Version of Friday 1st March, 2019, 11:50

I.4 Active Matter 17

of birds [70]), bacteria swarming [71], actin filaments [72], microtubules in motility assays
[73], autophoretic colloids [18, 74, 75], colloidal rollers [76], etc.. The local energy input adds
complexity and increases the diversity of the collective behavior of active particles, which,
in contrast to equilibrium systems, is not restricted by rules like time-reversal symmetry.
Equilibrium theorems, which e.g. forbid crystalline order in two dimensions, do not hold a
priori outside equilibrium, thus it is legitimate to ask whether crystalline structures might
be favored in two-dimensional active systems under certain conditions, or whether it is
possible to at all identify all phases known at equilibrium.

Active Matter systems have been primarily studied in low-density regimes, far away
from the equilibrium melting densities. Analytical approaches, such as hydrodynamic,
or mean-field descriptions, but also numerical investigations have broadened the under-
standing of active matter in the dilute limit. New interesting phenomena have been ob-
served and intensely investigated, such as collective motion [77], giant density fluctuations
[19, 71, 78, 79] and motility-induced phase separation [80].

The number of studies including the high-density limit, on the contrary, is much fewer.
The aim of this thesis is to draw a full phase diagram of a particular active-particle model,
which covers both the high- and the low-density limit in one picture. Facing the com-
plexity of analytical approaches for high-density many-body systems, with the additional
complications introduced by activity, this thesis exploits a numerical approach to address
fundamental questions, such as the question of the existence of a partially ordered hexatic
phase outside equilibrium.

The goal to understand the complex phenomena emerging out of equilibrium from
numerical simulations raises the question about the "right" technique. Fundamental con-
cepts in equilibrium provide a clear distinction in whether a numerical approach is cor-
rect or wrong. Basic guidelines are provided by concepts, such as detailed balance, the
fluctuation-dissipation theorem, and time-reversal symmetry (see section I.2). Given that
the sole subject of interest are the steady-state properties, the choice is free to either follow
individual particle trajectories by using Molecular dynamic simulations or Langevin simu-
lations (Brownian dynamics simulations) or, in contrast, it is equally justified to use Monte
Carlo approaches, which, commonly, do not relate to the underlying real-world microscopic
movements of the particles. Either of the approaches leads to the same equilibrium steady
state obeying the same Gibbs-Boltzmann distribution. Out of equilibrium, systems lack this
kind of basic guidelines. However, using the above definition of active particles, it appears
that an essential criterion for numerical approaches for such systems is a local dynamics.
Clearly this criterion is matched by the numerical integration of the constructed dynamical
equation, however, also a kinetic Monte Carlo approach can be designed in a way, such that
it captures this and other essential features of active matter.

The long-term and ambitious objective of scientists working in the field of active mat-
ter is a fundamental theory describing the living world, including processes such as the
movement of cells, transport processes in cells, the stability of the shape of cells and how
they divide, but also the leaderless collective motion of, e.g., huge flock of birds, bacte-
ria colonies or cytoskeleton components [64]. If the only available transport mechanism
in living organisms would be restricted to passive diffusion processes, the complex struc-
tures and functions of the life around us would not have developed. Living matter bases
on self-propelled entities, which self-organize into large-scale structures and movements.
The complexity arises not from the self-propulsion itself, but only in combination with in-
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teractions of individual agents. In addition, interactions with the medium the particles are
immersed in can be considered, or, for example also, the form and dimension of the confin-
ing space.

Figure I.7: Run-and-tumble motion of Es-
cherichia coli. The self-propelled motion is
composed of runs, where all flagella rotate
in the same sense, and tumbles, where one
or more flagella change the rotation direction.
During a tumble the bundle of flagella breaks
apart, thus the persistent motion stops, and
the bacterium rotates randomly around, thus
its orientation changes before the next run
starts.

The choice of the precise kind of in-
teractions depends on the posed question.
A model, capturing basic features of the
coherent movements observed in flocks of
birds may consist of point particles only,
which interact solely through the alignment
of their velocity to the average direction of
motion of their neighbors. When adding
a certain amount of random error to the
alignment, the famous Vicsek model [77]
is recovered. However, this kind of model
assumes some kind of visual sensing and
complex adaptation mechanisms of the in-
dividual agents. The modeling of the col-
lective behavior of bacteria, as for exam-
ple Escherichia coli, requires a different ap-
proach.

Escherichia coli is a rod-shaped bac-
terium with about four filaments arising
at random from the sides of the cell body.
This filaments, called flagella, bundle near
one end of the rod-shaped cell and equip
the bacterium with a self-propulsion mech-
anism. The flagella are able to rotate in two directions, say in plus- and in minus-direction.
In case all flagella rotate in plus-direction, the flagella form an ordered bundle, whose rota-
tion self-propels the bacterium along its major axis. The coherent plus-rotation of all flagella
is regularly interrupted by a transient transition to a minus-rotation of one or more flagella.
This state, called tumble, brings the flagella bundle in disorder and thus stops the persistent
run. During the tumble, the orientation of the major axis changes randomly, thus as soon as
all flagella return in the state of a plus-rotation, which reorders the bundle, the bacterium
moves in a new direction, dictated by its major axis’ orientation. In consequence, the mo-
tion consists of persistent runs in a certain direction, interrupted by tumbles, after which
the persistent run follows a new direction (see Fig. I.7). [81]

Clearly, a model describing the collective phenomena of Escherichia coli must be differ-
ent from the Vicsek model designed to capture essential features of the collective motion of
birds. Firstly the introduction of persistent motion must be different, as a bacterium does
not have the same possibilities of sensing its environment and its neighbors like a bird.
Furthermore, observing single agents, the persistent trajectories of a bid and of a bacterium
look clearly different (see Fig. I.7). Even though bacteria are not able to visually detect their
neighbors, they are able to measure the population density via a local chemical commu-
nication mechanism called Quorum sensing. Last but not least, the rod shape introduces
torques when bacteria collide either with each other or for example with a wall, thus the
shape of particles can generally be an essential ingredient. In the case of Bacteria, the com-
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bination between self-propulsion and the rod-like shape leads to alignment interactions,
which is further supported by a hydrodynamic coupling to the medium the bacteria are
immersed in [82].

Figure I.8: Active vs. passive Brownian motion.
a) shows the typical particle trajectories of the vi-
brated disks with asymmetric feet. The black ar-
rows indicate the direction of motion and the red
arrows the polarity of the disks. In contrast, b)
shows trajectories of disks with symmetric feet
(nonpolar). Source: Fig. 2 in J. Deseigne et al., PRL
105, 098001 (2010)→ [19].

There has been much progress in the
development of synthetic active systems.
An example are vibrated polar disks [19].
Individual particles are made of symmet-
ric hard-core disks, which stand on a pair
of asymmetric feet. Essentially, the exper-
imental setup then consists of this disks
vertically confined between two plates, of
which the upper one is transparent to allow
for visual observation. Energy is injected
into the system by a strictly vertical vibra-
tion of the entire system. Due to the asym-
metric feet, the disks can transform the vi-
bration energy into a directed (persistent)
motion, which looks significantly different
from the run-and-tumble motion of bacteria
(compare Fig. I.8a and Fig. I.7). As shown
in Fig. I.8a, the motion consists of rather straight trajectories, which smoothly change the
direction after a certain time. At coarse-grained time and length scales, this persistent ran-
dom motion of a single particle converges to a normal passive random walk (as shown in
Fig. I.8b for the same experimental setup, but with nonpolar disks standing on symmetric
feet) with a mean square displacement ∝ t. However, at small time scales, the single par-
ticle performs a ballistic motion with the mean square displacement ∝ t2. This is due to
memory effects of the velocity, which are absent in the passive case. This type of memory
effects can be achieved in various ways. Other examples of synthetic active particle systems
are diffusiophoresis driven [18], or light activated [17] Janus particles, or colloidal surfers
[75].

I.4.1 Self-propelled particles with equilibrium interactions

Facing the large variety of active systems, the important subclass of self-propelled, per-
sistently moving particles, which otherwise interact only via standard equilibrium forces
(attraction, repulsion, alignment, etc.) has emerged. Approaching the goal of a common
theoretical framework for this class [80], the dilute limit, where inter-particle interactions
can essentially be neglected, has drawn attention. Dilute active suspensions already show
a nontrivial collective behavior, which, for example, manifests in the density profiles of
sedimentation processes [83–85] and in their interplay with ratchets illustrating the loss of
time-reversal symmetry [83, 86–89].

The next stage of complexity is reached by considering self-propelled, persistently
moving spherical particles with only isotropic interactions and explicitly without any
kind of alignment interactions. One may ask the "simple" question of how the equilibrium
phase diagram changes under the influence of a persistent motion of individual particles.
Are all the equilibrium phases preserved under finite persistence? Do new phases appear?
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Does the precise choice of how self-propulsion is introduced in the model changes the over-
all picture of the phase diagram? Below, three possibilities for self-propelled dynamics are
given.

a) Models

Active Brownian particles [90, 91]: This model is inspired by the motion of synthetic ac-
tive swimmers and consists of (spherical) particles interacting only via excluded-volume
interactions. As depicted in Fig. I.8, the trajectory of individual particles is smooth and
the direction of motion changes after a characteristic average persistence length is covered.
The active Brownian model basis on the over-damped Langevin description in (I.10). Persis-
tence is introduced by an additional force term. It is assumed that each particle imoves with
a velocity of constant amplitude v. The direction of the velocity qi(t) = (cos[θi(t)], sin[θi(t)])
(θi angle to a fixed axis) decorrelates smoothly via rotational diffusion, thus the behavior
of N particles interacting via a pairwise inter-particle potential U(rij) (rij distance between
the particles i and j) is described by

γṙi(t) = vqi(t)−∇i
∑

j 6=i
U(rij(t)) + ηi(t) ,

θ̇i(t) = ξi(t) .

(I.11)

Here, the noise terms, ηi(t) and ξi(t), are Gaussians with zero mean and
〈
η

(a)
i (t)η

(b)
j (t′)

〉
= 2Dt δabδijδ(t− t′) ,

〈ξi(t)ξj(t)〉 = 2Dr δijδ(t− t′) ,

where spatial components are denoted by the superscripts, Dt is the passive Brownian
translational diffusivity and Dr is the angular diffusivity.

The motion of a single particle is ballistic at small time scales and becomes diffusive at
large time scales with the diffusivity D = v2

2Dr
+Dt (in two dimensions).

Active Ornstein-Uhlenbeck process [92]: In contrast to the active Brownian model, par-
ticles of the active Ornstein-Uhlenbeck process do not move with a constant velocity. The
velocity of each particle evolves as a random walk in a harmonic potential, thus the particle
positions follow

γṙi(t) = v0vi(t)−∇i
∑

j 6=i
U(rij(t)) + ηi(t) with

v̇i(t) = −αvi(t) + ξj(t) .

The noise term ηi(t) is the same as in the active Brownian model and
〈
ξ

(a)
i (t)

〉
= 0 and

〈
ξ

(a)
i (t)ξ

(b)
j (t′)

〉
= 2Da δabδijδ(t− t′) .

Run-and-tumble model for Bacteria [93]: As described above, the motion of bacteria such
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as Escherichia coli consists of straight runs interrupted by tumbles during which the direc-
tion of motion reorientates (see Fig. I.7). During a run of a single particle, the amplitude
of the velocity v can be considered as constant and the tumbles occur at a random rate α
[81, 94]. Also the motion of a single run-and-tumble particle is diffusive at large length
and time scales with a diffusivity of D = v2

2α (in two dimensions). It was shown [95] that
run-and-tumble particles and active Brownian particles can be described by the general
large-scale diffusivity

D =
v2τ

d
+Dt with τ−1 = α+ (d− 1)Dr ,

with d indicating the dimension.
All three mentioned models vary in the choice of how self-propulsion/persistence is

introduced (compare Fig. I.8a and Fig. I.7). However, in the run-and-tumble model, the
velocity explicitly depends on the local density [93].

b) Motility-induced phase separation

Much progress has been achieved in the dilute limit of self-propelled particles, where the
novel phenomenon of motility-induced phase separation (MIPS) appears [93]. Although
it can be connected to the process of phase separation, for example within the Van-der-
Waals theory, MIPS is a purely non-equilibrium phenomenon and describes the macro-
scopic phase separation into a dilute gas phase and a denser cluster, particularly also for
particles with purely repulsive pair potentials [96–99]. Within the van-der-Waals theory,
attractive particle interactions are required to produce a comparable phase separation (al-
though the two-dimensional melting provides another example of first-order transitions
with purely repulsive interactions).

The phenomenon of MIPS has been reported in various numerical models, as for exam-
ple in one-dimensional12 and two-dimensional run-and-tumble models of bacteria [96], but
also in simulations of active Brownian particles. In active Brownian particle simulations,
MIPS has been reported in two dimensions for a variety of hard-sphere potentials [98–102],
for soft spheres [97, 103], and in three dimensions [101]. MIPS was equally observed in the
the active Ornstein-Uhlenbeck process [92, 104].

A kinetic approach to MIPS

A kinetic mechanism to capture MIPS was presented for the active Brownian model in
[98]. The phase-separated state is described by the functional dependence of the fraction of
particles in the dense phase (cluster) fc on the Péclet number Pe and the packing fraction φ.
The Péclet number is a measure for the ratio of advective transport to diffusive transport,
and as such often used [51, 66, 80, 101, 102, 105, 106] to quantify activity. The model builds
on the assumption that the steady-state macroscopic cluster is close-packed so that particles
inside the cluster do not move but only change their orientation θi diffusively. The cluster
is then held together by the surface particles with an orientation q (see (I.11)) that satisfies
n · q < 0, where n is normal to the cluster surface. The surrounding gas is supposed
homogeneous and isotropic.

12In one dimension, MIPS occurs as alternating sequences of high- and low-density domains.
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Figure I.9: MIPS in active Brownian particles.
a) simulation results of cluster fraction fc(Pe, φ).
Dashed line is the approximate binodal. b) predicted
result from (I.12). Source: Fig. 3 in G. S. Redner et al.,
Phys. Rev. Lett. 110, 055701 (2013)→ [98].

It is assumed that a collision event
between a gas particle and the cluster
leads to an immediate absorption of the
gas particle into the cluster. Then the ki-
netic absorption rate of gas particles with
orientation θ can be written as

kin(θ) =
1

2π
ρgv cos(θ) ,

where v is the constant velocity in (I.11)
and ρg is the gas number density. If the
cluster is large enough to assume the in-
terface as flat, the total incoming flux per
unit length is given by

kin =

∫ π/2

−π/2
dθ kin(θ) =

ρgv

π
.

On the other hand, it is assumed that a surface particle escapes the cluster as soon as its
orientation satisfies n · q > 0. The escape rate results from the solution of the diffusion
equation in angular space ∂tP (θ, t) = Dr∂

2
θP (θ, t) with absorbing boundaries at P (±π

2 , t) =
0 and an initial condition P (θ, 0) = 1

2 cos(θ) taking care of the distribution of incoming
particles.

However, an escaping particle leaves a hole in the chain of surface particles, thus close-
by particles from the cluster interior can escape if their orientation points outwards at the
time of the escape event. If κ is the average total number of particles leaving the cluster
during one escape event, the total outgoing rate can then be written as

kout =
κDr

σ
,

with σ being a length scale set by the interaction potential. The steady state must satisfy
kin = kout, which results in

ρg =
πκDr

σv
,

and thus finally in

fc(φ,Pe) =
4φPe− 3π2κ

4φPe− 6
√

3πκφ
. (I.12)

With fc = 0, this equation leads to a condition for the onset of MIPS

φσv ∼ Dr .

The comparison with numerical data [98] is shown in Fig. I.9 revealing a good agreement.
This picture assumes that the cluster has always the same close-packed density and that

the effect of activity is to let this cluster grow until it contains all particles of the system.
However, the real behavior is more complex [98]. Fig. I.10a shows the distribution of local
densities under the influence of self-propulsion for a fixed global packing fraction. The sys-
tem shows a homogeneous, unimodal density distribution at small Pe. When overcoming
a certain value of Pe, the density distribution shows a clear double peak, indicating the
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Figure I.10: Local densities in MIPS. a) Distribu-
tion of the local density at φ = 0.65 for different Pe.
It shows the transition from a unimodal distribution
to a bimodal distribution. b) Phase densities as func-
tion of Pe for various global packing fractions φ. The
system consists of a single phase at small Pe, and it
phase-separates at high Pe. Source: Fig. 2 in G. S.
Redner et al., Phys. Rev. Lett. 110, 055701 (2013) →
[98].

MIPS region. The separation between
the peaks grows with increasing Pe, and
the cluster becomes denser, whereas the
gas becomes more dilute with increasing
activity. Fig. I.10b demonstrates clearly
that the positions of the double peaks do
not depend on the global packing frac-
tion of the system, but solely on the ac-
tivity quantified by Pe.

Clearly, this kinetic description relies
on certain strong assumptions, as for ex-
ample that the cluster is at closed-packed
density such that bulk particles are im-
mobile. In reality, the particles inside
the cluster are not immobile and even
there are debates on the exact nature of
the cluster phase, which is certainly not
commensurate with a close-packing ar-
rangement. Even though this kinetic ap-
proach provides a qualitative picture of the origin of MIPS, it does not give a quantitative
description (see Fig. I.10).

Mapping to equilibrium by coarse-graining

Figure I.11: Feedback loop leading to MIPS.

This following discussion is largely mo-
tivated by [80]. Another approach to the-
oretically explain MIPS is based on the
observation that active particles generi-
cally accumulate in regions where they
move more slowly (first observed in run-
and-tumble bacteria [94]). As mentioned
in paragraph a) of subsection I.4.1, in the
case of run-and-tumble particles, the velocity is a priori density-dependent. For active
Brownian particles, on the other hand, the collisions between particles result in a slow-
down at high densities, which is confirmed by measurements of an emergent v, de-
fined as the average of the true particle velocity projected along the propulsion direction
[97, 98, 100, 101].

The steady-state solution of the master equation for self-propelled particles with a spa-
tially varying speed v(r)

Ṗ (r,u) = −∇ · [v(r)uP (r,u)] + Θ[P (r,u)] ,

where u is the particle orientation and Θ[P ] is responsible for changes of the orientation, is

Ps(r,u) ∝ 1

v(r)

for an isotropic process [80]. In combination with a propulsion speed depending on the
local density, this can lead to a positive feedback loop (see Fig. I.11) leading finally to MIPS.
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The condition of this feedback loop can be understood by a linear instability analysis
[80]. If ρ0 ≡ c

v(ρ0) is an initially homogeneous density, a small perturbation δρ(r) leads to
a spatially varying speed v[ρ0 + δρ(r)] = v(ρ0) + v′(ρ0)δρ(r), where δρ(r) and δv(r) are in
anti-phase if the velocity decreases with increasing density. The new steady-state density
for this velocity is ρ0 + δρ′, with

ρ0 + δρ′ =
c

v(ρ0) + v′(ρ0)δρ(r)
' c

v(ρ0)

(
1− v′(ρ0)

v(ρ0)
δρ(r)

)
= ρ0 − ρ0

v′(ρ0)

v(ρ0)
δρ(r) .

A linear instability occurs if δρ′ > δρ, which leads to the condition

v′(ρ0)

v(ρ0)
< − 1

ρ0
. (I.13)

Figure I.12: Effective free-energy construction for active particles with only local motility
interaction via a mapping onto a passive simple fluid of interacting Brownian particles.
a) shows a functional dependence of v(ρ), decreasing rapidly enough at ρ0 to satisfy (I.13),
which can be checked by the depicted geometric construction (see [80] for details). b) the
corresponding free energy density f(ρ) has a region of negative curvature (spinodal), in
which two phases at the binodal densities ρ1 and ρ2 coexist. Source: Fig. 3 in M. E. Cates
and J. Tailleur, Annu. Rev. Conden. Matter Phys. 6, 219-44 (2015)→ [80].

It is possible to extend this linear instability analysis by mapping the coarse-grained
dynamics of active simple fluids onto the equilibrium dynamics of passive simple fluids
with attractive interactions, which is only possible if the coarse-grained active dynamics
do not violate the detailed-balance condition. In a local mean-field approximation of the
many-body system, where the swim-speed is considered to depend only on the density,
but not its gradients [80], it might be possible to map the coarse-grained density of active
particles onto the coarse-grained density of isothermal passive Brownian particles in the
presence of an effective potential, which leads to some additional drift velocity in the sys-
tem. Within this mapping, a free-energy functional F [ρ] might be defined (where [ρ] is an
arbitrary functional dependence on the coarse-grained density field ρ(r)), which then spec-
ifies the most probable configuration ρ(r), but also all moments of the fluctuating density.
In the local approximation, where v(r) = v[ρ(r)], thus gradients of ρ are neglected, the
free-energy density f(ρ) offers then a tool to explicitly search for (e.g.) a two-phase coexis-
tence in a constant (N,V, T ) ensemble, which appears if f(ρ) is concave (if f ′′(ρ) < 0). It so
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turns out that the condition for a concave free energy is the same as obtained in the linear
instability analysis given in (I.13). Fig. I.12a shows a case, where (I.13) is fulfilled and the
corresponding concave free energy density in Fig. I.12b, which is minimized by the com-
mon tangent construction. The common tangent construction recovers the two coexisting
densities ρ1 and ρ2, with equal chemical potentials µ = df

dρ (equal slope for the tangents at
ρ1 and ρ2) and equal pressure p = µρ − f (equal intercept of the tangent), thus the same
tangent connects both coexisting densities. The two points ρs1 and ρs2 mark the boundaries
of the spinodal region, where f ′′(ρ) < 0. In this region, a uniform system is unstable under
small fluctuations, thus infinitesimal fluctuations lead to phase separation. Due to the lack
of a nucleation barrier, small clusters start to form throughout the whole system, they grow
and merge until two coexisting domains are left. Outside the spinodal, the initial formation
of microscopic clusters is hindered by a large free-energy barrier, thus the cluster formation
happens rarely and the final phase-separated steady state might origin from a single nucle-
ation event. Starting from this nucleation event, the microscopic cluster grows leading to
the coexisting steady state determined by the common tangent construction.

In fact, the condition (I.13) holds for a system, where the passive Brownian diffusion was
set to zero (Dt = 0), thus diffusion is a process entirely determined by the self-propulsion.
When additional thermal diffusion is not neglected, the concavity condition changes to [80]

f ′′(ρ) < 0 ⇔ v2τ (1 + ρ
v′

v
)

︸ ︷︷ ︸
q

< −dDt , (I.14)

with d the dimension and τ the orientational relaxation time, determining how fast particles
change their direction of motion. The case of additional thermal diffusion shows firstly that
if Dt is finite and at the same time v → 0, the concavity condition is never fulfilled. On
the other hand it also says that for any given v(ρ), there is a minimal ratio v2τ

dDt
of active to

thermal diffusion, for which v2τ
dDt

q < −1 cannot be satisfied anymore. With other words, a
too strong thermal diffusion can prevent motility-induced phase separation.

This description of MIPS relies on a coarse-grained hydrodynamics description that is
based on a non-rigorous ground. It relies on some equilibrium-like assumptions, which has
its range of validity. It is thus not surprising that predictions from this theory do not charac-
terize the full quantitative phase diagram. Nevertheless, this coarse-grained hydrodynamic
picture captures the qualitative picture of MIPS establishing it on an intuitive reasoning.
However, this is not a complete theory, which can, for example, be seen by comparing the
theoretical predictions for active Brownian particles with the numerical data. Simulations
have shown that MIPS disappears below a certain Péclet number. Following (I.14), this dis-
appearance could be explained by an overpowering thermal diffusion, however, in contrast
to experiments, it is possible to set the thermal (passive) diffusion to zero in simulations
[97, 103]. These simulations show that a dominating thermal diffusion cannot be the only
reason for the loss of MIPS as their result is similar to those which include an additional
thermal (passive) diffusion [98, 100, 101].

Improvement was achieved [107] by going beyond the local approximation. This ap-
proximation does not include spatial features like the interfacial tension. This means, if
a free-energy-landscape-evolution description is possible, as used for phase separation in
passive systems, the local approximation above does not account for any gradient term in
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the free-energy functional. Clearly, such terms would be essential to fully understand the
dynamics of phase separation. This is precisely done in [107] for active Brownian particles,
which (using a type of simplified kinetic theory) argues for an additional square gradient
term to the free-energy functional. Such a free-energy functional led to an effective dynam-
ics governed by the Cahn-Hilliard-Cook equation, which allows for a mapping between
MIPS and phase separation in passive systems. Surely, this approach has the great bene-
fit of simplicity, which gives a more accurate description of the phase boundaries and the
nature of the phase transition and compares very well with numerical simulation results.

However, there are additional issues. For example, this coarse-grained description con-
siders the free energy as a function of the local density, which can only describe MIPS as a
coexistence between a liquid and a gas. These two are essentially the same phase. Clearly,
this description does not include other phases with larger degrees of order, as for example
the solid or the hexatic phase in two dimensions (defined later). In contrast, the statements
about the precise nature of the coexisting phases observed in numerical simulations vary
from descriptions as a coexistence between a "solid-like and gas state" [97], or between a "dense
large cluster and a dilute gas phase" [18] , or a coexistence between a "dense and dilute phase",
where the dense phase "exhibits structural properties consistent with a two-dimensional colloidal
crystal near the crystal-hexatic transition point" [98] and it was lately described as coexistence,
where the dense phase "can be either disordered (liquid) or ordered (hexatic or solid)" [108]. The
above sketched theory is not able to distinguish between different degrees of order in the
particle arrangements in denser regions and thus does not allow for any theoretical predic-
tions on the degree of order.

I.5 Thermodynamic phases in passive two-dimensional particle
systems

In this section I.5, the main aspects of the theory of melting transition in two-dimensional
systems (Berezinskii–Kosterlitz–Thouless-Halperin-Nelson-Young (BKTHNY) scenario) are
reviewed, including most recent updates on the theory. Materials in this section and in the
following sections I.6, I.7, and I.8 are largely influenced by the thesis of Etienne P. Bernard
[11], and also by lecture notes of Leticia F. Cugliandolo et al. [109, 110], a recent review by
Valentin N. Ryzhov et al. [5] and another recent review by J. M. Kosterlitz [6].

Arguably the most prominent equilibrium collective behavior in two dimensions is the
melting of solids in interacting particle systems. Because of an increasing dominance/impact
of fluctuations with the loss of dimensions, a crystalline order is not possible in two dimen-
sions (and below), as shown by Mermin and Wagner [111] and by Mermin [112]. Instead,
at sufficiently low temperature and high enough pressure, a solid can be formed, where
positional correlations extend over infinite distances but without a global translational or-
der in the system. In similarity to the behavior of correlations at a critical point, positional
correlations decay as a power-law in the solid and are thus scale-free.

What is even more fascinating is that this two-dimensional solid melts into a disordered
liquid following a melting scenario which is distinct from the melting in higher dimensions.
For example, three-dimensional water at ambient pressure freezes to form ice as the tem-
perature is reduced below zero degree Celsius. This transition from a disordered liquid into
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an ordered ice (ignoring the numerous possible manifestations of ice), where molecules are
more correlated, is a first-order phase transition where the density jumps in the (N,P, T )
ensemble. When the same water molecules are confined in a plane, the transition from liq-
uid to solid may not be of first order anymore. Not only the type of the phase transition
changes when lowering the dimension, but the transition may happen in multiple steps
with new intermediate thermodynamic phases. In the system of interacting planar discs,
it is now clearly established that the melting transition is very different from the melting
scenario in three dimensions. On one hand there is the theory of BKTHNY building on the
universality of the Berezinskii-Kosterlitz-Thouless transition which is a characteristic of a
large class of two-dimensional phase transitions, and at the same time there is now clear
numerical evidence [11, 12] that this theory is not fully applicable as a first-order transition
can preempt a Berezinskii-Kosterlitz-Thouless transition under certain conditions.

The goal of this chapter is to summarize the phenomenon of melting transitions in two-
dimensional particle systems in equilibrium which is the passive limit of the system of focus
of this thesis. The universality of the Berezinskii-Kosterlitz-Thouless transition, which is
crucial to understand the melting transition, is presented through the example of the two-
dimensional XY model. This idea is then extended to two-dimensional particle systems to
show how a solid melts into a liquid through an intermediate hexatic phase. This is the
famous BKTHNY theory of defect-mediated melting. Predictions from this theory and its
comparison with numerical results are discussed towards the end.

Remark: In the literature, it is often wrongly mentioned that the Mermin-Wagner theorem
forbids spontaneously broken continuous symmetries in two-dimensional systems at finite
temperature and sufficiently short-ranged interactions. However, this is not true in general
and it was not claimed by these authors either. Their result is for a number of particular
cases, but not necessarily in complete generality. The spontaneous breaking of orientational
order in a two-dimensional solid is a counterexample.

I.5.1 Two-dimensional solid

Two-dimensional particle systems can form a solid at sufficiently low temperature or high
enough density, yet with weaker ordering than three-dimensional solids. It was proven
long ago that the two-dimensional crystalline state is thermodynamically unstable [111,
112]. Following the works of Alder and Wainwright [113], it was understood that a solid
state nevertheless exists. Its existence is firmly established through numerical simulations
[11–13], although the existence of the solid state has not yet been proven mathematically.

A characteristic feature of a solid is the non-zero shear modulus which offers a clear
distinction from a liquid13. In many systems, particularly in three dimensions, a solid has
a crystalline order where particles are located at the nodes of a lattice. The thermal fluctu-
ations of the particles around these lattice points are small such that “positional order” is
long-ranged. A quantitative measure of this positional order is the structure factor defined

13A shear modulus quantifies the rigidity of a material under a tangential force. In a two-dimensional mate-
rial of L× L aspect ratio, if ∆x is the displacement of a boundary under F amount of force applied parallel to
the boundary, the shear modulus is F

∆x
. A liquid has vanishing shear modulus.
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as

S(q) =

〈
1

N

∣∣∣∣∣

∫
ddr ei q·rρ(r)

∣∣∣∣∣

2〉
=

1

N

〈∑

i

∑

j

ei q·(ri−rj)
〉

where i is the imaginary unit, q is the momentum vector, and ρ(r) =
∑N

i=1 δ(r − ri) is the
density with ri being the position of the ith particle in the system of in total N particles in
d dimensions. For a crystalline solid S(q) shows peaks around the reciprocal lattice points
q = Q. These are known as Bragg peaks and can be observed in the diffraction patterns of
scattering experiments [4].

In high dimensions, like three dimensions, crystalline order is thermodynamically sta-
ble, particularly, because of high connectivity structures which make the translational long-
range order robust against thermal fluctuations. However, in one dimension, this connec-
tivity is less and thermal fluctuations destroy long-range order which was proven rigor-
ously [9, 114]. This is argued heuristically by Landau and Lifshitz [115] using competition
between energy and entropy. Two-dimensional systems represent the marginal case where
the energy and the entropy could be comparable which thus makes the question of transla-
tional long-range order non-trivial.

Figure I.13: Appearance of a two-dimensional liquid and solid. Sample configurations of two-
dimensional interacting hard discs of radius σ in a square periodic box of volume V . a) A disordered
liquid state at packing fraction µ = Nπσ2

V = 0.5. b) A translational quasi-long-ranged ordered solid
state for µ = 0.72, where particles are almost arranged in a hexagonal order. In a large system, this
positional order breaks up, but the orientational order remains long-ranged. Source: Fig. 1.3 in E.
Bernard, Algorithms and applications of the Monte Carlo method: Two-dimensional melting and
perfect sampling, (2011). → [11].

This marginal behavior can be seen in two-dimensional interacting particle systems.
Peierls, in 1934, argued [21, 116] that the positional correlations decay logarithmically in
a two-dimensional harmonic solid (connected harmonic strings) and therefore long-range
positional order is not possible. However, decades later Alder and Wainwright [113] found
numerical evidence that the two-dimensional hard-disk system undergoes a phase transi-
tion. Around the same time, Mermin and Wagner [111, 112] rigorously proved that particles
interacting with any finite ranged continuous potential cannot show long-range positional
order in two dimensions and thus extended the work of Peierls [21, 116] and Landau [117].
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Nevertheless, the observation of Alder and Wainwright is correct. The two-dimensional
hard discs can freeze to a solid (see Fig. I.13) with quasi-long-range positional order and
long-range orientational order, as the Mermin-Wagner theorem does not exclude such a
solid. In fact, Mermin noted [112] that the two-dimensional harmonic solid can show a
long-range orientational order. The existence of two-dimensional solids is now convinc-
ingly established, both in computer simulations [11–13, 113] and in experiments [118, 119].

I.5.2 Harmonic solid in two dimensions

Figure I.14: The harmonic solid.
A schematic example of the two-
dimensional harmonic solid model
where particles are connected by har-
monic springs with the connectivity of
a lattice.

The fact that a non-crystalline solid with quasi-long-
range positional order and long-range orientational
order can exist in two dimensions can be seen in a
simple model system: the harmonic solid. In this
system, particles are connected by harmonic springs
and arranged such that at zero deformation the parti-
cle positions form a lattice, as shown in Fig. I.14. The
positions of the lattice sites are denoted by a planar
lattice vector R. At finite temperature, the particle
positions rR(t), each associated to an individual R,
fluctuate with time and they can be expressed as

rR(t) = R+ uR(t) , (I.15)

where uR(t) denotes the fluctuations of a particle
around the lattice site.

The displacement field uR(t) can be written in
terms of plane waves (phonons)

uR(t) =

∫
d2q ei q·Rûq(t) .

For the harmonic solid, the interaction potential is quadratic in the displacement field uR(t)
and thus the effective Hamiltonian is quadratic. Therefore, the phonon modes are indepen-
dent [4], and one can write

ûq(t) = aqe
iωqt + bqe

−iωqt ,

where aq and bq are the amplitudes associated to the wave vector ωq. As the phonon
modes are uncoupled, the harmonic solid can be seen as a gas of non-interacting phonons,
for which thermodynamics is simple. For example, due to the equipartition theorem the
thermal average of the q-phonon mode is

〈
|ûq(t)|2

〉
' kBT

ω2
q

.

Using this, the correlation of the displacement vector is

〈∆u2〉 := 〈[uR − u0]2〉 ∼ kBT

∫
d2q

1− cos(q ·R)

ω2
q

. (I.16)
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For large R, the integral is dominated by small q modes for which ωq ∝ q (because of
constant sound velocity) and this leads to

〈∆u2〉 ∼ kBT

∫

1/R
dq

q

q2
∼ kBT logR , (I.17)

with R being the amplitude of the vectorR. Therefore, fluctuations of the particle positions
around their mean are correlated even at large distances which rules out the possibility
of thermally stable crystalline order that is defined through finite fluctuations14. A more
general proof for the absence of a crystalline solid in two dimensions, which does not rely
on the harmonic approximation, was given by Mermin [112].

At the same time, all positions are on average centered around lattice points which
means a non-zero shear modulus and this is thus consistent with an interpretation as a
solid. A diffraction pattern shows Bragg peaks arranged in a lattice structure, although
they are not δ-functions as in crystals. It can be shown [120–122] that for the first Bragg
peakQ, the correlation

CQ(r) =
〈
eiQ·∆r

〉
|∆r|=r ∼ r

−νQ , with νQ ∝ kBT . (I.18)

This indicates a power-law decay of the positional correlation for the harmonic solid.
Following a very similar analysis, it can be argued that a harmonic solid can have long-

range orientational order. A definition of orientational order was given by Mermin [112] in
terms of the vector field

φR = rR+a − rR ,
where rR denotes the position of the particle associated to the lattice point R and a is
the lattice unit vector. This field corresponds to the relative position of two neighboring
particles and can define a local orientation in the system. Using (I.15) gives the correlation
of this orientation field as

〈φR · φ0〉 = a2 + 〈[uR+a − uR] · [ua − u0]〉+ · · · ,

where the linear order term in a vanish as 〈u〉 is uniform. For large R the correlation of the
displacement field u vanishes, leading to

〈φR · φ0〉 → a2 , for R→∞ .

The correlation is non-zero even when the distance is infinite, and therefore the orientations
are correlated over the entire system which means that the two-dimensional harmonic solid
is characterized by a long-ranged orientational correlation. For references to earlier studies
of orientational order in two-dimensional systems see [5, 6].

The analysis of the harmonic solid shows that it is characterized by quasi-long-range po-
sitional order and long-range orientational order in two dimensions. In a two-dimensional

14A similar calculation in three dimensions shows that 〈∆u2〉 is constant and thus includes the possibility
of crystalline order. It is noteworthy that the logarithmic divergence is very slow. For instance, according to
the estimates in [11], a fluctuation displacement of the order of 10 interatomic distances emerges in a system in
which the number of particles exceeds the number of atoms in the observable Universe. Therefore, in reality,
two-dimensional solids can be treated as two-dimensional crystals with a rather high degree of accuracy.
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particle system, at low enough temperature, or high density, relative deformations of parti-
cle positions are small and the harmonic solid description is reasonable (although without
rigorous proof). However, as the temperature becomes large, the fluctuations in the parti-
cle positions increases and the system can no longer be described by a harmonic solid. In
fact, the system melts into a disordered liquid via a non-trivial melting transition in two
dimensions.

Due to the high degree of ordering of a two-dimensional solid, topological defects like
dislocations and disclinations are well-defined, despite the absence of the long-range trans-
lational order. This is particularly important because in the current theories (explained
later) the two-dimensional melting is induced by these topological defects.

Indications of a solid in two dimensions first came from the work of Alder and Wain-
wright, who performed molecular dynamics simulations of hard discs in a (N,V, T ) en-
semble [113]. For this very small systems, it was found that at a certain rescaled density
(φ = 0.7 with the definition (II.11)) the pressure curve (equation of state) follows a Mayer-
Woods loop, which indicates a first-order transition. This hinted at the existence of a tran-
sition from liquid to solid. It is now clearly established that a two-dimensional solid with
quasi-long-range positional order and long-range orientational order exists in systems of in-
teracting discs even with only hard-core interactions. The nature of the transition is partly
governed by the idea of the Berezinskii-Kosterlitz-Thouless transition which is mediated by
topological defects. This is discussed in the next section I.6.

Remark: It may be surprising to think of a hard-disk system which does not have any en-
ergy to be described as a harmonic solid, even at high density. However, this can be under-
stood by thinking of an effective interaction due to caging effects. If two discs get separated,
thus the empty space in between increases, the discs get hit harder from other discs, thus
pushing them closer together again. Therefore, the two discs see an effective elastic inter-
action created by the rest of the system. Alternatively, when the two discs get closer, the
available phase space for other discs increases leading to higher entropy. Therefore, even
the hard-disk system can show elastic behavior, with the origin of elasticity being only en-
tropic. This so-called depletion interaction and its possible relevance to biological systems,
macromolecules, and proteins was first described by Asakura and Oosawa [123].

I.6 The Berezinskii-Kosterlitz-Thouless transition
in the two-dimensional XY model

Here, the concept of the Berezinskii-Kosterlitz-Thouless transition, which is pivotal in un-
derstanding the two-dimensional equilibrium melting in interacting particle systems, is dis-
cussed using the two-dimensional XY model, which was shown [124] to exhibit a Berezinskii-
Kosterlitz-Thouless transition. It is shown later how the basic ideas of a defect-mediated
transition in the XY model can be translated to understand melting in the system of inter-
acting particles.

The two-dimensional XY model consists of a system of interacting rotors pinned at the
sites of a two-dimensional lattice. The state of a rotor at the ith site is defined by an angular
variable θi, such that a unit vector S(ri) ≡ (cos θi, sin θi) can be assigned to the site i. In the
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simplest version of the model, only the nearest-neighbor rotors interact with an interaction
strength J such that the Hamiltonian is given by

H = −J
∑

〈i,j〉
S(ri) · S(rj) . (I.19)

For the XY model, the description of the low-temperature phase through the harmonic ap-
proximation was proven mathematically [125]. At this low temperature, the correlation
of the rotors 〈S(r) · S((0))〉 decays as a power-law which is consistent with the Mermin-
Wagner theorem, as the system lacks long-range order. This means that the correlation
length is infinite, similar to that in the critical state of a second-order phase transition. Such
a state shows a critical slowing down and required new numerical approaches like the clus-
ter algorithm by Wolff [126].

At high temperature, the power-law correlation is destroyed by thermal fluctuations
and the system is thus in a disordered phase with a finite correlation length. These two
phases are separated by a phase transition at a non-zero temperature TKT. Kosterlitz and
Thouless [127, 128], as well as Berezinskii [129, 130], showed independently that the tran-
sition is continuous, with a new universality markedly different from transitions in higher
dimensions. This transition is now referred to as the Berezinskii-Kosterlitz-Thouless transi-
tion which governs the universality of a large class of two-dimensional phase transitions.

Figure I.15: Two relevant vortices in the two-dimensional XY model. The arrows in the sketch
indicate the orientation of the rotors. a) A vortex with a positive winding number q = 1. b) A vortex
with a negative winding number q = −1. When two such vortices with opposite winding numbers
form pairs, the total winding number vanishes and the pair does not disrupt the orientational order
at large distances. Source: Fig. 1.4 in E. Bernard, Algorithms and applications of the Monte Carlo
method: Two-dimensional melting and perfect sampling, (2011). → [11].

The transition is mediated by the formation of vortices in the XY model. The qualitative
picture is the following. In the two-dimensional XY model, there could be simple vortices as
given in Fig. I.15. At low temperatures, these vortices are not thermodynamically favorable
and therefore 〈S(r)·S(0)〉 can extend over the system size having quasi-long-range order in
accordance with the Mermin-Wagner theorem. Above the transition temperature, vortices
are thermodynamically stable and destroy the quasi-long-range order, thus 〈S(r) · S(0)〉
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decays exponentially beyond a finite correlation length. In more general cases of two-
dimensional systems, a Berezinskii-Kosterlitz-Thouless transition is ruled by topological
defects. For example, in two-dimensional particle systems, dislocations and disclinations
are topological defects. This is the basis of the Berezinskii-Kosterlitz-Thouless-Halperin-
Nelson-Young (BKTHNY) theory for the melting in two-dimensional particle systems.

The large-scale properties in the two-dimensional XY model can be understood using a
coarse-grained orientational field θ(r). At low temperature, similar to the harmonic solid,
the system can be described by an effective Gaussian Hamiltonian

Heff =
1

2
Jeff

∫
d2r (∇θ(r))2 , (I.20)

defined with a small scale cutoff (a coarse-grain length) and Jeff is the renormalized inter-
action strength (spin stiffness). Similar to ((I.16), (I.17)) the variance is

〈
[θ(r)− θ(0)]2

〉
=
kBT

Jeff

∫ 1/a

1/r
d2q

1− cos(q · r)

(2πq)2

∼ kBT

πJeff
log

a

r
,

where a is the microscopic cutoff scale for the hydrodynamic description (I.20). The corre-
lation of rotors can be expressed in terms of the macroscopic field as [11, 127, 128]

〈S(r) · S(0)〉 ∼ e− 1
2〈[θ(r)−θ(0)]2〉

which leads to an algebraic decay in the low-temperature phase (quasi-long-range order)

〈S(r) · S(0)〉 ∼ r−νXY , with νXY =
kBT

2πJeff
. (I.21)

The absence of vortices at low temperatures can be argued using the well-known free
energy argument of Kosterlitz and Thouless [127, 128]. This starts with an estimate of the
energy cost for a single vertex. Using |∇θ(r)| ∼ 1

r for large r around a vortex in a system of
size L, the energy of a single vortex can be estimated from (I.20) and is given by

Evortex '
1

2
Jeff

∫ L

a
dr 2πr

1

r2
+ E0

=πJeff log
L

a
+ E0 ,

where E0 is the core energy of the vortex. At a zeroth level approximation, the vortices can
be assumed to be independent. Then, the entropy associated to placing of a single vortex
anywhere in the system is

Svortex ' kBT log
L2

a2
.

Then, the free energy cost for the presence of a single vortex is

Fvortex = Evortex − Svortex ' (πJeff − 2kBT ) log
L

a
.
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This means, for T < πJeff
2kB

, the presence of a vortex increases the free energy, and is therefore
thermodynamically unstable. When T > πJeff

2kB
, the presence of a vortex decreases the free

energy, and is therefore thermodynamically stable. The presence of free vortices disrupt
the orientational order and the high temperature phase shows short-ranged correlations.
Therefore, at the temperature

TKT =
πJeff

2kB
(I.22)

there is a phase transition between a quasi-long-range ordered state to a disordered state.
This heuristic analysis does not determine TKT as the effective Jeff is not calculated.

However, the analysis correctly predicts the exponent νKT in (I.21) which is

νKT =
1

4
at T = TKT.

Unlike Jeff, this value of the exponent is universal for the Berezinskii-Kosterlitz-Thouless
transition, as it does not depend on specific microscopic details of the model. The value
of the exponent is confirmed, e.g., for the two-dimensional XY model [131], but was also
found in superfluid transitions of two-dimensional 4He films [132], and in simulations of
interacting two-dimensional particles systems [13] and is playing again a role later in this
thesis.

Remark: It should be stressed that this result ideally applies only in the thermodynamic
limit. At short distances, there are logarithmic corrections [133].

To be precise, below TKT, the vortices are predicted, but they unbind only above TKT. To
see this, the interaction energy between vortices must be included in the effective Hamil-
tonian (I.20). The effective interaction between two vortices is expressed in terms of their
winding number q which is defined by

q =
1

2π

∮

c
∇θ(r) · dl ,

where c is any closed path around the vortex. For example, in the vortex in Fig. I.15a,
q = 1 whereas in Fig. I.15b, q = −1. Looking at the flow of the orientation fields, it can
be seen that vortices of opposite signs in the winding number decrease the elastic energy if
they are close, and therefore attract each other. Similarly, vortices with winding numbers
of the same sign repel each other. The effective interaction energy between two vortices of
winding number qi and qj separated by a distance rij is given by [127, 128]

Uij(rij) = −πJeff qiqj log
rij
a

+ 2E0 .

Including this pairwise interactions between vortices, the effective Hamiltonian can be writ-
ten as

Heff =
1

2
Jeff

∫
d2r (∇θ(r))2 +

∑

i,j

Uij(rij) .

This is similar to the energy of a system of charged particles in two dimensions which is
known as the Coulomb gas.

Kosterlitz and Thouless used [127, 128] the renormalization-group method to analyze
this effective Hamiltonian. Their main results, which are relevant for this thesis, are given
below.
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I.6.1 Low-temperature ordered phase

When interactions between vortices are neglected, it was argued (using the free energy es-
timates) that vortices are thermodynamically unstable. However, in the Hamiltonian, a
pair of vortices with opposite winding number decrease the energy. Therefore, such pairs
can get created by thermal fluctuations with a finite average intermediate distance between
the vortices in a pair. At length scales above this distance, the presence of such paired
vortices does not disrupt the orientational field and the system can be described by the ef-
fective vortex free Hamiltonian (I.20). The presence of these thermally created vortices only
changes the effective interaction strength Jeff. Using a renormalization group analysis it
was shown that near the Berezinskii-Kosterlitz-Thouless transition the effective interaction
shows a cusp and is given by

Jeff(T ) = Jeff(TKT)
[
1 + const

√
TKT − T

]
, for T ≤ TKT .

Then, using (I.21), gives the exponent for the correlation decay

〈S(r) · S(0)〉 ∼ r−νKT , with νKT =
1

4

[
1 + const

√
TKT − T

]
. (I.23)

This result for the exponent has been confirmed in numerical simulations [131].

I.6.2 High-temperature disordered phase

The transition at TKT happens as the vortices are not paired anymore. The average number
of unbound vortices increases from zero at TKT to a finite value at high temperatures. The
presence of such free vortices destroys the orientational order, thus the orientational cor-
relation decays exponentially with a finite correlation length which is the typical distance
between free vortices

〈S(r) · S(0)〉 ∼ e−r/ξ .

A renormalization group analysis [127, 128] gives the correlation length as

ξ ∼ e
const√
T−TKT . (I.24)

This shows that the correlation decays faster than for any second-order transition [134].
This behavior has been observed in simulations [131, 135] as well as in experiments.

Remark: In the disordered phase, the system is uncorrelated beyond the finite correlation
length. Therefore, the effective interaction Jeff of the coarse-grained field θ(r) in (I.20)
which is defined beyond ξ, must vanish in the high temperature phase. This means that
Jeff changes discontinuously at TKT from Jeff = 2kBTTK

π to Jeff = 0. However, at the transition
point, the correlation length is infinite, and therefore it cannot be interpreted as a first-order
transition.
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I.6.3 Few characteristics and robustness of the Berezinskii-Kosterlitz-Thouless
transition

Unlike in first- or second-order phase transitions, Berezinskii-Kosterlitz-Thouless transi-
tions are usually not associated to a sharp change in the thermodynamic order parameters
(like density or magnetization). In general, the transition is characterized by essential singu-
larities in the thermodynamic functions (for example (I.24)). Because of this, a Berezinskii-
Kosterlitz-Thouless transition is often referred to as an infinite order transition (following
the Ehrenfest classification). These are transitions mediated by the unbinding of topolog-
ical defects, separating a phase where defects are free from a phase where these defects
form bound pairs. The transition separates a phase with a finite correlation length form a
phase with a power-law correlation similar to a critical state. Usually, the dynamics at the
transition point is associated to the growth of a quasi-long-range order and annihilation of
topological defects [136].

Figure I.16: Two rotor models. pairwise in-
teraction potential V (θi − θj) between nearest-
neighbor rotors with angles θi and θj . For
the potential (I.25) (red curve) the ordered low-
temperature phase remains stable up to the vor-
tex unbinding and therefore the melting transition
is of Berezinskii-Kosterlitz-Thouless type. For the
dashed curve with a narrow well, the Berezinskii-
Kosterlitz-Thouless transition is preempted by a
first-order transition. Source: inspired by Fig. 1.9
in E. Bernard, Algorithms and applications of the
Monte Carlo method: Two-dimensional melting
and perfect sampling, (2011)→ [11]

The analysis of the Berezinskii-Kosterlitz-
Thouless transition relies on the assump-
tion that the low-temperature phase stays
ordered up to the unbinding of vortices.
In practice, unbinding may happen ear-
lier and TKT in (I.22) only gives an upper
bound for the transition from the ordered
phase to the disordered phase. For ex-
ample, the Berezinskii-Kosterlitz-Thouless
transition may get preempted by a first-
order transition. In fact, it was initially
predicted [137] that the transition in the
two-dimensional XY model could be of first
order rather than a Berezinskii-Kosterlitz-
Thouless transition. In a first-order tran-
sition, the correlation length remains fi-
nite whereas in a Berezinskii-Kosterlitz-
Thouless transition (or in a second-order
transition) the correlation length is infinite.
In numerical simulations of finite systems,
it often gets difficult to distinguish a fi-
nite but large correlation from a truly in-
finite one, as it was the case in the two-
dimensional melting.

This point, particularly that the Berezinskii-Kosterlitz-Thouless transition could be pre-
empted by a first-order transition, is important to understand when studying the melting
of two-dimensional particle systems in this thesis. For this, a careful study of the analy-
sis presented for the Berezinskii-Kosterlitz-Thouless transition is needed, to see how it can
break down. The Berezinskii-Kosterlitz-Thouless theory is built on the assumption that
the harmonic approximation for the low-temperature phase remains valid up to the vortex-
unbinding transition. This means that TKT only gives an upper limit for the thermodynamic
stability of the quasi-long-range order in the low-temperature phase. It can happen that
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another type of transition at a temperature T < TKT preempts the Berezinskii-Kosterlitz-
Thouless transition.

Precisely this was shown to happen by Domany et al. [138] in the two-dimensional XY
model with modified interactions. In the model in (I.19) the interaction between nearest-
neighbor rotors i and j can be written as an interaction potential

V (θi − θj) = 2J

[
1− cos2n

(
θi − θj

2

)]
, with n = 1 . (I.25)

This potential has a wide valley near ∆θ = 0 as shown in Fig. I.16. Instead, if n is a large
positive integer, the interaction potential has a sharp well near ∆θ = 0 and in this case,
it was found [138] in numerical simulations that the transition is of first order and not of
Berezinskii-Kosterlitz-Thouless type anymore. For a more recent analysis see [139]. This is
precisely the result of the Berezinskii-Kosterlitz-Thouless transition being preempted by a
first-order transition. This can be qualitatively seen as follows. The depth of the potential
fixes an energy scale∼ 2J . If the temperature T � J

kB
, the thermal fluctuations of the rotors

destroy order. This means, if at T1st ' J
kB

the system is still in an algebraically ordered phase,
and not yet destroyed by vortex-unbinding, then the system undergoes a discontinuous
(first-order) transition to the disordered phase. On the other hand, if T1st is higher than
TKT = Jeffπ

2kB
, then vortex-unbinding destroys the order and the transition is of Berezinskii-

Kosterlitz-Thouless type. This competition between T1st and TKT can be tuned by adjusting
the narrowness of the interaction potential V (∆θ). The more the potential well becomes
narrow, the stronger the fluctuations of the rotors are coupled and as a result, the effective
interaction strength Jeff grows, which in turn increase TKT. This is why for a narrow well
potential the transition is of first order.

A similar behavior is known in other examples, like in the q-state Potts model, where
the order of transitions can be changed by varying the number of states q, or in the two-
dimensional Coulomb gas, where the Berezinskii-Kosterlitz-Thouless transition at low den-
sity changes towards a first-order phase transition at higher density [140].

This example indicates a possible scenario where a low-temperature ordered phase
moves to a disordered high-temperature phase via two successive transitions: first, a Berezinskii-
Kosterlitz-Thouless transition where the quasi-long-range ordered phase changes to a short
ranged ordered phase. Then, this short-ranged ordered phase changes into another short-
ranged ordered phase by a first-order (discontinuous) transition as in the liquid-gas transi-
tion. This is precisely the scenario in the melting of two-dimensional particle systems. The
two-dimensional solid with quasi-long-range positional order melts to a hexatic state with
short-range positional order. This is a Berezinskii-Kosterlitz-Thouless transition. This is
then followed by a second transition in which the hexatic phase melts into a disordered liq-
uid. The nature of this second transition could either be of Berezinskii-Kosterlitz-Thouless
type or a first-order transition and this can be tuned by changing the steepness of the in-
teraction potential similar to that in the XY model. This is discussed in the next section
I.7.

Remark: The fact that the nature of transitions can be changed by simply changing the in-
teraction potential appears to contradict the idea of universality which is usually conceived
as that the symmetry and dimensionality govern the transition and the critical exponents.
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Nevertheless, it is now rigorously established [141] that by making the interaction potential
sufficiently narrow the transition can be indeed changed to be of first order.

I.7 The BKTHNY theory for the two-step melting

The melting transition in two-dimensional particle systems is more complex than that for
the two-dimensional XY model. In fact, the exact nature of the transition has been debated
for long [142, 143]. Here, mostly the basic concepts are discussed drawing a comparison
with the XY model. Details of numerical results are presented afterwards, following earlier
results of [11–13].

It is now established [11–13] that in two-dimensional particle systems the quasi-long-
range ordered solid melts through an intermediate hexatic phase. In this, the role of the vor-
tices in the XY model is played by topological defects in the particle arrangement. Kosterlitz
and Thouless originally developed the theory for melting of two-dimensional solids. This
was later completed by Nelson and Halperin, as well as Young [144–146]. The combined
theory is now referred to as the Berezinskii-Kosterlitz-Thouless-Halperin-Nelson-Young
(BKTHNY) theory. According to this theory, a two-dimensional solid melts first into a
translational disordered hexatic phase where the positional order is short-ranged but ori-
entational order (defined in (II.12)) is quasi-long-ranged. The hexatic phase subsequently
melts into a disordered liquid where both positional and orientational correlations are short
ranged. A table summarizing these characteristics of the positional and orientational order
in the two-dimensional phases is given in Tab. I.2.

Solid Hexatic Liquid

Positional order Quasi-long-range
(power-law decay)

Short-range
(exponential decay)

Short-range
(exponential decay)

Orientational order Long-range
(constant)

Quasi-long-range
(power-law decay)

Short-range
(exponential decay)

Table I.2: Characterizing properties of two-dimensional phases. A summary of char-
acteristic positional and orientational orders in the three thermodynamic phases in two-
dimensional particle systems. [144–146]

Within the BKTHNY theory, both transitions are predicted to be of Berezinskii-Kosterlitz-
Thouless type and they are mediated by the unbinding of topological defects: dislocations
and disclinations. Later, various other scenarios were proposed which were based on the
unbinding of grain boundaries, the condensation of vacancies, or the simultaneous un-
binding of both dislocations and disclinations [147–151]. It is now confirmed by numeri-
cal simulations [11–13] that the solid-hexatic transition is a Berezinskii-Kosterlitz-Thouless
transition in agreement with the BKTHNY theory. However, the hexatic-liquid transition
can either be a Berezinskii-Kosterlitz-Thouless or a first-order transition depending on the
softness of the interaction potential. Below we present this using the BKTHNY theory for
interacting discs.
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I.7.1 Topological defects

Figure I.17: Perfect order. A sample con-
struction of a perfect hexagonal ordering of
discs without defects. The red hexagons
show the Voronoi construction and the white
arrows denote the local orientation of each
particle defined by ψ6 in (I.26).

The basic idea of the BKTHNY theory is that
the low-temperature solid phase (see Tab. I.2)
melts through the unbinding of topological de-
fects. Although there are many types of topo-
logical defects possible, the most relevant ones
for melting are the disclinations and disloca-
tions. In a perfectly ordered solid in two di-
mensions, the particles are arranged in a hexag-
onal arrangement as shown in Fig. I.17. The
indicated Voronoi construction15 allows for the
identification of nearest neighbors. Two par-
ticles are defined as nearest neighbors if their
Voronoi cells share an edge. In the perfect or-
dered arrangement in Fig. I.17 the Voronoi con-
struction is made of perfect hexagons, thus each
particle has 6 nearest neighbors. The arrows
in the figure characterize the local orientation
which can be quantified with the ψ6 order pa-
rameter defined as

ψ6(ri) =
1

number of neighbors k of i

∑

k

ei 6θk(ri) ,

(I.26)
where θk(ri) is the angle enclosed by the line connecting the particle i at position ri with
its kth nearest neighbor and a chosen reference axis16. In the perfect hexagonal order, the
reference axis can be always chosen such that θk(ri) = 2πk

6 , leading to ψ6(ri) = 1 for all
particles. Deviations from this value can appear due to disorder and topological defects.

The disclination is the simplest kind of topological defect in this hexagonal arrangement
caused by a single particle with either 5 or 7 nearest neighbors, as shown in Fig. I.18. Similar
to the vortices in the XY model they can be assigned a "charge" depending on how much
the local orientational order parameter ψ6 winds for a closed path around a defect. The
orientation ψ6 winds by −2π for a disclination caused by a particle with 7 neighbors, it
is a disclination with a negative charge (Fig. I.18a). For the disclination with 5 nearest
neighbors the winding is 2π and it has a positive charge (Fig. I.18b). This defect is similar
to a vortex in the two-dimensional XY model. The presence of free disclinations causes

15The Voronoi diagram is the dual graph of the Delaunay triangulation. The Delaunay triangulation con-
nects points (particle positions) in two dimensions. The result is a grid of triangles, where a circle, connecting
all points (particle centers) of one triangle does not contain another point. Starting from the Delaunay trian-
gulation, the Voronoi diagram can be constructed by drawing the perpendicular bisector (pi) for all existing
triangle sites (si). Starting from the intersect of a pi-si-pair, pi is only drawn until it is intersected by another pj
in the diagram. This way the pi form cells, containing only a single point (particle center) as shown in Fig. I.17.
The nearest neighbors of a particle are either those directly connect by one site in the Delaunay triangulation,
or equivalently those in a neighboring Voronoi cell (see also Fig. II.17b).

16A similar observable ei2θk(r) is used in two-dimensional nematic liquid crystals [152]. The observable is
chosen considering the two-fold symmetry of the liquid crystal.
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disruptions in both positional and orientational order, therefore if such free disclinations
are thermodynamically stable, the system is in the disordered liquid phase.

Figure I.18: Schematics of disclination defects in a hard-disk system. The polygons denote the
Voronoi construction, where the blue color highlights a heptagon and the red color a pentagon. The
arrows denote the local orientation field ψ6 in (I.26). a) A disclination caused by a single particle with
seven nearest neighbors. The orientation winds by −2π around the defect. b) A disclination caused
by a single particle with five nearest neighbors. The orientation winds by 2π around the defect.
These are similar to vertices with negative and positive winding numbers in the two-dimensional
XY model. Individual disclinations disrupt orientational order around them, but if they form pairs
consisting of two disclinations of an opposite winding number the orientational order remains un-
perturbed at large distances. Paired disclinations are called dislocations (see Fig. I.19). Source: Fig.
1.12 in E. Bernard, Algorithms and applications of the Monte Carlo method: Two-dimensional melt-
ing and perfect sampling, (2011)→ [11].

Figure I.19: Schematics of dislocations in a hard-disk system. The polygons denote the Voronoi
construction and (as in Fig. I.18) blue heptagons highlight disks with seven neighbors, whereas
red pentagons have five neighbors. The arrows denote the local orientation field ψ6 in (I.26). a)
A path around a free dislocation. The path would be closed on a perfect lattice, here it leaves a
gap characterized by the Burgers vector b. The resulting disturbance of the positional order infects
the whole system. The creation of a single dislocation requires an infinite elastic energy. b) A path
around a bound pair of dislocations. The resulting stress due to the pair remains local, thus also the
positional order is disturbed only locally. The creation of a paired dislocation requires a finite elastic
energy. Source: Fig. 1.11 in E. Bernard, Algorithms and applications of the Monte Carlo method:
Two-dimensional melting and perfect sampling, (2011)→ [11].
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In comparison, when disclinations of opposite "charge" are paired, the orientation field
around such a pair can be ordered, but positional order is still disturbed. Such paired
disclinations are called dislocations and are shown in Fig. I.19. Such defects can be seen as
a missing or an extra row of particles. A dislocation can be characterized in terms of the
Burgers vector. This is defined as the vector b (see Fig. I.19a) by which a path around the
defect fails to close, which would have closed on a perfect lattice. A free dislocation disrupts
positional order. However, when two dislocations form a pair, a path around the pair could
close as in a perfect lattice (see Fig. I.19b), and therefore does not destroy positional order
at large distance. This means a two-dimensional solid can have paired dislocations.

The basic idea of the BKTHNY theory deals with the thermal stability of bound dis-
locations and bound disclinations. In the two-dimensional solid pairs of dislocations are
bound together with a finite distance between them such that at large distances (quasi-long-
ranged) positional order can survive. At the melting temperature, dislocations unbind and
the solid turns into a hexatic phase where the presence of free dislocations does not allow
positional order but orientational order can be quasi-long-ranged. As the temperature is
raised, the dislocations unbind into free disclinations which melts the hexatic phase into a
disordered liquid. This is similar to the Berezinskii-Kosterlitz-Thouless transition in the XY
model due to the unbinding of vortices, and one would naturally expect that the melting
transitions in two-dimensional particle system are Berezinskii-Kosterlitz-Thouless transi-
tions. Further quantitative details to this two-step melting are presented below.

I.7.2 The harmonic approximation for the two-dimensional solid

The existence of a two-dimensional solid at low temperature is argued in this subsection
I.7.2 using the harmonic approximation. This solid phase has the same properties as the
harmonic solid: quasi-long-range positional order and long-range orientational order. This
can be even quantitatively analyzed with the theory of elasticity assuming hexagonal or-
der in the arrangement of particle positions which is the stable arrangement for ordered
packings of isotropic discs in two dimensions [4, 144]. For this low-temperature phase a
displacement field u(r) (similar to that in the harmonic solid) of particle positions can be
defined around the perfect lattice arrangement. The strain tensor v caused due to the dis-
placement is a 2× 2 matrix in two dimensions and is given by

vij(r) =
1

2

(
∂xiuj + ∂xjui

)
, with i, j ∈ {1, 2} .

Within the harmonic approximation, the effective Hamiltonian is expressed in terms of the
strain tensor, giving

Heff =
1

2

∫
d2r

∑

ij

(
λ δijvij(r)2 + 2µ vij(r)2

)
, (I.27)

where λ is the Lamé elastic coefficient, δij is the Kronecker delta and µ is the shear modulus.
The Hamiltonian is quadratic, just like in the harmonic solid or in the XY model (I.20), and
similar to them it can be analyzed exactly. For example, the positional correlation (I.18)
gives [144]

CQ(r) ∼ r−νQ , with νQ =
kBTQ

2

4π

3µ+ λ

µ(2µ+ λ)
, (I.28)
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whereQ is the reciprocal lattice vector. Similar to the harmonic solid, for a system of linear
size L, the structure factor S(q) at the Bragg peaks Q depends as S(q) ∼ L2−νQ and the
shape of the peaks is ∼ |q − Q|νQ−2. This means the diffraction pattern forms a lattice
whose shape is a power-law instead of δ-functions found in a crystalline solid.

I.7.3 Solid-hexatic transition

The harmonic description (I.27) of the two-dimensional solid is a macroscopic description at
large length scales. The presence of bound pairs of dislocations is permitted in this descrip-
tion as such defects do not disrupt order at distances larger than the intermediate distance
between the two dislocations forming a pair. This distance is finite until the melting temper-
ature Tm of the solid and becomes of the order of the system size at Tm when the pairs start
to unbind. This unbinding can be argued using a heuristic estimation for the free energy
of the Hamiltonian (I.27). A free dislocation costs an elastic energy which can be estimated
using the strain tensor vij(r) ∼ 1

r in (I.27) for deformations at distance r from a free dislo-
cation. Then, for a system of size L, the elastic energy cost from (I.27) due to a single defect
is

Edisloc =
b2

8π
Y log

L

b
+ E0 ,

where Y is the Young’s modulus and E0 is the core energy of the defect. The entropy for
placing the defect anywhere in the system is

Sdisloc ' 2kBT log
L

b

and the free energy cost for the presence of a single defect is

Fdisloc =

(
b2

8π
Y − 2kBT

)
log

L

b
.

Clearly, this heuristic argument gives a temperature

Tm =
b2Y

16πkB

such that for temperatures T < Tm defects are unstable, whereas for T > Tm they are
stable, thus disrupting the order and hence melting the solid. Clearly, this means, below
the melting temperature Tm, the dislocations form bound pairs (or generally any other kind
of defects with zero Burgers vector) which do not disturb positional order. Above Tm, the
dislocations are free, and thus disrupt positional order 17.

A more detailed analysis requires to include interactions between dislocations which
(similar to vortices in the XY model) are logarithmic. A detailed renormalization group
study gives [144–146] a normalized shear modulus and the power-law (I.28) of the po-
sitional correlation. Unlike in the XY model, the exponential νQ is not universal at Tm.
However, it was found [153] that its value is bounded 1

4 ≤ νQ ≤ 1
3 which is supported by

17The argument can be extended to hard-discs, even though there is no energy scale. In this case, two com-
peting forces are entropic.
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experiments [154]. For a temperature T > Tm, the positional correlation is short-ranged
with a finite correlation length [144–146]

ξ ∼ e
const

|T−Tm|0.36963 .

As discussed earlier in the context of the XY model (see section I.6), this defect-mediated
melting could get preempted by a first-order transition. It is only recently confirmed [11–13]
that the solid-hexatic transition is indeed a Berezinskii-Kosterlitz-Thouless type transition
for systems of interacting particles.

I.7.4 Hexatic-liquid transition

One of the major findings of the BKTHNY theory [144–146] is the existence of a hexatic
phase where the positional order of the solid phase is lost but orientational order is still
quasi-long-ranged. Inside this phase dislocations are free which destroys the positional
order, and as a result the shear modulus vanishes [146]. The orientational order is not fully
lost and can be characterized by the local orientation of the neighboring particles around
a particle. The corresponding microscopic local order parameter is ψ6 defined in (I.26). At
a macroscopic effective description the system can be described [144, 146] by an effective
Hamiltonian

Hhex =
1

2
Ieff

∫
d2r(∇θ(r))2 ,

where Ieff is the effective stiffness (also known as the Frank constant) of the macroscopic
orientational field θ(r). As the underlying stable arrangement (solid phase) has a hexag-
onal ordering, the macroscopic field should have a π

3 rotational symmetry. This makes it
easy to compare with the macroscopic description (I.20) of the XY model with Jeff = Ieff

36 .
This comparison leads to an algebraic decay of the orientational correlation function at the
melting temperature Thl:

g6(r) ∝
〈

N∑

i,j

ψ?6(ri)ψ6(rj)δ(r − rij)
〉
∼ r−νhl .

Remarks:

1. In the elastic description in terms of the displacement field u(r), the elastic constants
vanish [146] when the system turns into the hexatic phase making Hsol = 0. The
effective Hamiltonian Hhex becomes the leading term with the orientational field θ(r)
being connected to the displacement field by

θ(r) =
1

2

∑

i,j

(
∂xiuj − ∂xjui

)
, with i, j ∈ {1, 2} .

2. As the orientational correlation decays algebraically to zero, there is no net orienta-
tion for thermodynamically large systems. Therefore, its diffraction pattern is made
of isotropic rings, just like for a liquid. However, because the decay is algebraic (and
not exponential), on a finite system the diffraction ring is modulated and shows rem-
iniscence of six brighter spots from the solid.
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The hexatic melts into a disordered liquid as the dislocations split into free disclinations.
Extending the comparison with the vortex unbinding in the XY model, the hexatic-liquid
transition temperature Thl can be found by substituting Jeff = Ieff

36 in (I.22) leading to

Thl =
πIeff

72kB
.

This comparison also gives the exponent νhl for the power-law decay of the orientational
correlation (using (I.21))

νhl =
18kBThl

πIeff
=

1

4
at T = Thl.

More generally, for T ≤ Thl inside the hexatic phase, the exponent has a cusp singularity
and is given by (using (I.23))

νhl =
1

4

(
1− const

√
Thl − T

)
.

For T ≥ Thl, in the liquid phase, the orientational correlation function decays exponentially

g6(r) ∼ e−r/ξ

with the correlation length

ξ ∼ e
const√
T−Thl .

In the liquid phase, both the positional and the orientational correlation are short ranged
and the diffraction pattern consists of an isotropic ring. In this state free disclinations are
thermally stable.

The BKTHNY theory predicts that both transitions are Berezinskii-Kosterlitz-Thouless
type and their behavior is governed by the unbinding of dislocations and disclinations.
There are also other types of defects like vacancies and interstices but they do not change
the qualitative behavior of the system.

I.8 Present day status of two-step melting scenario

The BKTHNY theory predicts a two-step melting scenario with both melting transitions of
Berezinskii-Kosterlitz-Thouless type. Primarily, these results were derived from a renor-
malization group analysis [144–146] of the continuous elastic model of a solid (particularly,
assuming a hexagonal arrangement in the solid phase). In reality, this elastic description
may break down or different arrangements of a solid could exist, and therefore, other melt-
ing scenarios may emerge. Hence, even though the theory appears to be universal, it is
reasonable to ask whether all two-dimensional systems melt in accordance with this sce-
nario. Since the theory was proposed, its universality has been strongly debated. Even
convincing evidence for the hexatic phase was tough to get (see, however, [155]). Due to
finite system sizes, short-range correlations were difficult to distinguish from power-law
correlations. For reference to these earlier studies see [5, 6, 156, 157].
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A number of experimental and numerical attempts have been made to verify the pre-
dictions of the BKTHNY scenario. Experiments on quasi-two-dimensional systems (e.g. on
a monolayer of gas molecules on a graphite substrate [142, 158], or electrons confined at the
surface of liquid Helium [118, 159–161], or simulations on dipole-dipole interactions [155])
confirm the melting of a solid phase, but they do not verify the existence of the hexatic phase
[5]. A clear experimental evidence of the hexatic phase and the two-step melting comes
from studies on thin single-crystal films [162, 163], charged polystyrene spheres confined
in two dimensions [119, 164–166], and particularly the recent works on colloidal particles
[167–169]. However, the nature of the transition is still ambiguous in most experimental re-
sults (existing exceptions like [170] discussed below). In fact, some conclusions from these
experiments do not fully agree with results from computer simulations [5]. For example,
the continuous transition claimed in the experiment in the Xenon monolayer on graphite
[171, 172] is in contradiction with the first-order transition seen in molecular dynamics sim-
ulation of the system [173, 174]. A further indication for a first-order melting transition
comes [175, 176] from the behavior of the heat capacity which does not coincide with pre-
dictions of the BKTHNY theory. These experimental results suggest that there are multiple
possible scenarios of melting in two dimensions and they are not necessarily the precise
mechanism of the BKTHNY theory [5]. This is further confirmed by computer simulations.

A huge amount of studies has been done using computer simulations, beginning with
the first study of two-dimensional melting in a system of hard disks by Alder and Wain-
wright [113]. Based on an analysis of the pressure-density curve it was concluded that the
melting is a conventional first-order transition, which was later supported by Hoover and
Ree [177]. These studies were done on merely 900 particles and their conclusion about the
nature of the transition is now known to be incorrect. Later simulations often suffered from
insufficient run times and these have been done either using Markov-chain Monte Carlo,
Molecular dynamics, or even hybrid Monte Carlo [178–183]. Many variants of particles and
interactions are studied, like Lenard-Jones, Coulomb repulsion, soft disks and especially the
hard-disk model [113, 135, 142, 184–186]. Most of these studies added to conflicting results
about the melting scenario, sometimes even for the same system. For example, in a system
of hard disks, [185] reported a first-order transition and later [187] described the transition
to be a continuous transition without a hexatic phase, both of these are now established to
be incorrect. The situation turned out to be more complicated for systems with soft inter-
actions. Even though there was an understanding [142] that a long-range potential leads
to the BKTHNY scenario, and a short-range potential leads to a first-order transition, there
were already conflicting claims to this picture. On one hand [188] reported a first-order
transition for the 1

r3 potential, and on the other hand [153] reported a two-step continuous
transition for the 1

r12 potential.
All these discrepancies are possibly due to the natural consequence of being in the vicin-

ity of phase transitions, where correlation lengths of fluctuations can exceed the system
size, making simulations prone to erroneous results. These errors are especially prominent
in two dimensions due to increased fluctuations. In addition, two-dimensional solids have
power-law correlations, and similar to a critical state, these simulations take extremely long
times to thermalize the system as the system size grows. Therefore, these simulations often
analyzed systems that were too large for the used algorithms, but which are required for a
convincing study of the melting transition. It was shown [189] that the finite-system-size
results are highly sensitive to the choice of the boundary. The finite-size scaling, which is
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typically used to overcome these difficulties [190], are also tricky to apply because of the
two diverging correlation lengths corresponding to the orientational and the positional or-
der. In addition, the hexatic phase turns out to be very narrow, and this can lead to incorrect
conclusions about the melting scenario.

These difficulties were recently overcome [11–13]. A novel algorithm (Event-chain Monte
Carlo) allowed the authors to reach the thermalization much faster even in large systems
(up to 10242 disks). Together with robust criteria indicating the steady state, this works
finally provided convincing results. Based on a thorough data analysis using a Mayer-
Wood loop of isotherms and a detailed consideration of positional and orientational order,
their result gave an unambiguously picture: for sufficiently hard repulsive inter-particle
interactions, the melting transition between the hexatic and liquid phases is of first order,
although the transition between the solid and the hexatic remains a Berezinskii-Kosterlitz-
Thouless transition as predicted within the BKTHNY theory. A possible picture is that the
Berezinskii-Kosterlitz-Thouless transition predicted for the hexatic-liquid transition gets
preempted by a first-order transition. The situation is similar to the competition between
a first-order and a Berezinskii-Kosterlitz-Thouless transition in the two-dimensional XY
model discussed in section I.6, where the nature of the transition can be changed by tun-
ing the sharpness of the interaction potential. Indeed, their numerical simulations con-
firm [13, 191] that for sufficiently soft interactions between particles ( 1

rn pair potential with
n . 6), the transition between the hexatic and liquid is a Berezinskii-Kosterlitz-Thouless
transition in accordance with the BKTHNY theory. On the other hand, for n & 6, the tran-
sition is of first order18. More specifically, for purely hard-core interactions (n → ∞), there
is clear evidence for two-step melting with an intermediate hexatic phase and a first-order
liquid-hexatic transition [11, 12, 192, 193]. The first-order liquid-hexatic transition even
persists in quasi-two dimensions [193]. On the other hand, the hexatic phase tends to dis-
appear in a system of binary mixtures [194]. This melting scenario proposed in [11, 12, 192],
is now confirmed in experiments [170] on a monolayer of colloidal particles in a water-
ethanol mixture, where even a quantitative agreement with the simulation results [12] is
obtained. For a soft-sphere interaction, using an extension of the event-chain algorithm, it
was shown by Kapfer and Krauth [13, 191], that the intermediate hexatic phase is stable
for all n up to at least n = 3. This work also supports that for n > 6, the liquid-hexatic
transition is of first order, but for n = 6 the coexistence between the liquid and the hexatic is
undetectable. However, for n < 6 the BKTHNY scenario holds, with a clear numerical con-
firmation for n = 3 by Lin et al. [155]. A similar effect, where a first-order transition could
preempt the Berezinskii-Kosterlitz-Thouless transition of the BKTHNY scenario is claimed
to be achieved by changing the form of the particles [195] or by random pinning [196, 197].

In general, from these results of experiments and computer simulations, it is now re-
alized [5] that the two-dimensional melting can take place following multiple scenarios.
The most important ones among them are the following. It is most likely that the two-step
melting in accordance with BKTHNY scenario (two Berezinskii-Kosterlitz-Thouless transi-
tions), is realized for systems with slowly decaying pair potentials (for example, power-law
1
rn with n . 6). If the interaction potential decays sharply enough, the hexatic-liquid transi-
tion becomes a first-order transition. In a third scenario, melting can happen in a single step
following a conventional first-order transition. However, to date, there is no clear theoret-

18There have been theoretical attempts by Chui et al. [148, 149] to connect a first-order transition to the
formation of grain boundaries.



Version of Friday 1st March, 2019, 11:50

I.8 Present day status of two-step melting scenario 47

ical criterion that could predict the melting scenario based on the shape of the interaction
potential [5] and this remains an open problem to be unambiguously solved.
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II – Collective behavior of
two-dimensional interacting particles

in and out of equilibrium

This chapter contains the main part of this thesis. The goal here is to understand how the
two-dimensional equilibrium phase diagram of interacting particles is affected as persis-
tence is introduced in the dynamics of individual particles. Fig. II.1 illustrates the change
in the particle motion as the persistence is smoothly increased, leading to the characteris-
tic trajectory of active self-propelled particles (see subsection I.4.1 in introduction) with a
finite persistence length. There have been several earlier studies of the collective behavior
of self-propelled particles, but primarily using Brownian and molecular dynamics simula-
tions [97, 98, 107, 198, 199] (also see subsection I.4.1). The model studied here, which uses a
kinetic Monte Carlo dynamics, is an atypical approach to numerically study active matter.
The model was first discussed in a system of hard disks [200]. It consists of a modified
Metropolis algorithm with a memory term in the update rule, allowing for a smooth tuning
from a passive to a self-propelled/persistent particle motion as shown in Fig. II.1.

a) b) c) d)

Figure II.1: Random persistent walks. The persistence of the motion increases from left to right.
a) Brownian motion. b), c) and d) persistent random motion. The edge length of the blue square in
the upper right corner of each figure corresponds to twice the maximum jump length and serves as
a scale for the unit spatial length in this figures. Each walk contains 100 jumps.

The discussion in this chapter is arranged in the following order. The first section II.1
contains a detailed description of the persistent kinetic Monte Carlo algorithm and a quanti-
tative characterization of self-propulsion (section II.1). This is followed by results in one di-
mension, which illustrate the effect of persistence/self-propulsion within this Monte Carlo
approach (section II.2). Section II.3 contains the main result of this thesis, namely the full

49



Version of Friday 1st March, 2019, 11:50

50 Chapter II. Two-dimensional interacting particles in and out of equilibrium

phase diagram of self-propelled interacting particles including the two-step melting sce-
nario outside equilibrium and its (non-existing) interplay with MIPS. The following section
II.4 discusses the continuum limit of the kinetic Monte Carlo dynamics and answers the
question of the number of relevant parameters within this dynamics. The last two sections
II.5 and II.6 address the question of the existence of pressure in the kinetic Monte Carlo
dynamics and in a closely related active Ornstein-Uhlenbeck process.

II.1 Persistent kinetic Monte Carlo

The goal of this section II.1 is the introduction of a minimal algorithm as a tool to inves-
tigate how self-propulsion could influence the thermodynamic equilibrium phases in two
dimensions. For this, a system ofN interacting particles in a box of volume V is considered.
Each particle follows a dynamics closely related to the active Ornstein-Uhlenbeck process
[92]. The dynamics is simulated by a modified Metropolis algorithm which breaks detailed
balance [200].

In each Monte Carlo step, a displacement by an amount εi is proposed for a single
randomly chosen particle i. The move is accepted with the Metropolis probability

P (E′ → E) = min
[
1, e−β∆E

]
, (II.1)

where ∆E = E − E′ is the change in the total energy E =
∑

i<j U(ri − rj) caused by the
displacement and β = (kBT )−1 is the inverse temperature in the equilibrium limit.

Self-propelled/persistent motion is introduced into the dynamics by choosing the pro-
posed displacement εi of particle i based on the previously proposed displacement ε′i of the
same particle. The correlation is introduced in two stages. First, a random vector η is sam-
pled from a bivariate normal distribution ∝ exp[−(η − ε′i)2/2σ2], where σ is the standard
deviation. In the second stage, εi is generated from η using the folding scheme

εi,z =

{
qi,z − δ if qi,z < 2δ

3δ − qi,z if qi,z ≥ 2δ ,
(II.2)

with z ∈ {x, y} and qi,z = (ηz + δ) mod 4δ, with amod b = a − b
⌊
a
b

⌋
, i. e., 0 ≤ qi,z < 4δ,

where bac is the floor function. The folding scheme sets a cutoff for the size of the proposed
displacements. The scheme is equivalent to a random walk of the displacement variables
εi in a [−δ, δ]2 box with reflecting boundary conditions, see Fig. II.2a. A sufficiently small δ
keeps the dynamics local.

In this algorithm, the ratio σ
δ controls the persistence, allowing for a smooth transition

from passive to self-propelled dynamics. In the case σ . δ, the proposed displacement εi of
particle i is close to the previously proposed displacement ε′i, and reflections happen only if
ε′i is near the boundary (see Fig. II.2a). This translates in a particle motion with an average
number of τ displacements in the same direction, before the direction of motion changes
(see Fig. II.2b). For the case σ > δ, on the other hand, almost each ε results from multiple
reflections in the [−δ, δ]2 displacement box (see Fig. II.2c), uncorrelating the corresponding
particle motion (see Fig. II.2d). The moderate ratio σ

δ ≈ 2 in Fig. II.2c was chosen for a
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clear presentation. However before going into the analytic analysis it is simple to imagine
that for σ � δ the sampled εi are, due to the large number of multiple reflections, entirely
uncorrelated, thus the passive limit of a random walk is recovered.

Figure II.2: Translation of a random walk into particle motion. a) and c) show random walks of the
displacement ε in a [−δ, δ]2 box with reflective boundary conditions. b) and d) show the resulting
particle motion. The color gradient shown above a) indicates the time evolution. Following the
scheme of the ε sampling, the intermediate random vector η is indicated by black data point only, if
ηwas sampled outside the δ-box. The attached black line draws the connection to the corresponding
previous displacement ε′. The sampled displacements for the first case σ ≈ 1

7δ in a) clearly result in a
persistent particle motion in b). The color gradient allows for a direct connection between a) and b).
The large standard deviation in the second case σ ≈ 2δ leads to largely uncorrelated displacements,
thus the resulting particle walk in d) is visually indistinguishable from a passive random walk.

In the many-particle case, each particle is performing its proper random ε-walk, in-
dependent from the other particles and of the positions of the particles. The ε-sampling
scheme persists whether the displacement was accepted or not, thus leaving the system en-
tirely free of alignment interactions.
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II.1.1 Analytic characterization of the kinetic Monte Carlo dynamics

a) Probability distribution of the displacement ε in one dimension

In one dimension the displacement ε(t) is chosen from a reflected random walker (of vari-
ance σ2) inside a [−δ, δ] box. Without the reflecting walls, ε(t) would simply perform a
random walk on an infinite line with

P (ε, t) =
1√

2πσ2t
e−

ε2

2σ2t .

This is a solution of the diffusion equation ∂tP (ε, t) = D∂2
εP (ε, t) with D = σ2

2 . However,
the random walker inside the δ-box must follow the same diffusion equation, as long as the
walker is not close to the walls. The reflecting walls impose the boundary condition of a
vanishing probability current at ε = ±δ

∂εP (ε, t)|ε=±δ = 0 . (II.3)

Assuming that the walker starts at ε0 at t = 0, the probability must also satisfy (δ(x) is the
Dirac delta function)

P (ε, 0|ε0, 0) = δ(ε0 − ε) . (II.4)

Choosing the ansatz P (ε, t|ε0, 0) = W (t)V (ε|ε0), the solution of the diffusion equation with
(II.3) and (II.4) is

P (ε, t|ε0, 0) =
1

2δ
+

1

δ

∞∑

n=1

(
An(ε0) sin

(
(2n− 1)πε

2δ

)
e−

(2n−1)2π2σ2t

8δ2

+Bn(ε0) cos

(
(2n)πε

2δ

)
e−

(2n)2π2σ2t

8δ2

)
, (II.5)

with the coefficients resulting from the comparison of P (ε, 0|ε0, 0) with the Fourier series of
the δ-function

∞∑

n=1

sin
(πnε0

δ

)
sin
(πnε
δ

)
=

∞∑

n=1

An (ε0) sin

(
π(2n− 1)ε

2δ

)
, (II.6)

and

Bn(ε0) = cos

(
π(2n)ε0

2δ

)
.

b) Auto-correlation time of the displacements

The displacement auto-correlation time τ is one measure of persistence. In the case of a
single free particle, τ corresponds to the average number of steps of persistent motion in
the same direction. In the many-particle case, τ is the number of attempted moves in the
same direction (accepted or not accepted by the Metropolis filter in (II.1)).
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The auto-correlation time results from the displacement’s auto-correlation function. For
t2 > t1 this is

〈ε2(t2)ε1(t1)〉 =

∫ δ

−δ

∫ δ

−δ
ε2ε1P (ε2, t2|ε1, t1)P (ε1, t1| 0, 0) dε1dε2

=

∫ δ

−δ

∫ δ

−δ
ε2ε1P (ε2, t2 − t1|ε1, 0)P (ε1, t1| 0, 0) dε1dε2 .

The auto-correlation time is a steady-state property, which is reached for t1, t2 → ∞. For
t1 →∞, it follows from (II.5) that P (ε1, t1| 0, 0) = 1

2δ , thus in the steady state 〈ε2(t2)ε1(t1)〉 ≈
C(t2 − t1). To determine the leading time dependence of the auto-correlation function, the
case (t2 − t1) � 1 but finite is of interest. In this case, the leading time dependence of
P (ε2, t2 − t1|ε1, 0) is given by the sin-term with n = 1 in equation (II.5). This leads to

C(t2 − t1) =

∫ δ

−δ

∫ δ

−δ
ε2ε1A1(ε1) sin

(πε2
2δ

)
e−

π2σ2(t2−t1)

8δ2
1

2δ
dε1dε2

∝ exp(− t2 − t1
τ

) ,

with

τ =
8

π2

δ2

σ2
. (II.7)

The integration over A1(ε1) does not lead to zero as A1(ε) is an odd function (see (II.6)).

In two dimensions, the sampling of the x- and y-component of ε are independent, thus
leaving the exponential time dependence, in particular the form of τ , unchanged. The nu-
merical confirmation of the theoretical result is shown in Fig. II.3.

Figure II.3: Displacement auto-correlation function in two dimensions for a set of different cor-
relation times τ . a) the exponential decay of the auto-correlation function is apparent. b) shows the
scaling collapse of the data in a), confirming the analytic result for τ in (II.7). The data is for δ = 0.1.

c) Persistence length of a single free particle movement in two dimensions

Another measure for the persistence is the average distance a particle moves persistently.
This persistence length λ depends on the dimension. Here the two-dimensional case is
considered.
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The average absolute displacement of the particle is defined as

〈r(t)〉 =

〈√
(xt+t0 − xt0)2 + (yt+t0 − yt0)2

〉
.

The actual particle position is given by the integral
∫ t

0 ε(s)ds, thus writing the above equa-
tion in terms of the displacement ε leads to

〈r(t)〉 =

〈〈√(∫ t+t0

t0

εx(s) ds

)2

+

(∫ t+t0

t0

εy(s) ds

)2
〉
H(εx,εy)

〉
εx(t0),εy(t0) ,

where the ensemble average is decomposed into the average over the History (H (εx, εy))
and the average over the initial displacements (εx(t0), εy(t0)). In a time scale less than
the auto-correlation time τ , the leading-order contribution comes from the initial values
(εx(t0), εy(t0))

〈r(t)〉 = tv +O(
√
t) ,

where

v =

〈√
(εx(t0)) 2 + (εy(t0)) 2

〉
εx(t0),εy(t0)

=

∫ δ

−δ

∫ δ

−δ

√
εx(t0)2 + εy(t0)2 P (εx(t0))P (εy(t0))dεx(t0)dεy(t0)

=

∫ δ

−δ

∫ δ

−δ

√
εx(t0)2 + εy(t0)2

1

4δ2
dεx(t0)dεy(t0)

=
1

3

(√
2 + arsinh(1)

)
δ .

With C(t) ∼ e−t/τ = e−〈r(t)〉/vτ = e−〈r(t)〉/λ, the persistence length is1

λ = vτ ≈ 0.62
δ3

σ2
, (II.8)

and the auto-correlation function can be expressed in terms of 〈r〉. Using this definition of
λ, Fig. II.4 shows the collapse of data for the displacment auto-correlation C(〈r〉 = λx) ∝
e−(x+c1x2+c2x3) at widely different persistence lengths. The prefactors of the superexponen-
tial terms c1, c2 are obtained from a numerical fit.

The persistence length λ separates ballistic from diffusive motion in the single-particle
case (see also section I.4, where this behavior was described for other active materials). This
is shown in Fig. II.5 for a set of different λ. In Fig. II.5a, the particle motion becomes purely
diffusive for λ → 0 (see the

√
t dependence for λ = 0.0). For finite λ, the average particle

motion is ballistic for τ steps covering a distance λ (see 〈r(t)〉 ∝ t dependence), before
transitioning into a diffusive motion. Rescaling the time units by τ and the spatial units by
λ as in Fig. II.5b further confirms the theoretical analysis.

1The corresponding persistence length in one dimension is λ = v1dτ = 1
2
δτ = 4

π2
δ3

σ2 .
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Figure II.4: Auto-correlation of proposed displacements as a function of the covered distance for
a single two-dimensional self-propelled particle for different values of λ. a) shows the scaling
collapse of the raw data in b) confirming the theoretical result of the correlation length in (II.8). The
data is for δ = 0.1. [201]

Figure II.5: Time dependence of the average absolute displacement 〈r(t)〉 for a range of different
λ. a) shows the transition from diffusive motion (∝ t1/2) for λ → 0 to a motion composed of a
ballistic component (∝ t) for t < τ and a diffusive component for t > τ . b) Rescaling the time and
spatial units by τ and λ respectively confirms the theoretical identification of the correlation time
and length. The data is for δ = 0.1.
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II.2 One-dimensional results of the kinetic Monte Carlo algorithm

II.2.1 A single self-propelled trapped particle

The behavior of a self-propelled (persistently moving) point particle, trapped in a potential,
is the simplest starting point to understand how persistent motion changes the steady-state
properties in Monte Carlo. The point particle is confined in a potential of the form

U(x) = u0

(( γ

L+ x

)n
+
( γ

L− x
)n)

, (II.9)

with e.g. n = 6 (see Fig. II.6a). This potential is purely repulsive. If δ, the maximum jump
length, is chosen appropriate, the particle is confined on the interval [−L,L]. In the passive
λ → 0 limit, the steady-state probability distribution of the particle position must follow
P (x) ∝ exp(−βU(x)) (β is the inverse temperature in equilibrium), as shown in Fig. II.6b.
This probability distribution has a maximum at x = 0 and decays to zero when moving
closer to the potential walls. Increasing the persistence changes this behavior drastically.
Fig. II.6b shows that the effect of small λ is to widen the passive probability distribution.
When overcoming a certain threshold, P (x) starts to from a double peak, with the peak
positions shifting closer to the walls with increasing λ. With other words, persistent motion
leads to an effective attraction to the purely repulsive walls. It is possible to reproduce the
probability distributions in Fig. II.6b with an equilibrium model, by choosing appropriate
attractive potentials for each λ.

Figure II.6: Effect of persistent motion for a point particle confined in a potential. a) shows the
confining potentialU(r) as in (II.9). b) shows the probability distribution of the particle position for a
set of different persistent lengths λ. For small λ, the passive case P (x) ∝ exp(−βU(x)) is recovered.
Increasing λ leads to the formation of a bimodal distribution. The peak positions shift closer to the
wall with increasing λ. In the simulations, the λ is varied by changing σ, while keeping δ constant.

In this model, the non-equilibrium character of the steady state becomes visible only
when the ε-space is taken into account as mentioned in subsection I.2.3. Fig. II.7 shows the
joint steady-state probability P (x, ε). If the particles is at position x, then ε is the displace-
ment which leads to the new configuration (x ε−→ x′).
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Figure II.7: Non-equilibrium steady-state probability of a confined self-propelled particle.
Shown are two-dimensional histograms of the joint steady-state probability P (x, ε) for a confined
self-propelled point particle in a repulsive potential (II.9). Here ε is the displacement leading to a
new configuration x ε−→ x′. Again, λ is varied by changing σ, and keeping δ constant.

For λ → 0, P (x, ε) does not depend on ε (or equivalently the proposed move does not
depend on x) as required for equilibrium. For finite λ/L, this is not the case anymore.
For small λ/L, the distribution P (x, ε) develops an asymmetry with a tendency that larger
positive ε are more likely at the +L potential wall. Large negative ε, on the other hand, are
more likely to be found at the potential wall at −L. As the ε dynamics is purely diffusive,
the gradient in ε-direction clearly indicates a non-zero probability current in the vertical
direction2. The probability current in ε-direction imposes a current in x-direction. As the
probability must be conserved, the total current must form a loop on the ε-x-space.

The asymmetry grows with increasing λ/L, leading to a state where positive (negative)
ε can almost only be found at the +L (−L) potential wall. However, the peaks (e.g. at
λ/L = 2) cross ε = 0 and the tip of the peaks consists of a light shadows, which bent
towards the center (x = 0). This indicates that the particle travels between the walls (a
necessary feature for the steady state). However, at high persistence, the particle departs

2To see a gradient in x-direction is not sufficient to indicate a non-vanishing probability current as the par-
ticle dynamics is not purely diffusive due to the interaction of the particle with the potential controlled by the
Metropolis filter.
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from a wall with small ε pointing in the direction of the opposite wall only.
This example illustrates clearly that a non-equilibrium steady state is not always easily

distinguishable from an equilibrium steady state. The particle current vanishes in this ex-
ample and the non-vanishing probability current can be identified in the position-velocity
phase-space only.

II.2.2 Two self-propelled particles on a ring

The model of two self-propelled particles on a ring reveals another interesting phenomena
of persistence, leading to a probability distribution P (r) (with r being the distance between
the two particles) that cannot be easily reproduced with an effective equilibrium attraction.
As shown in Fig. II.8, the model consists of two interacting particles on a ring with perimeter
L. The pair potential is chosen as

U(r) = u0

(γ
r

)n
, (II.10)

with n = 6 and r being the inter-particle distance.
As shown in Fig. II.8c the system recovers the passive dynamics for small λ (bright red

curve), with uncorrelated successive displacements of individual particles, which results
in the equilibrium probability distribution of the inter-particle distance P (r) ∝ exp(βU(r)),
with a maximum atL/2 and vanishing probability for small r. This behavior changes drasti-
cally for finite λ. In this case the system can be in two states: 1) the two particles are moving
persistently in opposite direction (see Fig. II.8a) and 2) the two particles are moving persis-
tently in the same direction (see Fig. II.8b). The first state results in the same behavior, as
described in the previous subsection II.2.1 for the single-particle case; the two particles stay
close to each other and the mean inter-particle distance decreases with increasing λ. This
effect of persistence might be described by an effective attraction. However, the second
state of the self-propelled two-particle system cannot be easily captured under an effective
equilibrium description. The second state in Fig. II.8b consists of a hunting situation, where
the displacement vectors of both particles have the same sign, though not the same norm.
Because the sampling of ε1 and ε2 is independent, one of the particles is always faster than
the other one and thus plays the role of the hunter, whereas the slower particle is the hunted
one. Moves of the hunted particle are always accepted, as they lead to an increase in r and
thus decreasing the total energy, whereas the moves of the hunting particle increase the to-
tal energy and have thus a finite rejection probability. On average, each of the two particles
tries to move in every alternate Monte Carlo step. The resulting competition, where the
slower particle increases r in every attempt, and the faster particle tries to decreases r, but
does not succeed in every attempt, leads to an average "hunting distance", which is inde-
pendent of λ. This "hunting distance" is highlighted in Fig. II.8c with a black dashed line.
The hunting phenomena is clearly detectable in P (r) only at relatively large λ, as it requires
not only sgn(ε1) = sgn(ε2) but also a finite time in which the order |εi| > |εj | (j 6= i) does not
reverse between the two particles. This is only given if the change between successive εi is
small. This is the case if σ � δ which equivalently means large λ.
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Figure II.8: Effect of persistent motion for two particles on a ring. a) and b) show the two possible
states of the system. The white arrows indicate the sign of εi, thus the direction of the persistent
motion. c) shows the probability of the inter-particle distance for a range of different λ indicated
in the legend. The inter-particle distance r is the shortest distance between the two particles on the
ring (see b), thus the x-range in c) is truncated at L/2. The maximum jump length δ is kept constant
and was chosen such that the two particles cannot jump over each other. λ is varied by changing σ.

In conclusion, the two possible states shown in Fig. II.8a and b fully explain the behavior
of P (r) in Fig. II.8c. A small but finite persistence leads first to a widening of the equilibrium
distribution function. Further increasing λ leads to the formation of a dominant peak at
small inter-particle distances, with the peak position shifting to smaller r with increasing λ
(state 1 shown in Fig. II.8a). An even further increase leads to a second sub-dominant peak
at constant r (state 2 shown in Fig. II.8b).

In this two-particle model, it is simple to demonstrate the loss of time reversibility
within the persistent kinetic Monte Carlo. Following the discussion in subsection I.2.3, time
reversibility demands that the probability of a trajectory and its time reversal are the same.
To construct the argument it is sufficient to consider hard disks and that the hunting and the
hunted particle have fixed jump lengths with ε1 and ε2, respectively. A typical trajectory is
sketched in Fig. II.9a where the hunted particle always moves, whereas the hunting particle
moves only when the inter-particle distance is larger than ε1. In the time-reversed trajec-
tory (see in Fig. II.9b) the role of hunted and hunting particle exchanges. Clearly, the now
hunted particle does not move at certain time steps in spite of the available empty space in
its front. However, the probability for that to happen is zero because the acceptance rate is
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strictly one for the hunted particle. This shows that the probability of this trajectory and its
time-reversed trajectory are not equal and therefore break time-reversal symmetry.

Figure II.9: Breaking time-reversal symmetry. a) shows a possible path of two hard disks in one
dimension with fixed jump lengths ε1 and ε2. In each time step, one of the particles tries to move,
which is indicated by the arrows. The proposed moves of the hunted particle with ε2, are always
accepted, as its moves cannot lead to overlaps. The moves of the hunting particle are rejected if the
move would lead to an overlap, and thus the particle does not always changes its position after an
attempted move. b) shows the same path in time reversal. The green stars indicate events which
have zero probability to happen. In consequence, the whole time-reversed path has zero probability
to occur.

II.2.3 Collective many-particle behavior on a ring

This subsection II.2.3 discusses the collective behavior of a system ofN interacting particles
on a ring of perimeter L. The particles again interact via the power-law potential in (II.10).
The result is shown in Fig. II.10 for different persistent lengths λ. Here, λ is indicated in
units of d, the mean global inter-particle distance defined as d = L/N .

The left column of Fig. II.10 shows that the passive limit (λ/d = 10−8) preserves a ho-
mogeneous particle distribution throughout the whole simulation. Increasing λ leads to the
formation of density inhomogeneities, which become more stable with increasing λ. Within
this thesis, a macroscopic phase separation into one dense cluster, surrounded by a dilute
phase could not be observed in one dimension. The observed clusters, e.g. at λ/d = 128, do
not merge into one big cluster, they rather form, merge, break apart and dissolve through-
out the simulation. However, they are an example of motility-induced phase separation
[80] in one dimension as discussed in paragraph b) in subsection I.4.1.
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Figure II.10: Collective behavior of self-propelled/persistent particles on a one-dimensional ring.
The left column shows the time evolution of the position of each particle, starting at t = 0 from an
equidistant particle distribution. Particles with εi(t) > 0 are red, particles with εi(t) < 0 are blue.
The right column shows the corresponding exemplary particle configuration at t = 200 (for a clear
presentation, particle positions were plotted on a sin-function). The persistence length λ increases
from the bottom to the top and is given in units of the mean global inter-particle distance d = L/N .
(One time unit are ≈ 8.9 · 104 Monte Carlo sweeps, with each sweep containing N = 224 Monte
Carlo steps. Keeping δ fixed, the persistence was varied with σ.)
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The origin of the cluster formation in a system with purely repulsive particle interactions
(compare potential in (II.10)) can be understood by the right column of Fig. II.10, together
with the phenomena discussed in the two previous subsections II.2.1 and II.2.2. The right
column of Fig. II.10 shows exemplary particle configurations at t = 200, where particles
with εi(t) > 0 are colored in red and particles with εi(t) < 0 are blue. At high persistence, a
cluster is held together by precisely one particle at the small x end of the cluster with εi(t) >
0 and one particle at the large x end with εi(t) < 0. Particles within a cluster (between this
two border particles) may alternate in their direction of motion (fighting state in subsection
II.2.2) or they may try to move in the same direction (hunting state in subsection II.2.2). One
possibility for a cluster to change is when the ε of one of the border particles decorrelates
in the direction with the result that it moves away from the cluster, which allows the new
surface particle to equally leave the cluster if its ε points away from the cluster. Therefore, an
escaping surface particle may be followed by one or more particles from the cluster interior,
as described in paragraph b) in subsection I.4.1 in the context of the kinetic approach to
explain motility-induced phase separation in active Brownian particle systems. In further
agreement to the kinetic approach, a cluster grows if a particle from the gas phase hits the
cluster. However, the approach assumed that the particles inside the cluster do not move
thus it does not offer an explanation for a cluster breaking apart into two clusters etc..

The one-dimensional case illustrates persistence in the kinetic Monte Carlo dynamics.
Simple examples were presented to demonstrate the non-equilibrium character of the dy-
namics due to the introduction of Probability currents (subsection II.2.1) and the loss of
time-reversal symmetry (subsection II.2.2). The last example of many persistent interacting
particles on a one-dimensional ring introduced the much-discussed non-equilibrium phe-
nomenon in active systems, the motility-induced phase separation (MIPS) and revealed its
origin within the kinetic Monte Carlo dynamics. The non-equilibrium mechanism leading
to the formation of dense clusters (in a system of particles with purely repulsive pair-wise
interactions) stays the same in higher dimensions, though the quantitative picture changes,
which is discussed in the following section II.3.

II.3 Collective behavior in two dimensions

In this section II.3, the main results of this thesis are presented. First, the two-dimensional
ensemble is specified in subsection II.3.1. Subsection II.3.2 presents motility-induced phase
separation (MIPS) within the two-dimensional kinetic Monte Carlo dynamics as macro-
scopic phase separation. Based on numerical observations, the phase properties are speci-
fied, including the precise order of the two coexisting phases. The MIPS region is then lo-
cated in a density-persistence phase diagram. Subsection II.3.3 focuses on the high-density
limit. Being provided with the equilibrium melting densities [13], the departure from equi-
librium is studied at small persistence lengths. Then, it is first shown that small persistence
does not destroy the two-step melting scenario described in section I.7 and evidence for a
non-equilibrium hexatic phase is provided using standard tools. The validity of this picture
is extended to densities and persistence far from the equilibrium melting transitions. Sub-
section II.3.4 presents the phenomenon of MIPS and the two-step melting in a full quan-
titative phase diagram. It discusses that MIPS and the order-disorder transitions are two
separated phenomena. The influence of the particle stiffness on the phase diagram is dis-
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cussed at the end of this subsection II.3.4. Furthermore, subsection II.3.5 is dedicated to a
combined discussion on the effect of the maximum jump length δ and the stiffness of the
inter-particle potential on MIPS within the kinetic Monte Carlo dynamics. The last subsec-
tion II.3.6 presents evidence that the anisotropic effects introduced by the square-shaped
ε-space (in the two-dimensional version of the kinetic Monte Carlo dynamics) do not influ-
ence the presented results.

II.3.1 Ensemble specification

Figure II.11: Illustration of the boundary conditions.
The number of particles is N = 56 and the aspect ratio
of the periodic box is (7 : 4

√
3) = 1.01036. a) Perfect

hexagonal packing with |r1| = |r2|. b) Rotating the
orientation in a) by 90◦ leads to a packing with |r2| =
1.0157|r1|.

The collective behavior of two- dimen-
sional self-propelled/persistent parti-
cles is studied in an ensemble of N in-
teracting point particles in a rectangu-
lar box with periodic boundary con-
ditions. The particles interact via the
repulsive power-law pair potential of
(II.10), where the intensity parameter γ
reduces to the particle diameter in the
hard-disk limit n → ∞. The dimen-
sionless density

φ = γ2N/V (II.11)

is varied by changing the volume V of
the simulation box, while keeping the
number of particles N and the intensity parameter γ fixed. In order to allow for crystalliza-
tion into a hexagonal packing without defects, the aspect ratio of the periodic box is chosen
as (7 : 4

√
3), together with the number of particles as N = 7ν × 8ν, with ν ∈ N as in [13].

This choice is to ensure that the two hexagonal orientations shown in Fig. II.11 have almost
the same lattice unite vector, thus making the potential energy almost the same and thereby
also making both orientations almost equally probable. An alternative choice was made
in [12], where an exact square box assured that the two possible arrangements in Fig. II.11
were equally likely.

If not mentioned differently, the data presented in the following is for γ = 1, u0 = 1,
n = 6, β = 1, where γ also serves as the spatial unit length scale, thus the simulations are
performed in the (N,V, T ) ensemble. The consequences of this particular choice of n in the
pair potential (II.10) is discussed later in the subsections II.3.4 and II.3.5. The soft-sphere
potential (II.10) is furthermore truncated as [13]

Ũ(r) = U(min[r, rc = 1.8]) ,

thus the scaling behavior of the algorithm can be reduced from O(N) to O(1). This makes
it possible to reach the steady state for system sizes large enough to allow for predictions in
the thermodynamic limit. For details see section A.2.



Version of Friday 1st March, 2019, 11:50

64 Chapter II. Two-dimensional interacting particles in and out of equilibrium

II.3.2 Motility-induced phase separation

In one dimension, the effect of persistent motion is restricted to the formation of microscopic
density inhomogeneities (see subsection II.2.3 and also subsection I.4.1) and does not lead
to a macroscopic phase separation between two homogeneous phases. In contrast, the two-
dimensional case shows a more complex behavior. In a certain parameter range of the
density φ and the persistence length λ, the kinetic Monte Carlo dynamics leads to such a
macroscopic phase separation into a dense cluster surrounded by a dilute gas phase, see
Fig. II.12. (Information about the simulation run time and details about ensemble averages
in the following figures can be found in the appendix A.14.)

Figure II.12: MIPS in two dimensions. Configuration snapshots of a N = 10976 particle system
in the density-persistence parameter space. The dashed lines indicate the visual boundary of MIPS.
For a clear presentation, particles are plotted in arbitrary sizes, which is constant at fixed density.
The non-evident but existing color code for particles is explained later (in electronic version, please
zoom). Data corresponds to δ = 0.7. [201]

The configuration snapshots in Fig. II.12 illustrate MIPS within the persistent kinetic
Monte Carlo dynamics. Fig. II.13 shows that the mechanism leading to MIPS in two di-
mensions has the same origin as discussed in the one-dimensional many-particle case (see
subsection II.2.3). Particles may get kinetically arrested by other particles, as shown in the
zoom in Fig. II.13b. The particles in the bulk of the dense cluster are walled in by particles
which try to move persistently towards the cluster. Along the border of the agglomeration
in Fig. II.13b, almost all displacement vectors point inside the bulk, whereas the distribu-
tion of the displacement vectors is uncorrelated inside the bulk (similar mechanisms are
also observed in experiments [18]).

Starting from an initially homogeneous distribution of particles, the minimal condi-
tion for the formation of small particle agglomerations due to kinetic arrest is a persistence
length λ, which is larger than the mean free path ` between particles. In a homogeneous
system ` increases with decreasing density φ and thus the formation of particle agglom-
erations requires larger λ. This simple argument offers access to understand why small φ
require larger λ to induce phase separation (see Fig. II.12). However, a better understanding
of the shape of the phase boundary of MIPS indicated in Fig. II.12 comes from the inves-
tigation of local densities. For this, two directions are chosen: 1) the vertical direction in
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Fig. II.12, means λ varies as φ is kept constant, and 2) the horizontal direction in Fig. II.12,
where φ is varied while λ is kept constant.

Figure II.13: MIPS as result of kinetic arrest. a) Configuration snapshot of a N = 43904 particle
system at φ = 0.2 and λ = 214. b) Zoom at a section of the interface between the coexisting phases
in a). The arrows indicate the displacement vectors εi(t) of each particle at the time of the snapshot.
Data corresponds to δ = 0.7. [201]

Figure II.14: Local-density histogram for
MIPS. Histograms of local densities for a
variation of persistence lengths at constant
φ = 0.4 (A: λ = 450; B: λ = 359; C: λ = 268;
D: λ = 214; E: λ = 161; F: λ = 107; G: λ = 80;
H: λ = 54). The histograms are shifted along
the y-axis with increasing λ for a better pre-
sentation. Data is for δ = 0.7. [201]

Vertical direction (φ = const.): Choosing any
density φ within the MIPS region in Fig. II.12,
the number of particles per area unit within the
gas phase decreases when λ increases (e.g. com-
pare configurations at λ = 161 and at λ = 1072
for φ = 0.1). At the same time, the clusters
at λ = 107 visually look less compact than the
corresponding cluster at e.g. λ = 1072 at the
same φ. Thus the configuration snapshots indi-
cate that the local density of the cluster increases
with λ, whereas the gas density decreases.

A quantitative picture is gained by the mea-
surements of local densities. This is done by
covering a configuration with randomly placed
test circles of a certain radius. The local dimen-
sionless density of the test circles is

φloc = γ2Nloc/Vloc ,

where Nloc is the number of particle centers lo-
cated within a circle of area Vloc. Vloc must be
chosen large enough such that the test circles in
the dilute gas phase contain a sufficient number



Version of Friday 1st March, 2019, 11:50

66 Chapter II. Two-dimensional interacting particles in and out of equilibrium

of particles and at the same time small enough to reduce the influence of the interface on
the measurement. The presented data results from a test circle of radius 7.5.

The resulting histograms of the local density for a range of different λ at φ = 0.4 are
shown in Fig. II.14. At λ below the onset of MIPS (point H), the local-density distribution
has a single peak at φ. Increasing λ leads to the formation of a bimodal distribution, with
the peak position at small φloc corresponding to the density of the dilute gas phase φGas
in the coexistence, whereas the peak at high φloc indicates the density of the cluster φCluster.
The separation between the peaks increases with λ in a way that the cluster gets denser with
increasing λ, while the gas phase becomes more dilute (see Fig. II.12 for an illustration).

Figure II.15: Finite-size scaling of local-density histograms. a) and c) show the local-density
histograms for different system sizes (indicated in the plots) for the global densities φ = 0.2 and
φ = 0.6 at λ = 214 (identical x-axis used). b) and d) show the corresponding configuration snapshots
for N = 43904. Data is for δ = 0.7. [201]

Horizontal direction (λ = const.): Choosing any fixed λ in Fig. II.12 and moving from
small to high densities, the system enters into the MIPS region with an approximate circular
dense cluster surrounded by the gas phase. This cluster grows with increasing φ and also
changes its form to a stripe that winds around the periodic boundary condition. At a certain
φ the dense cluster becomes the majority phase and the gas phase exists as a bubble within
the dense cluster. Increasing the density further leads to a shrinking of the gas bubble until
it eventually disappears, resulting in a macroscopic homogeneous density distribution. A
comparable behavior can be observed in equilibrium coexistence phases of finite (N,V, T )
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ensembles, where this complex behavior is caused by the interface free energy [202, 203].

Figure II.16: U-shaped bound-
ary of MIPS. Densities of the co-
existing cluster and gas, identified
through the peak positions as in
Fig. II.14 for three wildly different
global densities. Exemplifying er-
ror bars are plotted for φ = 0.4
only, which were obtained from
the width of the corresponding
peak in Fig. II.14. Data is for N =
10976 and δ = 0.7. [201]

Furthermore, while crossing the coexistence region
along an isotherm in an (N,V, T ) ensemble, e.g. in the
Van-der-Waals gas, the volume fractions of the coexisting
liquid and gas adapt to the global density, while their lo-
cal densities remain unchanged. The coexisting phases
in the MIPS show the same behavior: for constant λ the
positions of the two peaks in the local-density histogram
are independent of the global density φ, which is shown
in Fig. II.15. The local-density histograms are measured
at constant λ, but for two different φ, thus the role of the
minority and majority phase (by area fraction) is inverted
(see Fig. II.15b and d). This inversion is reflected in the
height of the corresponding peaks in Fig. II.15a and c, but
it leaves the peak positions unchanged when approach-
ing the thermodynamic limit.

In conclusion, the high-density boundary of the MIPS
region is determined by φ = φCluster, whereas the low-
density boundary is determined by φ = φGas. As de-
scribed before in Fig. II.14, both, φCluster and φGas, are
functions of λ. This λ-dependence is shown in Fig. II.16
and suggest an approximate U-shaped phase boundary
of the MIPS region, which is in agreement with the con-
figuration snapshots in Fig. II.12.

Nature of coexisting phases: It remains to identify
the nature of the two coexisting phases in the MIPS re-
gion. While the dilute phase can be identified as dis-
ordered gas from the presented configuration snapshots
(Fig. II.12, Fig. II.13, Fig. II.15), a classification of the cluster phase, requires a quantitative
characterization of the precise degree of order. As described in subsection I.7.1, a possible
manifestation of spatial order in two dimensions is the orientational order which quanti-
fies the spatial correlation of the local sixfold orientational order. Fig. II.17 illustrates three
different orientations of the local sixfold order, which can be quantified by the local bond-
orientational order parameter (first defined in (I.26))

ψ6(ri) =
1

number of neighbors j of i

∑

j

exp(6iθij) ,

with i being the imaginary unit and θij is the angle enclosed by the x-axis and the connec-
tion line between particle i and its neighbor j. As described in subsection I.7.1, the Voronoi
construction allows for the identification of the nearest neighbors of a particle. The con-
struction of one Voronoi cell is illustrated in Fig. II.17b, whereas Fig. I.17 demonstrates the
Voronoi construction on a perfect lattice. Particles are defined as neighbors if their Voronoi
cells share an edge.

The neighbor definition by the Voronoi construction is not unique. An alternative is to
define particles as neighbors if their inter-particle distance is smaller than a certain value.
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It has been shown [204] that the choice of the neighborhood definition can influence the
numerical values of ψ6(ri) and their trends. A robust result can be achieved by calculating
the bond-orientational order parameter ψ6(ri) with Voronoi weights as described in [204].
The basic idea is to weight each bond ij by the length of the associated Voronoi edge (see
Fig. II.17b). All here presented data involving ψ6(ri) is calculated following this weighted
approach described in [204].

Figure II.17: Illustration of local sixfold order. Shown are three examples of the local sixfold
orientation, with particle i positioned in the center. b) shows the Voronoi cell (bold orange hexagon)
for the center particle.

In a N -particle system, the function

g6(r) ∝
〈

N∑

i,j

ψ?6(ri)ψ6(rj)δ(r − rij)
〉

(II.12)

(with δ(x) being the Dirac delta function) is a measure of the correlation of the local sixfold
orientational order at distance r. As already mentioned in the introduction subsection I.7.4,
an exponential decay of g6(r) corresponds to short-range orientational order, an algebraic
decay of g6(r) to orientational quasi-long-range order and a constant g6(r) to long-range ori-
entational order. An exponential decay in g6(r) restricts also the pair-correlation function
to an exponential decay. This is because positional order cannot exist in absence of orienta-
tional order. Therefore, the identification of an exponential decay in g6(r) unambiguously
identifies a disordered fluid phase, characterized by a short-ranged orientational order and
a short-ranged positional order.

Spatial correlation functions, such as g6(r), cannot be defined within coexistence re-
gions. However, one illustrative way to analyze the orientational order within the MIPS
region is shown in Fig. II.18. The figure shows configuration snapshots with each parti-
cle color-coded according to its local bond-orientational order parameter ψ6. The color-
coded snapshots illustrate the short-ranged orientational order within the cluster phase,
thus MIPS can be identified here as liquid-gas coexistence. Particles in Fig. II.12 are plotted
with the same color code. However, the snapshots may appear gray, due to the extremely
short-ranged orientational correlations within the whole presented parameter range.
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Further evidence for the fluid (spatially disordered) nature of the cluster phase, can be
obtained from the decay of g6(r) in the homogeneous configurations at the outer bound-
ary of the MIPS region. For the sake of completeness, a plot of g6(r) at φ = 1.0 for λ =
107, 161, 268 can be found in the appendix (see Fig. A.5). g6(r) is short-ranged with a corre-
lation length of less than 2d with

d = (πN/V )−1/2

the global mean inter-particle distances.

Figure II.18: MIPS as liquid-gas coexistence. Shown are configuration snapshots for N = 10976
particles at different densities for λ = 1072 (compare with Fig. II.12). The particles are color-coded
according to their local bond-orientational order parameter ψ6, as indicated on the left. Particles are
plotted in arbitrary size which decreases with increasing φ. Data for δ = 0.7.

In conclusion, this subsection II.3.2 has shown that MIPS emerges within the kinetic
Monte Carlo dynamics as a liquid-gas coexistence within a U-shaped phase boundary. The
onset of the U is located at high persistence and, compared to the equilibrium melting tran-
sitions, at relatively low densities. The MIPS region is surrounded by a fluid phase, which
is homogeneous on macroscopic length scales. Data was presented, to provide evidence
that the phase densities of the coexisting liquid and gas (φLiquid and φGas) are independent
of the global density φ. They solely depend on the persistence parameter λ, thus the phase
boundary of MIPS is determined by φGas(λ) = φ and φLiquid(λ) = φ.

II.3.3 Two-step melting

The previous subsection II.3.2 concentrated on a region in the (φ, λ) phase space at rela-
tively small φ and large λ. The present subsection II.3.3 concentrates on densities around
and above the density range of the equilibrium two-step melting. The kinetic Monte Carlo
dynamics permits access to the equilibrium dynamics with the ability to smoothly transit to
the non-equilibrium state by tuning λ. As described in section I.5, crystals, the manifesta-
tion of perfect spatial order in nature, cannot exist in two dimensions, as this would require
a spontaneous breaking of the continuous positional symmetry. Following the Mermin-
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Figure II.19: Two-step melting at small persis-
tence lengths. Phase diagram for small λ around
the equilibrium melting densities. The transition
lines shift to higher values with increasing λ. All
equilibrium phases are preserved. The two-step
melting is induced by a density reduction (as in
equilibrium) but also by an increase in λ. [201]

Wagner theorem, this is not possible in di-
mensions ≤ 2 for sufficiently short-ranged
interactions. However, as discussed in
section I.7, it is possible to define three
distinct phases in two-dimensional parti-
cle systems, which are namely the liquid,
hexatic and solid phase. They are char-
acterized by different degrees of orienta-
tional and positional order. The liquid
phase is short-ranged in both positional
and orientational order, the hexatic phase
shows short-ranged positional order, yet
quasi-long-ranged orientational order, and
the solid phase is characterized by quasi-
long-ranged positional order, in combina-
tion with long-range orientational order.

In the equilibrium (N,V, T ) ensemble,
melting is induced by a density reduction.
One main result of this thesis is that the non-equilibrium persistent counterpart has two pa-
rameters, which can induce melting, the density, and the persistence length. Fig. II.19 shows
the region in the (φ, λ) phase space at small λ around the densities of the equilibrium melt-
ing transitions. The effect of persistent particle motions is to shift the melting transitions
to higher densities, but all three phases survive the finite λ. Before providing data for the
survival of the two-step melting scenario (with its intermediate hexatic phase) under the in-
fluence of persistent motion, the characterizing properties for the liquid, hexatic and solid
phases are summarized for a clear overview.

Figure II.20: Pair-correlation function. a) Scheme for the calculation of the radial distribution
function g(r). b) Zoom of a two-dimensional pair-correlation function g(x, y) of a single (spatially
ordered) configuration aligned as in Fig. II.11a. c) shows the corresponding zoom of a configuration
aligned as in Fig. II.11b.

The identification of the three phases requires two measures, one for the orientational
order and one for the positional order. Here, orientational order is quantified by g6(r), the
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correlation function of the local bond-orientational order parameter defined in the previous
subsection II.3.2 (see (II.12)). The positional order is determined by the pair-correlation
function

g(r) = g(x, y) =
V

N2

〈∑

i 6=j
δ(r − (ri − rj))

〉

with δ(x) being the Dirac delta function. In contrast to the radial distribution function g(r),
a measure of how density varies as a function of the distance r from a reference particle
(see Fig. II.20a), the pair-correlation function g(x, y) is a two-dimensional histogram and is
thus depending on the global orientation Ψ6 =

∑N
i ψ6(ri) of the configuration. Fig. II.20b

and c show zooms of g(x, y) for two spatially ordered configurations with the two different
orientations (the ones shown in Fig. II.11). An conclusive ensemble average of the two-
dimensional histogram of g(x, y) requires the realignment of each configuration, e.g. such
that the ∆x axis points in the direction of the global orientation parameter Ψ6 [12]. This
means in practice that the configuration in Fig. II.20c must be rotated by 90◦, before averag-
ing over g(x, y) in Fig. II.20b and c.

With this above definitions of the positional correlation function g(x, y) and the ori-
entational correlation function g6(r), the phases can be distinguished with the properties
summarized in Tab. II.1.

liquid phase hexatic phase solid phase

g6(r) ∝ e−r/ξ6
short-ranged

∝ r−α6

quasi-long-ranged
∝ const

long-ranged

g(x, y = 0) ∝ e−x/ξp
short-ranged

∝ e−x/ξp
short-ranged

∝ x−αp
quasi-long-ranged

Table II.1: Definition of the two-dimensional phases.

For equilibrium systems, the KTHNY-theory defines the limiting exponents α6 = 1
4 and

αp = 1
3 : algebraic decays of g(x, 0) with αp ≤ 1

3 identify the solid phase, whereas a decay
of g6(r) with α6 ≤ 1

4 together with an exponentially decaying g(x, 0) identifies the hexatic
phase. This determines the equilibrium melting transitions at λ→ 0 (see Fig. II.19). At finite
λ, however, no comparable theory is available, thus only leaving the criterion of exponential
vs. algebraic decay for the distinction of the phases.

With the definitions in Tab. II.1, Fig. II.21 illustrates the melting at a fixed density φ =
1.53 induced by an increase in λ. This density corresponds to an equilibrium solid state
point (compare Fig. II.19 or [13]). Point A in the figure corresponds to the finite persis-
tence λ = 0.0191 and shows clearly the characteristic of the solid phase, namely: a clear
power-law decay in g(x, 0), in combination with a long-raged g6(r). The uniform color in
the configuration snapshot in Fig. II.21c confirms the orientational order throughout the
system. At higher λ, the points B to E are characteristic for the hexatic phase. With increas-
ing λ (from B to E) the hexatic phase "softens": the correlation length of the exponentially
decaying g(x, 0) decreases, whereas the exponent α6 of the algebraic g6(r) increases while
moving closer to the hexatic-liquid transition. The behavior of the latter is reflected also in
the color-coded configuration snapshots in Fig. II.21c: the disturbance of the uniform bluish
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color, by purple, yellow and red patches increases from B to E. However, the appearance
is clearly different from the configuration snapshots for F and G, where local orientations
change within short length scales. For this points (F and G), Fig. II.21a and b show the
characteristic exponential decay in g(x, 0) and g6(r) for the liquid phase.

Figure II.21: Activity-induced two-step melting. Data is for φ = 1.53 and a fixed set of λ. a)
positional correlation function g(x, 0). b) orientational correlation function g6(r). c) configuration
snapshots color coded according to the local bond-orientational order parameter ψ6(ri). (A: λ =
0.0191, B: λ = 0.023, C: λ = 0.0237, D: λ = 0.0245, E: λ = 0.0253, F: λ = 0.0268, G: λ = 0.0276,
δ = 0.1, N = 43904)

Figure II.22: Short-time averages. Time
evolution (see legend) of the short-time av-
erages of g(x, 0). The solid black curve is
the long-time average including all shown
short-time averages and the dashed gray line
is the corresponding fit. (φ = 1.5175, λ =
4.59 · 10−3, N = 43904, δ = 0.1)

The phase diagram in Fig. II.19 results from
the evaluation of g(x, 0) and g6(r) as in Fig. II.21.
The error bars were obtained from the behavior
of short-time ensemble averages, as the sole in-
terpretation of long-time ensemble averages can
be misleading in systems of finite size. Fig. II.22
shows an example at small λ, close to the
hexatic-solid transition for a configuration that
initially started from an arrangement of parti-
cles on a perfect hexagonal lattice. The long-
time average (black solid curve, with the dashed
gray curve as the corresponding fit) suggests
that this state point is still in the solid phase.
However, some of the short-time averages de-
cay exponentially, indicating that a larger N
would most likely characterize the state point
as hexatic (algebraic g6(r) not shown) even in
the long-time behavior. Therefore the lower-
persistence error-bar of the solid-hexatic transi-
tion is determined by a state point with all short-
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time averages of g(x, 0) having a clear power-law dependence. The high-persistence error
bar is determined by state points with short-time averages decaying exponentially. The
same criterion applied to g6(r) was used for the error bars of the liquid–hexatic transitions.

Having demonstrated that the two-step melting scenario, comprising the hexatic phase,
survives close to the equilibrium melting transitions at small λ (see Fig. II.19) the following
Fig. II.23 shows that this behavior is not only an artifact of the equilibrium melting within
a perturbation regime but an autonomous property of the non-equilibrium system itself.
The constant density φ = 2.4 in Fig. II.23 is far inside the equilibrium solid phase and the
persistence length λ is of the same order as the intensity parameter γ. Points A and B
are solid state points, points C to E are hexatic state points and points F and G are liquid
state points. For comparison, an algebraic decaying curve with the equilibrium limiting
exponent αp = 1

3 is plotted next to the last solid state point in g(x, 0) and respectively a
curve with α6 = 1

4 next to the last hexatic state point in g6(r).

Figure II.23: Activity-induced two-step melting far from equilibrium. Data is for φ = 2.4 and a
fixed set of λ. a) positional correlation function g(x, 0). b) orientational correlation function g6(r).
c) configuration snapshots color coded according to the local bond-orientational order parameter
ψ6(ri). (A: λ = 0.9874, B: λ = 0.9989, C: λ = 1.018, D: λ = 1.0333, E: λ = 1.0448, F: λ = 1.0639, G:
λ = 1.0793, δ = 0.1, N = 43904)

To ensure that the steady state has been reached, simulations are performed from two
structurally different initial particle configurations. For the hexatic phase, the two initial
configurations are: 1) a random distribution of particle positions and 2) particles are ar-
ranged on a perfect hexagonal lattice. Fig. II.24 shows the time evolution of the positional
and orientational correlation function, with both initial configurations converging to the
same steady state. Fig. II.24 shows data for a hexatic state point at finite λ and high φ
beyond the perturbation regime and thus providing further evidence for the existence of
the hexatic phase outside equilibrium. Fig. A.6 in the appendix shows further data for a
hexatic state point close to the liquid-hexatic transition. Fig. A.7 in the appendix shows
convergence data for the solid phase close to the hexatic-solid transition.

Having discussed the phase space of MIPS (subsection II.3.2) and the two-step melting
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(subsection II.3.3) separately, both phenomena are discussed in the same phase diagram in
the next subsection II.3.4 together with the influence of the inter-particle potential strength.

Figure II.24: Convergence from two different initial conditions as a function of run time t. a)
Positional correlation function g(x, y) along the x axis, in units of the global mean inter-particle
distance d. b) Orientational correlation function g6(r). Both panels show the evolution with run
time t (see color code for run-time ordering in a) starting from a random initial configuration (dashed
lines) and from an initial configuration with particles arranged on a perfect hexagonal lattice (solid
lines). Both initial configurations approach the same hexatic steady state (black solid line). Data at
φ = 2.4 with λ = 1.0333 and δ = 0.1. [201]

II.3.4 The full phase diagram

Although MIPS [80] has been frequently reported in two-dimensional active systems [18,
97, 98, 106] (also see paragraph b) in subsection I.4), it has remained unclear of how MIPS
is connected with all phases appearing in the equilibrium phase diagram. Recent works
on an active dumbbell system [106, 205] proposes that MIPS continuously extends from the
equilibrium liquid-hexatic transition region and that one of the separated phases preserves
some degree of order. Other works with symmetric particles describe MIPS as a coexistence
between a "solid-like and gas state" [97], or as a coexistence between a "dense large cluster and a
dilute gas phase" [18], or referred to MIPS as a coexistence between a "dense and dilute phase",
where the dense phase "exhibits structural properties consistent with a 2D colloidal crystal near
the crystal-hexatic transition point" [98]. The latest closely related work (of an active Brownian
particle system) [108] describes MIPS as coexistence, where the dense phase "can be either
disordered (liquid) or ordered (hexatic or solid)".

Clearly, the resulting steady state in a non-equilibrium system, in general, depends on
the underlying microscopic dynamics, thus here it is not possible to make a conclusive
statement on a "general nature" of the coexisting phases in MIPS, however, a strength of
the results in this thesis is the unambiguous characterization of MIPS as liquid-gas coexis-
tence within the kinetic Monte Carlo dynamics. In consequence of the described proper-
ties of MIPS in subsection II.3.2, this must mean that (here) MIPS and the melting are two
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Figure II.25: Full phase diagram. a) Persistence
length λ vs. density φ phase diagram. MIPS be-
tween a liquid and a gas, at high λ, is situated far
above the solid-hexatic-liquid melting transitions.
The red dot indicates a possible critical point. b)
Zoom at small λ around the equilibrium melting
densities as in Fig. II.19. Data for δ = 0.1 and
N = 43904.[201]

disconnected phenomena, which is shown
in the full phase diagram in Fig. II.25.
The onset of MIPS is at relatively high λ
and small φ, whereas the two-step melting
transitions extend continuously from the
equilibrium scenario and shift to higher φ
with increasing λwithout losing the hexatic
phase in between the liquid and the solid.
Within the accessed parameter space, the
melting transitions and the phase bound-
ary of the MIPS are always separated by the
disordered fluid phase.

Being provided with the full phase di-
agram of the repulsive power-law poten-
tial ∝ r−n for n = 6, the question arises
how the phase diagram changes under
stiffer potentials, corresponding to larger
n. Numerical studies [13] on the equilib-
rium two-step melting of the same power-
law model show that the two-step melting
transitions change with n (also see the in-
troduction section I.8). Not only the tran-
sition densities change but also the order
of the liquid-hexatic transition [191]. For
very soft particles (n . 6) the two-step
melting scenario comprises two continuous
transitions, while for harder particles with
(n & 6) the liquid–hexatic transition is of
first order. Therefore a stiffer potential introduces an intermediate liquid-hexatic coexis-
tence phase in the (N,V, T ) ensemble which was explicitly verified by the analysis of the
equation of state in [11–13]. However, the existence of a thermodynamic pressure in non-
equilibrium active systems is a substantial question [47, 48, 51, 102, 105, 206]. Its answer
within the kinetic Monte Carlo dynamics is not straight-forward and is discussed in sec-
tion II.5. The question about the precise kind of phase transitions is not addressed in this
subsection II.3.4.

Tab. II.2 summarizes the equilibrium results [13] for n = 6, n = 16 and the hard-disk
case (n → ∞). Firstly, the stiffer potential shifts the transitions to smaller densities and
secondly, it increases the positional correlation length ξp. The large correlation lengths for
large n, especially the large ξp in the hard-disk case, prevented conclusive numerical state-
ments about the precise nature of the equilibrium phases and their transitions. Only the
development of innovative and unconventional algorithms [12, 207] offered access to the
steady state of system sizes large enough to clearly distinguish the hexatic and solid phase.
Remarkably, the positional correlation length drops to the order of a view global mean inter-
particle distances d for n = 6, thus the phases can be clearly distinguished for much smaller
system sizes. The identification of all three thermodynamic phases is far more difficult for
the hard-disk model (n→∞) than for softer potentials.
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n φliquid ξ6/d φhexatic ξp/d φsolid

6 1.506 180 1.507 2.6 > 1.516

16 0.937 95 0.949 27 > 0.96

∞ 0.892 62 0.913 51 > 0.919

Table II.2: Equilibrium two-step melting transitions. Density phase boundary of the liquid
φliquid and orientational correlation length ξ6 of the liquid at the transition. Lower density
phase boundary of the hexatic phase φhexatic and the positional correlation length ξp of the
hexatic at coexistence. The last column indicates the lower bound for the solid-hexatic
melting density. Source: Table 1 in [13].

Figure II.26: Effect of particle stiffness on the phase diagram. Black lines correspond to the phase
diagram for the soft n = 6 pair potential shown in Fig. II.25a. The colored areas correspond to
n = 16: The green region is the solid phase, the orange region corresponds to the hexatic phase, the
blue region is the homogeneous fluid phase and the MIPS region is indicated in red. The dashed-
dotted line is an approximation. Measurements end at φ = 1.2 for n = 16. All data for δ = 0.1.

In comparison to conventional equilibrium Monte Carlo algorithms, the kinetic Monte
Carlo algorithm suffers from a slow-down of the mixing times at finite λ due to kinetic ar-
rest. This phenomenon, eventually leading to MIPS, is a critical factor at the high-density
regime of the two-step melting. The correlation of individual particle displacements in-
creases the rejection rate of proposed moves and thus reduces the efficiency of the algo-
rithm. In consequence, the n = 6 pair potential (with its particularly small positional corre-
lation length) becomes a strategic starting point to investigate the principal phase behavior
of persistently moving many-particle systems.

Next to the clear evidence for the two-step melting scenario far from equilibrium for the
n = 6 potential in subsection II.3.3, the present subsection II.3.4 also provides preliminary
results for the stiffer n = 16 potential. Fig. II.26 shows the full phase diagram for both
potentials (n = 6 and n = 16).
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Reproducing and confirming the equilibrium results in [13], the stiffer potential shifts
the equilibrium melting transitions to smaller densities, while the impact of λ on the transi-
tion densities decreases. For both potentials, a significant shift of the melting transitions sets
in after overcoming a threshold λ∗ which is of the same order. The MIPS region for n = 16
becomes narrower and the onset shifts to smaller densities. However, both phase diagrams
share the same qualitative behavior: MIPS appears as a liquid-gas coexistence, with its
onset at relatively low densities and high persistence lengths and the two-step melting sce-
nario, with its intermediate hexatic phase is robust under the influence of persistent motion
beyond the linear-response regime (which is below λ∗).

Fig. II.27 shows preliminary data of the orientational and positional correlation func-
tions around the two-step melting for the n = 16 pair potential at φ = 1.2 which is far
above the equilibrium melting transitions (see Tab. II.2). This preliminary data is obtained
from an initial configuration where particle positions are arranged on a hexagonal lattice.
The black stars indicate that the steady state has been reached, which is tested by the con-
vergence of a random initial configuration towards the same steady state (see Fig. A.8 for
the hexatic state points). Therefore, λ = 1.4 and λ = 1.1 set a range for the liquid-hexatic
transition. At this point of the simulation, it cannot be excluded that the solid state points
in Fig. II.27 will melt into a hexatic phase.

Figure II.27: Activity-induced two-step melting far from equilibrium for n = 16. Preliminary
data is for N = 43904 at φ = 1.2 for a fixed set of λ indicated in the legend in b). a) envelope of
the positional correlation function g(x, 0). b) orientational correlation function g6(r). c) configura-
tion snapshots color-coded according to the local bond-orientational order parameter ψ6(ri) as in
Fig. II.23. The black stars denote two hexatic state points converged to the steady state (see Fig. A.8).

II.3.5 MIPS under the influence of stiffer potentials

The previous subsection II.3.4 discussed the full phase diagram for particles interacting via
the pair potential ∝ r−n with n = 6 and n = 16. Both potentials resulted in the same
qualitative phase diagram, where the two-step melting and MIPS are separated by a fluid
phase. However, an earlier work [200] reports that MIPS does not appear for hard disks
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within the kinetic Monte Carlo approach discussed here3. This suggests that the phase
diagram must change drastically when approaching the hard-disk limit. Motivated by this
result, a systematic study of the influence of the stiffness of the potential on MIPS within
the kinetic Monte Carlo dynamics is presented in the present subsection II.3.5.

The simulation results show that the formation of MIPS is not hindered by the stiff-
ness of the pair potential if the maximum jump length δ is comparably large. Fig. A.9 in
the appendix shows configuration snapshots, which (partly) may still be in the coarsening
process, but do not leave doubt on the existence for MIPS for potentials within the range
6 ≤ n ≤ 1024.

Figure II.28: MIPS in the hard-disk system. Configuration snapshots for N = 10976 hard disks of
diameter γ = 1.0. The simulations were performed at φ = 0.2 with δ = 0.7. The particles are colored
with the ψ6 color code (indicated e.g. in Fig. II.23c).

In fact, MIPS can be easily recovered even for hard disks, if δ is sufficiently large but still
smaller than the particle diameter. Fig. II.28 shows MIPS in the hard-disk system after a
runtime of 3 · 107 Monte Carlo sweeps4, with each sweep comprising N Monte Carlo steps.
Interestingly, the dense phase does not show any orientational order (particles plotted in
ψ6 color code), just like for all other potentials in Fig. A.9. Without having investigated the
melting in the hard-disk scenario, this observation leads to the immediate conclusion that
MIPS and the two-step melting must also be separated by a fluid phase in this case (at least
in a certain parameter range).

However, within the work [200], a smaller δ was chosen, leading to the question of
whether MIPS could disappear in the hard-disk case if δ is small. Furthermore, it raises
the question about the number of independent parameters within the kinetic Monte Carlo
dynamics, which is addressed in section II.4.

In order to detect possible causes for the disappearance of MIPS reported in [200], a
systematic study on the influence of δ is presented for a rather hard potential (n = 256).
Fig. II.29 shows the coarsening process leading to MIPS for δ = 0.1 and δ = 0.7 at φ = 0.4
and λ = 800. The first configuration snapshot is taken after ≈ 106 Monte Carlo sweeps.

3The algorithm described in [200] is slightly different in the sampling scheme of the displacement described
in section II.1. The implementation used in this thesis samples the ε from a random walk from a bivariate
normal distribution. In contrast, the implementation in [200] samples the displacement random walk from a
flat distribution. However, this difference is not expected to result in substantial differences.

4Approximately, this corresponds to 4 days CPU time for N = 10976.
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The coarsening process for the larger δ is almost completed at this stage, leaving the system
with two big gas bubbles only, which merge within the time interval leading to the follow-
ing snapshot taken after ≈ 107 Monte Carlo sweeps. The first configuration snapshot for
δ = 0.1, on the other hand, consists of many dense patches surrounded by a dilute phase.
Nevertheless, the time evolution clearly shows a coarsening process to a state, which might
not be the steady state yet5, but which shows clear features of a liquid-gas phase coexis-
tence.

Figure II.29: Coarsening process for MIPS under the influence of δ. Configuration snapshots,
with ψ6 color-coded particles (indicated e.g. in Fig. II.23c) for N = 10976.

The appendix contains an equivalent figure (see Fig. A.10) for λ = 1.6 · 103, where
the liquid-gas coexistence for δ = 0.1 is more pronounced. Additionally, a summary of a
systematic decrease in δ is provided for the same potential and various λ in Fig. A.11. In this
last figure, it can be clearly seen that the coarsening process slows down with increasing λ.
For example, the configuration snapshot for δ = 0.7 and λ = 2.56 · 104 in Fig. A.11 still
consists of two gas bubbles and the interface is rather rough, whereas the configuration
for λ = 1.6 · 103 shows a single, circular gas bubble surrounded by a largely homogeneous
liquid. Especially systems with a large persistence and small δ suffer from a slow coarsening
process (compare with Fig. II.29). This slow-down of the coarsening process with increasing
λ is due to the equivalently increased auto-correlation time τ of the particle displacements.
As described in the paragraphs b) and c) of subsection II.1.1

λ ∝ δ3

σ2
and τ ∝ δ2

σ2
. (II.13)

56 · 107 Monte Carlo sweeps correspond to appropriately 35 days in CPU time. The simulation was termi-
nated at a stage where a macroscopic phase separation became apparent.
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The persistence length λ = 2.56 · 104 corresponds to a auto-correlation time τ ≈ 4.8 · 104

Monte Carlo steps. This means each particle attempts to move for 4.8·104 Monte Carlo steps
in a similar direction, before the displacement decorrelates. A major part of this attempts
are rejected by the Metropolis filter, especially for particles inside the dense patches. In
consequence, large λ slow down the dynamics and thus increase the time to reach the steady
state.

The same argument of increased τ explains the slower coarsening process at constant
λ for smaller δ shown in Fig. II.29. Smaller δ require larger persistence times τ , in order to
gain the same persistence length λ (see (II.13)). In the example in Fig. II.29, the correlation
time for δ = 0.1 is 3.1 · 105 times larger than for δ = 0.7. With the assumption that λ is
a relevant parameter for the observation of MIPS (see section II.4), the large time scales of
coarsening processes for small δ could in principle prevent the identification of MIPS.

Figure II.30: Forbidden zones in the δ space. Shown are two hard disks (gray and green) during
a collision. For the green disk, the displacement box is drawn in red. Displacements inside the
red, shaded region within the δ-box would cause an overlap between the disks and would thus be
rejected by the Metropolis filter. In a), the ratio between δ

γ = 0.7, whereas in b), δγ = 0.1. This ratios
correspond to the ratios in Fig. II.29.

However, the large correlation times are not the only reason for the slow-down of coars-
ening when δ is small. Another inhibitor can be identified by questioning what precisely
happens in a "collision event" and how δ influences this process. An understanding arises
from the case where two hard disks move persistently towards each other until they "col-
lide". Fig. II.30 shows this collision for two different δ. For the green particle, the dis-
placement box is drawn in red. All trial moves with displacements sampled within the red
shaded area are rejected by the Metropolis filter as they would lead to an overlap with the
gray disks. The figure illustrates that the area fraction of the red forbidden region is much
larger in the small-δ case. More precisely, the green disk in Fig. II.30b can almost not move
in +x direction to escape the collision event. The situation is clearly different for the larger
δ in Fig. II.30a.

The role of this different area fractions occupied by the forbidden zone becomes clear
when considering the situation of a particle joining a cluster. Fig. II.31 shows a schematic for
hard disks. The green particles represent a small cluster and the gray and the red particles
are in the process of joining the cluster. If δ is small, as shown in Fig. II.30b, the red particle
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can hardly be integrated in the cluster, because: 1) All displacements in the direction of
the cluster interior are rejected (see Fig. II.30b). Once the displacement moves outside of
the forbidden zone, it points away from the cluster (red arrows symbolize the range of
allowed directions), thus it is very unlikely that the particle stays close to the cluster due to
the persistence. 2) Even if another particle blocks the red particle from behind, it can still
escape to the right and left. The situation is clearly different for the gray particle. If another
incoming particle blocks the gray particle from behind, it is not able to escape the cluster
anymore.

Figure II.31: How to join a cluster?
Schematic of two hard disks (red and
gray) joining a small cluster (green).
For the red disk: If δ is small, as in
Fig. II.30b, the red arrows symbolize
the directions of motions which would
not lead to an overlap. All displace-
ments with a component pointing to-
wards the cluster would lead to over-
laps and would thus be rejected.

In summary, if δ is small, a particle must hit the
cluster as a gray particle to have a non-negligible
chance to be sufficiently blocked by other incoming
particles. Incoming red particles leave the cluster
with a high probability as soon as the displacement’s
random walk moves out of the forbidden zone.

Clearly, the situation changes, if δ is chosen suf-
ficiently large, as in Fig. II.30b. An incoming red
disk would still have the chance to move closer to
the cluster and to "transform into a gray disk".

Another way to bypass this large forbidden
zones for small δ is to choose a soft inter-particle
potential, where displacements inside the forbidden
zones are simply accepted with the Metropolis prob-
ability 6.

This subsection gave a qualitative argument for
the deceleration of coarsening leading to MIPS with
1) decreasing δ and 2) with increasing stiffness of the
inter-particle potential. However, one important as-
pect has been left out. Fixing the potential, the effect
of a smaller δ is not only to slow down the coarsen-
ing process, but it also shifts the phase boundary of
MIPS to higher persistence lengths. The specific ef-
fect of δ on the whole phase diagram is discussed in
detail in section II.4. To conclude the discussion in
this subsection II.3.5 it is sufficient to again consult
Fig. A.11 in the appendix. The figure clearly indicates that the onset of the phase-separated
region at this density shifts to higher λwith decreasing δ. Moreover, Fig. II.28 shows clearly
that MIPS exists for λ ≥ 153 in the hard-disk case for δ = 0.7. Motivated by the observation
that the onset of MIPS shifts to higher densities with decreasing δ, hard-disk simulations
were performed for λ� 153 and the result is presented in Fig. II.32.

The steady state in Fig. II.32 might not have been reached yet (holes in the cluster might
still coarsen), nonetheless, Fig. II.32 provides evidence for MIPS in the hard-disk case as a
liquid-gas coexistence even for small δ within the kinetic Monte Carlo dynamics7.

6Considering a situation as shown in Fig. II.30: Even if particles are able to overlap, the forbidden zone can
never cover the entire displacement box. Displacements with components pointing away from the collision
partner’s center lead to an energy decrease and have thus an acceptance probability of 1.

7The maximum persistence length covered in [200] should be roughly comparable to λ ≈ 620 for δ = 0.1.
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Figure II.32: Hard-disk MIPS for small δ. Configuration snapshots for N = 10976 hard disks of
diameter γ = 1.0. The simulations were performed at φ = 0.2 with δ = 0.1. The particles are colored
with the ψ6 color code (indicated e.g. in Fig. II.23c). The run time is 1.1 · 108 Monte Carlo sweeps,
which corresponds to roughly 16 days of CPU time.

II.3.6 Anisotropic effects in two dimensions?

An essential part of the particle dynamics has not been discussed yet: the influence of the
[−δ, δ]2 square shape of the reflecting boundary conditions for the sampling of the displace-
ments εi(t). The influence of different values of δ is discussed in detail in the next section
II.4. This subsection II.3.6 is dedicated to the influence of the choice of a square-shaped box,
instead of an isotropic, i.g., circular one.

For a Monte Carlo approach, the choice of a square-shaped sampling box seems to be a
natural one at the first glance. Common equilibrium Monte Carlo algorithms involve sta-
tistically independent sampling schemes for εx(t) and εy(t), e.g. in the most simple case
from two independent uniform distributions such that P (εz) = 1/(2δ) for εz ∈ [−δ, δ] and
P (εz) = 0 otherwise, where z = x,y. This means that the particles can make larger jumps
in the diagonal directions than in the directions parallel to the εx- or εy-axis. This angular
anisotropy in the maximum jump length does not effect the equilibrium steady state. As
discussed in subsection I.2.1, the equilibrium steady state relies on the microscopic symme-
try of detailed balance. As long as the detailed balance condition is satisfied, any sampling
scheme for ε leads to the same steady state. Generalized Metropolis filters (Metropolis-
Hastings algorithm) allow for, e.g., triangular-shaped sampling boxes (see chapter 1.1.6 in
[42]).
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As further discussed in section I.2, non-equilibrium systems are not subject to strict rules
like the detailed balance condition. Therefore, special attention must be paid to the choice
of the sampling scheme. The square-shaped displacement box in the kinetic Monte Carlo al-
gorithm leads to some degree of anisotropy in the dynamics for λ > 0. This subsection II.3.6
contains the explicit verification that the resulting many-body steady state is unaffected for
the collective properties concerning the results in this thesis.

a) b)

Figure II.33: Angular anisotropic effects in the single particle case. At t = 0 the particle is at the
origin. Shown is the two-dimensional probability distribution Pt(|x|, |y|) of the absolute values of
the particle position at time t = 3

4τ in a) and at t = 8τ in b) resulting from the persistent kinetic
Monte Carlo dynamics with a [−δ, δ]2 square-shaped sampling box for the displacement.

Fig. II.33 illustrates the angular anisotropic effects for the persistent random walk of
a single particle (on an infinite space) introduced by the [−δ, δ]2 square shape of the ε-
sampling box. The particle is located at the origin at time t = 0 and performs a persistent
random walk with a correlation time τ . As the square-shaped sampling box has four-fold
symmetry, it is sufficient to compute the probability distribution of the absolute coordi-
nates (|x|, |y|) after a certain time t. Fig. II.33a shows Pt(|x|, |y|) for t < τ with an angular
anisotropy clearly originating from the square-shaped ε-space. This anisotropy is not the
result of some effective dependence between the two displacement components εx(t) and
εy(t) due to the reflective boundary conditions. The two ε-components are statistically in-
dependent at all times and for all τ . Fig. II.33b shows the angular isotropic result for times
much larger than the persistence time τ . In this limit, the particle motion returns to the
diffusive passive particle behavior, resulting in a Gaussian distributed Pt(|x|, |y|).

This anisotropic effects for times t < τ could be easily overcome by choosing a cir-
cular sampling box of radius δ with reflective boundary conditions for the displacements
(nothing else is changed otherwise). The resulting distribution Pt(|x|, |y|) for the two time
regimes8 is shown in Fig. II.34. Fig. II.34a, for t < τ , does not show any angular anisotropy.
However, the sampling scheme for the reflective boundaries in the square-shaped box in
(II.2) needs at most four calculation steps per dimension, whereas the circular boundary

8For simplicity τ is the same as in the "square" kinetic Monte Carlo approach, as it provides the correct order
of magnitude to distinguish between the ballistic and the diffusive regime.
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condition is computationally disproportionately more expensive. Furthermore, the reflec-
tion in the circle introduces a correlation between the two components εx(t) and εy(t), which
makes the transition to the equilibrium dynamics more difficult compared to the square-
shaped box 9.

a) b)

Figure II.34: Angular isotropic results for circular displacement box. Histograms as in Fig. II.33,
but the displacement ε(t) performs now a random walk in a circular box with reflective boundary
conditions of radius δ.

The presented data in Fig. II.33 and Fig. II.34 result from the single particle behavior.
However, the main result of this thesis concern the collective behavior of interacting persis-
tent particles in two dimensions, thus the question is how and if this angular anisotropy in
Fig. II.33a influences these many-particle results10.

In the dilute case, where λ is much smaller than the mean free path, the kinetic Monte
Carlo dynamics effectively reverts to the detailed-balance dynamics as interactions between
particles happen at the diffusive time scale. At higher densities, anisotropic effects in the
many-body properties can arise, if the probability distribution of the accepted displace-
ments is anisotropic. Fig. II.35 shows that this is not the case. At higher densities, all large
proposed displacements have a vanishing probability to be accepted by the Metropolis fil-
ter, thus leading to an effectively isotropic dynamics. So to say, the Metropolis does the job
of an a priori circular reflecting ε-sampling box without additional computational cost.

Further evidence for the negligible influence of the square-shaped reflecting boundary
is presented in the three figures, Fig. II.36, Fig. II.37 and Fig. A.12, each focusing on a differ-
ent region in the phase diagram. The figures show in the first column measurements of the
pair-correlation function in polar coordinates g(r) = g(r, θ) averaged over different config-

9In the square-shaped box, the passive case is recovered due to the multiple reflections (when σ is large com-
pared to δ), which decorrelates two successive ε. In a circular box, the angle of reflection of the first reflection
within one time step εi → εi+1 is the same as for all following reflections within this time step. This leads to
the formation of traveling waves and for certain angles to the formation of standing waves (e.g. if the angle of
reflection is 15◦). Angles close to the standing wave condition need a large number of reflections to decorrelate.
(The phenomenon of standing waves is well-known in the context of whispering galleries as for example in the
St Paul’s Cathedral in London.)

10Clearly, the one-dimensional results do not suffer from any anisotropic effects
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urations11. The representation in polar coordinates offers a clear detection tool for angular
anisotropy.

a) b)

c) d) e)

P(ϵ , ϵ | )0 Linear scale
x y accepted

Figure II.35: Histogram of accepted displacements. Two-dimensional probability distribution of
the accepted displacements P (εx, εy|accepted) with a linear color scale. a) and b) for displacements
in the MIPS region (compare with Fig. II.15 and Fig. II.12). c) (for comparison) for the passive case
in the liquid phase close to the liquid-hexatic transition. d) in the persistent case at the same density
as c). e) in the solid close to the activity-induced solid-hexatic transition at a density far above the
equilibrium melting transitions (compare Fig. II.23).

In order to show the effect of angular anisotropy in g(r) in this representation, Fig. II.36
contains data for the solid, hexatic and liquid phase around the activity-induced melting
high above the equilibrium melting transitions (compare Fig. II.23). The solid and hexatic
phase show a clear six-fold rotational symmetry in g(r, θ), which is due to the hexagonal
packing. In contrast, the liquid phase does not show any angular dependence in the pair-
correlation function. An angular anisotropy introduced by the square shape of the reflect-
ing boundaries in the ε-space should manifest in a four-fold rotational symmetry in g(r, θ),
which is indicated by the red arrows. Clearly g(r, θ) does not show any four-fold rotational
symmetry. To exclude also small angular asymmetries, the middle column shows the differ-
ence between g(r, θ) and its angular average g(r). Neither of the phases shows a four-fold

11The configurations were not realigned according to their global orientation Ψ6 as described in subsection
II.3.3 for the configuration average of g(x, y).
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rotational symmetry.
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Figure II.36: Evidence for effective isotropic dynamics around the two-step melting. Data is
for the potential with n = 6 at φ = 2.4 for N = 43904 and persistence lengths around the melting
transitions with δ = 0.1. First column: pair-correlation function g(r, θ) in polar coordinates averaged
over 100 configurations. Second column: difference between g(r, θ) and its angular average g(r).
Third column: configuration snapshots with ψ6 color code as indicated in e.g. Fig. II.23. The red
arrows indicate π/4, 3π/4, 5π/4 and 7π/4.

Also at high persistence lengths, within the MIPS region, the square-shaped ε-space
does not introduce anisotropic effects in the pair-correlation function as shown in Fig. II.37,
which corresponds to the same parameters as in Fig. II.15. Indeed, g(r, θ) − g(r) shows a
four-fold rotational symmetry at large r for φ = 0.6. However, this is due to the stripe-shape
coexistence and only indicates that the density distribution in x-direction is not the same as
in y-direction at long distances. Anisotropic effects due to the square-shaped ε-space should
manifest at small r. At small r anisotropic effects are undetectable within other sources of
noise for all parameters.

The appendix contains an additional figure (Fig. A.12) for n = 16 and δ = 0.1 with
data in the liquid below the MIPS region and in the MIPS region confirming the effective
isotropic dynamics.

If ε-induced anisotropic effects existed, they should also manifest in the shape of the
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phase coexistence. For example, detectable anisotropic effects should compress the clusters
more in the diagonal directions. This kind and comparable behavior are not observed.

Remark: Earlier studies [99] on self-propelled particles show that the pair-correlation func-
tion is anisotropic if measured with respect to the propulsion direction. Tagging a particle
and assigning a polarity to it according to its propulsion direction, it is more likely to find
particles in front of it than behind it. This behavior is also to expect for the kinetic Monte
Carlo algorithm.

N = 43904
MIPS
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ϕ = 0.6

rr

g( ) = g(r, θ)r g(r, θ) − g(r) Configuration plot

with     color codeψ6
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Figure II.37: Evidence for effective isotropic dynamics in the MIPS region. Data is for the po-
tential with n = 6 at φ = 0.2 and φ = 0.6 for N = 43904 and persistence lengths inside the MIPS
region with δ = 0.7. First column: pair-correlation function g(r, θ) in polar coordinates averaged
over 100 configurations. Second column: difference between g(r, θ) and its angular average g(r).
Third column: configuration snapshots with ψ6 color code as indicated in e.g. Fig. II.23. The red
arrows indicate π/4, 3π/4, 5π/4 and 7π/4.

II.4 Dimensional reduction of the kinetic Monte Carlo dynamics

The previous section II.3 presented the full quantitative phase diagram of two-dimensional
persistently moving particles. The phase diagram is plotted on a λ − φ plane, that is, on
a two-parameter space, keeping the value of δ fixed. Different values of δ shift the phase
transition lines, but the qualitative picture of the phase diagram remains unchanged. For
example, the phase diagrams presented in subsection II.3.4 corresponds to δ = 0.1, whereas
the discussion about MIPS in subsection II.3.2 primary based on data for δ = 0.7. This
choice for δ was made in favor of a reduced run-time. Reasonable mixing times in standard
equilibrium Monte Carlo are achieved by following the "time-honored rule of thumb" [42]:
chose a δ, such that the Metropolis filter accepts on average every second displacement
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(acceptance rate = rejection rate = 1
2 ). This rule comes from two competing mechanisms: 1)

if δ is very small, the change in the total energy in the Metropolis filter is small, thus the
acceptance rate is high, but the change made in the configuration per Monte Carlo step is
small; 2) large δ, on the other hand, lead to large changes in the configuration within one
Monte Carlo step, but the acceptance rate decreases drastically.

In order to ensure high efficiency of the algorithm close to the equilibrium melting tran-
sitions, δ = 0.1 was chosen to satisfy this "one-half rule" to study the two-dimensional
melting. On the other hand, MIPS, as shown in the phase diagram, forms at relatively low
densities and high persistence lengths. Following the "one-half rule", the lower density
regime already favors larger δ. Furthermore, as particles within the dense liquid are ki-
netically arrested, changes in a MIPS configuration are mainly due to displacements of the
particles in the gas phase and at the liquid-gas interface. Therefore, a computational speed-
up can be achieved, if particles in the gas phase can move with big steps, thus additionally
favoring larger δ.

Figure II.38: δ-dependence of the phase diagram. Shown is the approximate tendency of the
quantitative change of the phase diagram for different δ, indicated by colors.

This different choice of δ raises the question: if and how the phase diagram changes
with δ? Fig. II.38 shows that with increasing δ, the MIPS region becomes narrower and
the onset moves to smaller densities and smaller persistence lengths12. The linear-response
regime of the melting transition extends up to larger λ with increasing δ. In the subsequent
regime, the slope of the curves increases with δ (note the semi-log scale).

The question is whether it is possible to rescale the phase diagrams for different δ, such
that the phase boundaries converge, leading to a unique phase diagram. This is the goal of
this section, where primarily three questions are addressed:

1. Can the three independent parameters in the discrete-time Monte Carlo dynamics be
12The shift of the onset to smaller persistence lengths with increasing δ leads to an additional computational

speed up for the investigation of MIPS for larger δ.
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reduced to two relevant parameters?

2. How would this compare with the passive limit, where the system is known to have
a single relevant parameter?

3. How do the dimensional reduction and its inherent limitation in the Monte Carlo
dynamics extend to other stochastic Models of active Matter?

II.4.1 One-dimensional single particle: approximate dynamics

The dimensional reduction happens, when δ is small. Considering the numerical values of
the parameters used in the simulations, this small-δ limit is justified. For an intuitive un-
derstanding this is first illustrated in an approximate version of the Monte Carlo dynamics.
For a single particle in a one-dimensional confining potential U(x), this dynamics is given
by a discrete-time (n = 0, 1, 2, . . . ) update rule:

εn+1 = εn + rn +R
(εn
δ

)
, with 〈rn〉 = 0, 〈rnrn′〉 = σ2δn,n′ ,

xn+1 = xn + εn f(xn, εn) , with f(x, ε) = min

{
1, e
−U(x+ε)−U(x)

kBT

}
.

(II.14)

HereR denotes the reflecting boundary at ε = ±δ (without specifying if further), δn,n′ is the
Kronecker delta, and f(x, ε) is the mean acceptance due to the Metropolis filter.

For the small δ, a new set of rescaled coordinates is defined as

t = n δ, v(t) =
εn
δ
, ξ(t) =

rn
δ2
, x(t) = xn.

This leads to the rescaled dynamics

v(t+ δ)− v(t)

δ
= ξ(t) + R̃(v(t)) , with 〈ξ(t)〉 = 0, 〈ξ(t)ξ(t′)〉 =

σ2

δ4
δ t
δ
, t
′
δ

x(t+ δ)− x(t)

δ
= v(t) f

(
x(t), v(t)δ

)
.

When δ is small, expanding in powers of δ, leads to

v̇(t) = ξ(t) + R̃(v(t)) +O(δ) with 〈ξ(t)〉 = 0, 〈ξ(t)ξ(t′)〉 =
1

λ
δ(t− t′) +O(

δ

λ
)

ẋ(t) = v(t) f
(
x(t), v(t)δ

)
+O(δ)

where the definition λ = δ3

σ2 is used and the continuous limit of the Kronecker delta δ t
δ
, t
′
δ

=

δ δ(t− t′)+O(δ2), with δ(x) being the Dirac delta. Similarly expanding the Metropolis filter
for small δ leads to

f
(
x(t), v(t)δ

)
= min

{
1, exp

(
−U(x+ δv)− U(x)

kBT

)}

= min

{
1, exp

(
−δvU

′(x)

kBT
− δ2v2

2

U ′′(x)

kBT
+ · · ·

)}
.
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Defining Γ1 = δ
kBT

, it follows

f
(
x(t), v(t)δ

)
= min

{
1, exp

(
−Γ1vU

′(x)
[
1 +

δv

2

U ′′(x)

U ′(x)
+ · · ·

])}

≈ min
{

1, exp
(
−Γ1vU

′(x)
)}

, if δ
U ′′(x)

U ′(x)
� 1

= h(x(t), v(t)) . (II.15)

This leads to the continuous dynamics in these rescaled coordinates

v̇(t) = ξ(t) + R̃(v(t)) +O(δ) , with 〈ξ(t)〉 = 0, 〈ξ(t)ξ(t′)〉 =
1

λ
δ(t− t′) +O(

δ

λ
)(II.16a)

ẋ(t) = v(t)h
(
x(t), v(t)

)
+O(δ) +O

(
δ
U ′′(x)

U ′(x)

)
. (II.16b)

There are only two relevant parameters in this continuous dynamics, given by

Γ1 =
δ

kBT
, and λ =

δ3

σ2
.

Even though the starting dynamics is an approximation to the kinetic Monte Carlo update,
it correctly describes the relevant parameters, which is shown later. However, this dimen-
sional reduction has its range of validity and this can be seen from the subleading order
terms, which are ignored in the small-δ limit. This parameter range is given by:

1. δ � λ (for ξ(t) correlation term),

2. δ � 1√
λ

(as δ has to be smaller than ξ(t) in the equation for v(t) which is of order
ξ ∼ 1√

λ
), and

3. δ � 1 and δ � U ′(x)
U ′′(x) .

The last condition is particularly interesting: for a confining one-dimensional power-law
potential (II.9) the condition translates to δ � |L − x|. This means, near the box wall
(x ∼ L − δ) the above continuous description breaks down, as the subleading order terms
become non-negligible. In the many-particle system, this is equivalent to demanding δ
much smaller than the global mean inter-particle distance d.

In summary, this continuous dynamics could break down (1) in the passive limit, (2) at
very high persistence lengths, and (3) at high density.

The primary goal of this analysis is to see from (II.16a) and (II.16b) that the four param-
eters in the dynamics described by (II.14) reduce to only two relevant parameters λ and Γ in
the small-δ limit. As long as these two parameters are kept fixed the probability distribution
is invariant, thus providing a scaling for a change in δ.

II.4.2 Exact analysis of the kinetic Monte Carlo dynamics

The approximate dynamics in (II.14) illustrates how to reduce the relevant number of pa-
rameters. Here the goal is to achieve this starting from the exact discrete-time Master equa-
tion of the kinetic Monte Carlo dynamics.



Version of Friday 1st March, 2019, 11:50

II.4 Dimensional reduction of the kinetic Monte Carlo dynamics 91

a) Discrete-time Master equation for a single particle

The kinetic Monte Carlo dynamics is Markovian in the (x, ε) parameter space, where time
is discrete and denoted again by n = 0, 1, 2, . . . . The conditional probability for a transition
(y, ε′)→ (x, ε) in one time step is given by the Markov matrix

M(x, ε|y, ε′) = g(ε, ε′)Wε(x, y) , (II.17)

where, ε is sampled with probability g(ε, ε′) and Wε(x, y) is due to the Metropolis filter.
In the appendix A.1 it is shown that the conditional probability for ε, given the previous
displacement ε′, satisfies

g(ε, ε′) =
1

2δ
+

1

δ

∞∑

k=1

exp

[
−π

2σ2k2

8δ2

]
cos

(
kπ

2δ
(ε+ δ)

)
cos

(
kπ

2δ
(ε′ + δ)

)
. (II.18)

Using the Metropolis filter (II.1), gives

Wε(x, y) = f(y, ε) δ(x− y − ε) + [1− f(y, ε)] δ(x− y)

where f(x, ε) defined earlier in (II.14) can be rewritten as

f(y, ε) = 1−Θ

(
U(y + ε)− U(y)

kBT

){
1− exp

(
−U(y + ε)− U(y)

kBT

)}
, (II.19)

with Θ(x) being the Heaviside step function. This gives the discrete-time Master equation

Pn+1(x, ε) =

∫
dy

∫ δ

−δ
dε′M(x, ε|y, ε′)Pn(y, ε′)

=

∫ δ

−δ
dε′g(ε, ε′)

{
f(x− ε, ε)Pn(x− ε, ε′) + [1− f(x, ε)]Pn(x, ε′)

}
. (II.20)

Remarks:

1. The essential Markov property
∫
dxdεM(x, ε|y, ε′) = 1, which is required to preserve

probability, is satisfied, as
∫
dxWε(x, y) = 1, and

∫
dεg(ε, ε′) = 1.

2. The approximate dynamics xn+1 = xn + εnf(x, ε) in (II.14), with the average accep-
tance f(x, ε), would have a different Master equation

Pn+1(x, ε) '
∫
dε′g(ε, ε′)Pn

(
x− ε′f(x, ε), ε′

)
.

3. The expression (II.18) is equivalent to

g(ε, ε′) =
1

δ

∞∑

k=−∞





exp

[
−
(
ε−ε′
δ

+4k
)2

2σ
2

δ2

]

√
2π σ

2

δ2

+

exp

[
−
(
− ε+ε′+2δ

δ
+4k

)2

2σ
2

δ2

]

√
2π σ

2

δ2




, (II.21)
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which can be seen by using

ϑ3(π2 z, e
−π2t) = 1 + 2

∑∞
k=1 e

−π2k2t cos(kπz) = 1√
πt

∑∞
k=−∞ e

− (z+2k)2

4t . In this second
expression for g(ε, ε′), the connection to the well-known mirror charge solution of the
diffusion equation for reflecting boundary conditions becomes apparent.

b) Passive limit

It is now verified that detailed balance is recovered in the passive limit σ
2

δ2 →∞.
Defining Pn(x) =

∫ δ
−δ dεPn(x, ε), the Master equation (II.20) can be written in an useful

alternative form

Pn+1(x) = Pn(x) +

∫ δ

−δ
dε

∫ δ

−δ
dε′g(ε, ε′)

{
f(x− ε, ε)Pn(x− ε, ε′)− f(x, ε)Pn(x, ε′)

}
. (II.22)

In the passive limit, it is easy to see from (II.18) that g(ε, ε′) = 1
2δ , thus

Pn+1(x) = Pn(x) +
1

2δ

∫ δ

−δ
dε {f(x− ε, ε)Pn(x− ε)− f(x, ε)Pn(x)} . (II.23)

In the steady state Pn+1(x) = Pn(x), thus
∫
dεf(x− ε, ε)Pn(x− ε) =

∫
dεf(x, ε)Pn(x) =

∫
dεf(x,−ε)Pn(x) (II.24)

(with ε→ −ε in the last line). Using (II.23) and (II.24), it is now trivial to verify that detailed
balance is satisfied with the Gibbs-Boltzmann probability:

Pn(x− ε)
Pn(x)

=
f(x,−ε)
f(x− ε, ε) =

min
{

1, exp
(
−U(x−ε)−U(x)

kBT

)}

min
{

1, exp
(
−U(x)−U(x−ε)

kBT

)} = exp

(
−U(x− ε)− U(x)

kBT

)
.

(II.25)

c) Dimensional reduction in the small-δ limit

It is shown later that for small δ, the passive and the persistent limit behave differently.
Different sets of rescaled coordinates are defined in the two limits. In the persistent limit, a
ballistic scaling is chosen

t = n δ, v =
ε

δ
, x = x , (II.26)

whereas in the passive limit a diffusive scaling is chosen

t = n δ2, v =
ε

δ
, x = x . (II.27)

The reason for this scaling is to reduce the effective number of parameters in the dynamics.
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Persistent limit

The discrete-time Master equation (II.20) can be rewritten as

Pn+1(x, ε) =

∫
dε′g(ε, ε′)Pn(x, ε′)

+

∫
dε′g(ε, ε′)

{
f(x− ε, ε)Pn(x− ε, ε′)− f(x, ε)Pn(x, ε′)

}
. (II.28)

Under the ballistic scaling (II.26) the rescaled probability satisfies 1
δ P̃t(x, v) = Pn(x, ε) and

1
δ g̃(v, v′) = g(ε, ε′) (from normalization arguments) thus (II.28) becomes

P̃t+δ(x, v) =

∫
dv′g̃(v, v′)P̃t(x, v′)

+

∫
dv′g̃(v, v′)

{
f(x− δv, δv)P̃t(x− δv, δv′)− f(x, δv)P̃t(x, δv

′)
}
.

Using the definition of h(x, v) ' f(x, δv) in (II.15) in the small-δ limit, expending the x
components in powers of δ and the v components in terms of (v′ − v) the equation becomes

P̃t(x, v) + δ
∂

∂t
P̃t(x, v) + · · · =

∫
dv′g̃(v, v′)[P̃t(x, v) + (v′ − v)∂vP̃t(x, v) +

(v′ − v)2

2
∂2
v P̃t(x, v) + · · · ]

− δ
∫
dv′g̃(v, v′)v

∂

∂x

{
h(x, v)P̃t(x, v

′)
}

+ · · · ,
(II.29)

where orders ≥ O(δ2) where neglected. With
∫
dv′ g̃(v, v′) = 1 it follows

∂

∂t
P̃t(x, v) =

a1(v)

δ
∂vP̃t(x, v) +

a2(v)

2δ
∂2
v P̃t(x, v)−

∫
dv′g̃(v, v′)v

∂

∂x

{
h(x, v)P̃t(x, v

′)
}

+ · · · ,

where
an(v) =

∫
dv′(v′ − v)ng̃(v, v′) .

At this point, one may continue using the expression (II.21) for g̃(v, v′), where the reflecting
boundary is inbuilt in the expression. Alternatively, the expression

g̃(v, v′) =
1√
2π δλ

exp

[
−(v − v′)2

2 δλ

]

can be used (which is the free case) in combination with a zero-current condition on P̃t(x, v)
for the reflecting boundary. Both choices describe the same result. In this alternative de-
scription, however, it is easy to see that a1(v) = 0 due to symmetry, and a2(v) = δ

λ , leading
to a Fokker-Planck equation

∂

∂t
P̃t(x, v) =

1

2λ
∂2
v P̃t(x, v)− ∂

∂x

{
vh(x, v)P̃t(x, v)

}
. (II.30)
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with the reflecting boundary condition

∂

∂v
P̃t(x, v) = 0 for v = ±1.

Here the definitions λ = δ3

σ2 and Γ1 = δ
kBT

are used. Equation (II.30) shows that the proba-
bility depends on this two parameters only.

Remarks:

1. The above Fokker-Planck equation is equivalent to the coupled Langevin equation
(II.16).

2. The scaling in (II.26) for small δ means that the Monte Carlo dynamics of xn for n� 1
is equivalent to the continuous dynamics of x(t) for t � δ, provided they both have
the same λ and Γ1. This also suggests that both dynamics have the same steady-state
distribution.

3. This equivalence may break down if the subleading terms in the derivation (II.29)
become non-negligible, giving rise to the same criteria discussed earlier in subsection
II.4.1 for the approximate dynamics.

4. Until now the potential U(x) is general. The specific power-law potential offers a
redefinition of Γ1.

Passive limit

In the passive limit, it was noted [13] that there is a single relevant parameter when U(r)
is a power-law potential. Clearly, this cannot be achieved from the two parameters λ and
Γ1 in the persistent limit. The limitation of the above continuous description was already
suggested by the first criteria in subsection II.4.1. This indicates, a different dynamics for the
passive case, which can be obtained using the diffusive scaling in (II.27) in the discrete-time
Master equation (II.20).

In the passive limit, the conditional probability distribution for ε is given by g(ε, ε′) = 1
2δ ,

i.e., ε is uniformly chosen in the interval [−δ, δ]. Using this in (II.22) and integrating over ε
leads to

Pn+1(x) = Pn(x) +
1

2δ

∫ δ

−δ
dε {f(x− ε, ε)Pn(x− ε)− f(x, ε)Pn(x)} ,

giving the evolution of the probability of x only. Using the diffusive scaling in (II.27) it
follows

P̃t+δ2(x) = P̃t(x) +
1

2

∫ 1

−1
dv
{
f(x− δv, δv)P̃t(x− δv)− f(x, δv)P̃t(x)

}
,

with P̃t(x) = Pn(x). Expanding in powers of small δ leads to

P̃t+δ2(x) = P̃t(x)− δ

2

d

dx
[A(x)P̃t(x)] +

δ2

4

d2

dx2
[B(x)P̃t(x)] + · · · ,
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with the definitions

A(x) =

∫ 1

−1
dv v f(x, δv) , and B(x) =

∫ 1

−1
dv v2 f(x, δv) . (II.31)

Using the expression for f(x, δv) in (II.19) it follows

A(x) =

∫ 1

−1
dv v −

∫ 1

−1
dv vΘ

(
U(x+ δv)− U(x)

kBT

){
1− e−

U(x+δv)−U(x)
kBT

}

=−
∫ 1

−1
dv vΘ

(
− δv F (x)

kBT

){
1− e

δv F (x)
kBT

}
+ · · ·

=
δ F (x)

kBT

∫ 1

−1
dv v2 Θ

(
− v F (x)

)
+ · · · ,

with the force F (x) = − ∂
∂xU(x) and a Taylor expansion for δ → 0 of the exponential in the

last line. The two cases F (x) > 0 and F (x) < 0 lead to the same result for the integral (1
3 ),

thus giving

A(x) =
δ F (x)

3kBT
+ · · · .

In a same way it follows for B(x) (the term with Θ(..) contributes to order δ and is thus
neglected)

B(x) =
2

3
+O(δ)

Together, this leads to

P̃t+δ2(x) = P̃t(x)− δ2

6kBT

d

dx
[F (x)P̃t(x)] +

δ2

6

d2

dx2
[P̃t(x)] + · · · ,

resulting in the well-known Fokker-Planck equation for a passive particle in a potential

∂P̃t(x)

∂t
= − 1

kBT

∂

∂x
[F (x)P̃t(x)] +

∂2

∂x2
[P̃t(x)] . (II.32)

Remarks:

1. This corresponds to the standard Langevin description of a passive particle

ẋ(t) = βF (x) + η(t) 〈η(t)η(t′)〉 = 2δ(t− t′) (II.33)

2. The steady-state probability P (x) ∼ e−
U(x)
kBT , thus the single relevant parameter is com-

posed by the ratio U(x)
kBT

.

3. If the ballistic scaling (II.26) was used for the passive case, it would have resulted in

∂Pt(x)

∂t
=

Γ1

6

∂

∂x
[F (x)Pt(x)] , (II.34)

which clearly does not capture the correct Physics!

This analysis shows that for small δ the persistent limit has two relevant parameters (Γ1 and
λ) and the passive limit has a single parameter. There is no smooth transition between the
two limits when δ is small. Furthermore, it was demonstrated that the order of the limits
δ → 0 and λ→ 0 is not exchangeable.
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d) Multi-particle continuous limit for small δ

It follows the generalization of the above single-particle case to the N -particle case with a
inter-particle potential U [x], where x = {x1, · · · , xN}. The goal is to determine the relevant
parameters in this case.

Persistent limit

The following continuous-time13 N -particle Fokker-Planck equation (∼-notation removed
for simplicity) corresponds to (II.30)

∂

∂t
Pt[x,v] =

1

2λ

∑

i

∂2

∂v2
i

Pt[x,v]−
∑

i

∂

∂xi
{vihi(x, vi)Pt[x,v]} , (II.35)

with the reflecting boundary condition

∂

∂vi
Pt[x,v] = 0 for vi = ±1.

Here,

hi(x, vi) = min
{

1, eΓ1viFi[x]
}
, with force on xi Fi[x] = −∂U [x]

∂xi
.

The equivalent Langevin description is

v̇i(t) = ξi(t) +R(vi(t)) with 〈ξi(t)〉 = 0, 〈ξi(t)ξj(t′)〉 =
1

λ
δi,jδ(t− t′) (II.36a)

ẋi(t) = vi(t)hi
(
x(t), vi(t)

)
. (II.36b)

Power-law interaction potential

For the specific choice of the inverse power-law inter-particle potential in (II.10) with n = 6,
the force on particle i is

Fi[x] = 6u0γ
6
∑

j 6=i

1

(xi − xj)7
.

With this specific choice, the number of parameters in the continuum description can be
further reduced, by scaling the length scales with the global average inter-particle distance

d =
L

N
=
γ

φ
,

with L being the system size, and the density

φ =
γN

L
.

13Here the number of particles N is already incorporated in a rescaled time unit.



Version of Friday 1st March, 2019, 11:50

II.4 Dimensional reduction of the kinetic Monte Carlo dynamics 97

With the following new scaled coordinates

t̃ =
t

d
, ṽ(t̃) = v(t), x̃(t̃) =

x(t)

d
, ξ̃(t̃) = d ξ(t) ,

it can be checked that the corresponding probability in the scaled coordinate is given by the
same form as (II.35)

∂

∂t̃
P̃t̃[x̃, ṽ] =

1

2λ̃

∑

i

∂2

∂ṽ2
i

P̃t̃[x̃, ṽ]−
∑

i

∂

∂x̃i

{
ṽihi(x̃, ṽi)P̃t̃[x̃, ṽ]

}
, (II.37)

with a new

hi(x̃, ṽi) = min



1, exp


Γṽi

∑

j 6=i

1

(x̃i − x̃j)7





 ,

and

λ̃ =
λ

d
, and Γ =

6u0γ
6δ

kBTd7
.

In a similar way, also the scaling parameters in the Langevin equations can be reduced to
two. For numerical confirmation, see Fig. II.39a.

Figure II.39: Scaling collapse for different δ. a) One-dimensional case: Histogram of the position
of a single particle in a potential (same case as in subsection II.2.1). Shown is data for different δ, λ
and β, but constant λd and βu0δγ

6

d7 . b) Two-dimensional many-particle case: Pair-correlation function,
again for different δ, λ and β, but constant λd and βu0δγ

6

d7 .

Remarks:

1. Equation (II.37) implies that the active/persistent (with limitations) phase behavior
can be characterized by only two parameters, which can also be expressed in terms of
the dimensionless density φ

λ̃ =
δ3

σ2γ
φ and Γ =

u0

kBT

6δ

γ
φ7 .
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2. Equivalently, the scaled steady-state probability P
(
x
γ

√
πφ
)

is determined by λ̃ and Γ.
There is still a third parameter, which is the spatial range of x̃, which is the rescaled
system size. However, when the system size is large as in the case concerning the
main results of this thesis, this dependence is only in the subleading order in the
system size.

3. It is straightforward to generalize (II.37) to higher dimensions. For example, in two

dimensions, where φ = Nγ2

V and d =
√

V
Nπ = γ√

πφ
, the two relevant parameters are

λ̃ = δ3

σ2γ

√
πφ and Γ = u0

kBT
6δ
γ (πφ)7/2 (see Fig. II.39b).

Passive limit

A straightforward generalization of (II.32) gives

∂

∂t
Pt[x] = −1

6

[
6γ6u0

kBT

]∑

i

∂

∂xi




∑

j 6=i

1

(xi − xj)7
Pt[x]



+

1

6

∑

i

∂2

∂x2
i

Pt[x] .

The second re-scaling with the global mean inter-particle distance requires for the passive
limit again the diffusive scaling in time, thus

t̃ =
t

d2
, x̃(t̃) =

x(t)

d
.

The Fokker-Planck equation becomes

∂

∂t̃
P̃t̃[x̃] = −1

6
Γ0

∑

i

∂

∂x̃i




∑

j 6=i

1

(x̃i − x̃j)7
Pt̃[x̃]



+

1

6

∑

i

∂2

∂x̃2
i

Pt̃[x̃] , (II.38)

with

Γ0 =

{
6u0γ6

kBTd6 , in 1D
6u0
kBT

(πφ)3 , in 2D .

The probability only depends on Γ0, as reported earlier [13].

Remark:
The original kinetic Monte Carlo dynamics has three independent relevant parameters, δ,
σ and U(x)

kBT
. For the multi-particle case, following a similar analysis as above, these three

parameters can be written as
δ

d
,
λ

d
, and Γ0 .

This three-parameter space covers the entire phase diagram, including the passive limit.
The reduction to two parameters can be done when δ is small. However, this leads to a
singular behavior, where the passive and the persistent limit are described by different sets
of parameters, without a smooth interpolation between the two regimes. This is related to
the non-exchangeable order of limits δ → 0 and λ→ 0.
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II.4.3 Continuous limit following standard steps

The analysis in the previous subsection II.4.2 shows that the same set of reduced scaling
parameters cannot be used for the passive and the persistent limit. Is this singular behavior
due to the discrete nature of the Monte Carlo dynamics? This is investigated in this sub-
section II.4.3 by defining the continuous limit of the kinetic Monte Carlo dynamics without
taking δ small by following standard procedures (e.g. [40, 208, 209]).

The discrete-time dynamics is (II.20) with the transition probability (II.17). In the stan-
dard approach to the continuous limit, it is considered that one MC step takes the time dt.
The continuous limit is then recovered by taking the limit dt → 0. However, in order to
follow this standard procedure, the transition probability (II.17) needs to be adjusted such
that dt→ 0 makes sense. There are two important considerations:

1. in the dt→ 0 limit, the system has no time to jump, thus

lim
dt→0

Mdt(x, ε|y, ε′) = δ(x− y) δ(ε− ε′) ,

with the subscript denoting the transition time dt.

2. if dt = 1, the Monte Carlo transition probability in (II.17) should be recovered for all
transitions

Mdt=1(x, ε|y, ε′) = M(x, ε|y, ε′) .

These two considerations are met with the choice

Mdt(x, ε|y, ε′) =
exp

[
− (ε−ε′)2

2σ2dt

]

√
2πσ2dt

[
δ(x−y)+dt

{
f(y, ε) δ(x−y−ε)−f(y, ε) δ(x−y)

}]
+ · · · .

This choice, which is not unique, can be justified self-consistently (see the following para-
graph "Self-consistency check"). There is no reflecting boundary in ε, which is later treated
as a zero-current condition.

Using this in (II.20) leads to the continuous-time Master equation:

Pt+dt(x, ε) =

∫
dy

∫
dε′Mdt(x, ε|y, ε′)Pt(y, ε′)

=

∫
dε′ gdt(ε, ε

′)Pt(x, ε′)

+ dt

∫
dε′ gdt(ε, ε

′)
{
f(x− ε, ε)Pt(x− ε, ε′)− f(x, ε)Pt(x, ε

′)
}
, (II.39)

where

gdt(ε, ε
′) =

exp
[
− (ε−ε′)2

2σ2dt

]

√
2πσ2dt

.

The Kramers-Moyal expansion (see subsection I.3.2) as Taylor expansion for small dt is
used, to go from the Master equation to the Fokker-Planck equation. For example, in the
first term Pt(x, ε

′) = Pt(x, ε) + (ε′ − ε) d
dxPt(x, ε) + · · · , and thus

∫
dε′ gdt(ε, ε

′)Pt(x, ε′) = a0(ε)Pt(x, ε)−
∂

∂ε
[a1(ε)Pt(x, ε)] +

1

2

∂2

∂ε2
[a2(ε)Pt(x, ε)] ,
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with

a0(ε) =

∫
dε′ gdt(ε

′, ε) = 1

a1(ε) =

∫
dε′ (ε′ − ε) gdt(ε′, ε) = 0

a2(ε) =

∫
dε′ (ε′ − ε)2 gdt(ε

′, ε) = dt σ2 .

This gives ∫
dε′ gdt(ε, ε

′)Pt(x, ε′) = Pt(x, ε) + dt
σ2

2

∂2

∂ε2
Pt(x, ε) . (II.40)

In the second term of the above Master equation, the leading contribution comes from dt→
0. Using gdt→0(ε, ε′) = δ(ε− ε′), it follows
∫
dε′ gdt(ε, ε

′)
{
f(x−ε, ε)Pt(x−ε, ε′)−f(x, ε)Pt(x, ε

′)
}

= f(x−ε, ε)Pt(x−ε, ε)−f(x, ε)Pt(x, ε)+· · · .
(II.41)

Substituting (II.40) and (II.41), in the Master equation (II.39) results in the Fokker-Planck
equation

∂tPt(x, ε) =
σ2

2

∂2

∂ε2
Pt(x, ε) + f(x− ε, ε)Pt(x− ε, ε)− f(x, ε)Pt(x, ε) , (II.42)

with the reflecting boundary added as an additional zero-current condition at ε = ±δ

∂Pt(x, ε)

∂ε

∣∣∣∣
ε=±δ

= 0 . (II.43)

This analysis shows that on a coarse-grained time scale (number of Monte Carlo steps� 1),
the Monte Carlo dynamics is described by the above continuum description (II.42).

Self-consistency check

1. Integrating (II.42) over ε, gives

∂tPt(x) =

∫ δ

−δ
dε

[
f(x− ε, ε)Pt(x− ε, ε)− f(x, ε)Pt(x, ε)

]
.

The first term vanished because of (II.43). In the passive case, using that all ε are
equally probable, and Pt(x, ε) = 1

2δPt(x) independent of ε, it follows

∂tPt(x) =
1

2δ

∫ δ

−δ
dε

[
f(x− ε, ε)Pt(x− ε)− f(x, ε)Pt(x)

]
. (II.44)

That the Gibbs-Boltzmann distribution gives the steady state and the detailed balance
is satisfied, can be seen by first changing in the integration variable ε→ −ε in the last
term and then comparing with (II.25).
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2. Until now, there was no assumption made on the size of δ. The earlier results for the
small-δ limit can be recovered.

Passive case:
The passive case in (II.44) changes under the diffusive scaling (t̃ = t δ2, v(t̃) = ε/δ,
P̃t̃(x) = Pt(x)) to

δ2∂t̃P̃t̃(x) =
1

2

∫ 1

−1
dv

[
f(x− δv, δv)P̃t̃(x− δv)− f(x, δv)P̃t̃(x)

]

=− δ

2

∂

∂x
[A(x)P̃t̃(x)] +

δ2

4

∂2

∂x2
[B(x)P̃t̃(x)]

with the same A(x) and B(x) defined in (II.31). Using their results, it is straightfor-
ward to see that (II.32) is recovered.

Persistent case:
The persistent limit can be confirmed using (II.42). Under the ballistic scaling (t̃ = t δ,
v(t̃) = ε/δ, P̃t̃(x, v) = 1

δPt(x, ε)), it becomes

δ∂t̃P̃t̃(x, v) =
σ2

2δ2

∂2

∂v2
P̃t̃(x, v) + f(x− δv, δv)P̃t̃(x− δv, v)− f(x, δv)P̃t̃(x, v)(II.45)

=
σ2

2δ2

∂2

∂v2
P̃t̃(x, v)− δ ∂

∂x
[v f(x, δv)P̃t̃(x, v)] + · · · .

Taking δ → 0, it follows

∂t̃P̃t̃(x, v) =
σ2

2δ3

∂2

∂v2
P̃t̃(x, v)− ∂

∂x
[v h(x, v)P̃t̃(x, v)]

where f(x, δv) = h(x, v) + · · · is used, as earlier. This result agrees with (II.30).

Remark: Even when starting with the continuous description of the Monte Carlo dynam-
ics, the singular behavior between the passive and persistent limit arises for δ → 0. This
singularity arises only, if a dimensional reduction is attempted. However, in case the phase
diagram is described in a three-parameter space, this singularity does not appear. These
three parameters can be found from (II.45), and these are λ, δ, and u0γ6

kBT
, which, when fur-

ther rescaled in terms of d, gives (dropping the ∼-notation)

∂tPt(x, v) =
σ2d

2δ3

∂2

∂v2
Pt(x, v) +

d

δ
f(x− δ

d
v,
δ

d
v)Pt(x−

δ

d
v, v)− d

δ
f(x,

δ

d
v)Pt(x, v) , (II.46)

with the three relevant parameters
d

λ
,
d

δ
, and Γ0 .

In this three-parameter space, the passive limit can be achieved smoothly. This can be seen
by using Pt(x, v) = 1

2Pt(x), integrating (II.46) over v and using the reflecting boundary
condition on v, thus

∂tPt(x) =
1

2

∫ δ/d

−δ/d
dy

[
f(x− y, y)Pt(x− y)− f(x,−y)Pt(x)

]
,

where the sign of y in the last term was changed. Even though, the integration range de-
pends on δ

d , one can show following (II.25) that the steady state is given by the Gibbs dis-
tribution, which depends only on Γ0. This recovers the known result for the passive case.
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II.4.4 Two other stochastic models of self-propelled dynamics

The analysis in the previous subsections II.4.2 and II.4.3 shows that the singular behav-
ior of the passive limit in the kinetic Monte Carlo dynamics is not due to the discreteness
of the dynamics, but is rather a consequence of the demand to reduce the relevant three-
dimensional parameter space to two dimensions. Moreover, it was demonstrated that the
three-parameter space reduces to a single relevant parameter in the passive limit. Here,
the goal is to see if a similar phenomenon appears in other stochastic models of active dy-
namics. These two dynamics are the active Ornstein-Uhlenbeck process [92] and the active
random acceleration process, which are a priori continuous. The latter is an active version
of the well-known random acceleration process [210]. Both dynamics have in common that
the particles move with a velocity of fluctuating amplitude. This is the essential difference
from the active Brownian particle, where the velocity amplitude is constant.

The discussion focuses on a single particle in one dimension under the influence of a
confining potential. However, the results are straightforward to generalize to many-particle
systems, even in higher dimensions.

a) The active random acceleration process

The dynamics for a single particle is described by a fluctuating velocity εn and the position
xn at a continuous time n. The velocities are sampled in the same manner as in the kinetic
Monte Carlo dynamics and described by

ε̇n = rn + R̃
(εn
δ

)
, (II.47)

with 〈rnrn′〉 = σ2δ(n− n′) ,

with R̃ being a force taking care of the reflecting boundary condition at ±δ. The position of
the particle involves following

ẋn = v0εn + β F (xn) + sn , (II.48)
with 〈snsn′〉 = 2Dδ(n− n′) ,

with the self-propulsion force v0εn. The specific choice, of putting β in the force term of
(II.48) is motivated by the aim to compare with the kinetic Monte Carlo results. The validity
of this choice is justified later in the text below equation (II.53).

At this point, it is important to see a crucial difference between the active random ac-
celeration process with the kinetic Monte Carlo dynamics. In the latter dynamics, it was
possible to keep the maximum jump length δ fixed and to tune the self-propulsion force
by changing the standard deviation σ of the random walk in the reflecting box. This is
illustrated in subsection II.2.1 and subsection II.2.2. For example, Fig. II.6 shows that the
particle penetrates the wall potential further (the peak positions shift closer to the walls),
if solely σ is decreased and all other parameters are kept constant. In the kinetic Monte
Carlo algorithm, a larger persistence times means more attempts in the Metropolis filter to
accept a move in a certain direction and, in consequence, increases the probability for con-
figurations with higher total energies (again, see Fig. II.6). Hence, the self-propulsion force
in the kinetic Monte Carlo dynamics can be changed by changing σ only. This is clearly
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not the case in the active random acceleration process described by (II.47) and (II.48). The
self-propulsion force is v0εn, thus decreasing only σ would not increase the self-propulsion
force but only the time particles stay e.g. in a fighting configuration (see Fig. II.40a). In the
active random acceleration process, the self-propulsion force could in principle be tuned
by either changing the maximum jump length δ or by changing the parameter v0. Later, it
will be clear that the "right" tuning parameter for the self-propulsion force is v0. Fig. II.40b
shows that tuning v0 leads to the same behavior as tuning σ in the kinetic Monte Carlo
dynamics (compare with Fig. II.6).

Figure II.40: Tuning the self-propulsion force in the active random acceleration process. Shown
are probability distributions of the position of a single particle confined in a potential as in (II.9) with
n = 6. a) confirms that a decrease in σ, while keeping all other parameters constant, does not lead to
an increase of the self-propulsion force. The positions of the peaks are identical for the two curves
with wildly different σ. b) shows that the self-propulsion force can be tuned by v0. The particle
penetrates the wall potential further with increasing v0. v0 = 0 leads to the equilibrium behavior.
Other simulation parameter, not indicated in the legend, are δ = 100, L = 2, γ = 1.0, kBT = 1.0, and
D = 1.0. The time step for the simulation was chosen as dn = 0.001.

The corresponding Fokker-Planck equation of (II.47) and (II.48) is

∂

∂n
Pn(x, ε) =

σ2

2

∂2

∂ε2
Pn(x, ε) +D

∂2

∂x2
Pn(x, ε)− β ∂

∂x
[F (x)Pn(x, ε)]− v0

∂

∂x
[εPn(x, ε)] ,

with the reflecting boundary condition for the displacement

∂

∂ε
Pn(x, ε) = 0 , for ε = ±δ .

Using the ballistic scaling t = nδ, v(t) = εn
δ , x(t) = xn, ξ(t) = rn

δ2 , and η(t) = sn
δ , it follows

first Pn(x, ε) = 1
δ P̃t(x, v), thus the rescaled Fokker-Planck equation becomes (dropping the

∼-convention for Pt)

∂

∂t
Pt(x, v) =

σ2

2δ3

∂2

∂v2
Pt(x, v)+

D

δ

∂2

∂x2
Pt(x, v)−β

δ

∂

∂x
[F (x)Pt(x, v)]−v0

∂

∂x
[vPt(x, v)] , (II.49)

with the new reflecting boundary condition

∂

∂v
Pt(x, v) = 0 for v = ±1 . (II.50)
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In this case, δ does not have to be small and no subleading terms are neglected, unlike
in obtaining the continuous limit in the kinetic Monte Carlo dynamics. The steady-state
properties depend on three parameters 1

λ , Dδ and β
δ (again with λ = δ3

σ2 ). Keeping these three
parameters fixed leads to the same steady-state distribution independent of the microscopic
parameters, e.g. δ.

Figure II.41: Scaling of the active random acceleration process. Shown are the rescaled probability
distributions of the rescaled position of a single particle confined in a potential as in (II.9) with n = 6.
In both figures the blue line corresponds to the reference parameter set. All other graphs have
different parameter sets, obtained from the reference set under the condition to keep the scaling
parameters constant. a) parameter variations for D 6= 0, Q = 0.1, Γ∗ = 6.1 · 10−5, v0 λd = 100 and
D
δd
λ
d = 0.25. b) parameter variations for D = 0, Q = 0.1, W = 2.0, Γ∗ = 6.1 · 10−5, v0 λd = 100. The

time step for the simulation was chosen as dn = 0.001.

These parameters can be made dimensionless by proceeding with the scaling of the
length scale by some characteristic length d of the system. This could be the size of the
confining box in the one-particle case, and might be replaced by the mean average inter-
particle distance in the many-particle case. Following the scaling t̃ = t

d , ṽ(t̃) = v(t), x̃(t̃) =
x(t)
d , ξ̃(t̃) = ξ(t)d, η̃(t̃) = η(t), with Pt(x, v) = 1

d P̃t̃(x̃, ṽ), the Fokker-Planck equation for a
particle in a potential as in (II.9)14 with n = 6 becomes (dropping again the ∼-notation)

∂

∂t
Pt(x, v) =

d

2λ

∂2

∂v2
Pt(x, v) +

D

δd

∂2

∂x2
Pt(x, v) (II.51)

− 6u0γ
6

kBTδd7

∂

∂x
[f(x)Pt(x, v)]− v0

∂

∂x
[vPt(x, v)] ,

with f(x) = −(1− x)−7 + (1 + x)−7. In this form, the steady-state distribution depends on
three dimensionless15 scaling parameters:

D

δd

λ

d
=
Dδ2

σ2d2
, v0

λ

d
= v0

δ3

σ2d
, and finally, Γ∗ =

6u0γ
6

kBTδd7

λ

d
=

6u0γ
6δ2

kBTσ2d8
.

14The parameter L is renamed as d.
15All three parameter are dimensionless. [εn] = L

T
, [δ] = L

T
, [rn] = L

T2 , [σ2] = L2

T3 ; [xn] = L, [βF ] = L
T

,
[sn] = L

T
, [D] = L2

T
; The ballistic scaling leads to [v] = 1. The d scaling leads directly to [x] = 1, [λ

d
= δ3

σ2d
] = 1

and [ D
δd

] = 1. As [f(x)] = 1, [βF = βu0γ
6

d7
] = L

T
, and thus [βu0γ

6

δd7
] = 1.
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This is confirmed by numerical simulations of the Langevin equations in Fig. II.41a for
D 6= 0 and in Fig. II.41b for a reduced parameter set with D = 0, with the main focus on
different combination on how to rescale a change in the self-propulsion force.

The effect of a finiteD is to increase the width of the peaks. A comparison with the result
of the kinetic Monte Carlo dynamics shows a similarity with the distribution for D 6= 0.

Remarks:

1. In the self-propelled limit, the choiceD = 0 leads to a reduction of the three-dimensional
parameter space to two dimensions. However, this choice is strictly restricted to the
self-propelled limit, which can be seen by studying the passive limit.

The passive limit is recovered under a vanishing self-propulsion force for v0 = 0, thus
also Pt(x, v) factorizes as Pt(x)Pt(v) (see (II.48)). Using this property and integrating
(II.51) on both sides over v leads directly to the passive limit Fokker Planck equation

∂

∂t
Pt(x) =

D

δd

∂2

∂x2
Pt(x)− 6u0γ

6

kBTδd7

∂

∂x
[f(x)Pt(x)] , (II.52)

as
∫ 1

−1
dv Pt(x, v) = Pt(x) , and

∫ 1

−1
dv

∂2

∂v2
Pt(x, v) =

[
∂

∂v
Pt(x, v)

]1

v=−1

= 0 (due to (II.50)) .

The equilibrium steady state depends only on one parameter, which can be shown by
using the steady-state property ∂

∂tPt(x) = 0, thus

0 =
D

δd

∂2

∂x2
Pt(x)− 6u0γ

6

kBTδd7

∂

∂x
[f(x)Pt(x)] ,

which has the steady-state distribution

Ps(x) ∝ exp

(
Γ0

D

∫ x

dy f(y)

)
∝ exp

(
−Γ0

D
u(x)

)
, (II.53)

with u(x) = (1 − x)−6 + (1 + x)−6. Equation (II.53) shows that the specific choice
of putting β in the force term of (II.48) is legitimate in equilibrium, as it leads to the
correct result for D = 1 with the correct equilibrium scaling parameter Γ0 (also see
Fig. II.40b for v0 = 0).

In consequence, D = 1 is an additional condition on the system, in order to recover
the equilibrium scaling parameter.

2. With this choice of D = 1, the steady-state Fokker-Planck equation can be rewritten
as

0 =
δd2

2λ

∂2

∂v2
Pt(x, v) +

∂2

∂x2
Pt(x, v)

− Γ0
∂

∂x
[f(x)Pt(x, v)]− v0δd

∂

∂x
[vPt(x, v)] . (II.54)
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Here there are three relevant parameters

Γ0 , v0δd , and
δd2

λ
,

with one of them being the equilibrium scaling parameter Γ0.

3. In the passive limit, Γ0 is the only relevant parameter and the other two become re-
dundant. This can be seen by using v0 = 0, which makes the coupling term between
x and v in (II.54) disappear, thus Pt(x, v) = Pt(x)Pt(v) and the steady-state Fokker-
Planck equation decouples in two parts,

0 =
δ d2

2λ

∂2

∂v2
Pt(v) , and

0 =
∂2

∂x2
Pt(x)− Γ0

∂

∂x
[f(x)Pt(x)] ,

where the distribution for the position depends only on Γ0.

b) The active Ornstein-Uhlenbeck process

In the active Ornstein-Uhlenbeck process the displacement ε is not strictly confined, but
performs a random walk in a harmonic potential α2 ε

2. The coupled Langevin equations of
the active Ornstein-Uhlenbeck process are

ε̇n = −α εn + rn with 〈rn〉 = 0 , 〈rnrn′〉 = 2Daδ(n− n′) , and
ẋn = v0εn + βF (xn) + sn with 〈sn〉 = 0 , 〈snsn′〉 = 2Dδ(n− n′) .

One motivation to study this model is to see if the dimensional reduction is possible, when
the reflecting boundary on the velocity ε is removed.

It can be shown16 that the auto-correlation function of the displacements is

〈εnεn′〉 =
Da

α
exp

(
−n− n

′

α−1

)
,

thus the auto-correlation time is τ = α−1 and a typical scale for the displacement is
√
〈ε2n〉 =√

Da
α . By choosing

α = σ2

δ2 and Da = σ2 ,

it is possible to relate to the kinetic Monte Carlo dynamics, as in this case τ = δ2

σ2 and the
typical scale of the displacements becomes

√
〈ε2n〉 = δ.

There is no hard boundary condition for the displacement ε in the active Ornstein-
Uhlenbeck process, thus ε ∈ (−∞,∞). Uncorrelated movements could, in principle, be
achieved by α → ∞, thus τ → 0. However, this corresponds to sampling ε from a random
walk on an infinite line, which would lead to a non-local dynamics. Therefore, in the active
Ornstein-Uhlenbeck process, the tuning parameter for the self-propulsion must be v0.

16The general solution for displacements is εn =
∫ n
−∞ dt e

−α(n−t)rt, thus 〈εnεn′〉 =∫ n
−∞ dt

∫ n′

−∞ dt
′ e−α(n−t)−α(n′−t′)〈rtrt′〉 = Da

α
e−α(n−n′)
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Choosing again the ballistic scaling t = nδ, v(t) = εn
δ and ξ(t) = rn

δ2 for ε, and x(t) = xn,
and η(t) = sn

δ for the space gives

v̇(t) = −σ
2

δ3
v(t) + ξ(t) with 〈ξ(t)ξ′(t)〉 = 2

σ2

δ3
δ(t− t′)

ẋ(t) = v0 v(t) +
β

δ
F (x(t)) + η(t) with 〈η(r)η(t′)〉 = 2

D

δ
δ(t− t′) ,

thus the steady state is characterized by four parameters 1
λ = σ2

δ3 , βδ , Dδ and v0, which are just
like in the active random acceleration process. The corresponding Fokker-Planck equation
is

∂

∂t
Pt(x, v) =

1

λ

∂2

∂v2
Pt(x, v) +

1

λ

∂

∂v
[vPt(x, v)]

+
D

δ

∂2

∂x2
Pt(x, v)− β

δ

∂

∂x
[F (x)Pt(x, v)]− v0

∂

∂x
[vPt(x, v)] . (II.55)

In comparison with the Fokker-Planck equation (II.49) of the active random acceleration
process, (II.55) has an additional term, as there is no reflecting boundary condition for the
velocity. However, the steady state ( ∂∂tPt(x, v) = 0) depends on three parameter only, which
are Dλ

δ , v0λ, and the third one from βλ
δ F (x).

Specifying the potential the particle is trapped in by the potential in (II.9) with n = 6 and
then proceeding with the scaling by the spatial length scale d (t̃ = t

d , ṽ(t̃) = v(t), x̃(t̃) = x(t)
d ,

ξ̃(t̃) = ξ(t)d, η̃(t̃) = η(t)) the equations of motion become (dropping the ∼-notation)

v̇(t) = −d
λ
v(t) + ξ(t) with 〈ξ(t)ξ′(t)〉 = 2

d

λ
δ(t− t′)

ẋ(t) = v0 v(t) + Γ̂f(x) + η(t) with 〈η(r)η(t′)〉 =
2D

δd
δ(t− t′) ,

with f(x) = −(1− x)−7 + (1 + x)−7 and Γ̂ = 6βu0γ6

δd7 . Rescaling the Fokker-Planck equation
in (II.55) leads to

∂

∂t
Pt(x, v) =

d

λ

∂2

∂v2
Pt(x, v) +

d

λ

∂

∂v
[vPt(x, v)]

+
D

δd

∂2

∂x2
Pt(x, v)− 6u0γ

6

kBTδd7

∂

∂x
[f(x)Pt(x, v)]− v0

∂

∂x
[vPt(x, v)] . (II.56)

Thus finally, it turns out that the active Ornstein-Uhlenbeck process has the same three
dimensionless17 scaling parameters as in the active random acceleration process, namely

D

δd

λ

d
=
Dδ2

σ2d2
, v0

λ

d
= v0

δ3

σ2d
and Γ∗ =

6u0γ
6

kBTδd7

λ

d
=

6u0γ
6δ2

kBTσ2d8
.

Remarks:

17All scaling parameters are dimensionless just in the same manner as for the active random acceleration
process.



Version of Friday 1st March, 2019, 11:50

108 Chapter II. Two-dimensional interacting particles in and out of equilibrium

1. The passive limit Fokker-Planck equation is recovered for v0 = 0, thus Pt(x, v) =
Pt(x)Pt(v). With this condition, integrating (II.56) over v ∈ (−∞,∞) leads to

∂

∂t
Pt(x) =

D

δd

∂2

∂x2
Pt(x)− 6u0γ

6

kBTδd7

∂

∂x
[f(x)Pt(x)] ,

as
∫ ∞

−∞
dv Pt(x, v) = Pt(x) ,

∫ ∞

−∞
dv

∂2

∂v2
Pt(x, v) = 0 , as , Pt(x, v)→ 0 for v → ±∞

∫ ∞

−∞
dv

∂

∂v
[v Pt(x, v)] = 0 , as , Pt(x, v)→ 0 for v → ±∞ .

This Fokker-Planck equation is exactly the same as in the active random acceleration
process (II.52) and thus has the same steady state solution (II.53), which depends on a
single parameter that is Γ0

D .

2. Again, considering the additional condition D = 1 (in order to be able to access the
correct passive limit) the steady-state Fokker-Planck equation where ∂

∂tPt(x, v) = 0,
can be rewritten as

0 =
δd2

λ

∂2

∂v2
Pt(x, v) +

δd2

λ

∂

∂v
[vPt(x, v)]

+
∂2

∂x2
Pt(x, v)− Γ0∂x [f(x)Pt(x, v)]− v0δd

∂

∂x
[vPt(x, v)] ,

thus the characteristic scaling parameters are just the same as in the active random
acceleration process

Γ0 , v0δd , and
δd2

λ
.

It is straightforward to check that the passive case v0 = 0 decouples the probability
Pt(x, v) = Pt(x)Pt(v), thus the passive steady state depends on Γ0 only.

II.4.5 Summary

Even though the analysis for the active random acceleration process and the active Ornstein-
Uhlenbeck process is presented only for a single particle in a confining one-dimensional
potential, it is straightforward to extend the analysis to many particles and to higher di-
mensions. The same set of scaling parameters is valid for a pair potential of the form18

U(r) = u0(γr )n with n = 6 and the dimension enters only through the characteristic length
scale d, when it is expressed in terms of φ (see paragraph d) in subsection II.4.2).

The following table summarizes the scaling results of the different dynamics considered
in this section II.4.

18A different n changes the exponents in the Γ-scaling parameters.
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relevant
scaling parameters

passive limit
scaling parameters

dimensional reduction
in active limit

kinetic
Monte Carlo

Γ0, λd , δd Γ0 = 6u0γ6

kBTd6 Γ = 6u0γ6δ
kBTd7 , λd ,

(δ small)

active random
acceleration process Γ0, v0δd, δd

2

λ ,
(D = 1)

Γ0

(D = 1)
Γ∗ = 6u0γ6δ2

kBTσ2d8 , v0
λ
d ,

(D = 0)

active Ornstein-
Uhlenbeck process Γ0, v0δd, δd

2

λ ,
(D = 1)

Γ0

(D = 1)
Γ∗, v0

λ
d

(D = 0)

Table II.3: Summary of the dimensionless scaling parameter for the three dynamics consid-
ered in this section II.4 in the active/self-propelled and passive limit.

This section II.4 started with the aim to find the minimum set of relevant parameters
to describe the phase behavior in the kinetic Monte Carlo dynamics. In general, the many-
particle phase diagram can be described on a three-parameter space (Γ0, λ

d , δ
d ), which in-

cludes both, the passive and the self-propelled limit. When δ is small, in the active region
(with limits of validity), the parameter space can be reduced to two dimensions. However,
this makes the passive region disjoint from the rest of the phase diagram, where the relevant
parameter is different. This is a feature common with the two other continuous stochastic
models of self-propelled dynamics. The important observations are the following:

1. For a full characterization of the phase diagram, three parameters are necessary.

2. In restrictive regions of the persistent limit, it is possible to effectively reduce to two
parameters. However, from this limit, taking the persistence to zero only connects to
the zero temperature passive dynamics. For example, in the Monte Carlo dynamics,
see equation (II.34) which corresponds to zero temperature. In the other two stochas-
tic models, as shown in the table, the two-parameter regime is obtained by setting
D = 0, which equivalently corresponds to zero temperature in the passive limit.

3. This singular behavior near the passive limit is not due to the discrete nature of the
Monte Carlo dynamics, nor is it due to the Metropolis filter. This is confirmed by the
analysis of the two continuous stochastic models of persistent dynamics.

4. The small-δ limit is not a necessary criterion for a continuous limit of the discrete-
time Monte Carlo dynamics. However, the small-δ limit is one way of reducing the
relevant number of parameters. The continuous limit of the Monte Carlo dynamics is
given in (II.42) without δ being small.

5. Even though the small-δ limit could reduce the number of relevant parameters, it
introduces different continuous dynamics in the passive and in the persistent case,
which have different characteristic scaling parameters. This difference is related to
the non-commuting order of limits δ → 0 and λ → 0. More precisely, taking the
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λ→ 0 limit before the δ → 0 limit leads to the passive Langevin equation (II.33), with
Γ0 as the characteristic parameter. On the other hand, taking the limit δ → 0, while
keeping λ finite, leads to the active/persistent coupled Langevin equations (II.36a)
and (II.36b), where the characteristic parameter is Γ. Proceeding here with λ → 0
does not make Γ equal to Γ0. Such a singular behavior of different continuous limits
is well-known in driven diffusive models of non-equilibrium systems. For example,
in exclusion processes, the exchange of the order of limits of vanishing bias and the
thermodynamic limit lead to different hydrodynamic descriptions[211].

II.5 Pressure in the kinetic Monte Carlo

The nature of melting transitions in two-dimensional equilibrium particle systems has been
long debated [128, 142, 144–146, 153, 154, 177, 184, 185, 212–216]. The contentious point con-
cerned the question whether the transitions are of first order, or of continuous nature and
on the very existence of the hexatic phase. First-order transitions are characterized by finite
correlation lengths. However, the distinction from a pure power-law correlation associated
with a continuous transition can be hard in numerical simulations of finite systems. The
investigation of the equation of state (pressure over volume) in a (N,V, T ) ensemble offers
an alternative approach to unambiguously identify a first-order transition.

Figure II.42: First-order phase transition. a) Schematic of the theoretical free energy per particle fh
for a homogeneous particle system around a first-order phase transition as a function of the specific
volume ν. The concave shape induces a phase coexistence in the real particle system that follows fc.
b) Schematic of the corresponding pressure as a function of ν. The real system shows a phase coex-
istence in the interval ν1 < ν < ν2 and follows Pc, as the dashed loop for Ph is thermodynamically
unstable.

Assuming a homogeneous density distribution, the resulting theoretical free energy of
a system undergoing a first-order phase transition is concave, see Fig. II.42. The schematic
shows the free energy per particle f(v) = F

N as a function of the specific volume v = V
N

for a system around a first-order transition. For a homogeneous system, the free energy fh
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is concave within the interval v1 < v < v2, which corresponds to an increase of the free
energy. However the real system has an alternative to following this increase. It minimizes
f by phase separating in a dilute phase with the proportion n2 = N2

N and a dense phase
with n1 = N1

N = 1− n2, thus

fc(v) = fh(v1) + n2[fh(v2)− fh(v1)] < fh(v) , n2 =
v − v1

v2 − v1
∈ [0, 1] .

This behavior is reflected in the pressure P = −∂f
∂v . The theoretical curve resulting from

fh(v) shows a pressure loop, known as Van-der-Waals loop. The pressure of the real system
does not follow this theoretical prediction, but stays constant within the interval of the first-
order transition. The constant valueP ∗ can be determined using the "Maxwell construction"
which equalizes the two shaded areas enclosed by the loop and P ∗.

The analysis of a similar pressure loop19 played a key role in closing the debate about
the nature of the equilibrium melting transitions in two dimensions. However, the existence
of a thermodynamic pressure in non-equilibrium active systems is a substantial question
and has been intensely discussed in the recent literature [47, 48, 51, 102, 105, 206]. Even
though [48] shows that pressure is not a state function for generic active fluids (e.g. parti-
cles of arbitrary shape, arbitrary alignment-interactions, etc.), the work of Solon et. al [51]
gives an explicit proof that pressure is, after all, well-defined in a specific class of active
particle systems. This class consists of self-propelled (persistently moving), symmetric par-
ticles, without alignment interactions and torque-free pairwise inter-particle forces, as well
as torque-free wall interactions. The kinetic Monte Carlo dynamics discussed in this thesis
belongs to this narrow class of models, where it may be possible to define a mechanical
pressure that can be interpreted as the thermodynamic pressure, in the sense that the ex-
pression for pressure does not depend explicitly on the wall interaction.

The definition of pressure within the dynamics discussed in this thesis would offer an
approach to identify first-order transitions within the two-step melting scenario outside
equilibrium reported here. It would also provide a tool to quantify the effect of persistent
motion further. Does persistent motion has a similar role as the softness of the potential,
thus the first-order transitions observed in the equilibrium melting scenario disappear with
increasing persistence as suggested in [108]? In addition, it would allow for a detailed study
of the observed motility-induced liquid-gas coexistence [51, 105].

To follow the derivation of an expression for pressure in [51] a Langevin description of
the dynamics is required, thus this section II.5 approaches an expression for pressure for
the small-δ limit of the kinetic Monte Carlo dynamics. It was shown in section II.4 that the
kinetic Monte Carlo dynamics has a Langevin description in this limit, whereas the general
continuous description by the Fokker-Planck equation in (II.42) cannot be easily mapped to
a Langevin description.

II.5.1 Pressure in the passive limit of kinetic Monte Carlo

The goal of this subsection II.5.1 is to transmit the principle idea of the derivation of pressure
by studying the passive limit of the kinetic Monte Carlo dynamics. In this limit, the final

19In contrast to the Van-der-Waals loop, the Mayer-Woods loop observed in [12, 192] is an artifact of the finite
system size [202].
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expression must correspond to the equilibrium virial expression for pressure and thus offers
a consistency check of the approach.

To derive an expression for the mechanical pressure, an additional external forceF (e)(xi)
on each particle is introduced, which plays the role of a confining wall. It is well-known
that the equilibrium expression for pressure is independent of the wall potential and solely
depends on correlations in the bulk. The Fokker-Planck equation in (II.38) changes to (drop-
ping for simplicity the ∼-notation for the scaled coordinates)

∂

∂t
Pt[x] = −β

∑

i

∂

∂xi
Fi(x)Pt[x]− β

∑

i

∂

∂xi
F (e)(xi)Pt[x] +

∑

i

∂2

∂x2
i

Pt[x] ,

with βFi(x) = Γ0
∑

j 6=i
1

(xi−xj)7 and Γ0 = 6u0γ6

kBTd6 . The temperature (kBT = β−1) is included
as a prefactor in the force term. This choice still satisfies the fluctuation-dissipation relation.

The corresponding multi-particle Langevin equation is

ẋi(t) = βFi(x) + βF (e)(xi) + ηi(t)
〈
ηi(t) ηj(t

′)
〉

= 2δi,jδ(t− t′) . (II.57)

In the following the inter-particle force is written as

βFi(x) = Γ0

∑

j

sign(xi − xj)
|xi − xj |7

= β
∑

j

Φ(xi − xj) , (II.58)

with the sum over all particles, including the ith one, as the force on a particle by itself is
zero, which is taken care of by the sign function (sign(0) = 0). The Langevin equation is
written in coordinates scaled by d.

The starting point consists of the definition of a microscopic density function (often
called fluctuating distribution function)

ψ̂t(x) =
∑

i

δ(x− xi(t)).

ψ̂t(x)dx gives the number of particles in the interval [x, x + dx] at time t, during one time
evolution (it is not a probability).

The time evolution of ψ̂t(x) is given by (see A.7 for details)

d

dt
ψ̂t(x) = − ∂

∂x



η(x, t) + βψ̂t(x)

∑

j

Φ(x− xj) + βF (e)(x)ψ̂t(x)− ∂2ψ̂t(x)

∂x2



 (II.59a)

where Φ(x) is given in (II.58) and

〈η(x, t)〉 = 0 , 〈η(x, t) η(x′, t′)〉 = 2 ψ̂t(x)δ(t− t′)δ(x− x′) . (II.59b)

Equation (II.59a) gives the time evolution of the density in one realization (history) of
a Monte Carlo simulation. The average over the ensemble (over noise η(x, t)) leads to the
average density ρt(x) = 〈ψ̂t(x)〉 and its time evolution as a continuity equation

d

dt
ρt(x) =− ∂

∂x
Jt(x)

Jt(x) =β

〈
ψ̂t(x)

∑

j

Φ(x− xj)
〉

+ βF (e)(x) ρt(x)− ∂ρt(x)

∂x
.
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The first term in the current can be rewritten as
〈
ψ̂t(x)

∑

j

Φ(x− xj)
〉

=

〈
ψ̂t(x)

∫
dy
∑

j

δ(y − xj)Φ(x− y)

〉
=

∫
dyΦ(x−y)

〈
ψ̂t(x) ψ̂t(y)

〉
.

This leads to the ensemble-averaged particle current

Jt(x) = β

∫
dyΦ(x− y)

〈
ψ̂t(x) ψ̂t(y)

〉
+ β F (e)(x)ρt(x)− ∂ρt(x)

∂x
,

with the last term being a Fick’s-law term.
As the particles are confined in some external wall potential, the particle current must

vanish in the steady state, and therefore,

−F (e)(x)ρ(x) =

∫
dyΦ(x− y)

〈
ψ̂(x) ψ̂(y)

〉
− kBT

dρ(x)

dx
. (II.60)

Pressure

The mechanical pressure is the average force exerted by all particles on the external wall.
Here, F (e)(x) is defined as force exerted by the wall on a particle at position x. Using
Newtons third law, the pressure on the right wall is thus given by

p = −
∫ ∞

Λ
dxF (e)(x)ρ(x) ,

where the lower integration limit Λ could be any point inside the bulk, with the assumption
that the external force vanishes at this point. The upper limit could be any point where the
wall potential becomes infinite. Using (II.60), it follows

p = kBT ρ̄+

∫ ∞

Λ
dx

∫ ∞

−∞
dyΦ(x− y)

〈
ψ̂(x) ψ̂(y)

〉
,

where ρ(∞) = 0 and ρ(Λ) = ρ̄ was used, with ρ̄ being the bulk density. The expression can
be further simplified

p = kBT ρ̄+

∫ ∞

Λ
dx

∫ Λ

−∞
dyΦ(x− y)

〈
ψ̂(x) ψ̂(y)

〉
, (II.61)

where the contribution from the y-integral over range [Λ,∞] vanishes because Φ(x − y) =
−Φ(y − x). This is the expression for the mechanical pressure [51].

Remarks:

1. The expression for pressure (II.61) does not depend on the wall potential. In fact,
the same expression holds for periodic boundary conditions. In this sense, it is a
thermodynamic pressure.

2. The first term ρ̄kBT is the ideal gas term.

3. The second term involves the pair-correlation g(r) =
〈
ψ̂(0)ψ̂(r)

〉
, and corresponds to

the standard interaction part in the virial expression.
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II.5.2 Pressure in the persistent limit of kinetic Monte Carlo

The calculation in the previous subsection II.5.1 can be generalized for the persistent limit.
The corresponding Langevin description of the rescaled Fokker-Planck equation in (II.37)
for the persistent regime in the small-δ limit is

v̇i(t) = ξi(t) + R̃(vi(t)) with 〈ξi(t)〉 = 0,
〈
ξi(t) ξj(t

′)
〉

= 2Daδi,jδ(t− t′) (II.62)
ẋi(t) = vi(t)hi

(
x(t), vi(t)

)
, (II.63)

with Da = dσ2

2δ3 = d
2λ and

hi(x, vi) = min
{

1, eΓviFi[x]
}

and Γ =
6u0γ

6δ

kBTd7
.

To derive the expression for the mechanical pressure, an external force term F (e)(xi) acting
on a particle at xi must be added in (II.63), representing the confining wall. Moreover, it is
possible to add an additional noise term η, which can be dropped at any point by simply
choosing D = 0, thus the Langevin equation for x becomes

ẋi(t) = vi(t)hi
(
x(t), vi(t)

)
+ F (e)(xi) + ηi(t) , with

〈ηi(t)〉 = 0,
〈
ηi(t) ηj(t

′)
〉

= 2D δi,jδ(t− t′) .
(II.64)

Remark: In case the term vi(t)hi
(
x(t), vi(t)

)
can be written as a derivative of some inter-

particle potential, this system equilibrates at a temperature determined by D. In this sense,
the additional noise term η provides a source for thermal fluctuations, different from the
"temperature" T incorporated in Γ. However, this term cannot be written as a gradient
force, which is usually the case for systems outside equilibrium. This means that T , in this
persistent limit, does not have an interpretation as temperature.

The corresponding Fokker-Planck equation has the form

∂

∂t
Pt[x,v] =D

∑

i

∂2

∂x2
i

Pt[x,v] +Da

∑

i

∂2

∂v2
i

Pt[x,v]

−
∑

i

∂

∂xi

{
vihi(x, vi)Pt[x,v]

}
−
∑

i

∂

∂xi

{
F (e)(xi)Pt[x,v]

}

with the zero-current condition

∂

∂vi
Pt[x,v] = 0 , at vi = ±1 ,

which takes care of the reflecting boundary condition on vi(t).
In the following, the inter-particle force is again redefined as

Fi(x) =
∑

j

sign(xi − xj)
|xi − xj |7

=
∑

j

Φ(xi − xj) .
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The corresponding fluctuating distribution function is now a function of both x and v

ψ̂t(x, v) =
∑

i

δ(x− xi(t))δ(v − vi(t)) (II.65)

and its time evolution is given by (see A.8)

d

dt
ψ̂t(x, v) =− ∂

∂v

{
ξt(x, v)−Da

∂

∂v
ψ̂t(x, v)

}

− ∂

∂x

{
ηt(x, v) + ψ̂t(x, v) v χ

[
Γv

∫
dx′dv′Φ(x− x′) ψ̂t(x′, v′)

]

+F (e)(x)ψ̂t(x, v)−D ∂

∂x
ψ̂t(x, v)

}
,

(II.66)

where the function χ[s] is defined as

χ[s] = min {1, es} ,

and

〈ξt(x, v)〉 =0
〈
ξt(x, v) ξt′(x

′, v′)
〉

= 2Da ψ̂t(x, v)δ(t− t′)δ(x− x′)δ(v − v′)
〈ηt(x, v)〉 =0

〈
ηt(x, v) ηt′(x

′, v′)
〉

= 2D ψ̂t(x, v)δ(t− t′)δ(x− x′)δ(v − v′) .

The time evolution does not contain a term with R̃ for the reflecting boundaries anymore.
This condition is taken care of by

ξt(x, v)−Da
∂

∂v
ψ̂t(x, v) = 0 at v = ±1 , (II.67)

which imposes that there is no outgoing current at the v-space boundary.

Hierarchy of moments and an expression for pressure

To gain an formula for the mechanical pressure, expressions for the average density and
other moments are needed. The particle density, and the local velocity, in one realization is
defined as

ρ̂t(x) =

∫ 1

−1
dv ψ̂t(x, v) ,

m̂t(x) =

∫ 1

−1
dv vψ̂t(x, v) .

The ensemble-averaged density ρt(x) = 〈ρ̂t(x)〉 follows a continuity equation (see A.9 for
details)

d

dt
ρt(x) = − d

dx
Jρ(x, t) , (II.68)

with the particle current

Jρ(x, t) =

∫ 1

−1
dv

〈
ψ̂t(x, v) v χ

[
Γv

∫
dx′dv′Φ(x− x′)ψ̂t(x′, v′)

]〉
+F (e)(x)ρt(x)−D d

dx
ρt(x) .
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Due to the confining wall, the average particle current must vanish in the steady state, thus

−F (e)(x)ρ(x) =

∫ 1

−1
dv

〈
ψ̂(x, v) v χ

[
Γv

∫
dx′dv′Φ(x− x′)ψ̂(x′, v′)

]〉
−D d

dx
ρ(x) .

The expression simplifies further, if χ[s] = 1−Θ[−s](1− es) is used, leading to

− F (e)(x)ρ(x) = −D d

dx
ρ(x) +m(x)

−
∫ 1

−1
dv

〈
ψ̂(x, v) vΘ

[
−Γv

∫
dx′Φ(x− x′)ρ̂(x′)

](
1− eΓv

∫
dx′Φ(x−x′)ρ̂(x′)

)〉
,

where m(x) = 〈m̂(x)〉 is the ensemble average of the mean velocity vector m̂(x). Thus,
finally the mechanical pressure on the right wall is given by

p = −
∫ ∞

Λ
dxF (e)(x)ρ(x) = Dρ̄+

∫ ∞

Λ
dxm(x)

−
∫ ∞

Λ
dx

∫ 1

−1
dv

〈
ψ̂(x, v) vΘ

[
−Γv

∫ ∞

−∞
dx′Φ(x− x′)ρ̂(x′)

](
1− eΓv

∫∞
−∞ dx′Φ(x−x′)ρ̂(x′)

)〉
,

(II.69)

where the upper integration boundary can be again any point where the wall potential
becomes infinite, thus ρ(∞) = 0 and Λ can be any point deep inside the bulk, where the
wall potential vanishes, thus ρ(Λ) = ρ̄ is the bulk density.

Remarks:

1. Clearly the expression for pressure depends on the bulk density ρ̄, the velocity field
m(x), and higher moments like Ĝ(x) =

∫
dv v3ψ̂(x, v), and their correlations (e.g.

〈m̂(x)Ĝ(x′)〉). There is a hierarchy of these moments, thus they need to be calcu-
lated order by order. In some cases this hierarchy can be closed, as for example in
the active Ornstein-Uhlenbeck process (see next section II.6) or for Active Brownian
spheres [51].

2. Although there is a linear dependence on the bulk density, it is not the same as the
ideal gas term in equilibrium. It follows for non-interacting (Φ = 0) persistently mov-
ing particles

∫ 1

−1
dv v

〈
ψ̂t(x, v)

〉
=

∫ 1

−1
dv vP (v|x)P (x)︸ ︷︷ ︸

ρ̄

= ρ̄

∫ 1

−1
dv vP (v|x)

︸ ︷︷ ︸
〈v(x)〉

,

where 〈v(x)〉 is the single particle velocity distribution. In this case(II.69) becomes

p =

[
D +

∫ ∞

Λ
dx〈v(x)〉

]
ρ̄ ,

where the prefactor plays the role of an effective temperature.
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Mean velocity field, and higher moments

The expression for pressure involves m(x) and higher moments. Multiplying (II.66) with
v and integrating over v and then taking the ensemble average leads, in the steady state
(dm(x)

dt = 0), to

0 =Da [ψ(x,−1)− ψ(x, 1)]− d

dx

{∫ 1

−1
dv

〈
ψ̂(x, v) v2 χ

[
Γv

∫
dx′Φ(x− x′)ρ̂(x′)

]〉

+F (e)(x)m(x)−D d

dx
m(x)

}
.

The calculation of the pressure for this problem gets difficult, especially because of the
non-smooth properties of the Metropolis filter. Although the calculation may be possible
to carry out with reasonable approximations, it is left for a future project. Instead, the
next section II.6 analysis the pressure in the active Ornstein-Uhlenbeck process, where a
similar calculation can be carried out by closing the hierarchy under certain reasonable
assumptions.

II.6 Pressure in the active Ornstein-Uhlenbeck process

This section II.6 is dedicated to the calculation of the mechanical pressure in the active
Ornstein-Uhlenbeck process, first analyzed in [217], and then further investigated in [104].
The aim is to demonstrate that the hierarchy of moments can be closed in this case under
certain reasonable assumptions, leading to a closed-form formula for the pressure.

The active Ornstein-Uhlenbeck process in a many-particle system with i = 1, 2 . . . , N is
described by

v̇i(t) = −αvi(t) + ηi(t) , with
〈ηi(t)〉 = 0 ,

〈
ηi(t) ηj(t

′)
〉

= 2Daδ(t− t′)δij
(II.70)

and

ẋi(t) = v0vi(t) + Fi(x) + ξi(t) , with
〈ξi(t)〉 = 0 ,

〈
ξi(t) ξj(t

′)
〉

= 2Dtδ(t− t′)δij ,
(II.71)

with x = {x1, · · · , xN} and Fi(x) is the total force on particle i, including inter-particle
forces, as well as forces exerted by an external potential.

The time evolution of the fluctuating distribution function, which has the same form as
in (II.65), is given by (see A.10 for details)

d

dt
ψ̂t(x, v) =− ∂

∂v

{√
2Daψ̂t(x, v)η̂(x, v, t)− αvψ̂t(x, v)−Da

∂

∂v
ψ̂t(x, v)

}

− ∂

∂x

{√
2Dtψ̂t(x, v)ξ̂(x, v, t) + v0vψ̂t(x, v)

+
∑

i

ρ̂i(x, v, t)Fi(x′(t))−Dt
∂

∂x
ψ̂t(x, v)

}
,

(II.72)
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with ρ̂i(x, v, t) = δ(x− xi(t))δ(v − vi(t)) and

〈
ξ̂(x, v, t)

〉
=0

〈
ξ̂(x, v, t) ξ̂(x′, v′, t′)

〉
= δ(t− t′)δ(x− x′)δ(v − v′) ,

〈η̂(x, v, t)〉 =0
〈
η̂(x, v, t) η̂(x′, v′, t′)

〉
= δ(t− t′)δ(x− x′)δ(v − v′) .

(II.73)

Assuming that the particles interact via pair-wise forces, with F (xi, xj) being the force
the jth particle exerts on the ith one, and that the particles are under the influence of some
external potential, which exerts the force F (e)(xi) on the ith particle, the total force Fi(x) on
particle i can be specified as

Fi(x) = F (e)(xi) +
∑

j 6=i
F (xi, xj) .

With this assumption, the force term in (II.72) can be written as

∑

i

ρ̂i(x, v, t)Fi(x′(t)) =
∑

i

ρ̂i(x, v, t)F
(e)(x) +

∑

i

ρ̂i(x, v, t)
∑

j 6=i
F (x, xj)

= ψ̂t(x, v)F (e)(x) +
∑

i

∑

j 6=i
F (x, xj)ρ̂i(x, v, t) ,

as ψ̂t(x, v) =
∑

i ρ̂i(x, v, t). By further specifying the pairwise inter-particle forces as

F (xi, xj) = F (xi − xj) = sign(xi − xj)|F (|xi − xj |)| , with
F (xi, xj) = 0 if i = j ,

it follows
∑

i

∑

j 6=i
F (x, xj)δ(x− xi(t))δ(v − vi(t)) =

∑

j

F (x− xj)ψ̂t(x, v)

= ψ̂t(x, v)

∫
dx′dv′

∑

j

δ(x′ − xj(t))δ(v′ − vj(t))F (x− x′)

= ψ̂t(x, v)

∫
dx′dv′F (x− x′)ψ̂t(x′, v′) = ψ̂t(x, v)

∫
dx′F (x− x′)ρ̂t(x′) ,

where the definition

ρ̂t(x) =

∫
dv ψ̂t(x, v) (II.74)

is used. Therefore (II.72) becomes

d

dt
ψ̂t(x, v) =− ∂

∂v

{√
2Daψ̂t(x, v)η̂(x, v, t)− αvψ̂t(x, v)−Da

∂

∂v
ψ̂t(x, v)

}

− ∂

∂x

{√
2Dtψ̂t(x, v)ξ̂(x, v, t) + v0vψ̂t(x, v)

+ F (e)(x)ψ̂t(x, v) + ψ̂t(x, v)

∫
dx′F (x− x′)ρ̂t(x′)−Dt

∂

∂x
ψ̂t(x, v)

}
.

(II.75)
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Moments and pressure

As in the case of the kinetic Monte Carlo dynamics, the calculation of pressure requires the
calculation of the moments for the distribution ψ̂t(x, v). The 0th moment ρ̂t(x) is defined in
(II.74). Integrating (II.75) over v on both sides leads to20

d

dt
ρ̂t(x) = − ∂

∂x

{
v0m̂t(x) + F (e)(x)ρ̂t(x) +

∫
dx′F (x− x′)ρ̂t(x)ρ̂t(x

′)
}

+Dt
∂2

∂x2
ρ̂t(x)−

∫
dv

∂

∂x

[√
2Dtψ̂t(x, v)ξ̂(x, v, t)

]
−
∫
dv

∂

∂v

[√
2Daψ̂t(x, v)η̂(x, v, t)

]
,

with the 1st moment defined as

m̂t(x) =

∫
dv v ψ̂t(x, v) . (II.76)

Following the Itō convention, the time evolution of the ensemble-averaged density ρt(x) =
〈ρ̂t(x)〉 follows a continuity equation of the form (as the mean of the noise is zero, see (II.73))

d

dt
ρt(x) = − ∂

∂x
Jt(x) ,

with

Jt(x) = v0mt(x) + F (e)(x)ρt(x) +

∫
dx′F (x− x′)

〈
ρ̂t(x)ρ̂t(x

′)
〉
−Dt

∂

∂x
ρt(x) . (II.77)

In the steady state d
dtρt(x) = 0, thus the current Jt(x) must be constant. Having chosen a

confining potential as boundary condition for the particle system, the current must be zero.
With (II.77), it thus follows

0 = v0m(x) + F (e)(x)ρ(x)−Dt
∂

∂x
ρ(x) + I1(x) , with (II.78)

I1(x) =

∫
dx′F (x− x′)

〈
ρ̂(x)ρ̂(x′)

〉
.

An expression for the average steady-state velocity m(x) of a particle at position x can be
gained from its time evolution (see A.11)

d

dt
mt(x) = − ∂

∂x

{
v0Qt(x) + F (e)(x)mt(x) + I2(x)

}
+Dt

∂2

∂x2
mt(x)− αmt(x) , with

I2(x) =

∫
dx′ F (x− x′)

〈
ρ̂t(x

′)m̂t(x)
〉
,

(II.79)

which includes the ensemble average of the 2nd moment

Q̂t(x) =

∫
dv v2ψ̂t(x, v) .

20∫∞
−∞ dv

∂2

∂v2
ψ̂t(x, v) =

[
∂
∂v
ψ̂t(x, v)

]∞
v=−∞

= 0, because of the confinement of v in the harmonic potential

and
∫∞
−∞ dv

∂
∂v

[
αvψ̂t(x, v)

]
=

[
αvψ̂t(x, v)

]∞
v=−∞

= 0, for the same reasoning.
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In the steady state d
dtmt(x) = 0, thus

αm(x) = − ∂

∂x

{
v0Q(x) + F (e)(x)m(x)−Dt

∂

∂x
m(x) + I2(x)

}
. (II.80)

As in the previous subsection II.5.1, the mechanical pressure on the right wall of the poten-
tial, which exerts F (e) on the particles, is given by

P = −
∫ ∞

Λ
dxF (e)(x)ρ(x) , (II.81)

where the lower integration boundary Λ can be any point inside the bulk, where the wall
force vanishes, and the upper boundary can be any point at which the wall potential be-
comes infinite. With (II.78) it follows that (see A.12 for details)

P =
v0

α
[v0Q(Λ) + I2(Λ)] +Dt ρ(Λ) +

∫ ∞

Λ
dx I1(x) , (II.82)

where the two assumptions

m(Λ) = 0 and
∂

∂x
m(x)

∣∣∣∣
x=Λ

= 0

were made for the steady-state bulk mean velocity21.
It can be shown (see A.13) that for large system sizes

Q(Λ) ' Da

α
ρ(Λ) . (II.83)

The assumption leading to the closure of the hierarchy of moments is that the probability
to find a particle with a certain velocity is independent of the exact position inside the bulk,
thus

P (x = Λ, v) ' ρ(Λ)P (v) .

Furthermore, the last term in (II.82) can be recast as
∫ ∞

Λ
dx I1(x) =

∫ ∞

Λ
dx

∫ Λ

−∞
dx′ F (x− x′)〈ρ̂t(x′)ρ̂t(x)〉

︸ ︷︷ ︸
:=PD

+

∫ ∞

Λ
dx

∫ ∞

Λ
dx′ F (x− x′)〈ρ̂t(x′)ρ̂t(x)〉

︸ ︷︷ ︸
=0 , as F (x−x′)=−F (x′−x)

,

21These assumptions on the bulk mean velocity allow for a check of (II.78). The wall force was assumed
to vanish inside the bulk, thus F (e)(Λ) = 0. Furthermore, it follows in the steady state that m(Λ) = 0 and
∂
∂x
ρ(x)

∣∣
x=Λ

= 0, thus the integral

I1(Λ) =

∫ ∞
−∞

dx′F (Λ− x′)〈ρ̂(Λ)ρ̂(x′)〉 = 0

must vanish inside the bulk. This is a consistent consequence, as the net force in the bulk must be zero.
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where PD is the standard interaction part in the pressure of equilibrium systems. The pres-
sure in the bulk of the particle system can be thus expressed as

P = ρt(Λ)

[
Dt +

v2
0

α2
Da

]

︸ ︷︷ ︸
:=P0

+
v0

α
I2(Λ)

︸ ︷︷ ︸
:=PI

+PD ,

where P0 corresponds to the ideal gas contribution in the virial equation if v0 = 0, PD is the
second virial term and PI is the indirect contribution incorporating the correlation between
density and velocity (see (II.79)).

It is straightforward to check that the passive limit v0 = 0 recovers the passive virial
expression for pressure.

II.7 Discussion

The numerical simulation results presented in this thesis demonstrate for the concerned
model (see section II.1) of self-propelled particles that the two-step melting from a solid to
a hexatic to a liquid phase is preserved far from equilibrium (where the scenario is well
established) even up to quite high persistence lengths (see subsections II.3.3 and II.3.4).
Under the persistent kinetic Monte Carlo dynamics, the effect of self-propulsion is to shift
the melting transitions to higher densities. There is reason to believe that in the limit of
small activities, active particle systems can retain an effective equilibrium description at
a coarse-grained level [92, 93, 107, 206, 218]. The results presented here considerably ex-
tend this finding, as it positively identifies the continuation of the equilibrium phases at
large persistence lengths. The stability of the hexatic phase (which is explicitly identified
through the orientational and positional correlation functions) is particularly noteworthy.
Its presence illustrates that the dissociation of the ordering between the orientational and
positional degrees of freedom is preserved even at large activities. The results give rise to
the conjecture that for all activities, the hexatic phase is stable in a finite density interval and
that, in the limit of infinite persistence lengths, the liquid–hexatic phase transition shifts to
infinite densities.

Most importantly, the analysis utilized here conclusively identifies the hexatic phase
through the defining exponential decay of its positional correlation functions and algebraic
decay of orientational correlation functions (see subsections II.3.3 and II.3.4). Even though
the existence of the hexatic phase far from equilibrium was suggested earlier in driven-
granulate experiments [219], the correlation functions could not be evaluated precisely in
these experiments, because the system sizes were very small. First experimental indications
of order-disorder transitions in a system of self-propelled particles at high packing fractions
are found in [220].

Furthermore, unambiguous evidence is presented, supporting that in this two-dimensional
self-propelled particle system, MIPS manifests itself as a liquid–gas coexistence (see subsec-
tions II.3.2 and II.3.5). Similar to equilibrium both of these phases (liquid and gas) feature
short-range order. Therefore, this excludes other possibilities like crystals, polycrystals,
and gel phases. Furthermore, the presented full phase diagram on the density-persistence
plane shows the (non-equilibrium) two-step melting scenario as a phenomenon which is
separated from MIPS by a liquid phase (see subsection II.3.4). However, the extension of
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this separation, as well as the extension of the hexatic phase to the limit of infinite densities
and activities cannot be assured by simulations and requires new theoretical approaches.
As observed in other active models (see subsection I.4.1), the MIPS region begins at rela-
tively low densities and high persistence lengths. Drawing analogy with the equilibrium
liquid-gas coexistence, this suggests a critical point at the onset of MIPS. This scenario was
first confirmed [221] in a system of active Brownian particles.

The reason behind the choice of the soft r−6 potential in this thesis is the very small po-
sitional correlation length in the equilibrium hexatic phase, which makes it possible to un-
ambiguously distinguish the hexatic phase from the solid even for moderate system sizes.
However, real-world experiments usually deal with much stiffer potentials [18, 19, 75, 76].
This makes it important to characterize the influence of such stiffer potentials on the phase
diagram. It turns out, as shown in subsection II.3.4, that even for a stiff potential (r−16) the
phase diagram is qualitatively equivalent to that of the r−6 potential: the two-step melting
scenario (including the hexatic phase) survives high persistence lengths and MIPS remains
(as liquid-gas coexistence) separated from the melting transitions. The investigation of the
melting for even stiffer potentials requires the simulation of larger systems as the positional
correlation length of the hexatic phase grows [13]. Therefore, an improved algorithmic ap-
proach is required to study the activity-induced melting for stiff potentials, especially for
the hard-disk limit r−n with n → ∞. However, the kinetic Monte Carlo approach stud-
ied here reaches the steady state even in the hard-disk limit for small densities and high
persistence lengths. This is already within the parameter space where MIPS appears and
it manifests as liquid-gas coexistence (see subsection II.3.5) just like for the soft potential.
Thus, even though the hard-disk melting is not studied here, there is sufficient evidence to
conjecture that the qualitative phase diagram does not change drastically while approach-
ing the hard-disk limit.

As described in subsection I.4.1, there is no consensus on the precise nature of the co-
existing phases observed for monodisperse self-propelled particles. For example, in [97]
MIPS is described as coexistence between a "solid-like and gas state", in [18] as coexistence
between a "dense large cluster and a dilute gas phase", or in [98] as a coexistence between a
"dense and dilute phase", where the dense phase "exhibits structural properties consistent with
a two-dimensional colloidal crystal near the crystal-hexatic transition point". As mentioned in
subsection II.3.2, the positional and the orientational correlation functions are not defined
inside the coexistence region. Therefore, reliable statements about the nature of the coex-
isting phases are difficult to make without steady-state data of the homogeneous phases at
the boundary of the MIPS region. This approach is also followed in [108] which presents
a full phase diagram of symmetric active Brownian particles. It is stated in [108] that the
dense phase of the MIPS "can be either disordered (liquid) or ordered (hexatic or solid)". For
this to happen, the MIPS boundary must interact with the melting transitions. The work
in [108] reports that the activity-induced two-step melting scenario22 with the intermedi-
ate hexatic phase extends up to high activities and moreover, the melting transitions merge
with the MIPS boundary. This result suggests that the high-density phase of MIPS in active
Brownian particles could be either liquid, hexatic or solid.

First results for the full phase diagram of particles following the active Ornstein-Uhlenbeck

22First hints for melting transitions at high densities for the active Brownian model were given in [107, 199]
together with the qualitative picture that self-propulsion shifts the melting transitions to higher densities, but
without evidence for the hexatic phase.
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process were presented in [222]. The results for the kinetic Monte Carlo dynamics presented
here, the active Brownian dynamics results in [108] and the active Ornstein-Uhlenbeck re-
sults in [222] agree in the observation that the two-step melting scenario (including the
hexatic phase) is robust under finite persistence. Differences may be found in the precise
interaction of the melting transitions with the boundary of the MIPS region. Furthermore,
[108] reports deviations from the equilibrium limiting exponents (0.33 and 0.25) for the
positional and orientational correlations predicted in equilibrium by the BKTHNY theory
(see subsection II.3.3 and section I.7). In contrast, the data presented in this thesis sug-
gests that the equilibrium limiting exponents are robust even at high activity (see subsec-
tion II.3.3). This points towards the possibility that a coarse-grained free-energy functional
exists[51, 93, 107, 223], such that both MIPS and the two-step melting are covered under
one effective equilibrium theory.

Such an effective equilibrium description may allow for well-defined state variables,
such as pressure. Although pressure is not a state variable in generic active systems, the
model studied in this thesis belongs to the narrow class with torque-free dynamics where
pressure could be defined [48, 51]. However, the computation of an expression for pres-
sure in the kinetic Monte Carlo model is not straightforward and the calculation in section
II.5 is left with an expression that still needs to be explored further. The effect of persis-
tence could be reflected as a change in the effective pressure. For example, in the phase
diagram in subsection II.3.4, at sufficiently high persistence lengths (say at λ1 = const.),
an increase in density induces a gas–liquid coexistence, in striking analogy with the van-
der-Waals physics found in equilibrium fluids of attractive particles (e.g. the Lennard-Jones
system). Comparing the full equilibrium phase diagram of attractive particles with the here
obtained phase diagram of self-propelled particles would suggest that the effective pressure
decreases with increasing persistence. An even further density increase at the same λ1 fi-
nally induces the ordering transitions in the phase diagram presented here, which again
resembles the behavior of an equilibrium Lennard-Jones system. This only strengthens the
analogy with an equilibrium scenario which is still to be explored.

The above discussion shows, that an expression for the pressure is highly desirable. It
would offer a tool to specify the precise kind of transitions in the non-equilibrium two-step
melting scenario, which remains an unanswered question in this thesis. An expression for
the pressure would furthermore allow for a more detailed study of MIPS.

As shown in section II.6, an expression for a thermodynamic pressure can be derived for
the active Ornstein-Uhlenbeck process. The same [51] applies for the active Brownian dy-
namics. The pressure was used in both models to characterize MIPS [51, 104, 105, 224, 225]
and also exploited recently in [108] to determine the phase transitions in the two-step melt-
ing scenario under the influence of self propulsion. The study in [108] uses a potential stiff
enough to exhibit a first-order liquid-hexatic transition at equilibrium. The authors state
that at sufficiently high self propulsion the first-order transitions becomes a continuous
transition, thus self propulsion would play a similar role as the softness of the inter-particle
potential (see sections I.7, I.8 and subsection II.3.4 ).

As mentioned above, the results in [108], [222] and the results presented in this thesis
suggest that the qualitative picture of the interplay of MIPS with the two-step melting tran-
sitions does depend on how persistence is introduced in the microscopic dynamics. Studies
on an active dumbbell system [106, 205] furthermore suggest that the shape of the particles
affects the phase diagram even stronger. Firstly, it is shown in [106, 205] that also the equi-
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librium dumbbell system undergoes a two-step melting scenario with a first-order liquid-
hexatic transition. Secondly, it is stated that the MIPS region continuously extends from
the equilibrium liquid-hexatic coexistence and persists as such throughout the whole stud-
ied parameter range. However, the common result in all these studies (the here presented
results and [106, 108, 205, 222]) is that the two-step melting scenario holds outside equi-
librium and that the hexatic phase is robust under self-propulsion. In fact, the statement
in [106, 205] goes even further as the dumbbell system has effective alignment interactions
which lead to collective motion in the form of rotating clusters within the coexistence [205].
First experimental studies [226] suggest that additional alignment interactions may not de-
stroy spatial order but lead to the phenomenon of "flowing crystals". As the studied system
sizes are small, conclusive statements (relying on the robust criteria of the decay of spatial
and orientational correlation functions) are still to be obtained. Theoretical and numeri-
cal studies come to contradicting conclusions regarding the questions of the possibility of
spatial order under the influence of additional alignment interactions. In [227, 228] it is
stated that spatial order is indeed possible, whereas [228] states that alignment interactions
destroy spatial order.

Other studies focus on the question of phase transitions in self-propelled polydispersed
particle systems [103, 229]. The investigations in [229] build on the same kinetic Monte
Carlo approach exploited in this thesis, whereas [103] relies on the active Brownian dy-
namics. Both studies report that the freezing transition is shifted to higher densities with
increasing self-propulsion. Furthermore [103] presents evidence for a MIPS region that is
separated from the freezing transition by a liquid phase in analogy to the phase diagram
presented here.

The comparison of these recent studies with the findings of this thesis strengthens a
notion of universality in the system of active matter. It clearly shows that not only the
equilibrium phases survive in presence of self-propulsion, but also new collective behavior
emerges. In real systems, the presence of additional interactions, conservation laws, and
symmetries may lead to more intricate behavior. Nevertheless, it is likely that even for
such general cases thermodynamic phases could be clearly defined, in spite of the lack of
state variables similar to equilibrium. Whether the notion of orders of phase transitions,
criticality, universal scaling laws can be extended to these phase behaviors remains to be
explored. The future of active matter, and more generally of the non-equilibrium physics is
full of such challenging questions waiting to be answered.
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III – Phase transitions in one
dimension

Abstract: There is a misconception, widely shared amongst physicists, that the equilibrium free
energy of a one-dimensional classical model with finite-ranged interactions, and at non-zero
temperatures, cannot show any singularities as a function of the coupling constants. This
chapter presents an instructive counter-example. This is a model of thin rigid linear rods
of equal length 2` whose centers lie on a one-dimensional lattice, of lattice spacing a. The
interaction between rods is a soft-core interaction, having a finite energy U per overlap of rods.
Here, it is shown that the equilibrium free energy per rod F( `a , β), at inverse temperature β,
has an infinite number of singularities, as a function of `a .

III.1 Introduction

One-dimensional systems have their benefits, as they are often easier to treat analytically
than their higher-dimensional counterparts and still they can be of physical relevance.
Many natural phenomena have an effective representation in one dimension, e.g., fluctuat-
ing interfaces [230, 231], binding of polymers [232, 233], wetting transitions [234], transport
in molecular motors [235], etc.. In one of the well-known examples, the scaling laws of the
Kondo problem (related to the anomalous behavior of resistivity in metals due to the scat-
tering of conduction electrons with magnetic impurities) is understood by its equivalence to
a one-dimensional Ising model with 1

r2 interactions [20]. Indeed, such exact solutions lead
sometimes to advances in a much broader context. A large number of fundamental results
in non-equilibrium physics in recent times arose out of one-dimensional models. How-
ever, most studies in equilibrium physics are in higher dimensions, and one-dimensional
systems are often deemed as uninteresting. This could be primarily due to a common be-
lief that one-dimensional systems do not show phase transitions, or more precisely: in any
one-dimensional classical system, in thermal equilibrium, having finite-ranged pairwise in-
teractions, the thermodynamic potential cannot show a singular dependence on the control
parameters [236]. Clearly, typical models in graduate textbooks, namely, the Ising model,
the Potts model, the rotor model, do not show phase transitions in one dimension, except
(perhaps) at zero or infinite temperature, and this strengthens this belief. It is well-known
that Ising himself came to the incorrect conclusion in his thesis (1925) that his model lacks
phase transitions even in higher dimensions. "Es wird gezeigt, dass ein solches Modell noch
keine ferromagnetische Eigenschaften besitzt, und dieser Aussage auch auf das dreidimensionale

125
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Modell ausgedehnt."1

There is no general proof for the absence of one-dimensional phase transitions [10]. The
origin of the folk wisdom about their absence is perhaps an unsubstantiated generaliza-
tion of a rigorous result due to van Hove [9] on the absence of phase transitions in a one-
dimensional system of particles with a non-vanishing hard-core length and finite-ranged
inter-particle interactions. This result was later extended to lattice models [237] and long-
ranged interactions of a power-law decay with distance [22, 23, 238]. The belief further grew
out of essentially two arguments: one, about the absence of phase transitions as a function
of temperature in one-dimensional models having a finite-dimensional irreducible trans-
fer matrix [10] and second, the Landau-Peierls argument about the absence of long-range-
order in one-dimensional systems, when creating a domain-wall has a finite energy cost
[115]. However, their arguments do not cover all possible scenarios, and several counter-
examples of equilibrium phase transitions in one-dimensional models have been known
for a long time: DNA unzipping [232, 233], interface depinning [230], hidden-state models
[239], and condensation in zero-range models [240]. Nevertheless, the incorrect belief per-
sists. This is probably because all these models are defined in higher dimensions and they
have an effective one-dimensional representation. In examples of truly one-dimensional
models [239], the phase transitions appear in unrealistic complex parameter values.

In this chapter, the goal is to clarify this aspect of one-dimensional phase transitions.
For this, first, the issue is discussed with a brief summary of existing models, where the
attempts were mostly to circumvent the Landau-Peierls argument or the Perron-Frobenius
theorem. This part of the discussion is influenced by the paper of Cuesta et al. [10]. After-
wards, a new model is presented which is truly one-dimensional and undergoes an infinite
number of phase transitions, equivalently, it has an infinite number of singularities in the
free energy. Importantly, these phase transitions are due to a different mechanism than the
models studied earlier. The singularities in the free energy are robust, geometrical in ori-
gin, and come from the changes in the structure of the two-body allowed phase space as the
coupling constant is changed. The chapter is concluded with a discussion on the generality
of this mechanism and its extension to higher dimensions or even outside equilibrium.

III.2 Arguments for absence of phase transition

Landau-Peierls argument

One of the most well-known arguments for the absence of phase transitions in one dimen-
sion is due to Landau [115] and Peierls [37]. The argument is best described for the Ising
model, although it is straightforward to generalize. The one-dimensional Ising model is a
two-state model defined on a linear chain of L sites (periodic boundary for simplicity) with a
spin variable Si assigned to each site iwhich can take the value Si = ±1. Each spin interacts
with its nearest neighbors only such that the energy of a spin configuration is given by the
Hamiltonian

H = −J
L∑

i=1

SiSi+1 (III.1)

1Later, it is shown that such a model does not yet own ferromagnetic properties and this statement can
be extended to the three-dimensional model. Source: D. Thouless, "Three lectures on low-dimensional phase
transitions", Trier, August 17-19, (2012).
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where J is the ferromagnetic interaction strength.
The spins in a fully ordered state are either all +1 or all −1. Both states have the least

amount of energy and at zero temperature the system is stuck in one of these configurations.
At a non-zero temperature, the spins fluctuate which results in the creation of domains with
positive and negative spins. Because of the nearest neighbor interaction, the energy cost for
the domain creation originates solely from the domain boundaries. The energy for N such
domain walls is E = 2NJ and the entropy from distributing the walls in the system is
S = kB log L!

N !(L−N)! . Clearly, the entropy gain grows higher than the energy costs as N is
increased. The free energy at temperature T is

F = E − TS = 2NJ − kBT log
L!

N !(L−N)!
.

For large N and L, minimizing the free energy and taking Sterling’s approximation gives
the most probable value for the number of domain walls

N ' L e
− 2J
kBT

1 + e
− 2J
kBT

.

Hence, there is a thermodynamically large number of domains at any finite temperature,
and thus long-range order is not possible.

This problem can also be treated from a dynamical perspective. If a disordered state
with many domain walls has to become ordered at finite temperature, the domain walls
must annihilate each other. However, due to the short-ranged interaction, there is no ef-
fective force between the domain walls which can move them closer to each other for the
annihilation. As a result, the system remains disordered. Clearly, the short-ranged inter-
action is crucial for this argument. In a system with long-range interactions, the energy
cost for the domain creation may grow faster than the entropy and the system may show a
phase transition. The minimum range for such long-range interactions is given by Ruelle
[22] and Dyson [238]. They proved that the pair-interaction decaying as 1

r2 (r is the distance
between variables) sets this boundary between the presence and the absence of long-range
order in one dimension 2.

Degenerate spectrum of the transfer matrix

The above Landau-Peierls argument is not rigorous. In the literature, a rigorous analysis is
often presented using the fact that the free energy is non-analytic at a phase transition. The
associated question is: could such non-analyticity arise in one dimension and what could
prevent it? This can be easily answered in the context of the Ising model (III.1) with the
transfer matrix. The canonical partition function for this model is

Z =
∑

{Si=±1}
eβJ

∑L
i=1 SiSi+1 = Trace(T L) (III.2)

2In this transition the domain walls are like the topological defects in Kosterlitz-Thouless transition or 2D
melting. In fact, this problem of the Ising model with inverse square interaction was the very beginning of the
work on defect mediated transitions by Kosterlitz and Thouless [6].
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with the transfer matrix

T =

(
eβJ e−βJ

e−βJ eβJ

)
.

The two eigenvalues of the transfer matrix are

λ1 = 2 coshβJ and λ2 = 2 sinhβJ ,

thus the partition function is
Z = λL1 + λL2 .

Therefore, the free energy density in the thermodynamic limit is given by

f = − lim
L→∞

1

βL
logZ = − 1

β
log max{λ1, λ2} .

The eigenvalue λ1 is the largest for any non-zero temperature and it is an analytic func-
tion of the coupling strength βJ . Hence, the free energy is also analytic and therefore,
phase transitions in the one-dimensional Ising model are absent at non-zero temperature.
However, in the zero temperature limit, the two eigenvalues converge and the largest eigen-
value becomes doubly degenerate. This introduces a non-analyticity in the zero tempera-
ture limit.

This picture easily generalizes for other models and provides a mechanism for the ap-
pearance of singularities in the free energy (more examples are given later). The general
understanding is that singularities in the free energy originate from the degeneracy of the
largest eigenvalue of the transfer matrix. Conditions for this degeneracy are set by the well-
known Perron-Frobenius theorem [40]. The precise statement is the following.

The Perron-Frobenius theorem: If T is a square, finite, irreducible3 matrix with all elements
being non-negative, then its maximum eigenvalue is real, positive and non-degenerate.

The transfer matrix for a n-state model in one dimension is n × n-dimensional. All en-
tries in the transfer matrix are by construction due to Boltzmann factor and therefore pos-
itive (unless, for infinite energy or at zero temperature). In this case, the Perron-Frobenius
theorem [40] ensures that the largest eigenvalue is non-degenerate and hence the appear-
ance of a phase transition is not possible in such one-dimensional models.

III.3 Examples of phase transitions

In this scenario for the transfer matrix, the only way a phase transition can take place is if
the conditions required for the Perron-Frobenius theorem to hold are not met. The most
famous example of this is the two-dimensional Ising model which undergoes a phase tran-
sition at a finite non-zero temperature. How does this happen? In the two-dimensional
Ising model on a periodic L×M square lattice, each column can be interpreted as one site
on a one-dimensional lattice of length L, where each site takes 2M configurations (due to
the M spins). The transfer matrix [27, 241] is therefore 2M × 2M -dimensional. In the ther-
modynamic limit, when L and M become infinite, the transfer matrix also becomes infinite,

3A matrix is irreducible if the matrix cannot be put in a block upper triangular form by row-column permu-
tation [10]. If all matrix elements are non-zero, then the matrix is irreducible. This is mostly considered in this
thesis.
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thus the Perron-Frobenius theorem does not apply any longer. The largest eigenstate could
become degenerate even at a finite non-zero temperature as shown by Onsager [242] (for a
simpler analysis see [241, 243]).

This could also happen in models which are effectively one-dimensional. A few of
such examples are discussed below with the focus on how the conditions for the Perron-
Frobenius theorem are bypassed.

Kittel’s model

Another way of circumventing the Perron-Frobenius theorem is by hard-core interactions
which make certain entries in the transfer matrix zero. This is shown in a model by Kittel
[232] and Nagle [244]. They proposed a simple model for KH2PO4, which is also a single-
ended zipper model of DNA. It consists of a zipper of L links which is fixed at one end (say
right) and can be opened only from the other end (say left) (see illustration in Fig. III.1).
The links are ordered from left to right as i = 1, 2, · · · , L. The Lth link is always intact. The
required energy to open the ith link is J if all previous links 1, · · · , i − 1 are already open.
Otherwise, the energy needed is infinite, thus the ith link cannot be opened. In addition,
each open link can take Ω number of conformations. The question is if there is a phase
transition between a state where the zipper is fully open until the (L − 1)th link to a state
where it is partly open (by a non-zero fraction of sites in the thermodynamic limit).

1 2 3 4 5
6
7
8

L

Figure III.1: The Kittel’s model of DNA unzipping. The two strands can be unzipped only from
the left and an amount of energy J needed for breaking each link. The rightmost link cannot be
broken.

To write the Hamiltonian for the model, a variable Si is assigned to the ith link such that
Si = 0 if the link is closed, Si = 1, 2, . . . ,Ω when the link is open and it is in one of its Ω-fold
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degenerate states. The Hamiltonian for the allowed configurations is

H = J
L−1∑

i=1

(1− δSi,0) ,

with the additional condition SL = 0 (as the rightmost zipper can not be opened). The
partition function is

Z =
∑

S1

· · ·
∑

SL−1

e−βJ
∑L−1
i=1 (1−δSi,0)

L−1∏

i=1

[
1− δSi,0

(
1− δSi+1,0

)]
,

where the last product terms are to ensure the condition that the zipper can only be opened
from the left side. It is easy to see that the partition function can be written as a product of
transfer matrices

Z =
∑

S1

e−βJ(1−δS1,0)
∑

S2

T (S1, S2)
∑

S3

T (S2, S3) · · ·
∑

SL−1

T (SL−2, SL−1) , (III.3)

with the transfer matrix

T (S, S′) = e−βJ(1−δS′,0)
[
1− δS,0

(
1− δS′,0

)]
.

It follows in a bra-ket notation
Z = 〈A|T L−2|1〉 , (III.4)

where the vector
〈A| =

(
1 a · · · a

)
,

with a = e−βJ and |1〉 is a unit vector of dimension 1+Ω. The transfer matrix is of dimension
(1 + Ω)× (1 + Ω) and given by

T =




1 0 · · · 0
1 a · · · a
. . · · · .
. . · · · .
. . · · · .
1 a · · · a



. (III.5)

The transfer matrix has three eigenvalues λ1 = aΩ, λ2 = 1, and λ3 = 0. The last
eigenvalue is of degeneracy Ω− 1. The eigenvectors for the first two eigenvalues are

|v1〉 =




0
1
.
.
.
1




and |v2〉 =




1− aΩ
1
.
.
.
1



.
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Note, that the eigenvectors are not orthogonal. To solve the partition function (III.4), |A〉
and |1〉 are expressed as

|A〉 =
1

1− aΩ
{[a(1− aΩ)− 1] |v1〉+ |v2〉} ,

|1〉 =
1

1− aΩ
{−aΩ|v1〉+ |v2〉} ,

which (when explicitly written) gives

Z =
1−

(
Ωe−βJ

)N

1− Ωe−βJ
.

A straightforward algebra gives the thermodynamic free energy density

f = − lim
L→∞

1

βL
logZ = − 1

β
log max(λ1, λ2) ,

with λ1 = e−βJ and λ2 = 1.
This precisely indicates when a non-analyticity in f is possible: it appears when λ1

and λ2 cross each other. This happens at the transition temperature Tc = J
kB log Ω . Clearly, Ω

needs to be more than one for the transition to be at finite temperature. The phase transition
appears between a fully open state (|v1〉 when λ1 < λ2) and a partially (macroscopically)
closed state (|v2〉when λ2 < λ1).

How is this result consistent with the Perron-Frobenius theorem? For the theorem to
apply, all elements of the transfer matrix have to be non-zero and positive, which is not
the case for (III.5). It is also important to note that simply breaking this condition does not
ensure degeneracy (a phase transition), which is clear from the case with Ω = 1. This case
has null entries in the transfer matrix but the phase transition is only at infinite temperature.

Chui-Weeks’s model

As mentioned earlier, the phase transition in the two-dimensional Ising model is an ex-
ample where the Perron-Frobenius theorem is bypassed by the infinite size of the transfer
matrix. A similar scenario is realized in an interface model proposed by Chui and Weeks
[230]. This is defined by the Hamiltonian

H = J
L∑

i=1

|hi − hi+1| −K
L∑

i=1

δhi,0 ,

where hi is the height variable of site i on a one-dimensional lattice with periodic boundary
conditions. This belongs to the family of models known as the solid-on-solid (SOS) model
which describes surfaces without overhangs [245]. The height variable takes only non-
negative integer values, i.e. hi ≥ 0. This condition represents the impenetrable substrate the
surface is on. The first term in the Hamiltonian is the contribution from the surface tension
and the second one is the binding energy to the substrate (Fig. III.2). The question is: does
the interface undergoes a phase transition between a bound state, where it is attached to
the substrate, to an unbound state?
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Following a similar construction as in the Kittel’s model it can be shown that the parti-
tion function

Z = Trace
(
T L
)

with the transfer matrix

T (h, h′) = e−βJ |h−h
′|
[
1 +

(
e−βK − 1

)
δh,0

]
.

Note that none of the matrix elements of the transfer matrix is zero, therefore, the matrix is
irreducible. However, the conditions for the Perron-Frobenius theorem are not met as the
matrix is infinite-dimensional, unlike in the Kittel’s model. This allows the possibility of a
degenerate largest eigenstate. This is seen from the eigenvalues [10]. If κ < (1−ω)−1 where
κ = e−βK and ω = e−βJ , then there is a continuous spectrum of eigenvalues given by

λ1(β) =
1 + ω

1− ω , and λ2(β) =
1− ω
1 + ω

.

Clearly, in this case, the largest eigenvalue is λ1(β). However, if κ > (1−ω)−1, then there is
an additional eigenvalue

λ0(β) =
κ(1− ω2)(κ− 1)

κ(1− ω2)− 1

and clearly this becomes the largest eigenvalue.
This shows that there is a crossing of the largest eigenvalue at temperature Tc where

κ = (1 − ω)−1 and this leads to a non-analytic change in the free energy. This corresponds
to a transition between a phase below Tc, where the interface is macroscopically bound to
the substrate, and an unbound phase above Tc, where the interface is free [10]. This is an
example of the so-called roughening or wetting transition.

Figure III.2: Chui-Weeks’s model of interfaces. The height of the interface hi at site i can fluctuate
only above the lattice and it takes integer values. When the interface is attached to the lattice, the
binding energy is K per lattice site.

Continuous state model

A similar phase transition is found in a generalization of the Chui-Weeks’s model where
the height variable is continuous [231]. Another example with a continuous state space is
a model of DNA denaturation by Dauxois and Peyards [233]. The transfer matrix becomes
an integral transfer operator in both examples, which are generally defined by how the
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operator acts on a continuous function. For example, the eigenvalue equation of such an
integral transfer operator T (x, y) is defined by

∫
dy T (x, y)v(y) = λv(x) ,

with λ being the eigenvalue and v(x) is the associated eigenvector. One such example is
explicitly analyzed later in section III.4. The important point is that the Perron-Frobenius
theorem does not immediately apply for such an integral operator. It is difficult to ana-
lytically find the eigenvalues for these two continuous models [231, 233]. However, using
analytical approximations and numerical computation there is compelling evidence [233]
that there is a crossing of the largest eigenvalue, which gives rise to a non-analytic free
energy and therefore to a phase transition.

At the same time, having a continuous state space does not necessarily mean that there is
a phase transition. In fact, the work of van Hove, which is often incorrectly cited as the proof
for the impossibility of a one-dimensional phase transition, deals with interacting particles
on a continuous space. Indeed, statements like "1D systems with short-ranged interactions can
not have a phase transition" are often quoted as the "van Hove’s theorem” [10]. However,
van Hove did not make such a general statement in the original paper (written in French)
[9]. The precise model that van Hove studied is a system of N identical particles, lying
in a segment of length L at the positions xi ∈ [0, L], for i = 1, . . . , N . There is a pairwise
interaction between the particles with an interaction potential U(|xi − xj |), such that the
total energy of the system

E =
∑

i<j

U(|xi − xj |) .

In the original work [9], the interaction was

U(x) =





∞ for 0 ≤ x ≤ d0,

V (x) for d0 < x < d1,

0 for x > d1 .

This means, the particles have a hard-core diameter d0 which interacts only at distances
smaller than d1 by an interaction potential V (x) which is continuous and it is assumed to
be bounded from below (i.e. does not go to −∞).

Using the integral transfer operator approach, van Hove rigorously showed [9] that the
largest eigenvalue remains non-degenerate at all non-zero temperatures, and it, therefore,
leaves the free energy without a singularity. This was interpreted as an evidence for the
absence of phase transition. Clearly, van Hove’s result was for this very precise example
and does not exclude phase transitions in general one-dimensional systems. Later, Ruelle
[22] extended the results of van Hove to a lattice version under the same basic hypothesis.
As for the range of interactions, the work of Ruelle [22], Dyson [238], and later Fröhlich
and Spencer [23] showed that pair interactions decaying faster than 1

r2 do not show phase
transitions in one dimension.

Even to date, a necessary and sufficient condition for the existence of phase transitions in
one-dimensional systems is hard to formulate. This question was discussed in some details
recently by Cuesta and Sánchez [10], who provided a sharper criterion for the absence of



Version of Friday 1st March, 2019, 11:50

134 Chapter III. Phase transitions in one dimension

phase transitions based on a generalization of the Perron-Frobenius theorem for integral
operators. The precise criterion [10] is too technical to explain in this thesis. The simple
understanding is that phase transitions in one dimension are not possible for a finite ranged
inter-particle interaction under the following conditions [10].

• The system has to be perfectly homogeneous, e.g., made of identical particles. This
clearly excludes any aperiodic or disordered medium. In fact, there is no known theo-
rem excluding phase transitions for an inhomogeneous one-dimensional system [10].

• There should be no external fields and the potential energy should only depend on
the inter-particle separation.

The aim of the above discussion was to point out that the existence of phase transitions
in effective one-dimensional systems with short-ranged interactions is not a new result. In
spite of these examples, the belief about the non-existence of phase transitions persisted.
This is perhaps because, most of these known examples are two-dimensional (interfaces,
unzipping of DNA) and have an effective one-dimensional representation. The original con-
tribution from this part of the thesis, presented in what follows, is to show that singularities in the
free energy can arise in a clearly one-dimensional model with short-ranged interactions even at a
finite temperature. The mechanism is different from the ones studied in earlier examples, i.e. the
degeneracy of the largest eigenstate of a transfer matrix. This is discussed in the rest of this
chapter.

III.4 New example: a model of interacting rods

In its simplest version, the model consists of linear rigid rods of equal length 2`, whose
midpoints are fixed at the lattice sites of a one-dimensional lattice of lattice spacing a with
a periodic boundary condition. The rods are free to rotate in the plane, as illustrated in
Fig. III.3. A configuration of N rods is specified by a set of N angles θi, with 0 ≤ θi ≤ π, for
i = 1 to N . It is assumed that there is an interaction between the rods, which depends on
their overlap. Each overlap between a pair of nearest neighbor rods costs a constant energy
U1. Between a pair of next nearest neighbors the overlap energy is U2 and between a pair
of rth nearest neighbors the overlap energy is Ur respectively. The total number of overlaps
between the rth neighbors is nr (see Fig. III.3). Clearly, nr is zero, if r > 2κ where κ = `

a .
The total energy of the system is

H =
∑

i

niUi .

This is similar to the hard-rod model that has been studied extensively in the literature,
starting with Onsager [246–249]. The proposed model differs in two significant ways: the
centers of the rods are fixed on a lattice, and the overlap energy Ui can be of any sign
(attractive or repulsive soft-cores). A somewhat similar model of non-spherical molecules
whose centers are fixed at equispaced points along a line, but orientations can change, was
studied earlier in [247], but no phase transition was reported. It is important to note that
the interaction is not necessarily hard-core in the here proposed model. This is in contrast
to Kittel’s model, where the hard-core interaction was the primary reason behind the phase
transition as it turned certain elements of the transfer matrix to zero. Hence, Kittel’s model
did not fulfill the condition for the Perron-Frobenius theorem.
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Figure III.3: A configuration of 7 rods on a line with periodic boundary conditions. The spacing
between rods is a. In the displayed configuration, the number of nearest neighbor overlaps n1 = 4
(overlap at the periodic boundary counts once) and the number of next nearest neighbor overlaps is
n2 = 1.

In equilibrium, the free energy per rod of this system is denoted by F( `a = κ, β), where
β is the inverse temperature. Here, it is shown that F(κ, β) is an analytic function of β,
as expected, but has a non-analytic dependence on κ. In fact, there are infinitely many
transitions: as κ is varied, F(κ, β) is singular at every positive integer value of κ, for all β.
The singularities remain unchanged irrespective of the sign of Ui, whether the interaction
is repulsive or attractive. Later, it is shown that there are also other singularities at some
non-integer values of κ. For example, the probability distribution of orientations changes
qualitatively when κ is changed across 1√

2
.

III.4.1 Simple case: nearest neighbor interaction

First, the simplest case is considered to explain the basic idea and the singularities: hard-
core interactions between the rods, i.e. U1 = ∞. Clearly, this case does not allow for over-
laps, thus ni = 0 for all i ≥ 1. Therefore, without loss of generality, it can be assumed that
Ui = 0 for all i ≥ 2. For this case, F1(κ) denotes the free energy per site in the thermody-
namic limit (due to hard-core interactions β is irrelevant and hence omitted).

a) Singular free energy

First, the dependence of the free energy on the coupling constant κ is discussed. For κ ≤ 1
2

the rods do not interact and the free energy does not change with κ until κ = 1
2 where the

length of the rods becomes equal to the distance between the lattice sites.
Beyond κ = 1

2 , the free energy increases monotonically as a function of κ as shown in
Fig. III.4a. However, this change is non-analytic at certain points. (How this graph is ob-
tained is explained shortly.) There are three types of singularities: (i) the second derivative
F ′′1 (κ) is discontinuous at κ = 1

2 , (ii) for κ near 1, say κ = 1 + ε, with |ε| � 1, the first deriva-
tive F ′1(κ) diverges as log(|ε|), and (iii) for 1√

2
< κ < 1, there is an additional singularity

which can be seen in the probability distribution of the orientations Pκ(θ) of the rods (see
Fig. III.5). The distribution has square-root singularities as a function of θ, which are not
present for lower values of κ.
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Figure III.4: Free energy for hard rods (U1 = ∞). a) Monotonic increase of F1(κ) as a function
of κ. b) Singularity in the first derivative of the free energy F ′1(κ). The points of the singularities
are denoted by the orange dashed lines. There is a logarithmic divergence at κ = 1, a non-analytic
change at κ = 1

2 and an additional non-analyticity at κ = 1√
2

which it is not visible in the plot
(discussed in the text).

Figure III.5: Probability distribution of the orientation of the hard rods. a) Generated from (III.10)
using the eigenvector ψκ(θ) associated to the largest eigenvalue of the transfer matrix. b) Generated
using Monte Carlo simulations. Due to the geometry (see Fig. III.3) the angular range θ ∈ [0, π] is
sufficient to uniquely specify the orientation of a rod.

The first two singularities are shown in Fig. III.4b, where the first derivative F ′1(κ) is
plotted against κ. The derivative F ′1(κ) is exactly zero for κ < 1

2 , and nonzero for κ > 1
2 ,

initially increasing linearly. It has a sharp peak near κ = 1. This peak has a logarithmic
divergence which is shown in Fig. III.6, where F ′1(κ) is plotted on a semi-log scale as a
function of the distance from κ = 1. The nearly linear dependence on log |κ− 1| shows the
logarithmic divergence.

The third type of singularity manifests in the probability distribution of the orientations
Pκ(θ) and is plotted in Fig. III.5. For κ < 1

2 , all angles are equally likely and Pκ(θ) takes
a constant value π−1. For 1

2 < κ < 1√
2
, Pκ(θ) has a non-trivial dependence on θ when

| cos θ | > 1
2κ , but the derivative P ′κ(θ) remains finite. In the range 1√

2
< κ < 1, Pκ(θ) has a

square-root cusp singularity at sin θ = κ where the first derivative P ′κ(θ) is infinite. There
is no visible signature of this singularity in the functional dependence of F1(κ) on κ in
Fig. III.4. It is possible that the singularity may appear in higher order derivatives.
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Figure III.6: Logarithmic divergence of the first
derivative of the free energy F ′1(κ) near κ = 1, for
U1 = ∞. The x-axis is in log-scale. The deviations at
small values from a straight line are due to finite size
effects.

These singularities indicate phase
transitions which have a geometrical
origin and are much different from the
other known examples discussed in
the previous section III.3.

b) Integral transfer operator

Here, it is clarified how these plots of
the free energy are obtained and the
origin of the singularities is discussed.
To present the results in slight general-
ity, it is considered that U1 is arbitrary
and Ui = 0 for all i ≥ 2. This means
that there is a certain energy U1 for the
nearest neighbor overlap, but for other
neighbor overlaps there is no energy
cost. It is simple to see that the case
U1 =∞ (discusses before) is included in this example.

The thermodynamic free energy per rod is given in terms of the partition function as

F1(κ) = − lim
N→∞

1

β N
logZN (κ) ,

where the partition function for this example is

ZN (κ) =
N∏

i=1

∫ π

0
dθi e

−βU1 τ(θi,θi+1)

with the periodic boundary conditionN +1 ≡ 1 and τ(θ′, θ) is 1 or 0 depending on whether
the two neighboring rods with the orientations θ′ and θ overlap or not.

Following a similar approach to that in the Ising model (see (III.2)) or in the Kittel’s
model (see (III.3)), the partition function can be expressed in terms of an integral transfer
operator Tκ(θ, θ′) which is defined for a pair of nearest neighbor rods with angles (θ′, θ)
such that

Tκ(θ′, θ) =

{
e−βU1 when the rods overlap,
1 when no overlap.

(III.6)

The partition function for the periodic boundary condition is

ZN (κ) =

[
N∏

i=1

∫ π

0
dθi

]
Tκ(θ1, θ2) · · · Tκ(θN−1, θN )Tκ(θN , θ1)

= Trace(T Nκ ) .

Unlike in the Ising model or in the Kittel’s model, where Tκ is a transfer matrix, it is
an integral transfer operator in the case discussed here, just as in the Dauxois and Peyards
model [233]. The Perron-Frobenius theorem does not directly apply here. However, there
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is a generalization known as the Perron-Frobenius-Jentzsch theorem [10] which applies for
integral operators. The precise statement requires technical details like Banach spaces, com-
pactness of integral operators, and is avoided here. This theorem suggests that the integral
operator in (III.6) has a non-degenerate largest eigenvalue which is positive and this is es-
sentially due to the compact range of possible values of the orientation of the rods4. The
validity of this result can be simply assured by discretizing the angular variables such that
Tκ becomes a transfer matrix. In this case, the Perron-Frobenius theorem holds and the
largest eigenvalue is non-degenerate. Making the discretization finer and extrapolating the
eigenvalue spectrum to the continuous limit, it can be seen that the largest eigenvalue re-
mains non-degenerate. This is precisely how the eigenvalues are determined in this work
which leads to the plots of the free energy in Fig. III.4.

The largest eigenvalue Λ(κ) and its eigenvector ψκ(θ) are the solution of the integral
equation

Λ(κ)ψκ(θ) =

∫ π

0
dθ′ Tκ(θ, θ′)ψκ(θ′) , (III.7)

and similarly for the second largest eigenvalue Λ(1)(κ) and its eigenvector ψ(1)
κ (θ), and so

on.
The first observation is that the integral transfer operator Tκ(θ, θ′) has the obvious sym-

metries

Tκ(θ, θ′) =Tκ(π − θ, π − θ′) , (III.8a)
Tκ(θ, θ′) =Tκ(π − θ′, π − θ) . (III.8b)

In addition Tκ(θ, θ′) is real. This means all its eigenvalues are real and the partition function
is

ZN (κ) = Trace(T Nκ ) = Λ(κ)N +
(

Λ(1)(κ)
)N

+ · · · .

In the thermodynamic limit N →∞ the free energy density

F1(κ) = − lim
N→∞

1

β N
log

[
Λ(κ)N +

(
Λ(1)(κ)

)N
+ · · ·

]
= − 1

β
log Λ(κ) .

The κ dependence of the free energy density is shown in Fig. III.4, which is determined
for U1 =∞ by numerically diagonalizing the transfer matrix, using 1000 grid points for the
integration range of θ = [0, π] and then determining the largest eigenvalue.

The probability distribution of the orientation Pκ(θ) of a rod can also be expressed in
terms of the transfer operator. Due to the periodic boundary condition all rods are equiv-
alent. The following formula is written considering the first rod. The probability of its
orientation

Pκ(θ1) =

[∏
i>1

∫ π
0 dθi

]
Tκ(θ1, θ2) · · · Tκ(θN−1, θN )Tκ(θN , θ1)

Trace(T Nκ )
.

4For κ < 1
2

, Tκ(θ′, θ) = 1 for all θ′ and θ. In this case, the largest eigenvalue Λ = 1 is non-degenerate and its
eigenvector ψκ(θ) = 1√

π
. All other eigenvalues are zero with an infinite degeneracy of eigenvectors following∫ π

0
dθ ψ̂κ(θ) = 0. This can also be seen in Fig. III.7.
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The matrix Tκ is symmetric (see (III.8b)), thus there is an orthonormal set of eigenvectors,
which leads to the representation [250]

Tκ(θ, θ′) = Λ(κ)ψκ(θ)ψκ(θ′) + Λ(1)(κ)ψ(1)
κ (θ)ψ(1)

κ (θ′) + · · · . (III.9)

Using the orthonormality condition
∫ π

0
dθ ψ(n)

κ (θ)ψ(m)
κ (θ) = δn,m

(with ψ(0
κ (θ) ≡ ψκ(θ)) leads in the large N limit to

Pκ(θ1) ' ψκ(θ1)2 . (III.10)

The distribution for hard rods (for U1 =∞) in Fig. III.5a is determined from the eigenvector
ψκ(θ) by discretizing the angular variable with 1000 grid points for the integration range of
θ = [0, π].

The spatial correlation of the orientation can be determined in a very similar way. Start-
ing with

Pκ(θ1, θr) =

[∏r−1
i=2

∫ π
0 dθi

]
Tκ(θ1, θ2) · · · Tκ(θr−1, θr)

[∏N
j=r+1

∫ π
0 dθj

]
Tκ(θr, θr+1) · · · Tκ(θN , θ1)

Trace(T Nκ )

and (III.9), it is simple to show that

Pκ(θ1, θr) =
Λ(κ)Nψκ(θ1)2ψκ(θr)

2 + Λ(1)(κ)r−1Λ(κ)N−r+1ψκ(θ1)ψκ(θr)ψ
(1)
κ (θ1)ψ

(1)
κ (θr) + · · ·

Λ(κ)N + Λ(1)(κ)N + · · · .

Figure III.7: Correlation length. The correla-
tion length ξ in (III.11) is plotted with increas-
ing κ where the eigenvalues are numerically de-
termined by discretizing the angular variable and
then diagonalizing the associated transfer matrix.
The actual correlation length is up to a multiplica-
tive constant. The plot shows that the correlation
length remains finite.

For large N and assuming 1 � r � N − r
(without a loss of generality) it follows

Pκ(θ1, θr) = ψκ(θ1)2ψκ(θr)
2

+

(
Λ(1)(κ)

Λ(κ)

)r−1

ψκ(θ1)ψκ(θr)ψ
(1)
κ (θ1)ψ(1)

κ (θr)

+ · · · .
Along with (III.10), the connected correla-
tion is

〈θ1θr〉 − 〈θ1〉〈θr〉 ' e−
r
ξ

with the correlation length (up to a numer-
ical prefactor)

ξ ∼ 1

log
(

Λ(κ)

Λ(1)(κ)

) . (III.11)

This clearly shows that the correlation length is finite as long as the largest eigenvalue
is non-degenerate, i.e., Λ(κ) 6= Λ(1)(κ). This is the case for the here discussed example of
interacting rods and shown in Fig. III.7.
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c) Origin of singularities

The singularities in the Free energy are due to the non-analytic dependence of the largest
eigenvalue Λ(κ) on κ, thus the source of these singularities is geometric in nature. This can
be most simply seen in the structure of the transfer matrix, which is illustrated in Fig. III.8.
The shaded regions in the θ-θ′ plane correspond to values of (θ, θ′) where the rods intersect
and the matrix element is e−βU1 . The plain regions correspond to non-intersecting rods
and the matrix element is 1. As κ is increased, the shaded regions grow in size and the
eigenvalue of the transfer matrix decreases. For 1√

2
< κ < 1, the slope of the boundary

of the shaded region becomes infinite or zero at some points. When κ = 1, the boundary
becomes a set of straight lines. For κ > 1, the two shaded patches, which are disjoint when
κ < 1, merge into a single connected shaded region. Precisely these topological changes in
the structure of the available phase space lead to the singularities in the free energy function
F1(κ) which is shown later.

Figure III.8: The transfer matrix. Tκ(θ′, θ) is shown on the θ-θ′ plane for different values of κ
(indicated in the figure). The red-shaded regions denote (θ, θ′) values where the rods overlap and
Tκ = e−βU1 . In the plain regions, rods do not overlap and Tκ = 1.

d) Structure of the transfer matrix

The equation for the boundary of the shaded region in Fig. III.8 can be easily written down
from simple geometry. Using the symmetry (III.8b), it is sufficient to specify the matrix
elements of Tκ only for the range θ ∈ [0, π2 ].

For κ < 1
2 , there are no overlaps and Tκ = 1 as shown in Fig. III.8.
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Figure III.9: Overlap criteria for a pair of nearest neighbor rods. The left rod has the orientation θ′

and the right rod is described by θ. The values for κ are in the range a) 1
2 ≤ κ < 1√

2
, b) 1√

2
< κ < 1,

and c) κ > 1. Overlaps occur for θ′ ∈ [θmin, θmax], except in the last case where overlaps occur for
θ′ ∈ [0, θmin] or θ′ ∈ [θmax, π]. At κ = 1

2 the circles touch for the first time. At κ = 1√
2

the circles cross
each other at an angle π

2 . At κ = 1 the perimeter of the circles touches each others center.

If 1
2 < κ ≤ 1√

2
, an overlap of the nearest neighbor rods is possible only if cos θ < 1

2κ and

θ
′ ∈ [θmin, θmax] (see Fig. III.9a) where

θmin(θ) = π − arctan

(
sin θ

κ−1 − cos θ

)
,

θmax(θ) = π + θ − arcsin

(
sin θ

κ

)
.

For 1√
2
≤ κ ≤ 1, an overlap is possible if sin(θ) ≤ κ and θ′ ∈ [θmin, θmax], where θmin has

different expressions for different ranges of the orientation θ of the right rod (see Fig. III.9b).
It can be found that, for any θ ∈ [0, π],

θmax = π + θ − arcsin

(
sin θ

κ

)
. (III.12)

On the other hand, for θmin, if θ ∈ [0, arccos
(

1
2κ

)
], then

θmin = π − arctan

(
sin θ

κ−1 − cos θ

)
, (III.13)

whereas, if θ ∈ [arccos
(

1
2κ

)
, arcsin (κ)], then

θmin = arcsin

(
sin θ

κ

)
+ θ .

For κ > 1, the elements Tκ(θ′, θ) 6= 1 if θ
′
< θmin or θ

′
> θmax, where θmax has different

expressions for different ranges of θ (see Fig. III.9c). It can be shown that for any θ ∈ [0, π],

θmin = θ − arcsin

(
sin θ

κ

)
.

On the other hand, if θ ∈ [0, arccos 1
κ ], then

θmax = arctan

(
sin θ

cos θ − κ−1

)
,
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if θ ∈ [arccos 1
κ , arccos 1

2κ ], then

θmax = π + arctan

(
sin θ

cos θ − κ−1

)
,

and if θ ∈ [arccos 1
2κ ,

π
2 ], then

θmax = θ + arcsin

(
sin θ

κ

)
.

The shape of the boundary of the overlap regions θmax and θmin is given in Fig. III.10 for
different ranges of κ.

Figure III.10: Boundary shape of the overlap region in the transfer matrix. The plots are for
different ranges of κ. a) 1

2 ≤ κ < 1√
2

, b) 1√
2
< κ < 1, and c) κ > 1. Only the range θ < π

2 is
shown, as the rest of the region can be constructed using the symmetry (III.8b). The pointX denotes
θ = arccos 1

2κ and Y denotes θ = arcsinκ.

e) Precise nature of the singularities

1) At κ= 1
2 : For κ < 1

2 , no overlap is possible and the rods can rotate freely without any
energy cost. The associated transfer operator Tκ(θ′, θ) = 1 for all angles and there are no
shaded regions as shown in Fig. III.8. The largest eigenvalue is Λ(κ) = 1 and the corre-
sponding eigenvector is ψκ(θ) = 1√

π
. All other eigenvalues are zero. As κ is increased

beyond 1
2 the nearest neighbor interaction sets in.

From a first-order perturbation theory, where κ is varied around κ = 1
2 , the correspond-
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ing change in the largest eigenvalue is given by5

∆Λ '
∫ π

0
dθ

∫ π

0
dθ
′
ψ 1

2
(θ)∆Tκ(θ, θ

′
)ψ 1

2
(θ
′
)

=〈ψ 1
2
|∆T |ψ 1

2
〉 ,

where ∆Tκ = Tκ−T 1
2

denotes the corresponding change in the transfer operator. If κ = 1
2−ε

(with positive and small ε), the transfer matrix remains the same, i.e. ∆Tκ = 0 and therefore
∆Λ = 0. However, if κ = 1

2 + ε (with positive and small ε), using ψ 1
2
(θ) = 1√

π
leads to the

corresponding change in the eigenvalue

∆Λ '
(
e−βU1 − 1

) A

π
, (III.14)

whereA is the area of the overlap region (twice the area of the enclosed region in Fig. III.10a),
which is given by

A = 2

∫ arccos 1
2κ

0
dθ

∫ θmax(θ)

θmin(θ)
dθ
′
. (III.15)

To evaluate this area for κ = 1
2 + ε with small ε

arccos
1

1 + 2ε
' 2
√
ε ,

can be used and consequently

θmin 'π − θ(1 + 4ε) + θ3 ,

θmax 'π − θ(1− 4ε)− θ3 .

Using these in the equations (III.14) and (III.15) gives

∆Λ ' 32ε2

π

(
e−βU1 − 1

)
.

Thus the free energy per site is given by

F1(κ) = − 1

β
log(1 + ∆Λ) '

{
0 for κ = 1

2 − ε ,
32ε2

πβ

(
1− e−βU1

)
for κ = 1

2 + ε .

The second derivative of the free energy F ′′1 (κ) with respect to κ is therefore discontinuous
at κ = 1

2 .
2) At κ= 1: For this value, the boundary of the overlap region in the θ-θ′ plane becomes

a set of straight lines (see Fig. III.8 and Fig. III.11). The transfer matrix Tκ(θ′, θ) can be
exactly diagonalized by converting the integral eigenvalue equation (III.7) into a second-
order differential equation. The details are given in the next paragraph f) of this subsection
III.4.1 where it is shown that the largest eigenvalue of the transfer matrix for κ = 1 is
non vanishing and the eigenvector ψ1(θ) is positive everywhere with a finite ratio of its
maximum and minimum values.

5The term 〈ψ 1
2
|∆ψ〉+ 〈∆ψ|ψ 1

2
〉, where ∆ψ = ψκ−ψ 1

2
, vanish due to normalization 〈ψκ|ψκ〉 = 1 just like in

the standard perturbation theory in Quantum mechanics.
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Figure III.11: Overlap boundary for κ = 1. The
straight line boundaries of the overlap region in
the transfer matrix for κ = 1.

To analyze how the eigenvalue Λ(κ)
varies near κ = 1, κ = 1 − ε is considered,
with ε > 0. In addition, the corresponding
change in the transfer matrix is defined as
∆Tε = T1−ε − T1. To the first-order in ε, the
change in the eigenvalue is given by

Λ(1− ε) = Λ(1) + 〈ψ1|∆Tε|ψ1〉 · · · ,
where ψ1(θ) is the eigenvector of the trans-
fer matrix corresponding to the largest
eigenvalue at κ = 1. As T = e−βU1 in
the overlap region and T = 1 when there
is no overlap, this change 〈ψ1|∆Tε|ψ1〉 ∝
(1 − e−βU1)∆A where ∆A is the change in
the overlap area shown in Fig. III.12a. Here
it is used that ψ1(θ) is positive everywhere
and the ratio between its maximum and
minimum values remains finite. It can be
shown that ∆A varies as ε log 1

ε . To see this,
the symmetries (III.8a) and (III.8b) of the
transfer matrix can be used and it shows that the change in the area ∆A is four times the
area of the shaded region in Fig. III.12b. One of the boundaries of this shaded region is
a straight line θ′ = 1

2θ + π
2 . The asymptotic shape of the other boundary near (0, π2 ) is a

hyperbola. This can be seen by introducing the rescaled coordinates (ξ, η), where

ξ =
θ√
ε
, and η =

θmin −
(
π
2 + θ

2

)
√
ε

.

Writing the equation (III.13) in terms of this scaled coordinates and solving in the small ε
limit gives a scaled hyperbolic curve η ξ = 1. This implies that to the leading order in small
ε, the curved boundary of the shaded region in Fig. III.12b follows η = 1

ξ , i.e. a hyperbola.
Therefore, the area of this shaded region is ε

∫
η dξ, where the upper limit of the integral

varies as 1√
ε
. The area thus varies as ε log 1

ε . Keeping the exact prefactors in the calculation
gives

∆A ' 4

(
ε ln

π2

6
− ε ln ε+ ε

)

for small ε.
On the other hand, the eigenvector ψ1(θ) is positive everywhere and the ratio between

its maximum and minimum values remains finite. This implies that the change in the matrix
element has the same qualitative dependence on ε as the area of the shaded regions and
therefore

Λ(1− ε)− Λ(1) = K1ε log
1

ε
+K2ε+ · · · , (III.16)

where K1 and K2 are positive constants. A similar argument holds for negative ε.
This shows that the first derivative of the largest eigenvalue Λ(κ) has a logarithmic

divergence near κ = 1 and therefore also F ′(κ) has a logarithmic divergence as seen in
Fig. III.6.
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Figure III.12: Change in the transfer matrix near κ = 1: a) The plot shows the difference in overlap
area ∆A between the transfer matrix T1−ε and T1 for ε = 0.02 on the θ-θ′ plane. b) The plot indicates
the symmetry where the shaded area is 1

4 of the shaded area in a).
The area of the shaded region varies as ε log 1

ε , for small ε.

At κ= 1√
2

: There is a cusp singularity in the distribution of the orientation of the rods
which starts at κ = 1√

2
and stays in the range 1√

2
< κ < 1. For its analysis θ0 = sin−1 κ is

defined. It can be easily seen that there is no overlap with neighbors (for any angle θ′ of the
latter) if the angle of a rod satisfies θ ∈ [θ0, π − θ0]. On the other hand, if θ is outside this
interval, the rods can intersect if θ′ lies in the intervals [θmin, θmax] or [π − θmax, π − θmin],
with the expression for θmin and θmax given in (III.12) to (III.13). The important point is that
the length of the intervals |θmax − θmin| varies as

√
θ0 − θ for θ → θ0. In this case, it can be

seen from the eigenvalue equation (III.7) that

ψκ(θ) = K3 −K4

∫ θmax(θ)

θmin(θ)
ψκ(θ′)dθ′,

where K3 and K4 are functions of κ only. Using the fact that ψκ(θ′) is bounded by non-zero
constants (from above and from below), it follows for θ approaching θ0 from below that

ψκ(θ) ≈ K3 −K5

√
θ0 − θ,

where K5 depends only on κ. This shows that ψκ(θ) has a cusp singularity at θ = θ0. Be-
cause the probability density Pκ(θ) is equal to ψκ(θ)2, it has equivalently a cusp singularity
for θ = arcsinκ.

f) Exact diagonalization for κ = 1

When κ = 1, the boundary of the overlap region is a set of straight lines and the associ-
ated transfer matrix Tκ(θ, θ′) is sketched in Fig. III.11. This makes the calculation of the
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eigenvalue and the associated eigenvector simple. The eigenequation is
∫ π

0
dθ
′
ψκ(θ

′
)Tκ(θ

′
, θ) = Λψκ(θ).

In (III.8b) the eigenvector has the symmetry ψκ(θ) = ψκ(π − θ). Considering this and the
shape of the transfer matrix (see Fig. III.11) the eigenvector is

ψκ(θ) =

{
ψ

(1)
κ (θ) for 0 < θ ≤ π

3 ,

ψ
(2)
κ (θ) for π

3 < θ ≤ π
2 .

If ψ(1)
κ (θ = πx

3 ) = P (x), and ψ
(2)
κ (θ = π

2 − xπ
6 ) = Q(x) for 0 ≤ x ≤ 1, then with the

definition

N =

∫ π
2

0
dθ
′
ψκ(θ

′
) ,

the eigenvalue equation becomes

N
π

+
1

6

∫ x

0
dyQ(y) + e−βU1

1

6

∫ 1

x
dyQ(y) + e−βU1

1

3

∫ 1

0
dyP (y) =

Λ

π
P (x) ,

and

N
π

+
1

6

∫ 1

0
dyQ(y) +

1

3

∫ 1

x
dyP (y) + e−βU1

1

3

∫ x

0
dyP (y) =

Λ

π
Q(x) ,

with
N
π

=
1

3

∫ 1

0
dxP (x) +

1

6

∫ 1

0
dxQ(x) .

These integral equations can be converted into the following coupled differential equa-
tions

Λ

π

dP

dx
=
(

1− e−βU1

) Q(x)

6
, (III.17)

Λ

π

dQ

dx
=−

(
1− e−βU1

) P (x)

3
. (III.18)

Solutions of these equations are given by

P (x) =
N

Λ

[
(1 + e−βU1) cos kx+

√
2 sin kx

]
,

Q(x) =
N

Λ

[
2 cos kx−

√
2(1 + e−βU1) sin kx

]
,

where

Λ ≡ Λ(1) =
(

1− e−βU1

) π

3
√

2k
with k = arctan

(
1− e−βU1

√
2(2 + e−βU1)

)
.

Note that there is an infinite spectrum of eigenvalues Λ. Here, only the largest one is de-
termined. Other eigenfunctions, and eigenvalues (including the anti-symmetric ones) can
also be determined similarly. They come from the higher harmonic solution of (III.17) and
(III.18).
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III.4.2 Soft-core interaction

The above analysis of singularities strongly depends on the fact that the partition function
can be written in terms of the integral transfer operator. This is straightforward for the
case of the hard-core interactions between rods (which forbids overlaps). The same holds
also when there are nearest neighbor interactions only, i.e. U1 is non-zero, but Ui = 0 for
all i > 1. However, in the general case of soft pairwise interactions, overlaps beyond the
nearest neighbors are allowed (see Fig. III.13) and such overlaps cost a non-zero amount
of energy, i.e Ui 6= 0 for i. For such interactions, a formulation in terms of integral transfer
operators could be possible by increasing the number of variables in the operator. However,
it makes the analysis difficult and it is avoided for this discussion.

Figure III.13: Overlap of accessible area of rods. Each circle denotes the accessible area of a rod.
In the chosen definition, κ is the ratio between the radius of the circles and the distance between the
neighboring centers. As κ is increased the accessible areas start to overlap. The ith neighbors start
to overlap at κ = i

2 and the figures are shown for these values. The central circle is colored gray
to make the overlap visible. The logarithmic singularities appear at integer values of κ when the
perimeter of a circle crosses the center of another circle.

Nevertheless, the basic picture is still simple to convey. The next neighbor pair-interactions
Ui can be treated as perturbations to the problem with only non-zero U1. For example,
switching on the next-neighbor interaction (U2 non-zero) gives rise to a logarithmic singu-
larity at κ = 2. Similarly, making U3 non-zero leads to a logarithmic singularity at κ = 3.
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It was shown in Fig. III.9 that the logarithmic singularity at κ = 1 arises when the circular
accessible area for a rod touches the center of its nearest neighbor, which leads to a non-
analytic change in the overlap region between the two nearest neighbor rods. The same
is demonstrated in Fig. III.13. In addition, the figure shows that at every integer value of
κ = i, the circular accessible area of a rod touches the center of its ith neighbor rod. Denoting
the rod orientations as θ0 and θi, this suggest that the overlap region in the (θ0, θi)-plane,
for i > 1, again has a similar hyperbolic shape as for the nearest neighbor case discussed
earlier (see Fig. III.12). Following similar steps as in (III.16), it can be seen that the largest
eigenvalue Λ(κ) at κ = i has a singularity of the form (i − κ) log | 1

κ−i |. This means that
at every positive integer value of κ the free energy has a logarithmic singularity and the
system therefore owns an infinite number of phase transitions.

It is important to distinguish the points κ = i
2 where the ith neighbors start to interact

(Fig. III.13). It was discussed earlier that the nearest neighbor interaction for i = 1 starts at
κ = 1

2 and this leads to a discontinuity in the second derivative of the free energy. Following
a similar perturbation argument as before, it is to expect that there is such a discontinuity
at κ = i

2 for all integer i. However, they are difficult to see, especially at integer values of κ
where the discontinuity is overshadowed by the logarithmic singularity.

Figure III.14: Variance of the angular distribution. (a) For a system of rods with only nearest
neighbor interactions and another system with up to next nearest neighbor interaction. (b) For a
system where all neighbor interactions have a non-zero overlap energy. The results are generated
from a Monte Carlo simulation of a system of 100 rods and averaged over 106 sample configurations.
The results in (b) are for two different temperatures, indicating that the singularities are located at
the same values of κ and they are robust.

It is difficult to calculate the free energy for this case, but still, the presence of these sin-
gularities can be seen in measurable quantities. For example, Fig. III.14 provides evidence
of these additional transitions from Monte Carlo simulations. Details concerning the algo-
rithm are presented in the next subsection III.4.3. Due to symmetry, it is clear that 〈θ〉 = π

2
for all values of κ and there is no spatial long-range correlations in the system. However, at
the integer values of κ the variance of the angle defined by

〈M2〉 = 1
N

〈[
N∑

i=1

(θi − π
2 )

]2〉



Version of Friday 1st March, 2019, 11:50

III.4 New example: a model of interacting rods 149

Figure III.15: Probability distribution of the
rods’ orientation. The data results from Monte
Carlo simulations of N = 100 rods with β Ui = 1
for all i ≥ 1 and β = 1. The curves correspond to
different values of κ indicated in the legend.

shows singularities. Fig. III.14a shows how
the singularities appear as the interaction
between nearest neighbor (only U1 non-
zero) and then the next nearest neighbors
(only U1 and U2 non-zero) are successively
turned on. In the first case, the singular-
ity appears only at κ = 1, while the sec-
ond case shows an additional singularity
at κ = 2, but no detectable singularity at
κ = 3. Fig. III.14b shows the singularities in
the case Ui = 1 for all i, i.e. all overlaps are
allowed and they cost energy. It also shows
that the positions of these singularities do
not depend on the value of the inverse tem-
perature β (as long as it remains nonzero).
Note that there is no detectable singularity
in the variance at κ = 1

2 and κ = 3
2 . This

is possibly because the discontinuity in the
second derivative in the free energy is too
week to detect.

As discussed before, there are other
types of singularities which are difficult to
see in the free energy. However, they can
be seen in the angular distribution of the
orientation of the rods (see Fig. III.15). Ad-
ditional singularities appear as the interac-
tions between neighbors are added, which
shows a complex dependence of the prob-
ability Pκ(θ, β) on the angle θ and the pa-
rameter κ. This is shown in Fig. III.15. The
data originates from a Monte Carlo simula-
tion on a system with βUi = 1 for all i ≥ 1.

For κ ≤ 1
2 , where the rods do not interact, the distribution is uniform. As κ is increased

above 1
2 , the distribution function shows a discontinuous first derivative when cos θ = 1

2κ .
This derivative discontinuity becomes a cusp singularity for κ > 1√

2
. The two symmetri-

cally located cusps move in position with increasing values of κ and merge at κ = 1. At this
value, a new pair of singularities develops. There are in total four singularities in the distri-
bution function for the entire range 1 < κ < 2. At κ = 2, two of these singularities merge,
but an additional pair of singularities emerges. It can be seen from the figures that when-
ever κ crosses an integer multiple of 1√

2
, a new pair of cusp singularities develops. These

singularities move towards each other with increasing κ. This is expected to continue when
new neighbor interactions set in as κ is increased.
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III.4.3 Monte Carlo simulation of interacting rods

A Monte Carlo algorithm with Metropolis filter is used to sample the equilibrium distribu-
tion of configurations of rods. As described before, the system consists of N rods, each of
length 2`, whose centers are fixed on the lattice points of a periodic lattice with the lattice
spacing a (see Fig. III.3). A configuration is specified by a set ofN angles θi, with 0 ≤ θi ≤ π,
for i = 1 . . . N .

In each Monte Carlo step, a random rod i with θi is chosen and a random number ∆θ is
sampled from a uniform distribution P (∆θ) = 1

2δ for ∆θ ∈ [−δ, δ] and P (∆θ) = 0 otherwise.
The change θi → θ̃i, with θ̃i = θi + ∆θ is accepted with the Metropolis probability PM =

min[1, e−β∆E ], where ∆E is the total energy change due to the move θi → θ̃i.
The energy change ∆E depends on the chosen interaction. In this thesis it is assumed

that an overlap between rods cost a constant energy Ur, with r specifying the order of the
neighbor (e.g. r = 1 corresponds to the nearest neighbors and r = 2 to the next nearest
neighbors, etc.). Therefore, the calculation of ∆E requires the total number of overlaps with
the rth neighbors.

Figure III.16: How to computationally detect overlaps. Shown is a configuration of 7 rods of total
length 2`. The lattice spacing a = 1 and κ is varied by changing `. The origin of the blue coordinate
system is located at the center of rod i. Therefore, the center of rod i + 1 is at the point x = 1, the
center of rod i− 1 is at x = −1, etc..

The overlaps of rod i are determined with the aid of a relative coordinate system. The
origin is placed at the lattice point associated to the rod i, as depicted in Fig. III.16. Here,
the lattice spacing a is constant (a = 1) and κ is varied by changing `. This ensures that
in this coordinate system the center of each rod lies on the x−axis at integer values j (e.g.
the center of rod i is at j = 0, for rod i + 1 it is at j = 1, for rod i − 1 at j = −1, etc.). In
this coordinate system, a linear equation (i.e. y = mx + n) can be associated to each rod
(see dashed blue lines in Fig. III.16). Then, the slope mi+j = tan(θi+j) and the intercept
ni+j = −jmi+j . Overlaps are detected by the determination of the point of interception
(xj , yj) between the linear equation representing rod i

y = mix

and the linear equations representing the neighbors

y = mi+jx+ ni+j , with j 6= 0 .
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The interception point is given by

xj =
ni+j

mi −mi+j
and yj = mixj .

The rod i overlaps with its neighbor i+ j if both conditions

x2
j + y2

j ≤ `2︸ ︷︷ ︸
for rod i

and (j − xj)2 + y2
j ≤ `2︸ ︷︷ ︸

for rod i+ j

are satisfied, which ensures that the point (xj , yj) is not further away than ` form the center
of the respective rods. For example, in Fig. III.16, only (x−1, y−1) associated to the left
neighbor satisfies this condition but not (x+1, y+1) associated to the right neighbor. Note
that this scheme can be easily generalized to a two-dimensional grid.

As described before, the ratio κ = `
a defines the range of potential overlaps. If κ < 1

2

overlaps are not possible, thus ∆E = 0 and hence PM = 1 for all possible moves θi → θ̃i.
For κ < 1, overlaps are possible only with the nearest neighbors, thus j = ±1. Equivalently,
for κ < 3

2 the range j = ±1,±2 must be considered and so on. The total energy change is
then given by

∆E =
∑

r

(ñr − nr)Ur ,

where r runs over the range (jmin, jmin + 1, . . . ,−1, 1, . . . , jmax − 1, jmax) set by κ,

nr =

{
1 , if rod i with θi overlaps with rod i+ r ,

0 , otherwise ,

and

ñr =

{
1 , if rod i with θ̃i overlaps with rod i+ r ,

0 , otherwise .

III.5 Discussions

There is clear evidence for an infinite number of robust singularities in the free energy of
the interacting rods as a function of the coupling constant κ at any finite temperature. The
origin of these singularities is the non-analytic change in the geometry of the phase space
that (in the simple cases) leads to a change in the shape of the transfer matrix. This is differ-
ent from other standard mechanisms of phase transitions usually studied in the literature
[10]. The model presented here differs from the well-studied models of hard rods [246–249]
only in the aspect that the centers of the rods are placed on a regular lattice and the dis-
tance between them cannot fluctuate. Some important aspects of the phase transition and
its generality are discussed below.

As discussed earlier, there are essentially two existing lines of reasoning for the ab-
sence of phase transitions in one-dimensional systems: (a) the non-degeneracy of the largest
eigenvalue of the transfer matrix due to the Perron-Frobenius theorem, and (b) the Landau-
Peierls free energy argument. All the proposed models of one-dimensional phase transi-
tions are based on attempts to circumvent these two arguments (see [10]). In the here pre-
sented example, the Perron-Frobenius theorem indeed applies and the largest eigenvalue



Version of Friday 1st March, 2019, 11:50

152 Chapter III. Phase transitions in one dimension

remains non-degenerate even at the transition point. However, the singularity arises be-
cause the matrix elements are non-analytic functions of the control parameter κ and could
even be discontinuous functions. Note that there is no long-range order, thus the Landau-
Peierls argument is not contradicted.

It is important to note that the free energy F (κ, β) is a non-convex function of κ (see
Fig. III.4(a)), thus the question of thermodynamic stability naturally arises. Here, κ is a
parameter related to the density and convexity of the free energy as a function of the density
is a fundamental property which is essential for thermodynamic stability. However, in the
discussed model, the spacing between particles is fixed and cannot be changed. Therefore,
this question of stability does not arise. The question would have arisen if the spacing
between the rods is allowed to fluctuate. However, in that case, the free energy is convex,
but there are no singularities, which is in agreement with all the previous studies of this
model [247–249].

Figure III.17: Observable. Numerical result of the observable φi (for i = 1 in a), i = 2 in b), i = 3 in
c), and i = 4 in d)) as κ is varied. It can be seen that φi continuously changes from zero to non-zero
value at κ = i

2 , indicating a phase transition.

A pressing question is: are the points of non-analyticity of the free energy in this system
also phase transition points between distinct phases, or are they similar to the fluid-fluid tran-
sition (e.g. the liquid-gas transition), where a non-analyticity in the free energy occurs along
a line within the same fluid phase? This could be addressed by considering the fraction φi
as the order parameter, which is defined by

φi =
〈ni〉
N

(III.19)

where ni is the number of ith neighbor rods that overlap and the angular brackets denote
the thermal average. Clearly, φ1 = 0 for κ < 1

2 and non-zero otherwise. Similarly, φ2 is zero
for κ < 1 and non-zero otherwise. More generally, the order parameter φi is exactly zero
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for κ < i
2 , and non-zero otherwise. This is shown in Fig. III.17 obtained from the Monte

Carlo simulations. This shows that distinct values of b2κc (where b·c denotes floor function)
correspond to thermodynamically distinct phases of the system which are distinguished by
the values of the order parameter φi. Of course, these phases could be further split using
additional criteria, for example, by using the number of cusps in the orientation distribu-
tion. In this case, additional phase transitions appear whenever κ is an integer multiple of
1
2 or 1√

2
. A schematic of such a phase diagram is drawn in Fig. III.18.

β

κ

1√
2

1
√
2 2 3√

2
1
2

3
2

Figure III.18: Phase diagram. A schematic phase diagram showing the different phase transition
lines in the β-κ plane, when all Ui are non-zero and finite. All lines are parallel to the β-axis. The
phases can be distinguished by the possible order parameter φi in (III.19) and the number of cusps
in the distribution of the orientation of rods.

Do these phase transitions come under the classification of a first-order and a continuous
transition? Unlike to a continuous transition, the correlation length for the fluctuations of
the orientation remains finite even at the transition points. In the simple case of only nearest
neighbor interactions, this can be seen from the non-vanishing spectral gap of the transfer
matrix (see (III.11)). On the other hand, in the most prominent transitions at the integer
values of κ, the first derivative of the free energy is divergent, unlike a jump discontinuity
in a conventional first-order transition. Therefore, the transitions seen in this example, are
neither a continuous transition nor a conventional first-order transition.

The singularities observed in this model are robust and appear for objects of different
shapes, like crosses, or T- or Y-shapes. These are generic to all hard-core or soft-core models.

a) Two dimensions

The singularities also occur in higher dimensions, however, the behavior is rather complex.
This is seen in Monte Carlo simulations of interacting rods on a square lattice with periodic
boundary conditions. The rods are pinned at their centers at the lattice sites and they are
free to rotate in the lattice-plane. Similarly to one dimension, the singularities can be seen
in the variance of the orientation of the rods. For a N ×N square lattice, a quantity related
to the variance of orientation is

χ(κ) =
〈M2〉 − 〈M〉2

N2
, with M =

N∑

i=1

sin 2θi . (III.20)

The Monte Carlo simulation result of χ(κ) is presented in Fig. III.19 and shows a diverging
peak near κ = 1. Extending the one-dimensional argument, the peak is expected to be at
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κ = 1. The shift of the peak position from this value indicates a more complex behavior
where a KT-type transition may preempt the logarithmic singularity. A similar behavior is
observed on a triangular lattice. This is an ongoing project that is not covered in this thesis.

Figure III.19: Singularity in 2D. The observable χ(κ) defined in (III.20) for an N ×N square lattice
with three different system sizes N = 5, N = 50, and N = 500. The plot shows a diverging peak
near κ = 1.

b) Non-equilibrium steady state

The mechanism of singularity also extends outside equilibrium. This can be seen in the
well-known context of energy transport when the system is coupled with two different
heat baths at two different temperatures. The system reaches a non-equilibrium steady
state where a non-zero energy current flows on average from the high-temperature bath
to the low-temperature bath. Such non-equilibrium steady state has remained the prime
example in recent developments of non-equilibrium statistical physics [251]. A quantity
that is of primary interest is the conductivity defined by

D =
Qt

tN∆T
,

where Qt is the net flow of energy in time t passing through the system of length N from
the bath at temperature T + ∆T to the bath at temperature T , when t and N are large. The
properties of the conductivity D in the limit of large system lengths have been studied a lot
over the last few decades. One of the main questions is whether the diffusivity is finite, i.e.,
whether the Fourier’s law is valid in one dimension.

The coupling to the heat bath and the transport of heat is straightforward to define in
the system of hard rods. Inside the bulk, the orientations of rods are updated following an
energy preserving update rule (only transitions are allowed for which the energy change is
zero), whereas at the boundary, the orientation of rods is updated with a Metropolis filter
with the temperature of the reservoir. In the simplest version of the model (where only the
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nearest neighbor overlaps costs the energy U ), it can be shown that the conductivity in the
large N limit is

D ∝ A(κ) ,

where A(κ) is the overlap area in the integral transfer operator Tκ defined in (III.6) (area
of the shaded regions in Fig. III.8). Then, in this problem the conductivity D is finite and
Fourier’s law is valid. More interestingly, the conductivity shows a similar singularity as in
the equilibrium case when the overlap area A(κ) undergoes non-analytic changes with κ.
This indicates a phase transition in the non-equilibrium steady state.
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A – Appendix

A.1 Discrete-time probability distribution of the displacements

The probability distribution of a Gaussian distributed variable ε depends on its standard
deviation σ and mean µ

Pµ,σ(ε) =
1√

2πσ2
e−

(ε−µ)2

2σ2 .

Consider a coordinate transformation such that each ε ∈ (−∞,∞) is folded within the
interval ε′ ∈ (−δ, δ)

ε′ = C(ε, δ) =

{
q − δ if q < 2δ

3δ − q if q ≥ 2δ ,
(A.1)

with q = (ε+δ) mod 4δ, with amod b = a−b
⌊
a
b

⌋
, i. e., 0 ≤ q < 4δ, where bac is the floor func-

tion. This is the one-dimensional version of the folding scheme (II.2) of the displacement
random walk of the persistent kinetic Monte Carlo algorithm (first introduced in section
II.1). Fig. A.1 illustrates this scheme1.

The inverse function of the folding corresponds to the reflection of the interval (−δ, δ)
on the entire space (−∞,∞)

ε+n = C−1
+ (ε′, δ) = (4n− 1)δ + (ε′ + δ) ,

ε−n = C−1
− (ε′, δ) = (4n− 1)δ − (ε′ + δ) .

(A.2)

With n ∈ Z, C−1
+ generates all possible ε+n ∈ ({4n− 1}δ, [{4n− 1}+ 2]δ) and C−1

− generates
all possible ε−n ∈ ([{4n− 1} − 2]δ, {4n− 1}δ).

With (A.2) it is possible to calculate the probability distribution of ε′

Pµ,σ,δ(ε
′) =

∫ ∞

−∞
Pµ,σ(ε)

(
δ
[
ε− C−1

− (ε′, δ)
]

+ δ
[
ε− C−1

+ (ε′, δ)
])
dε

=

∞∑

n=−∞
(

1√
2πσ2

e−
(ε−n−µ)2

2σ2 +
1√

2πσ2
e−

(ε+n−µ)2

2σ2 )

=
ϑ3(π(ε′−µ)

4δ , e−
π2σ2

8δ2 ) + ϑ3(−π(2δ+µ+ε′)
4δ , e−

π2σ2

8δ2 )

4δ
,

(A.3)

1It is possible to reproduce this folding scheme with a accordion folded sheet of paper. The ε-axis is per-
pendicular to the folded edges. Choosing a range from −Mδ to +Mδ with M ∈ N, then the edges are at all
multiples of (2m+ 1)δ with m ∈ Z and −M ≤ m ≤ M . Piercing a needle through the accordion folded paper
stack leaves a hole indicating ε′ ∈ [−δ, δ] and all ε ∈ [−Mδ,Mδ] associated to this ε′.

157
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with

ϑ3(u, q) = 1 + 2

∞∑

n=1

qn
2

cos(2nu) .

As the rest of the discussion in this section A.1 deals only with ε′ confined in the interval
(−δ, δ), the prime-notation is dropped for simplicity. With κ = δ/σ, the last equation leads
to

Pµ,κ,δ(ε) =
ϑ3(π(ε−µ)

4δ , e−
π2κ−2

8 ) + ϑ3(−π(2δ+µ+ε)
4δ , e−

π2κ−2

8 )

4δ
(A.4)

Figure A.1: Illustration of the displacement’s folding scheme in (A.1). The upper row shows a
sampled ε (gray dot) which is then folded into the interval −δ < ε′ < δ.

From Pµ,κ,δ(ε0), a random number ε0 ∈ (−δ, δ) can be directly sampled. Choosing now
µ = ε0, a second random number depending on ε0 can be sampled from Pε0,κ,δ(ε1). ε0 → ε1
corresponds now to a single-step random walk from the distribution (A.4). With (A.4), the
auto-correlation function 〈ε0ε1〉 can be calculated

〈ε0ε1〉µ,κ,δ =

∫ δ

−δ

∫ δ

−δ
dε0dε1P (ε0, µ, κ, δ)P (ε1, ε0, κ, δ)ε0ε1 . (A.5)

Fig. A.2 shows a numerical integration result of the auto-correlation function for a fixed
δ = 0.1 and a) different κ as a function of µ and b) different µ as a function of κ. Fig. A.2a
demonstrates clearly that the auto-correlation vanishes in the κ → 0 limit for all values of
µ. Furthermore, it shows that the auto-correlation depends on µ. The auto-correlation for
µ = 0 in Fig. A.2b has a maximum around κ−1 ∼ 0.6. The auto-correlation vanishes at small
κ. However, at fixed δ, a large κmeans a small standard deviation σ leading to small values
for ε0 and ε1, which explains the decay to zero for κ−1 → 0 and µ = 0.
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Figure A.2: Numerical integration of 〈ε0ε1〉µ,σ,δ (A.5) for a fixed δ = 0.1 and a) three different σ as
a function of µ and b) three different µ as a function of σ.

Following the description of the kinetic Monte Carlo approach in section II.1, the discrete-
time i random walk of εi involves by choosing εi−1 as the mean for the sampling of εi. Over
a long run, each possible mean value µ ∈ (−δ, δ) contributes equally to 〈εi−1εi〉µ,κ,δ. The
arithmetic mean over µ is

〈εi−1εi〉κ,δ =
1

∫ δ
−δ dµ

∫ δ

−δ
〈εi−1εi〉µ,κ,δdµ . (A.6)

The result of a numerical integration in comparison with simulation data of the ε random
walk are shown in Fig. A.3. The agreement is excellent. It should be noted that the con-
nected auto-correlation function 〈ε′0ε′1〉κ,δ − 〈ε′0〉κ,δ〈ε′1〉κ,δ leads to the same result.

Figure A.3: Numerical integration of 〈εi−1εi〉κ,δ in (A.6) for a fixed δ = 0.1 as a function of κ and
the simulation result for comparison. The blue curve is a fit of the numerical integration.
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A.2 Grid/cell scheme

The Metropolis filter in the kinetic Monte Carlo approach requires the calculation of the
total energy change ∆E = E−E′ caused by a trial move ri → ri+ εi, for details see section
II.1. The calculation of the total energy E =

∑N
i=1

∑N
j=i+1 U(rij) in principle requires the

knowledge of all inter-particle distances rij . However, if the total energy change is caused
by the displacement of a single particle i, then ∆E is given by

∆E =
N∑

j=1,j 6=i
[U(|ri + εi − rj |)− U(|ri − rj |)] ,

hence the algorithm scales as O(N).
As mentioned in subsection II.3.1, the system size dependent scaling is avoided by

choosing a suitable cut-off radius rc [13] for the here studied inter-particle pair potential

U(rij) = u0(γ/rij)
n , (A.7)

with n = 6, 16 (first defined in (II.10)), thus the pair potential is given by [13]

Ũ(rij) = U(min[rij , rc = 1.8]) .

Then, given that the absolute total displacement satisfies |ε| < rc, the total energy change
caused by the displacement of particle i is given by

∆E =
∑

j

[U(|ri + εi − rj |)− U(|ri − rj |)] , (A.8)

where the sum
∑

j includes all particles j, which satisfy the conditions

j 6= i ∧ (|ri + εi − rj | < rc ∨ |ri − rj | < rc) . (A.9)

Considering a particle displacement as shown in Fig. A.4, this condition means that only
the particles whose centers are located within the red circle, or within the dashed red circle
need to be considered for the calculation of the total energy change. This condition leads
thus to the smallest number of necessary operations to compute the total energy change
and leads to a scaling which is independent of the total number of particlesN . On the other
hand, the knowledge of all particles satisfying the condition (A.9) again requires a prior
knowledge about all |ri + εi − rj | and |ri − rj |. However, when using a standard tool [42]
of particle simulations this does not need to be calculated in every step.

If the particle positions are confined on a two-dimensional box, with Lx and Ly being
the edge lengths which do not have to be equal, than the concept of the grid/cell scheme
[42] is to divide this box into sub-boxes of size `x× `y as illustrated in Fig. A.4. The sub-box
size is given by

`z =
Lz

nz
,

where
nz = bLz/rcc
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is the number of sub-boxes in z-direction, with z = x,y, and bac is the floor function. With
this definition rc < `z < 2rc.

The particle positions associate each particle to one particular sub-box. If the displace-
ment of particle i leads to a position ri + εi which is located in the same sub-box (for sim-
plicity say b) as the original position ri of the particle (see Fig. A.4a), then it follows from
(A.8) with (A.9) that the total energy can be calculated from

∆E =
∑

B

∑

jB

[U(|ri + εi − rjB |)− U(|ri − rjB |)] . (A.10)

Here, B runs over all neighboring sub-boxes of b and also includes b (indicated by the green
square in Fig. A.4a and jB are the particles located within the sub-boxes (excluding i).

As rc < `z < 2rc, it is clear from Fig. A.4a that the green square always contains the par-
ticles located within the red circles which are relevant to calculate the total energy change.
The other particles located outside the red circles do not contribute to the energy change,
thus this grid/cell scheme does a bit more work than required by (A.8) with (A.9) but nev-
ertheless fulfills the main purpose of reducing the scaling of the algorithm from O(N) to
a constant number independent of the system size N . Fig. A.4b) shows the least efficient
situation of this grid/cell scheme. Here the trial position is located in an edge-connected
neighboring cell. The illustration shows clearly that this case requires that B in (A.10) runs
over all neighboring cells of ri + εi and the neighboring cells of ri.

The efficiency of the grid/cell scheme increases for large volumes, where Lz � rc as
this results in sub-boxes with rc . `z.

Figure A.4: Grid/cell scheme. The particle positions (black dots) are confined in a Lx × Ly box
with periodic boundary conditions. The parameter γ of the inter-particle potential (A.7) is indicated
by the gray disks. Shown is the trial displacement ri + εi of a particle i. The red circle around the
original position of the particle indicates the cut-off radius rc of the potential. The dashed red circle
indicates the cut-off radius around the new test position ri + εi. The space is divided into sub-boxes
of size `x × `y, with 2rc > (`x, `y) > rc.
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This implementation requires to keep track of the particle positions in the grid cells.
One possible implementation is described in chapter 2.4.1 of [42] for hard disks, which
can be easily extended to soft spheres. In the hard-disk case, it is sufficient to check for
overlaps created by the displacement. In addition, rc = γ, which is the hard-disk diameter
for n → ∞. If the volume is big enough thus rc . `z, each cell can contain at most four
hard-disk centers.

A.3 Orientational correlation function at the outer boundary of
MIPS

Figure A.5: Orientational correlation function at the outer boundary of MIPS. The data is for
φ = 1.0, δ = 0.7, N = 10976 for different λ indicated in the legend. The correlation function is
clearly short-ranged and thus confirms the liquid character of the cluster phase within MIPS.

A.4 Convergence data for the activity-induced two-step melting
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Figure A.6: Convergence to the hexatic phase. Data for φ = 2.4, N = 43904, δ = 0.1 and the
potential n = 6. Compare with Fig. II.23 and Fig. II.25. a) to d) show the time evolution (indicated
color code in linear scale) of single configurations for λ = 1.045. At t = 0 the particles in a) and
c) are arranged on a perfect hexagonal lattice. In contrast, in b) and d) the configuration at t = 0
is random. a) and b) show the time evolution of the orientational correlation function. c) and d)
show the time evolution of the positional correlation function. Both initial arrangements converge
to the same steady state represented by the black-and-white dashed line. λ = 1.045 is very close
to the liquid-hexatic transition. Figure e) shows data for a slightly larger persistence length λ =
1.048. Shown are short-time averages for the orientational correlation function, each containing 20
configurations after the warm-up time. Even after a long warm-up time, the system does not show a
clear convergence towards a steady state and jumps between an exponential decay and a power-law
decay. This behavior appears close to the transition and is due to the finite system size. Previous
simulations show that it is to expect that this persistence can be associated with a liquid state point
for larger systems.
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Figure A.7: Convergence to the solid phase. Data for φ = 2.4, N = 43904, δ = 0.1 and the potential
n = 6. Compare with Fig. II.23 and Fig. II.25. a) to d) show the time evolution (indicated color code
in linear scale) of single configurations for λ = 0.999. At t = 0 the particles in a) and d) are arranged
on a perfect hexagonal lattice. In contrast, in b) and e) the configuration at t = 0 is a state point
in the hexatic phase. a) and b) show the time evolution of the orientational correlation function. c)
and d) show the time evolution of the positional correlation function. Both initial arrangements con-
verge to the same steady state represented by the black-and-white dashed line. Note the overshoot
(green curves) in d) while approaching the steady state. This behavior is observed regularly in the
data during the warm-up and appears "oscillation-like". However, once the steady state is reached,
correlation functions of individual configurations show only small deviations from the mean, thus
the behavior of approaching the steady state resembles a damped oscillation but was not further
investigated. λ = 0.999 is very close to the hexatic-solid transition. c) and f) show data for a slightly
larger persistence length λ = 1.0104. Shown are short-time averages for the orientational correlation
function c) and positional correlation function f) together with the total time average (black-white
dashed line) clearly indicating the hexatic phase.
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Figure A.8: Convergence to the hexatic phase for n = 16. Data for φ = 2.4, N = 43904, δ = 0.1
and the potential n = 16. Compare with Fig. II.26 and Fig. II.27. Time evolution (indicated color
code in linear scale) of single configurations for λ = 1.0 (left) and λ = 1.1 (right). At t = 0 the
particles in a), e), c) and g) are arranged on a perfect hexagonal lattice. In contrast, in b), d), f)
and h) the configuration at t = 0 is random. a) to d) show the time evolution of the orientational
correlation function. e) to h) show the time evolution of the positional correlation function. Both
initial arrangements converge to the same steady state represented by the black-and-white dashed
line.

A.5 MIPS under the influence of the potential stiffness
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Figure A.9: MIPS in ψ6 color code for different power-law potentials U ∝ r−n and persis-
tence lengths λ. N = 10976, φ = 0.4, δ = 0.7. A macroscopic phase separation is clear for
all potentials at λ = 200. The coarsening process slows down for higher λ, leaving some
configurations in the state where microscopic density inhomogeneities are formed but have
not merged yet. No orientational order visible. (Color code indicated, e.g., in Fig. II.23c).
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Figure A.10: Coarsening process for MIPS under the influence of δ. Configuration snapshots,
with ψ6 color-coded particles (indicated, e.g., in Fig. II.23c) for N = 10976.
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Figure A.11: MIPS in ψ6 color-coded configuration snapshots for U ∝ r−256, a range of
different δ and persistence lengths λ. N = 10976, φ = 0.4. The runtimes for individual δ
are comparable, whereas runtimes between different δ may vary strongly (smaller δ have
larger runtimes, for details see A.14). (Color code indicated, e.g., in Fig. II.23c.)



Version of Friday 1st March, 2019, 11:50

A.6 Further evidence for negligible anisotropic effects in 2D 169

A.6 Further evidence for negligible anisotropic effects in 2D
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Figure A.12: Evidence for effective isotropic dynamics below and in the MIPS region. Data is
for the potential with n = 16 at φ = 0.4 for N = 10976 and for persistence lengths inside the MIPS
region with δ = 0.1. First column: pair-correlation function g(r, θ) in polar coordinates averaged
over 100 configurations. Second column: difference between g(r, θ) and its angular average g(r).
Third column: configuration snapshots with ψ6 color code as indicated in, e.g., Fig. II.23. The red
arrows indicate π/4, 3π/4, 5π/4 and 7π/4.

A.7 Time evolution of fluctuating distribution function, passive
case

To derive the time evolution of the fluctuating distribution function in (II.59a) an arbitrary
test functionR(x) is defined, such thatR(xi(t)) =

∫
dx δ(x−xi(t))R(x). The time evolution

can be written as

d

dt
R(xi(t)) =

∫
dxR(x)

d

dt
δ(x− xi(t)) . (A.11)
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By writing (II.57) as

xi(t+ dt) = xi(t) + dt βFi(x) + dt βF (e)(xi) + dω(t) ,

with

〈dω(t)〉 = 0 , and 〈dω(t)2〉 = 2 dt ,

it follows,

R(xi(t+ dt)) =R
(
xi(t) + dω(t) + dtβFi(x(t)) + dtβF (e)(xi(t))

)

=R(xi(t)) + [dω(t) + dtβFi(x(t)) + dtβF (e)(xi(t))]
∂R(xi(t))

∂xi
+

1

2
dω(t)2∂

2R(xi(t))

∂x2
i

+ · · · .

The dt→ 0 limit, leads to

d

dt
R(xi(t)) = [ηi(t) + βFi(x(t)) + βF (e)(xi(t))]

∂R(xi(t))

∂xi
+
∂2R(xi(t))

∂x2
i

,

where dω(t)
dt = ηi(t) and limt→0

dω(t)2

dt = 2 were used (following Itō convention). Using the
Dirac delta function, the above equation can be recast as

d

dt
R(xi(t)) =

∫
dx δ(x− xi(t))

{[
ηi(t) + βFi(x′(t)) + βF (e)(x)

]
∂R(x)

∂x
+
∂2R(x)

∂x2

}
,

where x′(t) denotes the set of particle positions xj with the ith position xi = x. Integrating
by parts leads to

∫ ∞

−∞
dx δ(x− xi(t))Fi(x′(t))

∂R(x)

∂x
=
[
δ(x− xi(t))Fi(x′(t))R(x)

]
x=±∞︸ ︷︷ ︸

= 0 as the particles are confined,
thus |xi(t)|<∞∀ t

−
∫ ∞

−∞
dxR(x)

∂

∂x

[
δ(x− xi(t))Fi(x′(t))

]
.

and similarly
∫ ∞

−∞
dx δ(x− xi(t))F (e)(x)

∂R(x)

∂x
= −

∫ ∞

−∞
dxR(x)

∂

∂x

[
δ(x− xi(t))F (e)(x)

]

∫ ∞

−∞
dx δ(x− xi(t)) ηi(t)

∂R(x)

∂x
= −

∫ ∞

−∞
dxR(x)

∂

∂x
[δ(x− xi(t))ηi(t)]

Furthermore
∫ ∞

−∞
dx δ(x− xi(t))D

∂2R(x)

∂x2
=

[
δ(x− xi(t))D

∂R(x)

∂x

]

x=±∞︸ ︷︷ ︸
= 0

−
∫ ∞

−∞
dx

∂R(x)

∂x

∂

∂x
[Dδ(x− xi(t))] =

−
[
DR(x)

∂

∂x
δ(x− xi(t))

]

x=±∞︸ ︷︷ ︸
= 0

+

∫ ∞

−∞
dxR(x)

∂2

∂x2
[Dδ(x− xi(t))] ,
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thus finally

d

dt
R(xi(t)) =

∫
dxR(x)

{
− ∂

∂x
δ(x− xi(t))

[
ηi(t) + βFi(x′(t)) + βF (e)(x)

]
+
∂2δ(x− xi(t))

∂x2

}
.

Comparing this expression with (A.11), it must follow that

d

dt
δ(x− xi(t)) = − ∂

∂x
δ(x− xi(t))

[
ηi(t) + βFi(x′(t)) + βF (e)(x)

]
+
∂2δ(x− xi(t))

∂x2
.

As ψ̂t(x) =
∑

i δ(x − xi(t)), summing over all i in the above equation leads to the time
evolution of the fluctuating distribution function

d

dt
ψ̂t(x) = − ∂

∂x
η(x, t)− β ∂

∂x

∑

i

δ(x− xi(t))Fi(x′(t))− β ∂

∂x

[
F (e)(x)ψ̂t(x)

]
+
∂2ψ̂t(x)

∂x2
,

where

η(x, t) =
∑

i

δ(x− xi(t))ηi(t) .

Using (II.57) one can easily show (II.59b).
The term with Fi can be rewritten using (II.58)
∑

i

δ(x− xi(t))Fi(x′(t)) =
∑

i

δ(x− xi(t))
∑

j

Φ(x− xj) = ψ̂t(x)
∑

j

Φ(x− xj) ,

thus leading to the time evolution in (II.59a).

A.8 Time evolution of fluctuating distribution function, persis-
tent case

Here the time evolution of the fluctuating distribution function in (II.66) is derived follow-
ing the same procedure as in A.7. The test function becomes R(x, v) and is defined, such
that R(xi(t), vi(t)) =

∫
dx
∫
dv δ(x− xi(t))δ(v − vi(t))R(x, v). This gives

d

dt
R(xi(t), vi(t)) =

∫
dx dv R(x, v)

d

dt
[δ(x− xi(t))δ(v − vi(t))] . (A.12)

By writing (II.62) as

vi(t+ dt) = vi(t) + dt R̃(vi(t)) + dω̂i(t) ,with

〈dω̂i(t)〉 = 0 and 〈dω̂i(t)2〉 = 2Da dt ,

and (II.64) as

xi(t+ dt) = xi(t) + dt vi(t)hi
(
x(t), vi(t)

)
+ dt F (e)(xi) + dωi(t) ,with

〈dωi(t)〉 = 0 and 〈dωi(t)2〉 = 2Ddt ,
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it follows (after the Taylor expansion and after taking the dt→ 0 limit),

d

dt
R(xi(t), vi(t)) =

[
ηi(t) + vi(t)hi

(
x(t), vi(t)

)
+ F (e)(xi(t))

] ∂R(xi(t), vi(t))

∂xi

+
[
ξi(t) + R̃(vi(t))

] ∂R(xi(t), vi(t))

∂vi

+D
∂2R(xi(t), vi(t))

∂x2
i

+Da
∂2R(xi(t), vi(t))

∂v2
i

,

where dω(t)
dt = ηi(t), dω̂i(t)dt = ξi(t) and limt→0

dω(t)2

dt = 2D, limt→0
dω̂i(t)

2

dt = 2Da were used,
following the Itō convention. The equation can be recast as

d

dt
R(xi(t), vi(t)) =

∫
dx dv δ(x− xi(t))δ(v − vi(t))

{[
ηi(t) + v hi

(
x′(t), v

)
+ F (e)(x)

] ∂R(x, v)

∂x

+
[
ξi(t) + R̃(v)

] ∂R(x, v)

∂v
+D

∂2R(x, v)

∂x2
+Da

∂2R(x, v)

∂v2

}
,

where x′(t) denotes the set of particle positions xj with the ith position xi = x. Integrating
by parts leads to

d

dt
R(xi(t), vi(t)) =

∫
dx dv R(x, v)

{
− ∂

∂x

[
δ(x− xi(t))δ(v − vi(t))

{
ηi(t) + v hi

(
x′(t), v

)
+ F (e)(x)

}]

− ∂

∂v

[
δ(x− xi(t))δ(v − vi(t))

{
ξi(t) + R̃(v)

}]

+D
∂2

∂x2

[
δ(x− xi(t))δ(v − vi(t))

]
+Da

∂2

∂v2

[
δ(x− xi(t))δ(v − vi(t))

]}
.

Comparing the above expression with (A.12) and using the definition ρ̂i(x, v, t) = δ(x −
xi(t))δ(v − vi(t)) it must follow that

d

dt
ρ̂i(x, v, t) =− ∂

∂x

{
ρ̂i(x, v, t)

[
ηi(t) + v hi

(
x′(t), v

)
+ F (e)(x)

]}
− ∂

∂v

{
ρ̂i(x, v, t)

[
ξi(t) + R̃(v)

]}

+D
∂2

∂x2
ρ̂i(x, v, t) +Da

∂2

∂v2
ρ̂i(x, v, t) .

Because ψ̂t(x, v) =
∑

i ρ̂i(x, v, t), summing over all i in the above equation leads to the time
evolution of the fluctuating distribution function in (II.66), as

∑

i

ρ̂i(x, v, t)hi(x
′(t), v) =

∑

i

ρ̂i(x, v, t)min
[
1, exp

(
Γv
∑

j

Φ(x− xj)
)]
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and
∑

j

Φ(x− xj) =
∑

j

∫
dx′ dv′ δ(x′ − xj(t)) δ(v′ − vj(t)) Φ(x− x′)

=

∫
dx′ dv′ ψ̂t(x′, v′) Φ(x− x′) ,

thus ∑

i

ρ̂i(x, v, t)hi(x
′(t), v) = ψ̂t(x, v)χ

[
Γv

∫
dx′ dv′Φ(x− x′) ψ̂t(x′, v′)

]
,

where the function χ[s] is defined as

χ[s] = min {1, es} .

A.9 Continuity equation of the particle density

The equation in (II.66) can be recast as

d

dt
ψ̂t(x, v) = − ∂

∂v
Ĵv(x, v, t)−

∂

∂x
Ĵρ(x, v, t) ,

with
Ĵv(x, v, t) = ξt(x, v)−Da

∂

∂v
ψ̂t(x, v) ,

and

Ĵρ(x, v, t) = ηt(x, v) + ψ̂t(x, v) v χ

[
Γv

∫
dx′dv′Φ(x− x′) ψ̂t(x′, v′)

]

+ F (e)(x)ψ̂t(x, v)−D ∂

∂x
ψ̂t(x, v) .

Integrating Ĵρ(x, v, t) over v leads to

Ĵρ(x, t) =

∫
dv Ĵρ(x, v, t)

=

∫
dv ηt(x, v) +

∫
dv ψ̂t(x, v) v χ

[
Γv

∫
dx′dv′Φ(x− x′) ψ̂t(x′, v′)

]

+

∫
dv F (e)(x)ψ̂t(x, v)

︸ ︷︷ ︸
=F (e)(x)ρ̂t(x)

−
∫
dv D

∂

∂x
ψ̂t(x, v)

︸ ︷︷ ︸
=D ∂

∂x
ρ̂t(x)

,

thus the ensemble average gives

Jρ(x, t) =
〈
Ĵρ(x, t)

〉

=

∫
dv 〈ηt(x, v)〉︸ ︷︷ ︸

=0

+

〈∫
dv ψ̂t(x, v) v χ

[
Γv

∫
dx′dv′Φ(x− x′) ψ̂t(x′, v′)

]〉

+ F (e)(x) 〈ρ̂t(x)〉︸ ︷︷ ︸
=ρt(x)

−D ∂

∂x
〈ρ̂t(x)〉︸ ︷︷ ︸
=ρt(x)

.
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With

d

dt
ρt(x) =

∫ 1

−1
dv

d

dt

〈
ψ̂t(x, v)

〉

= −
〈∫ 1

−1
dv

∂

∂v
Ĵv(x, v, t)

︸ ︷︷ ︸
=0 , because of (II.67)

〉
− ∂

∂x
Jρ(x, t)

equation (II.68) is recovered.

A.10 Active Ornstein-Uhlenbeck process: Time evolution of the
fluctuating distribution function

The derivation of the time evolution of the fluctuating distribution function in (II.65) fol-
lows the same procedure as in A.7 and A.8. The test function R(x, v) is defined, such that
R(xi(t), vi(t)) =

∫
dx
∫
dv δ(x− xi(t))δ(v − vi(t))R(x, v). This gives

d

dt
R(xi(t), vi(t)) =

∫
dx dv R(x, v)

d

dt
[δ(x− xi(t))δ(v − vi(t))] . (A.13)

By writing (II.70) as

vi(t+ dt) = vi(t)− dt αvi(t) + dω̂i(t) , with

〈dω̂i(t)〉 = 0 , 〈dω̂i(t)2〉 = 2Dadt ,

and (II.71) as

xi(t+ dt) = xi(t) + dt v0vi(t) + dt Fi(x(t)) + dωi(t) , with

〈dωi(t)〉 = 0 , 〈dωi(t)2〉 = 2Dtdt ,

it follows after Taylor expanding and taking the dt→ 0 limit,

d

dt
R(xi(t), vi(t)) = [ξi(t) + v0vi(t) + Fi(x(t))]

∂R(xi(t), vi(t))

∂xi

+ [ηi(t)− αvi(t)]
∂R(xi(t), vi(t))

∂vi

+Dt
∂2R(xi(t), vi(t))

∂x2
i

+Da
∂2R(xi(t), vi(t))

∂v2
i

,

where dω(t)
dt = ξi(t), dω̂i(t)dt = ηi(t) and limt→0

dω(t)2

dt = 2Dt, limt→0
dω̂i(t)

2

dt = 2Da were used,
following the Itō convention. The equation can be recast as

d

dt
R(xi(t), vi(t)) =

∫
dx dv δ(x− xi(t))δ(v − vi(t))

{[
ξi(t) + v0v + Fi(x′(t))

] ∂R(x, v)

∂x
+ [ηi(t)− αv]

∂R(x, v)

∂v

+Dt
∂2R(x, v)

∂x2
+Da

∂2R(x, v)

∂v2

}
,
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where x′(t) denotes the set of particle positions xj with the ith position xi = x. Integrating
by parts leads to

d

dt
R(xi(t), vi(t)) =

∫
dx dv R(x, v)

{
− ∂

∂x

[
δ(x− xi(t))δ(v − vi(t))

(
ξi(t) + v0v + Fi(x′(t))

)]

− ∂

∂v

[
δ(x− xi(t))δ(v − vi(t))

(
ηi(t)− αv

)]

+Dt
∂2

∂x2

[
δ(x− xi(t))δ(v − vi(t))

]
+Da

∂2

∂v2

[
δ(x− xi(t))δ(v − vi(t))

]}
.

Comparing this with (A.13) and using the definition ρ̂i(x, v, t) = δ(x− xi(t))δ(v − vi(t)), it
must follow that

d

dt
ρ̂i(x, v, t) =− ∂

∂x

{
ρ̂i(x, v, t)

[
ξi(t) + v0v + Fi(x′(t))

]}
− ∂

∂v

{
ρ̂i(x, v, t)

[
ηi(t)− αv

]}

+Dt
∂2

∂x2
ρ̂i(x, v, t) +Da

∂2

∂v2
ρ̂i(x, v, t) .

As ψ̂t(x, v) =
∑

i ρ̂i(x, v, t), summing over all i in the above equation leads to the time
evolution of the fluctuating distribution function in (II.72).

A.11 Active Ornstein-Uhlenbeck process: Time evolution of the
average velocity mt(x)

From the definition of mt(x) in (II.76) it follows for the ensemble averaged time evolution

d

dt
mt(x) =

∫
dv v

d

dt

〈
ψ̂t(x, v)

〉
.
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With (II.75) it follows (Itō convention used)

d

dt
mt(x) =−

∫
dv v

∂

∂v



√

2Da

〈
ψ̂t(x, v)

〉
〈η̂(x, v, t)〉︸ ︷︷ ︸

=0


+ α

∫
dv v

∂

∂v

[
v
〈
ψ̂t(x, v)

〉]

+Da

∫
dv v

∂2

∂v2

〈
ψ̂t(x, v)

〉
−
∫
dv v

∂

∂x



√

2Dt

〈
ψ̂t(x, v)

〉
〈ξ̂(x, v, t)〉︸ ︷︷ ︸

=0




− v0
∂

∂x

[ ∫
dv v2〈ψ̂t(x, v)〉

︸ ︷︷ ︸
=Qt(x)

]
− ∂

∂x

[
F (e)(x)

∫
dv v 〈ψ̂t(x, v)〉

︸ ︷︷ ︸
=mt(x)

]

− ∂

∂x

[ ∫
dx′F (x− x′)

〈
ρ̂t(x

′)
∫
dv v ψ̂t(x, v)

︸ ︷︷ ︸
=m̂t(x)

〉]
+Dt

∂2

∂x2

[ ∫
dv v〈ψ̂t(x, v)

︸ ︷︷ ︸
=mt(x)

〉
]

=α

∫
dv v

∂

∂v

[
v 〈ψ̂t(x, v)〉

]
+Da

∫
dv v

∂2

∂v2
〈ψ̂t(x, v)〉 − v0

∂

∂x
Qt(x)

− ∂

∂x

[
F (e)(x)mt(x)

]
− ∂

∂x

[ ∫
dx′F (x− x′)〈ρ̂t(x′)m̂t(x)〉

]
+Dt

∂2

∂x2
mt(x) .

Integration by parts leads to

∫ ∞

−∞
dv v

∂

∂v
v 〈ψ̂t(x, v)〉 =

∫ ∞

−∞
dv

∂

∂v
v2 〈ψ̂t(x, v)〉

︸ ︷︷ ︸
=0 , as v is confined

−
∫ ∞

−∞
dv v 〈ψ̂t(x, v)〉 = −mt(x)

and ∫
dv v

∂2

∂v2
〈ψ̂t(x, v)〉 =

∫
dv

∂

∂v

[
v
∂

∂v
〈ψ̂t(x, v)〉

]

︸ ︷︷ ︸
=0

−
∫
dv

∂

∂v
〈ψ̂t(x, v)〉

︸ ︷︷ ︸
=0

= 0 .

This leads to the expression in (II.79).

A.12 Active Ornstein-Uhlenbeck process: recasting pressure

Solving (II.78) after F (e)(x)ρ(x) and substituting this in (II.81) leads to

P =

∫ ∞

Λ
dx

{
v0m(x)−Dt

∂

∂x
ρ(x) + I1(x)

}

= v0

∫ ∞

Λ
dxm(x) +Dtρ̄+

∫ ∞

Λ
dx I1(x) ,
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with ρ̄ = ρ(Λ) being the bulk density. The first term can be recast by using the expression
for m(x) in (II.80)

∫ ∞

Λ
dxm(x) =− v0

α

∫ ∞

Λ
dx

∂

∂x
Q(x)− 1

α

∫ ∞

Λ
dx

∂

∂x

[
F (e)(x)m(x)

]

+
1

α
Dt

∫ ∞

Λ
dx

∂2

∂x2
m(x)− 1

α

∫ ∞

Λ
dx

∂

∂x
I2(x)

=
v0

α
Qt(Λ) +

1

α
F (e)(Λ)m(Λ)− 1

α
Dt

∂

∂x
m(x)

∣∣∣∣
x=Λ

+
1

α
I2(Λ) ,

thus

P =
v0

α
[v0Q(Λ) + I2(Λ)] +Dt ρ(Λ) +

∫ ∞

Λ
dx I1(x)

+
v0

α
F (e)(Λ)m(Λ)− v0

α
Dt

∂

∂x
m(x)

∣∣∣∣
x=Λ

.

The quantity m(x) is the average velocity of particles at position x. This can be seen by
writing the expression explicitly

m(x) =

〈∫
dv v

N∑

i=1

δ(x− xi(t))δ(v − vi(t))
〉

=

∫
dv vP (x, v) ,

where P (x, v) is the probability of finding a particle at position xwith velocity v. Assuming

that in the steady state m(Λ) = 0 and ∂
∂xm(x)

∣∣∣∣
x=Λ

= 0 leads to the expression (II.82).

Starting with the steady-state expression (II.80), the assumption m(Λ) = 0 requires

0 =
∂

∂x
v0Q(x)

∣∣
x=Λ

+
∂

∂x
I2(x)

∣∣
x=Λ

,

which is valid, if
v0Q(x) + I2(x) = constant , ∀x in the bulk .

A.13 Active Ornstein-Uhlenbeck process: Q(Λ)

The expression for pressure in (II.82) contains the second moment Q(Λ), which is defined
as

Q(Λ) =

∫ ∞

−∞
dv v2

〈
N∑

i=1

δ(Λ− xi(t))δ(v − vi(t))
〉

︸ ︷︷ ︸
P (Λ,v)

.

With the assumption P (Λ, v) ' ρ(Λ)P (v) for any point in the bulk Λ, it follows

Q(Λ) ' ρ(Λ)

∫ ∞

−∞
dv v2P (v)

= ρ(Λ)
〈
v2
〉
.
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With the solution of the Langevin equation (II.70) for v

v(t) =

∫ t

−∞
ds e−α(t−s) η(s) ,

it follows

〈v(t)2〉 =

∫ t

−∞
ds1 ds2 e

−α(t−s1)e−α(t−s2) 〈η(s1)η(s2)〉︸ ︷︷ ︸
2Daδ(s1−s2)

=

∫ t

−∞
ds1 e

−2α(t−s1)

∫ t

−∞
ds2 2Daδ(s1 − s2)

=
Da

α
,

which then leads directly to the expression in (II.83).

A.14 Runtime information



Version of Friday 1st March, 2019, 11:50

A.14 Runtime information 179

Fig. II.12
MIPS in two
dimensions.

N = 10976, δ = 0.7, n = 6,
Snapshots after 1.1 · 107 Monte Carlo sweeps

Fig. II.13
MIPS as result

of kinetic arrest.

N = 43904, δ = 0.7, n = 6, λ = 214,
Snapshots after 1.2 · 107 Monte Carlo sweeps

Fig. II.14
Local-density

histogram for MIPS.

N = 10976, δ = 0.7, n = 6,
warm-up time: 107 Monte Carlo sweeps,

average over 100 configuration recorded in time intervals of
3 · 104 Monte Carlo sweeps

Fig. II.15
Finite-size scaling

of local-density
histograms.

N = 43904, 10976, 2744, δ = 0.7, n = 6,
warm-up time: 1.2 · 107, 2.2 · 107, 1.4 · 107 Monte Carlo Sweeps

average over 400, 500, 500 configurations recorded in time intervals
of 1.09 · 104, 8.4 · 103, 1.4 · 104 Monte Carlo Sweeps

Fig. II.16
U-shaped

boundary of MIPS.

N = 10976, δ = 0.7, n = 6,
warm-up time: 107 Monte Carlo sweeps,

average over 100 configuration recorded in time intervals of
3 · 104 Monte Carlo sweeps

Fig. II.18
MIPS as

liquid-gas
coexistence.

N = 10976, δ = 0.7, n = 6,
Snapshots after 1.1 · 107 Monte Carlo sweeps

Fig. II.19
Two-step melting

at small persistence
lengths.

N = 43904, δ = 0.1, n = 6,
warm-up time: at least 5.5× 106 Monte Carlo sweeps,

average over 200 configurations recorded in time intervals of
2.7× 104 Monte Carlo sweeps

Fig. II.21
Activity-induced
two-step melting.

N = 43904, δ = 0.1, n = 6,
warm-up time: 1.1× 107 Monte Carlo sweeps,

average over 200 configurations recorded in time intervals of
2.7× 104 Monte Carlo sweeps

Fig. II.22
Short-time
averages.

N = 43904, δ = 0.1, n = 6,
warm-up time: 1.1× 107 Monte Carlo sweeps,

each average contains 20 configurations recorded in time intervals of
2.7× 104 Monte Carlo sweeps

Fig. II.23
Activity-induced
two-step melting

far from equilibrium.

N = 43904, δ = 0.1, n = 6,
warm-up time: 8.2× 106 Monte Carlo sweeps,

average over 200 configurations recorded in time intervals of
2.7× 104 Monte Carlo sweeps

Table A.1: Runtime information.
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A.15 Publication 1:
Thermodynamic phases in two-dimensional active matter

Published in Nature Communications: Juliane U. Klamser, Sebastian C. Kapfer, and Werner
Krauth, Thermodynamic phases in two-dimensional active matter, Nature Communications 9,
5045 (2018).
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Thermodynamic phases in two-dimensional active matter
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Active matter has been intensely studied for its wealth of intriguing properties such as collec-

tive motion1, motility-induced phase separation (MIPS)2, and giant fluctuations away from

criticality3. However, the precise connection of active materials with their equilibrium coun-

terparts has remained unclear. For two-dimensional (2D) systems, this is also because the

experimental4–6 and theoretical7–10 understanding of the liquid, hexatic, and solid equilib-

rium phases and their phase transitions is very recent. Here, we use self-propelled particles

with inverse-power-law repulsions (but without alignment interactions) as a minimal model

for 2D active materials. A kinetic Monte Carlo (MC) algorithm allows us to map out the

complete quantitative phase diagram. We demonstrate that the active system preserves all

equilibrium phases, and that phase transitions are shifted to higher densities as a function

of activity. The two-step melting scenario is maintained. At high activity, a critical point
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opens up a gas–liquid MIPS region. We expect that the independent appearance of two-step

melting and of MIPS is generic for a large class of two-dimensional active systems.

The kinetic discrete-step MC dynamics for active matter progresses through individual par-

ticle displacements which are accepted or rejected with the standard Metropolis criterion. The

proposed displacements of a single particle are correlated in time, leading to ballistic local motion

characterised by a persistence length λ that measures the degree of activity (see Fig. 1). Correla-

tions decay exponentially, so that the long-time dynamics remains diffusive. Detailed balance is

satisfied only for vanishing activities, that is, in the limit λ→ 0. Cooperative effects are introduced

through a repulsive inverse-power-law pair potential (a 1/r6 potential is used). The Metropolis re-

jections are without incidence on the sequence of proposed moves, which are also uncorrelated

between particles so that the active many-particle system is without alignment interactions.

We observe at all densities and activities a nonequilibrium steady state in which spatial cor-

relation functions are well-defined. At vanishing activity λ, we recover the equilibrium phase

diagram (see Fig. 2). In particular we observe the exponential decay of positional and orientational

correlation functions in the liquid, the power-law decay of orientational correlations yet exponen-

tial decay of positional correlations in the hexatic phase, and long-range orientational correlations

together with positional power-law decay in the solid. The 1/r6 system is particularly amenable

to simulation because of its “soft” hexatic phase, characterised by small positional correlation

lengths10. Soft hexatics have much shorter MC correlation times and reach the thermodynamic

limit for smaller system sizes than the hard-disk-like hexatics9 (that correspond to a 1/rn interac-
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tion with n→∞).

In 2D equilibrium systems, a true crystal with Bragg peaks and long-range positional order

exists only in the φ→∞ limit, as a consequence of the Mermin–Wagner theorem12. We find that

the solid phase of the active system also exhibits algebraic positional order, just as in equilibrium.

Decreasing the density or, remarkably, increasing the activity weakens positional correlations and

eventually melts the solid (see Fig. 2a). Close to the melting transition, the algebraic decay of the

positional correlations can be clearly observed in our simulation data (points A and B in Fig. 2b).

Together with the long-range orientational order, this explicitly identifies the solid phase (Fig. 2c).

The hexatic phase in equilibrium is characterised through a lower degree of order than the

solid, namely through short-range positional correlations (no order) and algebraic orientational

correlations (quasi-long-range order). We find precisely such a phase in the active system, in a

narrow strip of densities below and activities above the solid phase (see Fig. 2a). Starting from the

solid, we indeed observe positional correlations that change qualitatively upon a minute increase

in activity while leaving the orientational correlations almost unchanged, leading to hexatic order

(from point B to point C in Fig. 2b). Positional correlations in the hexatic decay exponentially

beyond the correlation length but the orientational correlations remain quasi-long-ranged (points

C through E in Fig. 2c and d). On moving towards the liquid at any point within the hexatic phase,

the positional correlation lengths decrease, resulting in a strikingly soft hexatic close to the liquid–

hexatic transition (point E in Fig. 2b-d). This soft hexatic maintains orientational quasi-order

with extremely short-ranged positional correlations, even at densities for which the equilibrium
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system is already deep inside the solid phase. Increasing the activity thus shifts the equilibrium

phase boundaries towards higher densities. The stability of the partially ordered hexatic phase

is remarkable especially as it takes place for persistence lengths λ significantly larger than the

interparticle distance d = (πN/V )−1/2. Our massive computations give no indications of a direct

transition from the solid into the liquid state, even at the highest accessed densities.

MIPS2 has been frequently reported in 2D active systems but agreement on its interpretation

was not reached. Recent work in an active dumbbell system proposes that MIPS continuously

extends from the equilibrium liquid–hexatic transition region and that one of the separated phases

preserves some degree of order13. This is not the case in our system: We observe MIPS as a

U-shaped region of liquid–gas coexistence (see Fig. 3a) with an onset at high activity and at rela-

tively low density. Both competing phases in the phase separated state feature exponential decay

of orientational and positional correlation functions (see the color-coded configuration snapshots

in Fig. 3a). MIPS is thus clearly separated from melting (see Fig. 2a). In a MC simulation, a

coarsening process generally precedes macroscopic phase separation in the time evolution towards

the steady state. In the active 1/r6 system, the transient coarsening leading up to MIPS can be

expected to be overcome at earlier times than for hard disks. This makes it easier to distinguish it

from the formation of a steady-state gel11, although we do not expect the nature of the coexisting

phases participating in MIPS to depend on the softness of the potential.

The analogy with the liquid–gas coexistence in equilibrium simple fluids suggests the inter-

pretation of the onset of MIPS as a critical point. Indeed, below the onset, the system remains
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homogeneous at large length scales with a single-peaked local density distribution (see point H in

Fig. 3b). Above the onset of MIPS, the local densities develop a bimodal distribution. The peak

positions separate further as λ increases, quantifying the above-mentioned U-shape. Moreover, at

a given λ, the peak local densities in the coexistence region are independent of the global density

φ (see Fig. 3c). This is further substantiated by a finite-size scaling analysis at constant λ (see

Fig. 4). The phenomenology thus agrees with that of an equilibrium phase coexistence where the

relative proportions of the liquid and gas adapt to the global density, but where the degree of or-

der of each of the phases and their densities remain unchanged. Inside the coexistence region, at

small densities, we observe an approximately circular bubble of liquid inside the gas, followed by

a stripe-shaped form that winds around the periodic simulation box, and then followed by a bubble

of gas inside the liquid. In finite (N, V, T ) equilibrium systems, this complex behaviour is brought

about by the interface free energy14, 15 which vanishes at the critical point. A detailed analysis of

the homogeneous phases, but also of the phase-separated systems, reveals the origin of the phase

separation in the kinetic MC model. In the bulk of the coexisting liquid and gas phases, the direc-

tions of motion of the individual particles are uncorrelated beyond a very small length scale (see

Fig. 4b). At the liquid–gas interface, however, a majority of the increment vectors point inwards

towards the liquid phase. Even though a theoretical framework as reliable as statistical mechanics

is currently lacking, the effective cohesion in nonequilibrium is often attributed to the so-called

swim pressure due to active motion16–18.

We thus find that two-step melting and MIPS are kept separated by the homogeneous liquid

phase, which is both the high-density end of MIPS and the low-density end of the order–disorder
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transitions. Intriguingly, the subtle hexatic phase survives at considerable activities. Our massive

computations allow us to reach the steady state even for strong activities and for high densities, but

only theory will be able to ascertain the stability of the separating liquid phase and of the hexatic

state in the λ, φ→∞ limit. Another open question is how the KTHNY theory of 2D melting7, 19, 20,

built for equilibrium systems, can be extended to active systems. At the phase transitions, we

find the exponents ' 0.33 and ' 0.25 predicted by the KTHNY theory for the positional and

orientational correlations respectively (e. g. see Fig. 2b and c). This suggests the existence of

a coarse-grained functional that plays the role of an equilibrium free energy. More specifically,

increased activity appears to reduce a state variable in our system that corresponds to the pressure

at equilibrium. This interpretation reconciles both the fact that increased activity induces melting

through reduction of the effective pressure, but also that liquid–gas phase coexistence is possible

only at high activities, i. e., at low effective pressure, in striking analogy to the behavior of simple

fluids in equilibrium. Further work is required to test this hypothesis.

In equilibrium, the nature of the two-step melting phase transitions depends on the softness of

the particles, which can be tuned via the exponent n of the inverse-power-law pair potential U(r) ∝

1/rn. The two-step melting scenario for very soft particles (n . 6) comprises two continuous

transitions, whereas for harder particles with n & 6 the liquid–hexatic transition becomes first

order10. One may speculate that the activity plays a similar role as the hardness of the particles and

that at high activities the liquid–hexatic transition becomes first order.

The liquid–gas coexistence phase we observe in kinetic MC is an example of MIPS seen
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earlier in active-matter models using Brownian and molecular dynamics simulations21–25. As we

show, MIPS can be reproduced within kinetic MC dynamics, without added equilibrium-like mix-

ing steps11. Indeed, the direction of the individual persistent particle motion suffices to produce the

effect: Particles may be kinetically arrested for persistence lengths larger than the mean free path,

leading to density inhomogeneities, where particles in dense regions are walled in by particles

coming from less dense regions. However, this does not unhinge the coarsening mechanism: The

size of the inhomogeneous regions increases with time, and the infinite-time steady state in a finite

system is characterized by only two coexisting regions so that, for the studied 1/r6 potential, a gel

phase is clearly absent. MIPS appears naturally in kinetic MC, and we suggests that it is a generic

feature of active matter in 2D and in higher dimensions. Our inverse-power-law interactions pro-

vide a tunable set of active-matter models to study phase transitions and phase coexistence.

Methods

Kinetic MC Dynamics for active particles. We use a modified Metropolis algorithm that breaks

detailed balance. In each MC step, a displacement by an amount εi is proposed for a single

randomly chosen particle i. If the displacement were implemented, it would cause a change in

the total energy of the system E → E ′. The move is accepted with the Metropolis probability

P = min
[
1, e−(E

′−E)
]
. The total energy is given by E =

∑
i<j U(ri − rj), where the power–

law potential U(r) = (γ/r)6 does not introduce an energy scale separate from density. Thus, in

equilibrium, the only relevant scale is the dimensionless density φ = γ2N/V , with the effective

temperature in the Metropolis probability scaling as φ3. In nonequilibrium, activity introduces a
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new control parameter, expressed in terms of the persistence length λ. Simulations are performed

in a (7 : 4
√

3) simulation box with periodic boundary conditions and the soft-sphere potential is

truncated as follows: Ũ(r) = U(min(r, 1.8γ)).

We introduce activity into the dynamics by choosing the proposed displacement ε′i of par-

ticle i based on the previously proposed displacement εi of the same particle. The correlation is

introduced in two stages. First, a random vector η is sampled from a bivariate normal distribution

∝ exp[−(η − εi)2/2σ2], where σ is the standard deviation. In the second stage, ε′i is generated

from η using the folding scheme

ε′i,z →





qi,z − δ if qi,z < 2δ

3δ − qi,z if qi,z ≥ 2δ ,

with z ∈ {x, y} and qi,z = (ηz + δ) mod 4δ, with amod b = a− b
⌊
a
b

⌋
, i. e., 0 ≤ qi,z < 4δ, where

bac is the floor function. The folding scheme limits the size of the proposed displacements and

keeps the dynamics local. The folding scheme is equivalent to a random walk of the displacement

variables εi in a [−δ, δ]2 box with reflecting boundary conditions, see Fig. 1b. Note that the random

walk of the displacements is independent of the positions of the particles, as the new increment

persists whether the displacement was accepted or not.

The square-shaped displacement box introduces a small degree of anisotropy into the dy-

namics for λ > 0. However, we explicitly verify that the resulting steady state is unaffected with

respect to the properties concerning this letter. At small densities in the gaseous state, where λ

is much smaller than the mean free path, the kinetic MC dynamics effectively reverts to detailed-
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balance dynamics as interactions between particles are rare. At higher densities, all large proposed

displacements have vanishing Metropolis probabilities, thus leading to effectively isotropic dy-

namics. In our numerical observation anisotropic effects are undetectable within other sources of

noise.

Probability distribution of increments and persistence length. In continuous time, the incre-

ment variable ε evolves according to a diffusion equation ∂tP (ε, t) = σ2

2
∆εP (ε, t), with vanishing

probability flux through the boundary of the displacement box. The steady-state distribution in the

infinite-time limit is the uniform distribution P = (2δ)−2. By a Fourier ansatz, one readily finds

that the autocorrelation time τ of increments is dominated by the first harmonic of the displacement

box, an that for large t, the autocorrelation function decays as

C(t) ≡ 〈ε(t0 + t) · ε(t0)〉 ∝ e−t/τ , where τ =
8δ2

π2σ2
. (1)

The position of a free particle evolves as r(t) ≡ r(t0) +
∫ t
t0

ds ε(s). For times shorter than the

autocorrelation time, t . τ , its mean displacement is essentially given by the increment at time t0,

〈|r(t)− r(t0)|〉 = v t+O(
√
t), (2)

where the drift velocity v ≡ |ε(t0)| is given by the initial condition of the increment, and the

subleading term contains contributions by diffusion of ε, including reflections, in the displacement

box. Averaging over all initial conditions ε(t0) with the steady-state uniform distribution, we

obtain the mean drift velocity

v =
δ

3

[√
2 + sinh−1(1)

]
.
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Considering Eqs. (1) and (2), we may identify the persistence length λ ≡ τ v ' 0.62δ3σ−2. The

persistence length λ offers a length scale which separates ballistic from diffusive motion. The

persistence length defined in this way allows to collapse data for the increment autocorrelations

C(〈r〉 = λx) ∝ e−(x+c1x
2+c2x3) at widely different activities (see Fig. 1a). The prefactors of the

superexponential terms c1, c2 are obtained from a numerical fit.

Measurements. The orientational order is quantified by the correlation function

g6(r) ∝ 〈
∑N

i,j ψ6(ri)ψ6(rj)δ(r− rij)〉 of the bond-orientational order parameter ψ6(ri) calculated

with Voronoi weights26. g6(r) is a measure of the correlation of the local sixfold orientational order

at distance r. Positional order is studied with the direction-dependent pair correlation function

g(x, y). Before averaging this two-dimensional histogram over configurations, each configuration

is realigned9 such that the ∆x axis points in the direction of the global orientation parameter

Ψ6 =
∑N

i ψ6(ri). Correlation functions in Fig. 2 are ensemble-averaged over 100 configurations

of ∼ 4.4× 104 particles, recorded after a warm-up time of 5× 106 MC sweeps , with each sweep

containing N MC steps. Configurations were recorded in time intervals of 2.7× 104 MC sweeps.

MIPS is quantified by histograms of local densities. We compute local densities by covering

the system with randomly placed test circles of radius 7.5γ. The local dimensionless density of

each test circle is φloc = γ2Nloc/Vloc, where Nloc are the number of particle centres located within

a circle of area Vloc. The detailed analysis (see Figs. 3, 4) of MIPS uses δ = 0.7γ. The larger

δ shifts the liquid–gas coexistence phase boundaries, in particular the critical point, to smaller

densities and persistence lengths, which drastically shortens the time to reach the steady state.

Configuration snapshots in Fig. 3a were taken after 1.1× 107 MC sweeps. Data in Fig. 3b consists
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of ensemble averages over 100 configurations recorded in time intervals of 3 × 104 sweeps. The

N ∼ 4.4 × 104 (N ∼ 1.1 × 104, N ∼ 2.7 × 103) data in Figs. 4 was recorded after 5.5 × 106

(2.2×107, 1.4×107) sweeps. The average consists of 500 configurations recorded in time intervals

of 2.2× 103 (8.7× 103, 1.7× 104) sweeps.
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Figure 1: Kinetic MC algorithm. (a): Autocorrelation of proposed displacements as a function

of the covered distance for a single 2D active particle. The data collapse for widely different activ-

ities allows the definition of a persistence length λ (see Methods) (See inset for raw data without

rescaling). (b): Time evolution of proposed displacements in a box of size [−δ, δ]2. The displace-

ment ε(t) is sampled from a bivariate normal distribution with standard deviation σ (here σ � δ),

centred at the previous displacement ε(t− 1). Positions sampled outside the box (black points)

are folded back, implementing the reflecting boundary condition (see Methods). (c): Trajectory

for a single particle r(t) =
∑t

k=1 ε(k), with the corresponding history of displacements from (b).

The color gradient changing with time allows to connect (b) and (c), e. g. the last displacements in

(b) are in the third quadrant thus the particle in (c) moves to the lower left etc. (c), (d) and (e):

Sampled trajectories, illustrating the transition from a passive random walk (σ � δ in (e)) to a

persistent random walk (σ � δ in (c)).
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Figure 2: Complete phase diagram and two-step melting. Depicted results are forN ∼ 4.4×104

particles and δ = 0.1γ, with γ the particle diameter (see Methods). (a): Activity λ vs. density φ

phase diagram. MIPS between a liquid and a gas, at high λ, is situated far above the solid–hexatic-

melting lines. The red dot indicates a possible critical point. Inset in (a): Two-step melting for

small λ with shift of transition densities to higher values with increasing λ, preserving the equilib-

rium phases. Two-step melting from the solid is induced by density reduction (as in equilibrium)

but also by an increase in λ. (b), (c), and (d): Activity-induced two-step melting high above the

equilibrium melting densities (φ = 2.4, A: λ = 0.991γ; B: λ = 1.006γ; C: λ = 1.022γ; D:

λ = 1.033γ; E: λ = 1.049γ; F: λ = 1.064γ; G: λ = 1.079γ). (b): Positional correlation function

g(x, y) along the x axis, in units of the interparticle distance d. (c): Orientational correlation func-

tion g6(r) along the x axis. (d): Snapshots of configurations, particles colour-coded with their local

orientation parameter ψ6. A and B are quasi-long-ranged in g(x, 0) and long-ranged in g6, thus cor-

responding to the solid phase. C, D, and E are short-ranged in g(x, 0) and quasi-long-ranged in g6,

thus corresponding to the hexatic phase. F and G decay exponentially in both correlation functions

and thus correspond to a liquid.
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Figure 3: Characterisation of MIPS. Data for N ≈ 1.1 × 104, δ = 0.7γ. (a): Snapshots of

configurations close to the onset of liquid–gas coexistence. (Particles represented in arbitrary size

and colour-coded, as in Fig. 2d, according to their local orientation parameter.) U-shaped phase

boundary is apparent. Orientational order is short-ranged in both liquid and gas phase. At constant

activity λ, the liquid volume fraction grows with increasing density until the liquid entirely fills

the system. The location of the critical point depends on δ and it appears at a smaller density and

λ than in Fig. 2. (b): Histograms of local densities (see Methods for definition) for a variation

of activities at constant φ = 0.4 (A: λ = 450γ; B: λ = 359γ; C: λ = 268γ; D: λ = 214γ;

E: λ = 161γ; F:λ = 107γ; G: λ = 80γ; H: λ = 54γ; For better presentation, histograms are

shifted along the y-axis with increasing λ). Transition from a single-peaked to a double-peaked

distribution and increasing separation of peaks with increasing λ. (c): Densities of liquid and

gas (identified through peak position as in (b)) in an activity λ vs. local density φloc diagram.

This demonstrates independence of phase densities on global density for fixed λ and validates the

phase-separation picture.
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Figure 4: Finite-size scaling of local density histograms Data with λ = 214γ and δ = 0.7γ.

(a) and (b): Local density histograms (see Methods for definitions) for global densities φ = 0.2

and φ = 0.6 (identical x-axis used). Local density peaks sharpen with increasing system size N ,

and are located at the same value of φloc, demonstrating that in the MIPS region gas and liquid

densities are independent of the global density. (c) and (d): Snapshots of configurations at global

densities corresponding to (a), where the liquid is the minority phase, and (b), where the liquid

is the majority phase by volume fraction (cf. height of the peaks in (a) and (b)). Inset in (c):

Direction of motion of the individual particles indicated by arrows, illustrating the origin of MIPS.

The directions of motion are uncorrelated inside the homogeneous liquid and gas. Only particles at

the interface move towards the interior of the liquid patch, enclosing particles of the high density

region.
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There is a misconception, widely shared amongst physicists, that the equilibrium free energy of
a one-dimensional classical model with strictly finite-ranged interactions, and at non-zero temper-
atures, can not show any singularities as a function of the coupling constants. In this Letter, we
discuss an instructive counter-example. We consider thin rigid linear rods of equal length 2` whose
centers lie on a one-dimensional lattice, of lattice spacing a. The interaction between rods is a
soft-core interaction, having a finite energy U per overlap of rods. We show that the equilibrium
free energy per rod F( `

a
, β), at inverse temperature β, has an infinite number of singularities, as a

function of `
a

.

PACS numbers: 05.40.Jc, 02.50.Cw, 87.10.Mn

There is a common belief amongst physicists that in
any one-dimensional (1-d) classical system, in thermal
equilibrium, having strictly finite-ranged pairwise inter-
actions, the thermodynamic potential cannot show a sin-
gular dependence on the control parameters [1]. The ori-
gin of this folk wisdom is perhaps an unsubstantiated
generalization of a rigorous result due to van Hove [2]
on the absence of phase transitions in a one-dimensional
system of particles with a non-vanishing hard-core length
and finite-ranged inter-particle interaction. This result
was later extended to lattice models [3] and long-ranged
interactions having a power-law decay with distance [4–
6]. The belief further grew out of essentially two (cor-
rect) arguments: one, about the absence of phase transi-
tions as a function of temperature in 1-d models having a
finite-dimensional irreducible transfer matrix and second,
the Landau argument about the absence of symmetry-
breaking in 1-d systems, when creating a domain-wall
has a finite energy cost [7]. Several counter-examples of
equilibrium phase transitions in 1-d models have been
known for a long time: DNA unzipping [8, 9], inter-
face depinning [10], and condensation in zero-range mod-
els [11]. But, the incorrect belief persists. A necessary
and sufficient condition for the existence of phase tran-
sitions in 1-d systems is hard to formulate. This ques-
tion was discussed in some detail recently by Cuesta and
Sanchez [12], who provided a sharper criteria for the ab-
sence of phase transitions, based on a generalized Perron-
Frobenius-Jentzsch theorem. The general understanding
is that singularities in the free energy come from the de-
generacy of the largest eigenvalue of the transfer matrix
which can occur when the conditions required for the
Perron-Frobenius-Jentzsch theorem to hold are not met.

In this Letter, we discuss an example of a 1-d sys-

!
θiθi+1 �ℓ

FIG. 1. A configuration of 7 rods on a line. Here, a is the
spacing between rods. In the displayed configuration, the
number of nearest neighbor overlaps n1 = 3 and the number
of next nearest overlaps n2 = 1.

tem that undergoes an infinite number of phase transi-
tions, even though the largest eigenvalue remains non-
degenerate. The singularities are robust, geometrical in
origin, and come from the changes in the structure of the
interaction Hamiltonian as a function of the separation
between particles. This is a simple, instructive example,
and it uses a different mechanism of generating singu-
larities in the thermodynamic functions than the earlier
models studied.

In its simplest version, the model consists of soft linear
rigid rods of equal length 2`, whose midpoints are fixed
at the lattice sites of a 1-d lattice of lattice spacing a.
The rods are free to rotate in the plane, as illustrated
in figure 1, where a configuration of N rods is specified
by a set of N angles θi, with 0 ≤ θi ≤ π, for i = 1
to N . We assume that there is an interaction between
the rods, which depends on their overlap. Each overlap
between a pair of nearest neighbor rods costs a constant
energy U1; between a pair of next nearest neighbors the
overlap energy is U2, and so on. Let nr be the number
of pairs of the r-th neighbor rods that overlap (see figure
1). Clearly, nr is zero, if r > 2`

a . The total energy of the
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system is

H =
∑

i

niUi . (1)

This is similar to the hard-rod model that has been stud-
ied a lot in the literature, starting with Onsager [13–16].
It differs in two significant ways: the centers of the rods
are fixed on a lattice, and we allow Ui to be any sign
(attractive or repulsive soft-cores). A somewhat similar
model of non-spherical molecules whose centers are fixed
at equi-spaced points along a line, but orientations can
change, was studied in [14].

Let F( `a = κ, β) denote the free energy per rod of this
system, in equilibrium, at inverse temperature β. We
will show that F(κ, β) is an analytic function of β, as
expected, but has a non-analytic dependence on κ. In
fact, there are infinitely many transitions: as κ is varied,
F(κ, β) is singular at every positive integer values of κ,
for all β. The singularities remain unchanged irrespec-
tive of the sign of Ui, whether the interaction is repulsive
or attractive. We will show that there are also other
singularities at some non-integer values of κ. For exam-
ple, the probability distribution of orientations changes
qualitively when κ is changed across 1√

2
.

For simplicity of presentation, we begin with the sim-
ple case: U1 = ∞. This is the case of hard-rods, where
no nearest-neighbor overlaps are allowed, thus ni = 0
for all i ≥ 1. Then, without loss of generality, we may
assume Ui = 0 for all i ≥ 2, which corresponds to only
nearest neighbor hard-core interactions. In this case, let
F1(κ) denote the free energy per site in the thermody-
namic limit (due to hard-core interactions β is irrelevant
and hence omitted). Then, using the transfer matrix
technique, F1(κ) = − log Λ(κ), where Λ(κ) is the largest
eigenvalue of the integral equation

Λ(κ)ψκ(θ) =

∫ π

0

dθ′

π
Tκ(θ, θ′)ψκ(θ′) , (2)

with ψκ(θ) being the associated eigenvector. The transfer
matrix Tκ(θ′, θ) has matrix elements 0 or 1 depending on
whether a pair of nearest neighbor rods with angles (θ′, θ)
overlap or not.

We will show below that this system shows three types
of singularities: (i) F ′′1 (κ) is discontinuous at κ = 1

2 , (ii)
for κ near 1, say κ = 1+ε, with |ε| � 1, F ′1(κ) diverges as
log(|ε|), and (iii) for 1√

2
< κ < 1, the probability distri-

bution of orientations Pκ(θ) has square-root singularities
as a function of θ, which are not present for lower values
of κ.

The numerical verification of these analytical results
is shown in figures 2-4, obtained by numerically diago-
nalizing the transfer matrix, using 1000 grid points for
the integartion range of θ = [0, π]. In figure 2, F ′1(κ) is
exactly zero for κ < 1

2 , and nonzero for κ > 1
2 , initially

0.2 0.4 0.6 0.8 1.0 1.2 1.4
-1

0

1
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0.5

1

FIG. 2. First derivative of the free energy F ′1(κ) for hard-core
nearest neighbor interaction between rods (U1 = ∞). The
inset shows the monotonic increase of F1(κ) as a function of
κ.
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FIG. 3. Logarithmic divergence of the first derivative of the
free energy F ′1(κ) near κ = 1, for U1 =∞.

increasing linearly. Near κ = 1, it has a sharp peak.
In figure 3, F ′1(κ) shows a nearly linear dependence on
log |κ− 1|.

We determine the probability distribution of orienta-
tions Pκ(θ) from the eigenvector ψκ(θ) of the transfer
matrix. This is plotted in figure 4. For κ < 1

2 , all angles
are equally likely, and Pκ(θ) takes a constant value π−1.
For 1

2 < κ < 1√
2
, Pκ(θ) has a non-trivial dependence on

θ when | cos θ | > 1
2κ , but the derivative P ′κ(θ) remains

finite. In the range 1√
2
< κ < 1, Pκ(θ) has a square-root

cusp singularity, when sin θ = κ. There is no clear sig-
nature of this singularity in the functional dependence of
F1(κ) on κ.

The source of these singularities is geometric in nature,
and can be seen most simply in the structure of the trans-
fer matrix. This is illustrated figure 5. Here the shaded
regions in the θ-θ′ plane correspond to values of (θ, θ′)
where the rods intersect, and the matrix element is 0,
whereas the plain regions correspond to non-intersecting
rods, and the matrix element is 1. The equation of the
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FIG. 4. Probability distribution of the orientation of the rods
generated from the eigenvector ψκ(θ) associated to the largest
eigenvalue of the transfer matrix.
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FIG. 5. The transfer matrix Tκ(θ′, θ) on the θ-θ′ plane, for
different values of κ. The shaded regions denote (θ, θ′) values
where the rods overlap, and Tκ = 0. In the plain regions rods
do not overlap and Tκ = 1.

boundary of the shaded region is easily written down
from simple geometry (see supplementary material for
details). As κ is increased, the shaded regions grow in
size, and the eigenvalue of the transfer matrix decreases.
For 1√

2
< κ < 1, the slope of the boundary of the shaded

region becomes infinite or zero at some points. When
κ = 1, the boundary becomes a set of straight lines. For
κ > 1, the two shaded patches, which are disjoint when
κ < 1, merge into a single connected shaded region. We
will show that precisely these topological changes in the
structure of the available phase space lead to the singu-
larities in the free energy function F1(κ).

Let us first discuss the singularity at κ = 1
2 . For κ < 1

2 ,
no overlap is possible, and the rods can orient freely with-
out any cost of energy. The associated transfer matrix
Tκ(θ′, θ) = 1 for all angles, and there are no shaded re-
gions. The largest eigenvalue is Λ(κ) = 1 and the corre-
sponding eigenvector ψκ(θ) = constant. As κ is increased
beyond 1

2 the nearest neighbor interaction sets in. If we
define κ = 1

2 +ε, then it is easily seen that for small ε > 0,

0 π
2

π
0

π
2

π

FIG. 6. The picture shows the matrix ∆T = T1−ε − T1, for
ε = 0.02 on the θ-θ′ plane. In the shaded region ∆T = 1,
whereas in the plain region it is 0. The area of the shaded
region varies as ε log 1

ε
, for small ε.

the area of the shaded regions in the θ-θ′ plane grows as
ε2. Then, treating the shaded regions as perturbation,
the first order perturbation theory immediately gives

Λ(1/2 + ε) = 1− C ε2 + higher order in ε. (3)

We find that the constant C = 32
3π2 (details in the supple-

mentary material). Thus, at κ = 1
2 , the second derivative

of the free energy F ′′1 (κ) with respect to κ is discontinu-
ous.

We now discuss the singularity at κ = 1. For this
value, the boundary of the excluded region in the θ-θ′

plane becomes a set of straight lines (see figure 5). Then,
the transfer matrix Tκ(θ′, θ) can be exactly diagonalized
by converting the integral eigenvalue equation (2) into a
second order differential equation. The details are given
in the supplementary material. We find that the largest
eigenvalue of the transfer matrix for κ = 1 is given by

Λ(1) =
[
3
√

2 arcsin( 1
3 )
]−1

.
For κ near 1, if we write κ = 1 − ε and define

∆T = T1−ε−T1, then, to the first-order in ε, the change
in the eigenvalue Λ(κ) equals 〈ψ1|∆T |ψ1〉, where ψ1(θ) is
the eigenvector of the transfer matrix corresponding to
the largest eigenvalue at κ = 1. This change is shown
in figure 6. The curved boundary of the disallowed re-
gion near (θ, θ′) ≡ (0, π2 ) tends to a hyperbola, and as ε
tends to zero, the area of the the shaded region in fig-
ure 6 tends to zero, but only as ε log 1

ε . Moreover, the
eigenvector ψ1(θ) is positive everywhere, with the ratio
between its maximium and minimum values remaining fi-
nite. This implies that the change in the matrix element
has the same qualitative dependence on ε as the area of
the shaded regions. Therefore, we conclude that

Λ(1−ε) = Λ(1) +K1ε log
1

ε
+K2ε+ higher order terms,

(4)
where K1 and K2 are positive constants. A similar ar-
gument holds for negative ε and the details are given in
the supplementary material.

We now discuss the singularity at κ = 1√
2
. For this we

consider the range 1√
2
< κ < 1, and define θ0 = sin−1 κ.
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Then, as long as the angle of a rod θ ∈ [θ0, π− θ0], it can
be easily seen, that there is no overlap with its neighbor
for any angle θ′ of the latter. On the other hand, if θ is
outside this interval, the rods can intersect, if θ′ lies in the
intervals [φ1, φ2] and [π−φ2, π−φ1], with the expression
for φ1 and φ2 given in the supplementary material. The
important point is that the length of the intervals |φ2−φ1|
varies as

√
θ0 − θ for θ → θ0. Then, from the eigenvalue

equation 2, we see that

ψκ(θ) = K3 −K4

∫ φ2(θ)

φ1(θ)

ψκ(θ′)dθ′, (5)

where K3 and K4 are functions of κ only. Using this fact
that ψκ(θ′) is bounded by non-zero constants, both from
above and below, we see that, for θ approaching θ0 from
below

ψκ(θ) ≈ K3 −K5

√
θ0 − θ, (6)

where K5 depends only on κ. This shows that ψκ(θ)
has a cusp singularity at θ = θ0. As the probability
density Pκ(θ) is proportional to ψκ(θ)2, it also has a cusp
singularity for θ = arcsinκ.

Our above arguments can be readily generalized to the
case of soft rods (U1 6= +∞), but keeping Ui = 0 for
i > 1. The matrix ∆T only gets multiplied by a factor
(1 − e−βU1). In fact, one can even determine the ex-
act eigenvalues of the transfer matrix at κ = 1, for an
arbitrary pair-potential U1. This is given by (see supple-
mentary material)

Λ(1) =
(1− e−βU1)

3
√

2

[
arctan

(1− e−βU1)√
2(2 + e−βU1)

]−1
. (7)

For soft pairwise interactions, overlaps between pairs
of rods beyond the nearest neighbors are allowed. In
the case, where such overlaps cost a non-zero amount of
energy, i.e Ui 6= 0 for i > 1, one can treat these pair-
interactions Ui, as perturbations to the problem with
only non-zero U1. Noting that the overlap region in the
(θj , θj+i)-plane, for i > 1, again has a similar hyper-
bolic shape, we see that at all integer values of κ = i
the largest eigenvalue Λ(κ) has singularities of the form
Ui(i− κ) log | 1

κ−i |.
In figure 7, we present evidence of these additional

transitions from Monte Carlo simulations. We took
Ui = 1 for all i. Clearly, we have no long-range cor-
relations in the system, and 〈θ〉 = π

2 , for all κ. A signa-
ture of the transitions can be seen in the variance of the
angle defined by 〈M2〉 = 1

N 〈
[∑

i(θi − π
2 )
]2〉. The vari-

ance clearly shows a singularity at all integer values of κ.
Also, the positions of the singularities do not depend on
the value of β, as long as it remains nonzero.

The reason why the conditions for the applicability of
the van Hove theorem are not met is quite clear. As
the van Hove theorem demands, the matrix elements are

FIG. 7. Variance of the angular distribution of rods generated
from Monte Carlo simulations of a system of 100 rods and
averaged over 106 sample configurations.

analytic functions of β; however, in our case they are non-
analytic (in fact discontinuous) functions of the control
parameter κ. This non-analyticity is generic to all hard-
core (or soft-core) models, and is at the root of the singu-
lar behavior found in the problem discussed here. Note
that analyticity of the interaction potential as function
of distance is not required for a well-behaved thermody-
namic limit.

We note that the free energy F (κ, β) is a non-convex
function of κ (see inset of figure 2). Here, κ is a param-
eter that specifies the number of rods per unit length in
the system, and convexity of the free energy as a function
of density is a fundamental property, which is essential
for thermodynamic stability. In our model, the spacing
between particles is fixed and can not be changed. Hence
a convex envelope construction, à la Maxwell, is not pos-
sible, and convexity is not assured. In fact, if the spacing
between rods is allowed to vary, then the free energy has
no singularities, in agreement with all the previous stud-
ies of this model [14–16].

Additionally, we note that in our system, for all finite
κ, the correlation length remains finite, and the largest
eigenvector remains non-degenerate. Moreover, the be-
havior of the free energy here is different from the familiar
first order phase transitions, where the correlation length
remains finite at the transition point, and the first deriva-
tive of the free-energy is discontinuous. In our case, the
first derivative is divergent at the transition points.

Are the points of non-analyticity of the free energy in
our system also phase transition points between distinct
phases, or are they similar to the fluid-fluid transition
(e.g. the liquid-gas transition), where a non-analyticity
in the free energy occurs along a line within the same fluid
phase? To answer this question, we consider a particular
observable quantity in the equilibrium state: the fraction
of i-th neighbor rods that overlap, as an order parame-
ter, which is proportional to ∂F

∂Ui
. This is exactly zero
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for κ ≤ i, and non-zero otherwise. This shows that dis-
tinct values of bκc (b·c denotes floor function) correspond
to thermodynamically distinguishable distinct phases of
the system. Of course, these phases could be further
split using additional criteria, e.g. by the behavior of the
distribution of angles.

It is easy to construct other models which show simi-
lar behavior. For example, consider a chain of Ising spins
σi, placed on a lattice of uniform spacing a. The Hamil-
tonian of the system is H = −∑(i,j) J(rij)σiσj , where

J(r) is a distance-dependent exchange interaction J(r),
and rij is the distance between the sites i and j. If we
choose, J(r) = 1 − r, for 0 < r < 1, and zero for r > 1,
there is no long-range order in the problem. However, as
the lattice spacing a is varied, the free energy becomes
a non-analytic function of a, at all integer values of 1

a ,
following the same reasoning as in our model.

In summary, we have discussed a mechanism of phase
transitions, which is simple, but has not been sufficiently
emphasized in the past. We have illustrated this mech-
anism with the example of a model of soft rods on a
lattice in 1-d with short range interactions, which shows
an infinite number of phase transtitions. The model dif-
feres from the well-studied models of the past only in the
aspect that the centers of rods are placed on a regular
lattice, and the distance between them cannot change,
except as a global parameter. One would expect simi-
lar behavior to occur for objects of different shapes, like
crosses, or T- or Y-shapes. The singularities will also
occur in higher dimensions. We have studied the system
of soft rods in 2-dimensions, which shows similar phase
transitions, at 1

a =
√
m2 + n2, where m and n are any

integers. These will be reported in a future publication
[17].
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We present some of the algebraic details of derivations, and additional results from Monte Carlo
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singularities, and an exact diagonalization of the transfer matrix. The results from Monte Carlo
simulations are about the probability distribution of the orientation of a rod at different values of
κ.
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I. THE STRUCTURE OF THE TRANSFER
MATRIX

We discuss the transfer matrix Tκ when there is only
nearest-neighbor coupling between rods, of strength U1.
The matrix elements Tκ(θ′, θ) have the value exp(−βU1),
if the adjacent rods with orientations θ and θ′ overlap,
and 1 otherwise. The matrix has the obvious symmetries

Tκ(θ, θ′) =Tκ(π − θ, π − θ′) , (1a)

Tκ(θ, θ′) =Tκ(π − θ′, π − θ) . (1b)

Therefore, it is sufficient to specify the matrix elements
of Tκ only for the range θ ∈ [0, π2 ].

For κ < 1
2 , there are no overlaps. If 1

2 < κ ≤ 1√
2
, an

overlap of the nearest neighbor rods is possible, but only
if cos θ < 1

2κ and θ
′ ∈ [θmin, θmax] (see figure 1a) where

θmin(θ) = π − arctan

(
sin θ

κ−1 − cos θ

)
, (2a)

θmax(θ) = π + θ − arcsin

(
sin θ

κ

)
. (2b)

For 1√
2
≤ κ ≤ 1, we get Tκ(θ′, θ) 6= 1 if sin(θ) ≤ κ, and

θ′ ∈ [θmin, θmax], where θmin has different expressions
for different ranges of the orientation θ of the right rod
(see figure 1b). We get, for any θ

θmax = π + θ − arcsin

(
sin θ

κ

)
. (3)

On the other hand, for θmin, we get, if θ ∈
[0, arccos

(
1
2κ

)
], then

θmin = π − arctan

(
sin θ

κ−1 − cos θ

)
, (4a)

whereas, if θ ∈ [arccos
(

1
2κ

)
, arcsin (κ)], then we get

θmin = arcsin

(
sin θ

κ

)
+ θ . (4b)

For κ > 1, the elements Tκ(θ′, θ) 6= 1 if θ
′
< θmin

or θ
′
> θmax, where θmax has different expressions for

different ranges of θ (see figure 1c). We get, for any θ,

θmin = θ − arcsin

(
sin θ

κ

)
. (5)

On the other hand, if θ ∈ [0, arccos 1
κ ], then

θmax = arctan

(
sin θ

cos θ − κ−1
)
, (6a)

if θ ∈ [arccos 1
κ , arccos 1

2κ ], then

θmax = π + arctan

(
sin θ

cos θ − κ−1
)
, (6b)

and if θ ∈ [arccos 1
2κ ,

π
2 ], then

θmax = θ + arcsin

(
sin θ

κ

)
. (6c)

The shape of the boundary of the overlap regions θmax
and θmin, for different ranges of κ, is given in figure 2.

II. EXACT DIAGONALIZATION FOR κ = 1

When κ = 1, the boundary of the overlap region is a
set of straight lines and the associated transfer matrix
Tκ(θ, θ′) is sketched in figure 3. This makes the calcula-
tion of the eigenvalue and associated eigenvector simple.
The eigenequation is

∫ π

0

dθ
′

π
ψκ(θ

′
)Tκ(θ

′
, θ) = Λψκ(θ). (7)

From (1b) we see that the eigenvector has the symme-
try ψκ(θ) = ψκ(π − θ). Considering this we write

ψκ(θ) =

{
ψ
(1)
κ (θ) for 0 < θ ≤ π

3 ,

ψ
(2)
κ (θ) for π

3 < θ ≤ π
2 .

(8)
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θmin

θ

θmax

θθmax

θmin

θθmin

θmax

(a)

(b)

(c)

FIG. 1. Overlap criteria for a pair of nearest neighbor rods
with orientation (θ′, θ) for values of κ in the range (a) 1

2
≤

κ < 1√
2
, (b) 1√

2
< κ < 1, and (c) κ > 1. Overlap occurs for

angle θ
′ ∈ [θmin, θmax], except in the last case where overlap

is for angles θ
′ ∈ [0, θmin] or θ′ ∈ [θmax, π].

Further, we define

N =

∫ π
2

0

dθ
′

π
ψκ(θ

′
) .

Now, if we define ψ
(1)
κ (θ = πx

3 ) = P (x), and ψ
(2)
κ (θ =

π
2 − xπ

6 ) = Q(x) for 0 ≤ x ≤ 1, then the eigenvalue
equation becomes

N+
1

6

∫ x

0

dyQ(y) + e−βU1
1

6

∫ 1

x

dyQ(y)

+e−βU1
1

3

∫ 1

0

dyP (y) = ΛP (x) , (9a)

N+
1

6

∫ 1

0

dyQ(y) +
1

3

∫ 1

x

dyP (y)

+e−βU1
1

3

∫ x

0

dyP (y) = ΛQ(x) , (9b)

with

N =
1

3

∫ 1

0

dxP (x) +
1

6

∫ 1

0

dxQ(x) . (9c)

θ

θ
′

θ

θ
′

θ

θ
′

θmin

θmax

θmin

θmax

θmin

θmax
A

A

B

A

(a) (b) (c)

FIG. 2. The shape of the boundary of the overlap region in the
transfer matrix for values of κ in the range (a) 1

2
≤ κ < 1√

2
,

(b) 1√
2
< κ < 1, and (c) κ > 1. Only the range θ < π

2
is

shown; the rest of the region can be constructed using the
symmetry (1a, 1b). The point A denotes θ = arccos 1

2κ
and

B denotes θ = arcsinκ.

These integral equations can be converted into the fol-
lowing coupled differential equations

Λ
dP

dx
=
(
1− e−βU1

) Q(x)

6
,

Λ
dQ

dx
=−

(
1− e−βU1

) P (x)

3
.

Solutions of these equations are given by

P (x) =
N

Λ
((1 + e−βU1) cos kx+

√
2 sin kx) , (10a)

Q(x) =
N

Λ

(
2 cos kx−

√
2(1 + e−βU1) sin kx

)
, (10b)

where

Λ =
(
1− e−βU1

)
/3
√

2k , (10c)

k = arctan

(
1− e−βU1

√
2(2 + e−βU1)

)
. (10d)

Note that there is an infinite spectrum of eigenvalues.
Other eigenvectors, and eigenvalues, including the anti-
symmetric ones can also be determined similarly.

III. ANALYSIS OF THE SINGULARITIES

A. Singularity near κ = 1
2

When κ ≤ 1
2 , the elements of the transfer matrix

Tκ(θ′, θ) = 1 for all θ and θ′ . (11)

The largest eigenvalue for this matrix is Λ = 1 and the
corresponding eigenvector ψ 1

2
(θ) = 1. All other eigen-

values are zero. From a first order perturbation theory,
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where κ is varied around κ = 1
2 , the corresponding change

in the largest eigenvalue is given by

∆Λ =

∫ π

0

dθ

π

∫ π

0

dθ
′

π
ψ 1

2
(θ)∆T (θ, θ

′
)ψ 1

2
(θ

′
)

=〈ψ 1
2
|∆T |ψ 1

2
〉 , (12)

where ∆T denotes the corresponding change in the trans-
fer matrix. If we write, κ = 1

2−ε, with positive and small
ε, the transfer matrix will remain the same, i.e. ∆T = 0,
and therefore ∆Λ = 0. However, if we write κ = 1

2 + ε,
with positive and small ε, the corresponding change in
the eigenvalue is

∆Λ =
(
e−βU1 − 1

)
∆A , (13a)

where ∆A = A(κ = 1
2 + ε) − A(κ = 1

2 ) is the change in
the overlap region, which is given by

∆A = 2

∫ arccos 1
2κ

0

dθ

π

∫ θmax(θ)

θmin(θ)

dθ
′

π
. (13b)

To evaluate this change for ε→ 0 we see

arccos
1

2κ
' 2
√
ε ,

and consequently

θmin 'π − θ(1 + 4ε) + θ3 ,

θmax 'π − θ(1− 4ε)− θ3 .

Using these in the equation (13a, 13b), we get

∆Λ =
16ε2

π2

(
e−βU1 − 1

)
. (14)

Then, the free energy per site is given by

F(κ, β) =

{
0 for κ = 1

2 − ε ,
− 16ε2

π2

(
e−βU1 − 1

)
for κ = 1

2 + ε .
(15)

Therefore, at κ = 1
2 the free energy has a discontinuous

second derivative.

B. Singularity near κ = 1

The structure of the excluded region for κ = 1 − ε,
with ε > 0, is shown in figure 4. We show here that the
shaded area in this plot varies as ε log 1

ε .
As the transfer matrix has the symmetry (1a, 1b), the

change in area ∆A is four times the area of the shaded
region in figure 4. One of its boundary is a straight line
θ′ = 1

2θ + π
2 . To show that asymptotic shape of this

boundary near (0, π/2) is a hyperbola, we introduce the
re-scaled coordinates (ξ, η) using

ξ =
θ√
ε
, η =

θmin −
(
π
2 + θ

2

)
√
ε

. (16)

0
θ

θ
′

θ
′
= π+θ

2

θ
′
= 2θ

(π3 ,
2π
3 )

FIG. 3. The transfer matrix at κ = 1, with straight line
boundaries of the overlap region.

0 π
4

π
2

π
2

3π
4

π

FIG. 4. The shaded area is one fourth of the change in area
∆A in the transfer matrix as κ is decreased from 1 by an
amount 0.02 (see figure 6 in the Letter).

Writing the equation (4a) in terms of this scaled coor-
dinates, and solving in the limit ε → 0, we get a scaled
hyperbolic curve η ξ = 1. This implies, that to the lead-
ing order in small ε, the curved boundary of the shaded
region in figure 4 follows η = 1

ξ . Then, the area of this

shaded region is ε
∫
η dξ, where the upper limit of the

integral varies as 1√
ε
. Therefore, we find that the area

varies as ε log 1
ε . Keeping the exact pre-factors in our

calculation, we get for small ε,

∆A ' 4

(
ε ln

π2

6
− ε ln ε+ ε

)
. (17)

IV. PROBABILITY DISTRIBUTION OF THE
ORIENTATIONS OF A ROD

The probability distribution of the orientations of a
rod shows a complex dependence on the angle θ and the
parameter κ. The results of a simulation on a system
of 100 rods and averaged over 106 sample configurations
is shown in figure 5. For κ ≤ 1

2 , where the rods do not
interact, the distribution is uniform. As κ is increased
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FIG. 5. Probability distribution of orientation of a rod mea-
sured in a Monte Carlo simulation of N = 100 rods with
β Ui = 1 for all i ≥ 1. The curves corresponds to different
values of κ indicated at the bottom panel of each figure.

above 1
2 , the distribution function shows a discontinuous

first derivative when cos θ = 1
2κ . This derivative discon-

tinuity becomes a cusp singularity for κ > 1√
2
. The two

symmetrically located cusps move in position with in-
creasing values of κ and merge at κ = 1. At this value, a
new pair of singularities develop, and for the entire range
1 < κ < 2, there are in total four singularities in the
distribution function. At κ = 2, two of these singulari-
ties merge, but an additional pair of singularities emerge.
This can be observed in figure 5. We find that whenever
κ crosses an integer multiple of 1√

2
, a new pair of cusp

singularities develop, and then move towards each other
as κ is varied.

In the main text, we discussed the characterization in
terms of the fractional number of k-th neighbors that

β

κ

1√
2 1

√
2 2

3√
2

1
2

FIG. 6. A schematic phase diagram showing the different
phase transition lines in the κ-β plane, when all Ui are equal.
All lines are parallel to the β-axis.

FIG. 7. Variance of the angle 〈M2〉 = 1
L
〈
[∑

i(θi − π
2

)
]2〉 for

a system of rods with only nearest neighbor interactions and
another system with upto next nearest neighbor interaction.

overlap directly. We can consider a finer characteriza-
tion of the phases, by also using the number of cusps in
the orientation distribution. If we do this, then one gets
phase transitions whenever κ is an integer multiple of 1
or 1√

2
. A schematic of such a phase diagram is drawn in

figure 6.
The singularities can also be seen in the fluctuations.

In figure 7, we show the numerical result for the variance
of the orientations of a rod. Here we compare two cases:
one with only U1 non-zero, and the second with only
U1 and U2 non-zero. In the first case, the singularity
appears only at κ = 1, while in the second case, there
is an additional singularity at κ = 2, but no detectable
singularity at κ = 3.
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A.17 Publication 3:
A kinetic-Monte Carlo perspective on active matter

Invited publication for JCP Special Topic on Chemical Physics of Active Matter. Preprint
available: Juliane U. Klamser, Sebastian C. Kapfer, and Werner Krauth, A kinetic-Monte Carlo
perspective on active matter, arXiv:1812.06308 (2018).
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Sujet : Transitions de phase en basse dimension
à l’équilibre et hors d’équilibre

Résumé : Bien que la nature soit tridimensionnelle, il existe de nombreux systèmes dont les
dimensions effectives sont inférieures, offrant une nouvelle physique. Cette thèse porte sur
les transitions de phase dans les systèmes de faibles dimensions, en particulier sur les phases
hors équilibre dans la matière active (MA) bidimensionnelle (2D). À la différence des systèmes
passifs, les particules actives sont entraînées par de l’énergie injectée à l’échelle microscopique
à partir de degrés de liberté internes, entraînant une dynamique irréversible, et donnant sou-
vent lieu à des phases macroscopiques contrastant avec l’équilibre. Dans une première partie,
ce travail propose une caractérisation quantitative des phases hors équilibre en s’appuyant sur
un modèle minimal de MA. Ce modèle repose sur des particules 2D autopropulsées avec des
interactions de paires. La dynamique (Monte Carlo cinétique persistante) est une variante des
disques passifs et diffère des modèles bien connus de MA. Un diagramme de phase quanti-
tatif complet est présenté, incluant la séparation de phase induite par motilité (SPIM). De plus,
le scénario de fusion en deux étapes avec la phase hexatique se retrouve aussi hors équilibre.
L’activité peut fondre un solide 2D et les lignes de fusion restent séparées de SPIM. La deux-
ième partie explore l’existence de transitions de phase dans les modèles 1D classiques avec des
interactions courtes portées à température non nulle. Une idée largement partagée est que de
telles transitions sont impossibles. Un contre-exemple clair est présenté où la non-analyticité
de l’énergie libre émerge d’un nouveau mécanisme d’origine géométrique, établi de manière
rigoureuse.

Mots clés : matière active bidimensionnelle, particules autopropulsées, séparation de phase in-
duite par motilité, fusion en deux étapes hors équilibre, Monte Carlo cinétique persistante, tran-
sitions de phase unidimensionnelles

Subject : Low-dimensional phase transitions in and outside equilibrium
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Abstract: Although nature is three-dimensional, lower dimensional systems are often effectively
realized offering fascinating new physics. The subject of this thesis is phase transitions in low
dimensions, with its primary focus on non-equilibrium phases in two-dimensional active mat-
ter. Unlike passive systems, active particles are driven by energy injected at the microscopic
scale from internal degrees of freedom resulting in an irreversible dynamics, often giving rise to
macroscopic phases in striking contrast to equilibrium. A goal is to give a quantitative charac-
terization of such non-equilibrium phases and to capture these in simplest realizations of active
matter. The thesis explores two-dimensional self-propelled particles with isotropic pair-wise
interactions. The dynamics (persistent kinetic Monte Carlo) is a variant of passive disks and dif-
ferent from well-known models of active matter. A full quantitative phase diagram is presented
including motility induced phase separation (MIPS) as seen in other active systems. Addition-
ally, the famous two-step melting scenario with the hexatic phase extends far from equilibrium.
In this non-equilibrium scenario, the activity can melt a 2D solid and the melting lines remain
separated from MIPS. The second part explores a frequently debated issue of the existence of
phase transitions in classical one-dimensional models with short-range interactions at non-zero
temperature. A widely shared misconception is that such transitions are not possible. A clear
counterexample to this belief is given where non-analyticity in the free energy emerges from a
new mechanism with a geometrical origin, which is then established on a rigorous ground.

Keywords : active matter, self-propelled particles, motility-induced phase separation, non-
equilibrium two-step melting, persistent kinetic Monte Carlo, one-dimensional phase transi-
tions
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