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Résumé

La télémesure aéronautique est un systéeme utilisé pendant la phase des essais en vol qui consiste
a transmettre en temps-réel les données mesurées a bord de ’avion vers une station sol par
le biais d’une liaison radiofréquence. Elle est une opération critique visant a surveiller le
comportement de I’avion et a garantir la sécurité du pilote. La conception et les performances
des émetteurs et des récepteurs ont été améliorées au fil des années mais tout en gardant
la méme famille de modulation utilisée pour transmettre les données. Ces données sont
modulées par une modulation & phase continue (CPM) car cette derniére posséde une enveloppe
complexe constante, ce qui permet ’emploi des amplificateurs de puissance dans leur régime de
saturation sans distordre le signal. Cependant, contrairement aux modulations classiques, la
modulation CPM n’est pas une fonction linéaire des symboles transmis, ce qui rend la tache de
la démodulation complexe surtout quand on considére des scenarii assez compliqués tels que la

présence des multi trajets ou bien I'emploi d’un systeme multi-antennes.

Dans cette these, on se focalise sur une modulation appelée « Shaped Offset Quadrature
Phase Shift Keying telemetry group » (SOQPSK-TG) qui commence & étre de plus en plus
populaire en télémesure aéronautique. Cette modulation appartient a une famille particuliere
de CPM car elle transmet des symboles ternaires au lieu de binaires. Dans ce travail, nous
développons différents algorithmes de réception pour cette modulation en considérant différents
scenarii afin de garantir un lien de télémesure permanent. Les solutions proposées offrent des
performances attrayantes tout en gardant une complexité raisonnable pour une implémentation

en temps-réel.
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Abstract

Aeronautical telemetry is a system used during the flight testing phase to monitor the behaviour
of the plane by transmitting in real-time the aircraft dynamics from the aircraft to the ground
station over a radio-frequency link. It is a critical process that requires highly reliable systems
to ensure the pilot’s safety. The design and the performance of the transmitting/ receiving
equipment have been progressively upgraded over the years, and they mainly rely on continuous
phase modulations (CPM) to convey the data. CPM is transmitter friendly because it has a
constant complex envelope and therefore power amplifiers can be used at their saturation mode
without distorting the signal. However, due to the nonlinear nature of this modulation, it can
make the demodulation a hard task especially when considering complex scenarios such as the

presence of multipath or the use of multiple antenna transmitters.

In this PhD thesis, we focus on shaped offset quadrature phase-shift keying telemetry group
(SOQPSK-TG) whose use is getting more and more popular in aeronautical. This modulation
belongs to a particular CPM family since it transmits ternary symbols instead of binary ones. In
this work, several reception algorithms have been developed for this modulation under different
scenarios to ensure the availability of aeronautical telemetry link. These solutions offer excellent

power efficiency without prohibitive complexity.



Resumé des Travaux de Theéese

Ce travail s’applique dans le domaine de la télémesure aéronautique qui consiste a collecter
a distance des mesures effectuées par des équipements électroniques a bord de ’avion et a
les envoyer vers une station sol afin d’afficher, enregistrer, et surveiller le comportement de
Paéronef [1]. Un systéme de télémesure aéronautique est utilisé pendant la phase des essais en
vol pour surveiller le comportement de I'aéronef en transmettant parametres liés a sa dynamique
(vitesses, vibrations, températures, pressions, ...) de 'aéronef vers une station sol a travers une
liaison radiofréquence. Le lien de télémesure aéronautique est unidirectionnel (c.-a-d. il n’y a
pas de voie montante) et doit assurer une transmission et une analyse des données en temps-réel
afin de garantir la sécurité du pilote. Ce systeme est donc déployé par des missions tres critiques
qui exigent une fiabilité élevée. L’émetteur (& bord de l'avion) est généralement composé de
transducteurs qui convertissent un stimulus physique en un signal électrique, de multiplexeurs
qui combinent ces mesures en un seul signal, d’'un équipement de transmission qui module les
données et d'une (ou de deux) antenne(s) omnidirectionnelle(s) de type « blade ». Lorsque le
rayon de ’essai en vol dépasse 100 km ou lorsqu’il est nécessaire d’assurer une fiabilité beaucoup
plus élevée, un amplificateur de puissance peut également étre ajouté du coté de I’émetteur [2].
Quant au récepteur (station sol), il est généralement composé d’une antenne parabolique a haut
gain qui permet de suivre ’avion, d’un amplificateur a faible bruit qui amplifie le signal sans
diminuer significativement le rapport signal & bruit (SNR), d’un démodulateur qui convertit le

signal modulé en données, d’un enregistreur, et d’un démultiplexeur.

La conception et les performances des équipements d’émission et de réceptions sont princi-
palement définies par la modulation adoptée lors de la transmission des données. Les premiers
systemes de télémesure étaient analogiques et modulaient des formes d’ondes analogiques par
une modulation de fréquence (FM) au lieu d’une modulation d’amplitude (AM) [3]. Ce choix
a favorisé I'utilisation des amplificateurs de puissance en régime de saturation sans que cela
distorde le signal FM car ce dernier est a enveloppe complexe constante. De plus, ce choix a
fourni un meilleur compromis entre occupation spectrale et performance que les systéemes AM.
Ensuite, la FM analogique a été progressivement remplacé par une FM numérique en alimentant
I’émetteur avec des données numériques filtrées au lieu de formes d’ondes analogiques. Ce
changement n’a nécessité que de légeres modifications de 'infrastructure et n’a pas eu d’impact

sur l'occupation spectrale du signal [3]. La version FM numérique est connue sous le nom



de NRZ PCM/FM (Non-Return to Zero Pulse Code Modulation/ Frequency Modulation) et
peut étre considéré comme une modulation de fréquence & phase continue (CPFSK) ou plus

généralement comme une modulation a phase continue (CPM) [4].

PCM/FM est la modulation de référence depuis des décennies [5] parce qu’elle a prouvé sa
robustesse ainsi que sa fiabilité pour une utilisation a haut risque. De plus, avant les années 1990,
les débits de données utilisés étaient faibles par rapport a la bande passante disponible. Cette
modulation est encore utilisée de nos jours dans plusieurs installations de télémesure a travers
le monde. Toutefois, au cours de ces dernieres années, le secteur de la télémesure aéronautique
a été impacté par deux facteurs importants. Le premier est I'expansion exponentielle des
systémes de communication sans fil et en particulier des services mobiles commerciaux. A titre
d’exemple, le nombre d’abonnements au haut débit mobile a augmenté de plus de 20% par
an au cours des cinq dernieres années et a atteint 4,3 milliards de dollars a 1’échelle mondiale
a la fin de 'année 2017 [6]. Cette forte augmentation a incité les fournisseurs de services de
télécommunication a rechercher plus de bande passante, ce qui a rendu le spectre RF de plus
en plus coliteux (par exemple, le gouvernement des Etats-Unis (US) a vendu lors des ventes
aux encheres 25 MHz de la bande-L. pour un montant record de 44,89 milliards de dollars en
2015 [7]. En conséquence, le spectre de la télémesure aéronautique a été raccourci de pres de 35
% au profit des applications commerciales [8].

Le deuxieme facteur est le déluge de données de la télémesure aéronautique, qui est di a
I'utilisation de capteurs multiples & bord de I’avion pour acquérir de plus en plus d’informations
pendant le vol. Cette augmentation des données s’explique également par la réduction de la
durée des essais en vol pour des raisons de rentabilité. En effet, des ressources importantes sont
consacrées lors de la phase des essais en vol qui cofitent environ 50000 dollars par heure en main-
d’ceuvre [9, 10]. Par conséquent, la réduction de la durée des essais, sans diminuer la quantité
de données transférées, est devenue une exigence de la part des entreprises aérospatiales. D’une
part, cette augmentation significative des débits utilisés nécessite I’adoption des modulations
ayant des efficacités spectrales plus élevées que la PCM/FM. D’autre part, elle élargit la bande
du signal, ce qui rend le canal de télémesure aéronautique sélectif en fréquence [11] et donc
impacte la disponibilité du lien de télémesure. Cette derniére est une préoccupation majeure des
compagnies aérospatiales car un retard ou une annulation d’un essai en vol dii a 'indisponibilité

du lien pourrait cotiter plus de 1 million de dollars [10].

Les défis économiques et techniques ont incité la communauté de la télémesure aéronautique
a adopter des modulations plus efficaces en termes de puissance et d’occupation spectrale que
la PCM/FM. Ceci a été fait par le biais du programme ARTM (Advanced Range TeleMetry)
[12] qui a fait apparaitre deux modulations CPM efficaces en spectre : la modulation SOQPSK
(Shaped Offset Quadrature Phase Shift Keying) et la modulation ARTM CPM. Ces modulations
figurent dans la norme IRIG-106 (Inter-Range instrumentation group) pour la télémesure

aéronautique qui assure l'interopérabilité des systémes de télémesure dans les champs de



test des membres du RCC (Range Commenders Council) [5]. Les deux modulations ont des
enveloppes complexes constantes et ne nécessitent qu’un changement minimal de 'infrastructure.
De plus, ils permettent d’augmenter 1'efficacité spectrale d’au moins un facteur de 2 par rapport a
la modulation PCM/FM tout en conservant une excellente efficacité énergétique. Ces avantages
attrayants ont été obtenus en choisissant soigneusement les parametres qui définissent un CPM.
Cependant, elles se font au détriment de la complexité du récepteur, surtout si on considere
des scénarios complexes comme la présence des multitrajets ou bien I'utilisation des systemes
multi-antennes [13]. Cette complexité est principalement due a deux facteurs. La premiére est
la présence d’une mémoire inhérente qui assure la continuité de la phase de la modulation, et la
seconde est la nature non linéaire du CPM puisque la modulation mentionnée ci-dessus n’est pas
une fonction linéaire des symboles transmis. Par conséquent, contrairement aux modulations
linéaires (M-PSK, M-QAM (M- quadrature amplitude modulation), APSK (Amplitude and
Phase Shift Keying), ....), il n’est pas simple de profiter des propriétés de ’algebre linéaire pour

développer des récepteurs de complexité réduite.

Méme si le PCM/FM est encore largement utilisé en télémesure aéronautique, on constate
que de plus en plus d’acteurs, notamment dans les champs de test de I’armée américaine, ont
migré ou ont commencé la migration vers la solution SOQPSK. Dans un tel contexte, I'industrie
de la télémesure devrait développer de nouvelles solutions et de nouveaux algorithmes afin
de garantir le meilleur lien possible de télémesure a ces clients trés exigeants. Ce travail,
supervisé par Zodiac Data Systems, I'un des leaders de la télémesure aéronautique pour des
applications civiles et militaires, s’inscrit dans cette perspective. Dans cette theése, nous nous
concentrons principalement sur SOQPSK-TG dont I'utilisation est de plus en plus populaire
en télémesure aéronautique. Cette modulation appartient & une famille particuliere de CPM
puisqu’elle transmet des symboles ternaires au lieu de symboles binaires. Simultanément, elle
peut également étre interprétée comme une modulation a offset de temps, c’est-a-dire qu’elle peut
étre considérée comme une modulation dont la composante en quadrature contient un décalage
temporel par rapport a la composante en phase. L’objectif de ce travail est de développer
des algorithmes de réception pour SOQPSK-TG selon différents scénarios afin d’assurer la
disponibilité du lien de télémesure aéronautique. Ces solutions devraient maintenir de bonnes
performances en taux d’erreur binaire sans complexité prohibitive pour une implémentation en

temps réel.

Travaux précédents sur la modulation SOQPSK-TG

Représentations et approximations du signal SOQPSK-TG

SOQPSK-TG est défini comme un CPM ternaire dont les symboles ternaires sont générés

a partir d’'une séquence binaire a ’aide d’un précodeur décrit dans les recommandations de
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I'TRIG-106 [5] et dont Iindice de modulation h = 1/2. Le role du précodeur est de faire en sorte
que la phase de SOQPSK-TG se comporte comme la phase d’un signal OQPSK lorsque ces deux
signaux sont pilotés par la méme séquence de binaire [14]. Quant & la forme de I'impulsion qui
module les symboles ternaires dans la fréquence instantanée, elle s’étend sur plusieurs périodes
symboles. Le choix de ces parameétres augmente 'efficacité spectrale au détriment de la création
de l'interférence inter-symbole (ISI) et de l’allongement de I’effet mémoire. Ainsi, si on garde
cette définition CPM, les algorithmes de réception qui en résulteraient seraient treés complexes.
De plus, ils seraient limités a des scénarii simples en raison de la nature non linéaire de CPM.
Par conséquent, il est nécessaire de développer des modeles équivalents pour ce signal et de

retrouver des approximations pertinentes afin de rendre le signal SOQPSK maniable.

Le premier travail pionnier dans cette direction a été fait par E. Perrins [14] qui a démontré
que SOQPSK-TG pourrait s’écrire comme une somme finie d’impulsions modulées en amplitude
(PAM). Les impulsions de cette décomposition (appelée PRD) modulent des pseudo-symboles.
Ces pseudo-symboles contiennent de la mémoire et sont des fonctions non linéaires des symboles
ternaires. Ce travail est I'extension de la décomposition de Laurent qui est initialement
développée pour le CPM binaire [15]. D’une part, cette approche permet d’approximer le
signal par une somme de seulement deux modulations linéaires PAM. D’autre part, le lien
obtenu entre les symboles ternaires et les pseudo-symboles garde un effet mémoire long. Par
conséquent, le signal n’est pas completement linéarisé avec cette approche, c.a.d. le modele
obtenu ne permet pas d’approximer le signal par une modulation linéaire classique. Le second
travail a été réalisé par T. Nelson [16] qui a profité de U'interprétation OQPSK du signal et
a créé un lien direct entre les symboles binaires (c.a.d. les bits qui sont utilisés pour générer
les symboles ternaires) et les différentes formes d’onde qui constituent le diagramme de I'ceil
du signal. La représentation qui établit cette connexion (qui n’est pas évidente, contrairement
aux modulations linéaires) est connue sous le nom de représentation XTCQM (en anglais
"Cross-correlated Trellis Coded Quadrature Modulation"). Apreés quelques manipulations
mathématiques, cette représentation permet d’approximer pertinemment le signal SOQPSK-TG
en utilisant un banc de 8 formes d’onde XTCQM, chacune d’elles étant définie par seulement 3
bits. L’avantage de cette approche est qu’elle offre une approximation de SOQPSK-TG avec une
courte mémoire inhérente. Cependant, elle génere des formes d’onde dépendantes des données,
ce qui signifie qu’on ne peut pas séparer clairement la contribution des bits et la forme de
I'impulsion. Chaque représentation de SOQPSK-TG a ses propres avantages et inconvénients.

Par conséquent, le choix entre I'un d’eux dépend de I'application désirée.

Détecteurs a complexité réduite

Plusieurs algorithmes de détection a complexité réduite ont été proposés dans la littérature pour

SOQPSK-TG. Les premiers sont des détecteurs linéaires de type 1&D (en anglais " Integrate
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& Dump"). Ils peuvent étre utilisés pour détecter les symboles binaires grace a la présence
du précodeur SOQPSK-TG (& notre connaissance, la raison n’est pas expliquée de maniere
analytique dans la littérature). Plusieurs implémentations de détecteurs I&D sont données dans
la littérature [17], mais elles sont sous-optimales. Le meilleur d’entre eux souffre d’une perte
de performance de 0.72 dB pour une probabilité d’erreur de 10~ par rapport au cas optimal.
Ensuite, des détecteurs de performances presque optimales ont été développés, et ils s’appuient
sur les approximations présentées ci-dessus. Le premier utilise ’'approximation PAM de PRD et
fonctionne en utilisant un treillis dynamique & 4 états [18]. Les différentes transitions et ’ordre
des états des chemins dans ce treillis dépendent de la parité de I'indice binaire. Le deuxiéeme
détecteur a complexité réduite est presque optimal et utilise un treillis composé de 16 états
et s’appuie sur la représentation XTCQM de SOQPSK-TG. La perte de performance de ces

détecteurs se situe a moins de 0,2 dB par rapport au cas optimal.

Reduction des effets multitrajets

En raison de ’expansion de la largeur de bande du signal SOQPSK-TG comme indiqué ci-dessus,
le canal de télémesure aéronautique devient sélectif en fréquence. Par conséquent, le récepteur
peut capturer plusieurs copies retardées du signal transmis avec différentes atténuations.
La transmission se fait donc sur un canal mutlitrajets, ce qui peut entrainer une perte de
performance importante si nous utilisons les détecteurs décrits ci-dessus sans introduire de
techniques d’égalisation. L’estimation et I’égalisation des canaux sont tres peu abordées dans
la littérature dans le cas de la modulation SOQPSK [19, 20, 21|, contrairement aux autres
modulations. A notre connaissance, les techniques qui réduisent les effets mutlitrajets reposent
principalement sur l’algorithme du module constant (CMA) pour la modulations SOQPSK car
cette derniere posséde une enveloppe complexe constante. Les performances du CMA peuvent

parfois étre insatisfaisantes pour certaines configurations de canaux.

Probléme de deux antennes

Les architectures précédentes mentionnées ci-dessus sont construites sans tenir compte du nombre
d’antennes émettrices. Cependant, ce parametre a un impact important sur les architectures de
I’émetteur et du récepteur. Les premiers systémes de télémesure aéronautique utilisaient une
seule antenne émettrice fixée sous le fuselage de ’avion et une antenne de réception sur une
station fixe au sol. Cependant, ce schéma ne garantit pas un lien de télémesure permanent &
cause de I’absence d’une visibilité directe entre ’émetteur et le récepteur lorsque I’avion effectue
certaines manceuvres. Pour remédier a cette situation, deux antennes sont ensuite placées sur
I’avion de maniere & garantir une transmission omnidirectionnelle quelle que soit ’orientation de
I’avion. Néanmoins, si le méme signal est transmis sur les deux antennes en utilisant la méme

fréquence porteuse, le récepteur peut capturer les deux copies de maniere destructive, ce qui
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entraine la perte du lien de la télémesure aéronautique. Ce probléme est connu sous le nom de
probléme des deux antennes en télémesure aéronautique [22]. Une solution a été proposée dans
[13], qui consiste & créer une diversité d’émission en utilisant le codage spatio-temporel par bloc,
appelé aussi codage Alamouti [23]. Cette solution réduit significativement 'interférence mutuelle
des signaux SOQPSK-TG et a été récemment normalisée dans IRIG-106 [5]. Cependant, cela
rend la récupération des bits de données difficile en raison de la modulation utilisée ainsi que
de la présence d’une altération inhabituelle du canal, qui est le retard différentiel. Ce retard
représente une partie non négligeable de la période symbole comme expliqué en détail au
chapitre 5. Il apparait puisque les deux signaux arrivent avec des délais différents. Plusieurs
architectures de décodage s’appuyant sur la représentation XTCQM ont été proposées dans
[16, 24] mais une seule entre elles offre des performances satisfaisantes au détriment d’une
complexité d’implémentation relativement élevée. De plus, le meilleur décodeur ne fournit que
des sorties dures et ne contient aucun mécanisme permettant d’atténuer les trajets multiples

dans le scénario de codage spatio-temporel (STC).

Contributions

Cette these aborde tous les points susmentionnés et propose différentes solutions pour chaque

scénario. Les contributions importantes sont résumées ci-dessous :

e Une nouvelle décomposition PAM a été développée pour SOQPSK-TG. Elle permet
d’approximer le signal comme une simple modulation linéaire et de fournir un mappage
simple entre les bits et les pseudo-symboles de cette décomposition. Cette décomposition,
appelée DBD dans ce manuscrit, constitue le noyau de toutes les solutions proposées dans

ce travail.

e Un lien mathématique a été développé entre la décomposition PAM proposée et la
représentation XTCQM pour SOQPSK.

e Plusieurs détecteurs a complexité réduite ont été proposés pour SOQPSK-TG basés sur
DBD. Chaque classe de détecteurs repose sur une certaine approche (approche Kaleh [25],

approche Ungerboeck [26] et approche Forney [27]).

e Pour lutter contre les interférences multitrajet, un algorithme d’estimation des canaux et
de détection a été développé pour SOQPSK-TG. Il repose sur la décomposition proposée
et le principe du traitement par survivant (PSP) [28] et offre un taux d’erreur sur les bits

(BER) tres intéressant pour différente types de canaux.

e Deux structures de décodage différentes ont été proposées pour le scénario STC sans
modifier la structure de I’encodeur. La premiere structure offre une complexité 8 fois

moins élevée que le décodeur de 'état de I'art avec des performances BER tres acceptables



en présence du retard différentiel. La seconde architecture est plus performante que le
décodeur de ’état de I’art tout en gardant une complexité plus réduite. Les deux solutions
proposées peuvent fournir des sorties souples (c.-a-d. des LLRs (en anglais "Log Likeihood
Ratio")).

e Un nouvel estimateur de canaux a trajets multiples a été développé pour le scénario STC

et peut étre utilisé avec le deuxieme décodeur proposé.

e Un nouveau schéma STC a été développé qui offre une meilleure diversité spatiale pour
que celui standardisé par 'IRIG pour la modulation SOQPSK. De plus, cet encodage
permet d’obtenir un décodeur qui peut traiter les bits pairs séparément des bits impairs en
présence d’un retard différentiel non nul et offre des performances de TEB tres intéressantes
(& moins de 1,1 dB dB de du cas SISO (en anglais "Single Input Single Output"). La
complexité du décodeur proposé est au moins 8 fois inférieure & celle du décodeur de

I’état de I’art associé au codage normalisé.

Organisation du manuscrit

Ce manuscrit est organisé comme suit. Nous rappelons dans le Chapitre 1 le modele CPM et
nous définissons ses principaux parametres. Nous décrivons ensuite les différentes modulations
de télémesure aéronautique et soulignons comment 'efficacité spectrale est atteinte pour chaque
modulation. Nous nous concentrons ensuite sur la modulation SOQPSK-TG et nous présentons
les représentations et approximations décrites dans 1’état de l’art pour ce signal (c’est-a-dire la

décomposition PAM et la représentation XTCQM ainsi que leurs approximations respectives).

Dans le Chapitre 2, nous introduisons d’abord une nouvelle vision de la structure du
précodeur en le décomposant en deux blocs : le premier est un codeur récursif et le deuxieme
est un codeur duobinaire. Nous exploitons ensuite cette nouvelle vision pour développer une
nouvelle décomposition PAM de CPM duobinaire et nous appliquons les résultats obtenus
a la modulation SOQPSK. Nous établissons également dans ce chapitre un lien entre la
décomposition PAM proposée (appelée DBD) de SOQPSK et sa représentation XTCQM ainsi
que son interprétation OQPSK. De plus, nous détaillons le réle exact de chaque bloc qui
constitue le précodeur SOQPSK.

Dans le Chapitre 3, nous construisons plusieurs architectures de détection comme con-
séquence directe de proposer une nouvelle décomposition PAM. Nous tirons parti de plusieurs
approches de la littérature. Certains s’appuient sur la définition CPM de SOQPSK et exploitent
ensuite la décomposition PAM (approche Kaleh [25] et d’autres utilisent le modele "linéarisé"
proposé de SOQPSK (approche Ungerboeck [26] et approche Forney [27]). Une étude de

complexité de tous les détecteurs proposés est également réalisée dans ce chapitre.
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Dans le Chapitre 4, nous considérons la présence des multitrajets dans le scénario SISO.
Nous faisons d’abord une classification des canaux de télémesure aéronautique existants dans
la littérature. Nous présentons ensuite la solution CMA et ses différentes variantes. Nous
proposons plus tard un nouvel algorithme d’estimation du canal et de détection pour la
modulation SOQPSK-TG. Cette solution est une version adaptée du principe traitement par

survivant et repose sur la décomposition PAM proposée au chapitre 2.

Dans le Chapitre 5, nous nous concentrons sur le schéma de diversité d’émission standardisé
IRIG qui permet de résoudre le probléme des deux antennes. Apres avoir introduit la structure
de codeur spatio-temporel (STC) standardisée IRIG et les décodeurs de ’état de I’art, nous
développons deux structures de décodage et nous présentons leurs différentes variantes. Nous
considérons ensuite la présence de trajets multiples dans le scénario STC dans la deuxiéme

partie de ce chapitre, et nous détaillons le calcul du nouvel estimateur de trajets multiples.

Les résultats donnés dans le Chapitre 5 montrent que les performances des décodeurs
proposés dépendent du déphasage des gains des canaux. Pour cette raison, nous proposons dans
le Chapitre 6 un nouveau schéma de codage spatio-temporel qui élimine presque totalement
cette dépendance angulaire. De plus, le schéma améliore la diversité spatiale et permet de
réduire davantage la complexité de ’algorithme de décodage. Dans la deuxiéme partie de ce
chapitre, nous soulignons que le codage spatio-temporel n’est pas le seul moyen de résoudre
le probléme des deux antennes. Nous montrons que l’envoi d’'un signal SOQPSK-TG sur
une antenne et sa copie retardée artificiellement sur I'autre peut considérablement réduire les
interférences mutuelles. Apres avoir déterminé le délai nécessaire & appliquer, nous montrons
que la technique de réduction des effets multitrajet proposée au chapitre 4 peut également étre
utilisée dans ce scénario. Ainsi, la méme architecture de récepteur peut étre utilisée, quel que

soit le nombre d’antennes montées sur I’avion en utilisant cette approche.
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Introduction

General context

The work presented in this PhD thesis applies in aeronautical telemetry, which is the process
of remotely collecting measurements done by electronic equipment on board the aircraft and

transmitting these data to a distant location for monitoring, display, and recording [1].

An aeronautical telemetry system is used during the flight testing phase to monitor the
behavior of the plane by transmitting the aircraft dynamics settings (such as velocities, vibrations,
temperatures, stress and strain parameters,...) from the aircraft to the ground station over a
radio-frequency (RF) link. Aeronautical telemetry is a one-way link from the plane to the ground
(i.e., there is no uplink mode) that requires real-time data transmission and analysis to ensure
the pilot’s safety. This makes the use of the aeronautical telemetry a critical task that demands
highly reliable systems. The transmitter side of an aeronautical telemetry system (on board the
aircraft) is generally composed of transducers that convert a physical stimulus into an electrical
signal, multiplexers that combine the measurements into one signal, a transmitting equipment
that modulates the data and one (or sometimes two) omnidirectional "blade" antenna(s). When
the flight test range is going to be beyond 100 km or when higher link reliability is required, a
power amplifier can also be added at the transmitter side [2]. As for the receiver side (ground
station), it is generally composed of a high gain parabolic dish antenna that allows tracking
the aircraft, a low-noise amplifier that amplifies the signal without significantly decreasing the
signal-to-noise ratio (SNR), a receiver demodulator that converts the modulated signal back to

data, a recorder, and a demultiplexer.

The design and the performance of the transmitting/ receiving equipment are mainly defined
by the adopted modulation that conveys the data. The first telemetry systems were analog and
used frequency modulation (FM) of analog waveforms instead of amplitude modulation (AM) [3].
This choice favored the use of power amplifiers at their saturation mode without distorting the
FM constant envelope signal and provided better bandwidth occupancy/performance trade-off
than AM-based systems. Then, analog FM has been progressively upgraded to digital FM by

feeding the transmitter with filtered digital data instead of analog waveforms. This change



2 | Introduction

only required slight modifications of the infrastructure and it did not impact the bandwidth
occupancy [3]. The digital FM version is known as the non-return to zero (NRZ) pulse code
modulation/frequency modulation (PCM/FM), and it can be considered as continuous phase
frequency shift keying (CPFSK) modulation or more generally as continuous phase modulation

(CPM) [4].

PCM/FM has been the reference modulation for decades [5] because it has proven its
robustness as well as its reliability for such high-risk use and because the required data rates
were low compared to the available bandwidth before the 1990’s. In the telemetry literature,
this modulation is sometimes called the "legacy modulation" and is still used nowadays in several
telemetry setups all over the world. However, over the past few years, two major factors have
impacted the telemetering community. The first one is the exponential expansion of wireless
communication systems and especially of the commercial mobile services. As an illustration,
the number of mobile-broadband subscriptions has grown more than 20% annually in the last
five years and has reached 4.3 billion globally by the end of 2017 [6]. This huge increase has
urged telecommunication service providers to seek more bandwidth and has consequently made
RF spectrum more and more costly (for instance, the United States (US) government auctioned
25 MHz of the L-band at a record of 44.89 billion dollars in 2015 [7]). As a result, the spectrum
of aeronautical telemetry has been shortened by almost 35% and reallocated for the commercial
applications [8].

The second factor is the data deluge of aeronautical telemetry, which is due to the use of
multiple sensors on board the aircraft to acquire more and more information during the flight.
This data increase comes also as a consequence of reducing the flight testing duration for
cost-effectiveness. In fact, significant resources are devoted during the flight testing phase
and cost around 50 thousand dollars in labor per hour [9, 10]. Therefore, reducing the test
duration without decreasing the amount of transferred data is a major demand for aerospace
companies. On the one hand, this significant increase in data transfer requires the adoption
of more spectrally efficient modulations than PCM /FM. On the other hand, it broadens the
signal bandwidth, which makes the aeronautical telemetry channel frequency selective [11]
and therefore impacts the availability of the aeronautical telemetry link. The latter issue is
a real burden for aerospace companies since one delayed or cancelled test mission due to the

unavailability of telemetry link could cost more than 1 million dollars [10].

Both economical and technical challenges have stimulated the flight test telemetry community
to adopt more power and bandwidth efficient modulations than PCM/FM. This has been
done via the advanced range telemetry (ARTM) program [12], which resulted in 2 spectrally
efficient CPM modulations: the shaped offset quadrature phase shift keying telemetry group
(SOQPSK-TG) modulation and ARTM CPM. These modulations figure in the inter-range
instrumentation group (IRIG) 106 standard for aeronautical telemetry, which ensures the

interoperability of telemetry systems at the range commanders council (RCC) member ranges



[5]. Both modulations are transmitter friendly since they have a constant complex envelope and
require minimal infrastructure change. Moreover, they allow increasing the spectral efficiency
by at least a factor of 2 compared to PCM/FM while keeping excellent power efficiency. These
attractive benefits have been achieved by carefully choosing the parameters that define a CPM.
However, they come at the expense of increasing the receiver complexity, especially when
considering complicated scenarios such as the presence of multipath or the use of multiple-
antenna transmitters [13]. This complexity is mainly due to two factors. The first one is the
presence of an inherent memory that ensures the continuity of the phase of the modulation,
and the second one is the nonlinear nature of CPM since the aforementioned modulation is
not a linear function of the transmitted symbols. Therefore, unlike linear modulations (such
as M-PSK, M-quadrature amplitude modulation (M-QAM), amplitude and phase-shift keying
(APSK),...), it is not straightforward to take advantage of the properties of linear algebra to

develop reduced complexity receivers.

Even if PCM/FM is still widely used in aeronautical telemetry, we observe that more and
more actors, especially in the US military ranges, migrated or started the migration to the
SOQPSK solution. In such a context, the telemetry industry should develop new solutions and
algorithms in order to guarantee the best possible telemetry link for these highly demanding
customers. This work, supervised by Zodiac Data Systems which is one of the leading companies
in aeronautical telemetry for civil and military applications, enrolls in this prospective. In
this thesis, we mainly focus on SOQPSK-TG whose use is getting more and more popular in
aeronautical telemetry. This modulation belongs to a particular CPM family since it transmits
ternary symbols instead of binary ones. Simultaneously, it can also be interpreted as an offset
modulation, i.e., it can be seen as a modulation whose quadrature component contains a timing
offset compared to the in-phase component. The goal of this work is to develop reception
algorithms for SOQPSK-TG under different scenarios to ensure the availability of aeronautical
telemetry link. These solutions should maintain a good power efficiency without prohibitive

complexity for real-time implementation.

Previous work on SOQPSK-TG

SOQPSK-TG signal representations and approximations

SOQPSK-TG is a ternary CPM whose ternary symbols are linked to the binary bits using a
specific precoder given in [5] and whose modulation index h = 1/2. The role of the precoder is
to make the phase of SOQPSK-TG behaves like the phase of an OQPSK signal when both are
driven by the same bit sequence [14]. As for the pulse shape that modulates the ternary symbols
in the instantaneous frequency, it spans several symbol periods. The choice of these parameters

increases the spectral efficiency at the expense of creating long memory and inter-symbol
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interference (ISI). Thus, if we take this CPM definition, the resulting reception algorithms
would be highly complex. Moreover, they would be restricted to simple scenarios due to the
nonlinear nature of CPM. As a consequence, it is necessary to view this modulation differently

to make it more versatile.

The first pioneering work in this direction has been done by E. Perrins in [14] where he
showed that SOQPSK-TG could be written as a finite sum of pulse-amplitude modulated
(PAM) components. The pulses of this decomposition, namely PRD, modulate pseudo-symbols.
These pseudo-symbols contain memory and are nonlinear functions of the ternary symbols.
This work is the extension of the Laurent decomposition [15], initially developed for binary
CPM. The advantage of this approach is that it approximates the signal as a sum of only two
PAM waveforms. However, this does not completely "linearize" the signal because of mapping
between the ternary symbols and the pseudo-symbols, which keeps the long memory effect in

the approximation.

The second work has been carried by T. Nelson in [16] where he took advantage of the offset
nature of SOQPSK-TG and created a direct mapping between the binary bits (i.e., the bits
that are used to generate the ternary symbols) and the different waveforms that constitute the
eye-diagram of the signal. The representation that makes this connection (which is not evident
unlike linear modulations) is known as the cross-correlated trellis coded quadrature modulation
(XTCQM) representation. After some mathematical manipulations, this representation can
accurately approximate SOQPSK-TG using a bank of 8 XTCQM waveforms, each one of
them being defined by only 3 binary bits. The advantage of this approach is that it offers an
approximation of SOQPSK-TG with a short inherent memory. However, it generates data
dependent waveforms, which means that we cannot separate the contribution of the bits and

the pulse shape in a clear way.

Each representation of SOQPSK-TG has its own benefits and drawbacks. Therefore, the

choice between one of them depends on the desired application.

Reduced complexity detection algorithms

Several reduced detection algorithms have been proposed in the literature for SOQPSK-TG.
The first ones are linear integrate and dump (I&D) detectors. They can be used to detect
the binary symbols thanks to the presence of the SOQPSK-TG precoder (to the best of our
knowledge, the reason why is not analytically explained in the literature). Several I&D detector
implementations are given in [17], but they are sub-optimal. The best one of them suffers
from a performance loss of 0.72 dB for a probability of error of 10~ compared to the optimal
case. Then, very near-optimal performance detectors have been developed, and they rely on
the presented above approximations. The first one is presented in [18] and uses the PAM

approximation of PRD and operates using a dynamic trellis of 4 states. The different transitions



and the order of the path states in the this trellis depend on the parity of bit index. The second
very near-optimal reduced complexity detector uses a trellis composed of 16 states and relies
on the XTCQM representation of SOQPSK-TG. The performance loss of these detectors is

within 0.2 dB compared to the optimal case.

Multipath mitigation techniques

Due to the bandwidth expansion of SOQPSK-TG signal as highlighted above, the aeronautical
telemetry channel becomes frequency selective. As a consequence, the receiver may capture
several delayed copies of the transmitted signal with different attenuations. The transmission
is thus made over a multipath channel, which can result in significant performance loss if we
use the described above detectors without introducing multipath mitigation techniques, i.e.,
equalizers. Channel estimation and equalization is very sparsely addressed in the literature
in the SOQPSK case, contrary to other modulations. To the best of our knowledge, very few
works [19, 20, 21] have focused on multipath mitigation techniques for SOQPSK-TG, and they
mainly rely on the constant modulus algorithm (CMA) due to the constant envelope nature of
this modulation. The performance of CMA can sometimes be unsatisfactory for some channel

configurations.

The two-antenna problem on aeronautical telemetry

The previous architectures mentioned above are built regardless of the number of transmitting
antennas. However, this parameter has an important impact on both transmitter and receiver
architectures. The first aeronautical telemetry systems used one transmitting antenna fixed
underneath the aircraft fuselage and one receiving antenna on a fixed ground station. However,
this scheme does not guarantee an optimal telemetry link because the receiver cannot always
capture the line of sight (LOS) path when the aircraft performs certain maneuvers. To overcome
this situation, two antennas are then placed on the aircraft in a way that an omnidirectional
transmission is guaranteed no matter how the plane is oriented. Nevertheless, if the same signal
is transmitted over both antennas using the same carrier frequency, the receiver may capture
both copies in a destructive way, which causes the loss of the aeronautical telemetry link. This
problem is known as the two-antenna problem in aeronautical telemetry [22]. A solution has
been proposed in [13], which consists of creating transmit diversity using Alamouti space-time
block coding (STBC) [23]. This solution significantly reduces the mutual interference of the
SOQPSK-TG signals and has been recently standardized in IRIG-106 [5]. However, it makes
recovering the data bits a hard task because of the used modulation as well as the presence of an
unusual channel impairment, which is the differential delay. This perceptible delay represents
a non-negligible portion of the symbol peiod as explained in details in Chapter 5. It appears

since both signals arrive with different delays. Several decoding architectures relying on the
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XTCQM representation have been proposed in [16, 24] but only one of them offers satisfying

performance at the expense of relatively high implementation complexity. Moreover, the best

decoder only provides hard outputs and does not contain any mechanism that allows mitigating

multipath in the space-time coding (STC) scenario.

Contributions

This dissertation addresses all the aforementioned points and proposes different solutions for

each scenario. The important contributions are summarized as follows:

A new PAM decomposition has been developed for SOQPSK-TG. It allows approximating
the signal as a simple linear modulation and providing a straightforward mapping between
the binary bits and the pseudo-symbols of this decomposition. This decomposition,

namely DBD in this manuscript, is the root of all the proposed solutions of this work.

A mathematical link has been developed between this proposed PAM decomposition and
the XTCQM representation for SOQPSK.

Several reduced complexity detectors have been proposed for SOQPSK-TG based on DBD.
Each class of detectors relies on a certain approach (Kaleh approach [25], Ungerboeck

approach [26] and Forney approach [27]).

To combat multipath interference, a joint channel estimation and detection algorithm
has been developed for SOQPSK-TG. It relies on the proposed decomposition and the
per-survivor processing (PSP) principle [28] and offers very attractive bit error rate (BER)

performance for different channel configurations.

Two different decoding structures have been proposed for the STC scenario without
changing the encoder structure. The first one offers a complexity 8 times less than the
state of the art decoder with very acceptable BER performance in the presence of the
differential delay. The second one outperforms the state of the art decoder while keeping
a lower complexity. Both proposed solutions can provide soft outputs (i.e., log-likelihood

ratios).

A new multipath channel estimator has been developed for the STC scenario and can be

used along with the second proposed decoder.

A new STC scheme has been developed that offers a better transmission rate for SOQPSK-
TG than the IRIG standardized one. Moreover, the resulting decoding structure can
process the even bits separately from the odd ones in the presence of non-zero differential

delay and offers very attractive BER performance (within 1.1 dB of the single input single



output (SISO) bound). The complexity of the proposed decoder is at least 8 times less

than the state of the art decoder associated with the standardized encoding.

Dissertation outline

This dissertation is organized as follows.

We remind in Chapter 1 the CPM model and we define its main parameters. We then
describe the different aeronautical telemetry modulations and we highlight how the spectral
efficiency is achieved for each modulation. We then focus on SOQPSK and we present the state
of the art representations and approximations of this signal (i.e, the PAM decomposition and

the XTCQM representation as well as their respective approximations).

In Chapter 2, we first introduce a new vision of the precoder structure by decomposing
it into two different stages: the first stage is a recursive encoder and the second one is a
duobinary encoder. We then exploit this new vision to develop a new PAM decomposition of
duobinary encoded CPM and we apply the obtained results to SOQPSK. We also establish
in this chapter a link between the proposed PAM decomposition (DBD) of SOQPSK and its
XTCQM representation as well its OQPSK interpretation. Furthermore, we detail the exact
role of each stage that constitutes the SOQPSK precoder.

In Chapter 3, we build several detection architectures as a direct consequence of proposing
a new PAM decomposition. We take advantage of several approaches of the literature. Some rely
on the CPM definition of SOQPSK and then exploit the PAM decomposition (Kaleh approach
[25] and others use the proposed "linearized" model of SOQPSK (Ungerboeck approach [26]
and Forney approach [27]). A complexity study of all the proposed detectors is also carried in
this chapter.

In Chapter 4, we consider the presence of multipath in the SISO scenario. We first make a
classification of the existing aeronautical telemetry channels of the literature. We then present
the CMA solution and its different variants. We later propose a new joint channel estimation
and detection algorithm for SOQPSK-TG. This solution is an adapted version of the PSP
principle and relies on the proposed PAM decomposition given in Chapter 2.

In Chapter 5, we focus on the IRIG standardized transmit diversity scheme that allows
resolving the two-antenna problem. After introducing the TRIG standardized encoder structure
and the state of the art decoders, we develop two decoding structures and we present their
different variants. We then consider the presence of multipath in the STC scenario in the

second part of this chapter, and we detail the derivation of the new multipath estimator.

The results given in Chapter 5 show that the performance of proposed decoders are angle

dependent due to employing the standardized scheme. For this reason, we propose in Chapter
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6 a new encoding scheme that almost eliminates this angle dependency. Moreover, the scheme
ameliorates the transmission rate and allows further complexity reduction of the decoding
algorithm. In the second part of this chapter, we highlight that space-time coding is not the
only way to overcome the two-antenna problem. We show that sending a SOQPSK-TG signal
over one antenna and its artificially delayed copy over the other can also greatly reduce their
mutual interference. After determining the necessary delay that should be applied, we show
that the proposed interference mitigation technique given in Chapter 4 can also be used in this
scenario. Thus, the same receiver architecture can be employed whether one or two antennas

are mounted on the aircraft using this approach.
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1.1 CPM signal model

The complex envelope of a CPM containing the information symbols a = {a; };ez is expressed
as [4]

s(tia) = ﬁeXP {iet;a)}, (1.1)

where E is the energy per information symbol, 7" the symbol time duration and ¢(.) is the phase
of the signal. Denoting M the constellation order, the symbol alphabet is {1, +3, ..., £(M —1)}
when M is even and {£0,£2,...,+(M — 1)} when M is odd. Equation (1.1) clearly shows that
CPM is not a linear function of the transmitted symbols and that it has a constant complex

envelope. The information is carried by the phase of the signal, which is defined as

o(t;a) = 27TZ hgaiq(t —iT), (1.2)

(2

where {h;} is a set of N}, modulation indexes and the double underlined subscript notation is

i =14 mod Nj. (1.3)

The function ¢(t) is called the phase pulse and represents the time integral of the frequency
pulse ¢(t) whose time support equals LT and whose area is % If L =1, the signal has a full
response frequency pulse. Otherwise, the signal has a partial response one. The phase pulse
q(t) is defined as

07 t S 07
q(t) = 4 JEg(r)dr, 0<t<LT, (1.4)
1, t>LT.

Due to the definition of ¢(¢) and for t € [nT, (n+1)T7[, the phase of the signal can be decomposed
into a cumulative phase 6, _j, that represents the memory of CPM and a time dependent phase

0(t). To do so, we first simplify (1.2) as follows

n
o(t;a) = 2w Z hiaiq(t — iT), nl <t<(n+1)T, (1.5)

1=—00
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since we know that q(t —i7") = 0 when ¢ > n. Then, using the fact that the phase pulse becomes

constant when i €] — oo, n — L], we get

n n—L
o(t;a) = 2w Z hiciq(t —iT) +m Z hio, nT <t<(n+1)T. (1.6)
i=n—L+1 i=—o0
G(t) en—L

The inherent memory is particular to CPM since it ensures the continuity of the phase,
however its presence makes handling this modulation less tractable at the receiver side. The
straightforward solution to overcome this problem is to develop differential phase based receivers

[4] since the differential phase (or the instantaneous frequency) is expressed as

_ 9p(tia) _ 06(1)

() ot ot

=21 > hoig(t—iT), nT <t<(n+1)T. (1.7)
i=n—L+1

In this case, the cumulative phase is invisible due to the derivation operation.

1.2 Classical CPM signals

In the majority of practical CPM schemes, the modulation index is constant (i.e., N = 1) and
rational. These CPMs are referred to as single-h CPMs, and they are used in applications such

as:

o The GSM mobile communications [29]. The used modulation is a single-h binary CPM
with a modulation index h = 1/2 and a partial response Gaussian frequency pulse of
length L = 2. The latter is also characterized by a parameter called the bandwidth-symbol
time product BT and equals 0.5. This modulation is known as the Gaussian minimum
shift keying (GMSK).

o The Bluetooth data transmissions [30]. For this standard, the used modulation is called
Gaussian frequency shift keying (GFSK). The corresponding CPM scheme has the same
parameters as the one used for GSM except for the modulation index value. The latter

can instead vary between 0.28 and 0.35.

o Tactical communications [31, 32]. Several single-h binary CPM schemes are defined in
the standard according to the used mode. If we take as an example the mode C'7, which
offers high throughput for short coverage. The corresponding modulation index h equals

1/8 and the frequency pulse is rectangular and spans 3 symbol periods.
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« Digital video broadcasting standard DVB-RCS2 [33, 34]. This standard relies on some
linear modulations as well as CPMs. The CPM schemes use a quaternary alphabet
M € {+£3,+1} and a rational modulation index. The frequency pulse is of length L = 2

and its shape is a weighted average of a raised cosine (RC) pulse and a rectangular one.

o Deep space communications [35]. The modulation used for this application is the military
standard shaped offset quadrature phase-shift keying (SOQPSK-MIL). It was developed
as a variant of shaped binary phase-shift keying (SBPSK) [36]! and it was first adopted
as a part of a military standard [37]. This version was referred to as MIL-STD SOQPSK
or SOQPSK-MIL. The alphabet of this modulation is ternary M € {—1,0,+1} and its
modulation index h = 1/2. The frequency pulse has a rectangular shape and is of length
L=1.

The least popular cases are when the modulation index is integer (see [38] for example) or
Np, > 1. In the latter case, the value of the modulation index changes cyclically as described in
(1.3) and this CPM scheme is referred to as multi-h CPM [39].

1.3 Aeronautical telemetry modulations

Aeronautical telemetry has witnessed some drastic changes in the late 1990’s because of the
data deluge and because its spectrum has been shortened and reallocated for other commercial
applications. To cope with this situation, a program, known as the advanced range telemetry
(ARTM) program, has been initiated to adopt, on the one hand, more bandwidth efficient
modulations than the traditional aeronautical telemetry modulation, which is the pulse code
modulation/ frequency modulation (PCM/FM). On the other hand, the detection efficiency of
these modulations should remain comparable to PCM/FM. Aeronautical telemtery modulations
are now classified in the inter range instrumentation group (IRIG) recommendations [5] according

to their spectral efficiencies as follows

o Tier 0: PCM/FM

o ARTM Tier 1 (= 2x more spectrally efficient than PCM/FM): Feher-patented FQPSK,
SOQPSK-TG

o ARTM Tier 2 (x 2.5x more spectrally efficient than PCM/FM): ARTM CPM

Except for FQPSK, all the aforementioned modulations are CPMs. We describe in the following
these modulations and we explain in Section 1.4 how the spectral efficiency improvement is
achieved compared to PCM/FM.

!This modulation was introduced in the 1980’s to take advantage of the constant envelope nature of CPM and
the good spectral containment while keeping the designed equipment for the linear modulation BPSK compatible.
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1.3.1 PCM/FM

The non return zero (NRZ) PCM/FM has been the legacy modulation for aeronautical telemetry.
It has been used since the 1970’s as the necessary data rates were relatively low at that time.
Moreover, using this modulation does not require complex equipment on both transmitting
and receiving sides. PCM/FM is by definition a single-h binary CPM with a modulation index
h = 0.7. Its frequency pulse is the normalized impulse response of a 6" order Bessel filter [40].
To illustrate this modulation, we rather use the following raised cosine (RC) pulse shape of

length L = 2, which is very close to the exact Bessel filter

2t
— 1—cos<)], 0<t< LT,
g(t) = 2LT [ LT (1.8)

0, otherwise.

We plot in Figure 1.1 g(¢) and ¢(t) and we illustrate the phase tree of PCM/FM in Figure 1.2.
The latter depicts all the phase trajectories ¢(¢; ) having a common start phase at time ¢t = 0
[41].
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of PCM/FM

Due to the reallocation of the telemetry frequency bands in 1997 [42] and to the increasing
high data rates, PCM/FM is now giving its place to more bandwidth efficient modulations such
as SOQPSK-TG.

1.3.2 SOQPSK-TG

Along with SOQPSK-MIL described in Section 1.2, more bandwidth efficient variants of
SOQPSK were introduced by Hill [43] and were referred to as SOQPSK-A and SOQPSK-B.
The good spectral efficiency of these versions compared to SOQPSK-MIL is achieved thanks

to the partial response nature of the frequency pulse. This modulation is non-proprietary,
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and its partial response versions can lead to similar bit error rate (BER) performance to the
proprietary FQPSK [44]. These attractive characteristics led to adopting a SOQPSK variant,
namely SOQPSK-TG (less known as SOQPSK-A*) in the IRIG recommendations as a Tier 1
telemetry modulation along with FQPSK.

SOQPSK is defined as a single-h ternary CPM signal having a modulation index h = h; =1/2

and whose ternary symbols « are generated using the following mapping [35]

br—1(by, — by
(_1>n+1 n 1( n2 n 2)’ (1.9)
where b, € {—1,+1} is a random binary symbol. The aim of using this precoder is to make
the phase of the SOQPSK behaves like the phase of an OQPSK driven by the bit sequence

b = {bp}nez. This feature allows the use of simple integrate and dump (I&D) detectors to

Qy —

recover the binary data at the receiver side [17]. A more detailed explanation of the role of
this precoder will be given in Chapter 2. This precoder generates symbols belonging to the
alphabet {—1,0,+1}. Thus, in order to be consistent with the CPM definition given in Section
1.1, SOQPSK can also be seen as a CPM with h = 1/4 and a,, € {—2,0,+2} [45].

The frequency pulse of SOQPSK is of length L = 8 and is expressed as

g(t) = m(t) x v(t), (1.10)
where B B
A cos (7r,u ) sin <7T)
2T 2T
m(t) = 5 , (1.11)
uBt Bt
1-4 o ST
and ;
1 _
’ o7l < Th
(751~ T
cos | —(|—| —
v(t) =41 52T ‘ t (1.12)
— T — T + T
+ 2 5 1t< 2T < 1 + 25
— | >T1+ T
, |2T| >Ty+ 15

Each variant of the partial response SOQPSK has its own set of parameters u, B, T, 15 as
illustrated in Table 1.1. The parameter A is a constant so that [ g(¢) dt = 1/2. We plot in
Figure 1.3 g(t) and ¢(t) and in Figure 1.4 the phase tree of SOQPSK-TG.
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Table 1.1 — SOQPSK frequency pulse parameters

Parameters
Modulation H B h| T
SOQPSK-A 1 [ 135|114 0.6
SOQPSK-B 0.51]145 (28| 1.2
SOQPSK-TG 0.7]1125|15|0.5
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of SOQPSK-TG

1.3.3 ARTM CPM

ARTM CPM is the most bandwidth efficient modulation among all the standardized telemetry
modulations. It is approximately 2,5 times more bandwidth efficient than PCM/FM [5]. This
modulation is a dual-h quaternary CPM whose frequency pulse is a raised cosine filter of length
L = 3 [46]. The modulation indexes are h; = {7, 2} and the quaternary symbols a, belong
to the alphabet {£1, £3} and can be generated as follows

Qay = 2")/1771 + Yon (113)

where (V1,n,72,n) € {—1, +1}2. We illustrate in Figure 1.5 both frequency and phase pulses of

this modulation and its phase tree in Figure 1.6.

The advantage of using two modulation indexes instead of one is that it increments the
minimum distances and reduces the symbol error probability. However this comes at the
expense of increasing the detection complexity. We summarize in Table 1.2 the parameters

that define all the aforementioned modulations.
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Table 1.2 — Summary of the aeronautical telemetry modulations

CPM PCM/FM SOQPSK-TG ARTM CPM
Parameters
Alphabet {-1,+1} {-1,0,+1} {-3,-1,+1,+3}
Modulation index 0.7 1 hi = {7, &}, Ny=2

Symbol time duration

Bit time duration

Bit time duration

2xBit time duration

Frequency pulse

(1.8)

(1.10)

(1.8)

L: Length of the

2

8

3

frequency pulse

1.4 Spectral efficiency and power efficiency trade-off of the

aeronautical telemetry modulations

In this section, we briefly explain how the spectral and power efficiencies of SOQPSK-TG
and ARTM CPM are improved compared to PCM/FM. The spectral efficiency is numerically
evaluated by calculating the ratio of the bit rate and the bandwidth occupied by 99.9% of the
overall signal power. The power efficiency is determined by how much signal to noise ratio
(SNR) is needed to achieve a bit error rate (BER) or a symbol error rate (SER) of 107°. The
aforementioned value is the adopted threshold in aeronautical telemetry [5]. This criterion is
sufficient to evaluate the power efficiency since PCM/FM, SOQPSK-TG and ARTM CPM
belong to the CPM family. Therefore, we can assume that the impact of power amplifiers
on the power efficiency is the same for these CPM variants. The required SNR value can be
determined as a function of the used detector. In this section, we rather give the values that
can be achieved theoretically for each modulation. These values are extracted from [47, 18, 48]
and they are determined based on the concept of error events and minimum distances [4]. This

concept will be detailed in Chapter 3.
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We first plot in Figure 1.7 the power spectrum density (PSD) of the different modulations
and we give in Table 1.3 their spectral efficiency values as well as the required SNR values to
get a BER performance of 107°. To explain the trade-off between the spectral and the power
efficiency, we compare the parameters of these modulations given in Table 1.2 and we discuss

the impact of each one of them.

Table 1.3 — Spectral efficiency and detection efficiency of the aeronautical telemetry modulations

oo CPM PCM/FM|SOQPSK-TG|ARTM CPM
Criterion
Spectral efficiency (bits/s/Hz)|  0.51 0.99 1.34
Required SNR at BER=10""| 8.32 10.22 10.63

1.4.1 Comparison between PCM/FM and SOQPSK-TG

The spectral efficiency improvement of SOQPSK-TG compared to PCM/FM is achieved due to
the following changes: the first one consists of decreasing the modulation index from 0.7 to
0.5. The second improvement is made to the frequency pulse. We can notice that the length
of SOQPSK-TG frequency pulse is much higher than 2, which explains the absence of the
secondary lobes in the PSD of SOQPSK-TG. Moreover, the ternary precoder of SOQPSK-TG
further improves the spectral efficiency. This observation will be confirmed in Chapter 2 since
to the best our knowledge, the impact of this precoder on the spectral efficiency has not been
studied in the literature. All these improvements come at the expense of the power efficiency
as highlighted in Table 1.3. We can see that achieving a bit error probability of 1075 requires a
1.9 dB SNR enhancement compared to PCM/FM. This is due to decreasing h and increasing

L, which beget lower minimum distance values.

1.4.2 Comparison between SOQPSK-TG and ARTM CPM

The set of parameters of ARTM CPM were chosen based on the results given in [4, 49] where it
was highlighted that choosing M = 4 (i.e., a quaternary scheme) provides a very good trade-off
between bandwidth utilization, detection performance, and implementation [46]. Furthermore,
smoothing the frequency pulse and increasing its length result in more spectral efficiency
improvement like the SOQPSK-TG case. The crucial change is the use of two low modulation
indexes in a cyclic way. This feature allows improving more the spectral efficiency while reducing
the symbol error probability. This trade-off cannot be achieved if only one modulation index is

used.
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1.5 CPM signal decompositions and approximations - Applica-
tion to SOQPSK

1.5.1 Introduction

After presenting the aeronautical telemetry modulations, we mainly focus on SOQPSK-TG in
the rest of this work. This modulation belongs to a particular CPM family as highlighted in
Section 1.3.2. The CPM nature of the SOQPSK-TG, its ternary alphabet, and its high lengthed
frequency pulse make the use of its original definition sometimes impractical since it begets
highly complex receivers as well as considering very limited transmission scheme scenarios.
If we take for instance the Gaussian channel case, using SOQPSK-TG requires a detector
operating with 512 states [50]. Hence, it is necessary to adopt alternative representations
(or decompositions) for this modulation and to find flexible approximations. Therefore, we
first present in the following the most popular decomposition for binary CPM, which is the
pulse amplitude modulation (PAM) decomposition. We then focus on the state of the art
decompositons for SOQPSK.
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1.5.2 PAM decomposition of binary CPM: the Laurent decomposition

Several approaches are proposed in the literature to get a more tractable representation of CPM
than its original definition such as the Rimoldi decomposition [51], the orthogonal decomposition
[52], the non-symmetric non-orthogonal exponential expansion method [53], etc. Nevertheless,
the most popular CPM signal representation among all of them is the Laurent decomposition.
It was initially developed for single-h binary CPM having non-integer modulation index, and it

tackled the problem of CPM non-linearity by showing in [15] that any binary CPM signal can

be decomposed into a sum of @ = 2~ pulse-amplitude modulated (PAM) components, i.e.,
0-1
s(ty) =D Brack(t —iT), (1.14)
k=0 i

where v = {7i}icz, Vi € {£1}, Bi, are the pseudo-symbols associated with the waveform ¢y (t)
and are linked to the transmitted data . We give the expressions of ¢, (t) and B

L—-1
eo(t) = [T ult +oT + LT, q,h), (1.15)
v=0

7 L-1
Br,i = exp {]hﬂ- [ Z Ym — Z %‘vﬂkm] } ) (1.16)
v=0

m=—0oQ
where 7, , € {0,1} is the vth bit in the radix-2 representation of the integer k, i.e.,

L-1
k=>2"""n,. (1.17)

v=1

The variable n; o = 0 for all k. The pseudo-symbols J; ; are only decorrelated when h = 1/2.
The function u(t,q, h) depends on the phase pulse ¢(¢) and the modulation index h, and it is

expressed as

sin(2mhq(t)) / sin(hm), 0<t<LT,
u(t,q, h) = ¢ sin(hm — 2whq(t — LT)) / sin(hn), LT <t < 2LT, (1.18)
0, otherwise.

The pulses ¢ (t) have decreasing time durations as highlighted in Table 1.4.
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Table 1.4 — Pulse durations of the Laurent decomposition

Pulse Duration

co(t) (L+1)T
ci(t) (L-1)

ca(t), cs(t) (L-2)T
ca(t), e5(t), co(t), er(t) | ( )

cqa(t), s wo-1(t) T

If we take PCM/FM as an example, it can be shown from (1.14) that the modulation can

exactly be decomposed into a sum of two linear modulations and can be written as

1
s(t;9) =YY Brack(t —iT), (1.19)

k=0 1

where the pulses ¢o(t) and ¢;(t) are illustrated in Figure 1.8.
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Figure 1.8 - PAM waveforms of PCM/FM

One of the most important properties of the Laurent decomposition is that the pulses have
decreasing signal energies according to their ranks [15]. The direct consequence is that the
signal can be exactly represented (for the full response case) or approximated with a very good
accuracy (for the partial response case) by a "main pulse" that contains a significant part of the
overall signal energy. If we go back to the PCM/FM example, it can be noticed that this signal

can be approximated as a linear modulation whose pulse shape is the main pulse ¢y(?), i.e.,

s(t;y) = Zexp {jhﬂ' EZ: ’ym} co(t —iT). (1.20)

m=—00
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We can notice from (1.20) that the inherent memory of the CPM modulation is now
perceivable in the pseudo-symbols. This observation further highlights the difference between
CPM and linear modulations. We plot in Figure 1.9 the real part of PCM/FM using the original
definition of (1.1) and its PAM approximation of (1.20). We also illustrate in Figure 1.10 their

corresponding phase trajectories. Both figures confirm the accuracy of the PAM approximation.
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, A i
-10
-11
-12
% -13
c
8
g -14
15
©
<
o -16
-17
-18 ®
19 ——Exact CPM —
O Laurent PAM approximation
-20 ! !

20 30 40 50 60 70 80
Time (/T)
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Due to the attractive properties of the PAM decomposition, the concept has been extended
to most of CPM families such as binary CPM with integer modulation index [54], M-ary CPMs
where M is an even integer [55] as well as multi-h CPMs [56, 57]. Since this work is focused on
the ternary CPM SOQPSK, we present in the following section the PAM decomposition of this
family.
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1.5.3 PAM decomposition of ternary CPM: The Perrins-Rice decomposi-
tion (PRD)

Perrins and Rice extended in [45] the PAM decomposition of single-h binary CPM signals to
the single-h ternary CPM case. To do so, they considered that the ternary symbol «; can be
written as a half sum of two random binary antipodal symbols (y1,4,72.) € {1, +1}?, i.e.,

1
a; = 5(’71,1' + ¥2,4). (1.21)

Thus, the ternary CPM signal s(¢; «) can be written as a product of two binary CPM signals
s(t;71) and s(t;y2). Therefore, it is possible to apply the Laurent PAM decomposition for each
binary CPM signal and to write s(¢; «) as follows:

Q-1
s(t;a) = (Z > Brack(t —iT) ) (Z > Brack(t ) (1.22)

k=0 1 k=0 1

s(t; ) s(t;72)
where ﬂ,iﬂ-, 5;%72' are the pseudo-symbols defined in (1.16) and associated with ~;; and 72,
respectively. Note also that both signals s(t;71) and s(t;92) have a modulation index equal

to g The simplification of (1.22) requires expanding the product of the two representations
to a sum. This problem is similar to the one tackled by Mengali & Morelli in [58] for M-ary
CPM with the exception that they considered the product of binary sub-signals with different
modulation indexes. Perrins and Rice have first applied the results in [58] for M = 4 and then
have exploited the fact the modulation indexes are identical for both signals s(¢; 1) and s(t;72).
The mathematical development has led to an expression of the ternary CPM signal as a sum of

R =2 x 31=1 PAM waveforms weighted by the pseudo-symbols Vk.iy 1.€.,

R—-1
a) = > vpipk(t —iT). (1.23)

k=0 1

The derivation of the different PAM waveforms and the pseudo-symbols are detailed in [45]
and unlike the binary case, it generally leads to two main pulses with significant energies. The
expressions of the two main pulses po(t) and p;(t) as well as the pseudo-symbols vy, and vy ;

are given by

(It ult +oToq B)

o(t)
.24
{ <t:z(n <t+qu,2>)(Hﬁ;&u<t+vT+T’%%>)v o
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and

{Vo,i = exp {jhﬂ qu,:o O‘N} ) (1.25)

. — ihm o ihm
Vii = 3 exp {me Yo an} (e] 27 4 el 72*) .

The presence of the inherent memory is also perceivable in the expressions of the pseudo-symbols
like the binary case. We call the described decomposition the Perrins Rice decomposition (PRD)
and we apply in the following section this decomposition to SOQPSK. We consider the telemetry
version of SOQPSK (SOQPSK-TG) as well as the military version, namely SOQPSK-MIL.

Application to SOQPSK-MIL

Even though SOQPSK-MIL does not appear in IRIG (it is used in the military standard [37]),
it is of particular interest since its frequency pulse has a rectangular shape of duration 7. Thus,
it can be seen as a full response system of ternary CPM. Using PRD, SOQPSK-MIL can exactly
be decomposed into a sum of two linear modulations, i.e., R = 2. The PAM waveforms are

expressed as

h

= (uea D) mw=2(ueh) (wrnel). 02

and are plotted in Figure 1.11. The pseudo-symbols are given in (1.25) and we remind that the
modulation index h = 1/2. The energetic significance of each pulse can roughly be determined
based on the pulse amplitude and it can clearly be seen from Figure 1.11 that po(t) and p;(t) are
main pulses, which means that we cannot discard one or the other if we want to approximate
SOQPSK-MIL as a linear modulation.

1 1
—p,(M
--- t

08l P,(t) ||
306 PR )
2 e hES
= .
[=3 v Y
£ ’ .
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’ \
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0 1 1 1 1 Al 1 1 1 1
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Time (Y/T)

Figure 1.11 — PAM Waveforms of SOQPSK-MIL using PRD
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Application to SOQPSK-TG

We now focus on the bandwidth efficient partial response version, SOQPSK-TG. The length
of the frequency pulse L is equal to 8 as mentioned in Section 1.3.2. Therefore, using PRD,
the PAM decomposition of this version requires R = 4374 PAM components, which is very
important. However, this is not troublesome since Perrins showed in [14] that a very good
approximation can be found by only keeping the first two pulses py and p; given in (1.24) and
plotted in Figure 1.12. Thus SOQPSK-TG can be approximated as
1
s(t; ) ~ Z Z Vg, ipk(t — 1), (1.27)

k=0 1

where the pseudo-symbols are the ones given in (1.25).

0.7

— Py

06 op,) 1

05

0.4 r

031

Amplitude

0.2

0.1

0 =

-0.1 1 1 1 1 1 1 1 1
0 1 2 3 4 5 6 7 8 9

Time (Y/T)

Figure 1.12 — PAM waveforms of SOQPSK-TG using PRD

In order to verify this approximation, we calculate the normalized mean squared error

(NMSE) of the approximation as follows

(5) L 1s) — st
SO

(1.28)

where § is the PAM approximation of the signal s. The NMSE of the approximation given
in (1.27) is equal to €(3) = —23.7 dB, which is very low. Moreover, the time domain plot of
SOQPSK-TG and its approximation illustrated in Figure 1.13 also confirms the accuracy of

this approximation.
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Figure 1.13 — Comparison between the exact SOQPSK-TG signal and its PAM approximation of (1.27)

Discussion
Despite the aforementioned attractive properties of PRD, which were used to develop reduced

complexity detectors [18, 59], several questions regarding SOQPSK remain unanswered and are
listed below:

e Besides the good spectral efficiency of SOQPSK, one of the main reasons for adopting
this modulation in the IRIG recommendations is the simplicity of the detection scheme as
highlighted in Section 1.3.2. In fact, simple 1&D detectors [17] are capable of detecting the



26 | Continuous Phase Modulation for Aeronautical Telemetry

transmitted data. This advantage is not analytically explained, and the only justification
relies on the use of the precoder of (1.9). However, if we look at the aforementioned PAM
approximation, the presence of the inherent memory in the pseudo-symbols expressions

of (1.25) suggests otherwise.

e The reason why it is necessary to generate ternary symbols: The fact that the precoder
of (1.9) generates zeros and prevents a direct transition from +1 to —1 and vice versa
does not necessarily make the phase of the signal behaves like the phase of and OQPSK

and does not necessarily undo the inherent memory.

e The link between SOQPSK and OQPSK using the PAM decomposition: we mentioned
in Section 1.3.2 that the ternary symbols are generated using the precoder of (1.9) to
make the phase of SOQPSK behaves like the phase of OQPSK when the same data
sequence b drives both modulations. However, this observation is not reflected in the
PAM decomposition of SOQPSK, which is surprising since the link between CPM (more
precisely, minimum shift keying (MSK) modulations, i.e., CPM with a modulation index
h =1/2) and OQPSK was found in [15] thanks to the Laurent decomposition.

The presence of the two main pulses, as well as the large inherent memory of the pseudo-
symbols {v; } xefo,1}, promoted the appearance of an alternative representation for SOQPSK,

which is the cross-correlated trellis-coded quadrature modulation representation.

1.5.4 XTCQM representation of SOQPSK

Along with the PAM decomposition, another representation of SOQPSK has been proposed in
the literature to link it to OQPSK and Feher-patented quadrature phase-shift keying (FQPSK)
[44]. This representation allows to interpret SOQPSK as a cross-correlated trellis-coded
quadrature modulation (XTCQM), i.e., it enables to visualize the modulation as a scheme that
contains both memory and cross-correlation between the in-phase and the quadrature-phase
paths [60]. Moreover, The XTCQM representation of SOQPSK allows creating a direct link
between the transmitted bits and the different transitions of the signal eye-diagram. It gives
a direct mapping between a given number of consecutive bits and the various waveforms of
length 2T that constitute the eye-diagram of the signal. This link is not straightforward due to
the ternary mapping and because the modulation is not a linear function of the transmitted
symbols. We give in the following the XTCQM representation of both full and partial response
versions of SOQPSK.
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SOQPSK-MIL

The XTCQM representation has been first investigated for SOQPSK-MIL in [60]. It has been
shown that this signal is composed of 16 possible data dependent complex-valued waveforms of

length 27 and can be expressed as follows

a) = Xi6(t — 2nT; ban—2, .., bant1), (1.29)

= Z SI,lG(t - 2nT; bgn_g, ceey b2n+1) + jSQ716(t - 277,T; an_z, veuy an+1)7 (130)

where
S[716(t — 27”LT; bgn_Q, ceny bgn_H) = Re {S(t — 277,T; 2, 042n+1)} y (1.31)
= cos (gp(t —2nT; aop, Qi) + Z) , (1.32)
SQ716(15 - 2nT; bgn,Q, ceey b2n+1) =1Im {S(t - 2nT; Qon, a2n+1)} 5 (133)
= sin (cp(t —2nT; o, aopt1) + Z) , (1.34)
and
T2 (t —2nT), 2nT <t < (2n+1)T
o(t —2nT; agn, aopt+1) = 2T o
Toam Tt (t — (2n+ 1)T), (2n+1)T <t < (2n+2)T.

(1.35)
Equations (1.32) and (1.34) show that the signal depends on 4 bits {b2,,—2, b2n—1, bon, ban+1}
when 2nT <t < 2(n+ 1)T, i.e., the different waveforms are a function of 2 ternary symbols

{aan, agnt1}. The waveforms of the I channel St ;6 are plotted in Figure 1.14 as an illustration.

We can notice that we have 8 distinct waveforms as highlighted in [60]. Note that the
waveforms of the ( channel are the same but with a different mapping with the 4 bits. Simon
and Li showed in [61] that OQPSK has a similar XTCQM representation with only 2 possible

waveforms for the I channel since its phase can be expressed as

T i, T <t < (2n+1)T,
poqpsk (t —2nT; agn, aant1) = (1.36)
5 < (2n+ 2)T.

(2n
aop + aont1), 2n+1)T <t
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Figure 1.14 — XTCQM waveforms of the I channel for SOQPSK-MIL

Therefore, a first link has been established between SOQPSK-MIL and OQPSK via the XTCQM
representation and as a consequence, optimum and reduced complexity detectors have been
proposed in [60] for SOQPSK-MIL based on this approach.

SOQPSK-TG

The XTCQM representation has been extended for SOQPSK-TG in [62] where it has been
shown that the signal can be written as in (1.30) but with a different expression of . When
2nT <t < 2(n + 1)T, the phase pulse ¢ depends on 11 consecutive bits and therefore, the

signal is composed of 2048 complex waveforms of length 27" and can be written as

S(t; Q) = Z S[72048(t — 2nT; bzn_g, ceey b2n+1) + jSQ7204g(t — 2nT; bgn_g, ceey b2n+1), (1.37)
n

X2048(t — 2nT; ban—9, ..., ban41)

where
T
51,2048(t —2nT;bop 9, ..., b2n+1) = COS[QD(t —2nT; agp_7, Oézn+1) + Z], (1.38)
. ™
SQ’2048(t — ZnT; bgnfg, c b2n+1) = sm[(p(t — 2nT; aon—7, a2n+1) + Z]’ (1.39)

We plot in Figure 1.15 SI,2048 and SQ’2048.

Since the number of the XTCQM waveforms is huge, Nelson proposed in [16] a way to
reduce the number of these waveforms by applying an averaging technique inspired from [35].
It consists of removing the dependence of the XTCQM waveforms from the first and the last
bits by doing the following operation
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X512(t — 27’LT; an_g, ceey an) _Z(X2048(t — 27’LT; —1, an_g, ceey an, —1)
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Z(X2048(t —2nT;+1,bap—sg, .-, ban, —1)
1
Z(X2048(t — 277,T;+1,b2n_8, ...,bgn,+1). (1.40)

We then get from (1.40) 512 complex XTCQM waveforms. If we continue averaging the same
way as above, we obtain Xisg from X519, then X3o from Xjog, then Xg from X30 and Xs from
Xg. From the last operation, we get 2 complex XTCQM waveforms that are illustrated in
Figure 1.16, which echoes back to the OQPSK case since the latter is composed of 2 complex

XTCQM waveforms as mentioned in Section 1.5.4.
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plexity detectors have been proposed in [16, 63] with near optimal BER performance.
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Figure 1.16 — 2-XTCQM complex waveforms for SOQPSK-TG
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By limiting the number of bits that define the XTCQM waveforms, several reduced com-
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1.5.5 Limitations of the state of the art representations of SOQPSK

Both PAM and XTCQM decompositions have their own benefits and drawbacks when ap-
plied to SOQPSK. The PAM decomposition allows approximating SOQPSK-TG (and exactly
representing SOQPSK-MIL) as a sum of 2 linear modulations. However, this does not com-
pletely "linearize" the signal because of the found mapping between the ternary symbols and
the pseudo-symbols. We can see for instance from (1.25) that the pseudo-symbol pg, is a
function of all the ternary sequence ay, ..., @, which is undesirable. This result suggests that
the SOQPSK precoder is not fully exploited since its role is to eliminate the long memory of
the modulation as stated in [18]. If we now focus on the XTCQM representation, we can see
that the averaging process allows shrinking the inherent memory. If we take for example the
Xg(.;.), the described process shows that SOQPSK-TG can be reconstructed using a bank of
8 XTCQM waveforms, which are a function of only 3 bits. However, the main drawback of
this representation is that the XTCQM waveforms are data dependent, which means that we
cannot separate the contribution of the bits and the pulse shape in a clear way like in the PAM
decomposition. Moreover, the number of XTCQM waveforms increases exponentially with the
inherent memory, and that is not suitable in the presence of frequency-selective channels for
example since the latter would induce additional memory [64]. Therefore, the applications that
are derived based on the XTCQM representation are generally limited to the Gaussian channel

case.

1.6 Conclusion

We introduced in this chapter the CPM signal model and presented the standardized aeronautical
telemetry modulations. Since our work focuses on SOQPSK, we presented two representations
of the signal along with the CPM definition: the PAM representation of PRD and the XTCQM
representation. We summarize in Figure 1.17 the connections between these representations.
In the next chapter, we present a revamped PAM decomposition for SOQPSK, and we show
that it gathers the desired advantages of both PRD and XTCQM representations.
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2.1 Introduction

The PAM decomposition introduced by Perrins and Rice for SOQPSK has been a pioneering
work [45] since it allowed to make a first connection between this signal and linear modulations.
However, this decomposition has several cons such as the presence of two main pulses instead
of one and the relatively large inherent memory of the pseudo-symbols that are associated with
the main pulses. These drawbacks are mainly due to the first assumption that has been taken
to perform the decomposition, which is that the ternary symbols of SOQPSK are generated
randomly instead of considering the precoder of (1.9). If we instead expand the expression of

this precoder, (1.9) can be rewritten as

1
Qn = 5(’)/71 + 'Yn—l)a (21)

where
o= (=1)"bpbp1, € {-1,+1}. (2.2)

Hence, the precoder used for SOQPSK modulation is nothing else than a duobinary encoder

[65] applied on 7 as shown in Figure 2.1.

b, € {~1,+1} Recursive encoder Vo € (=1, +1} Duobinary encoderwan € (—1,0,+1)
Yn = (_1)n+1bnbn—1 an = %(Vn + Yn—l)J ’

Figure 2.1 — New Vision of the SOQPSK Precoder

Consequently, SOQPSK can be seen not only as a simple ternary CPM but also as a
duobinary CPM [66], i.e., a CPM whose ternary symbols are generated with a duobinary
encoder. We investigate in the next section the PAM decomposition of the duobinary CPM
family, and we apply the obtained results to SOQPSK.

2.2 PAM decomposition of ternary CPM with duobinary en-

coding

In this section, we consider the general case where random binary data are encoded using only
the duobinary encoder and then passed through a single-h CPM modulator as shown in Figure
2.2
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Yo € {—1,+1) Duobinary encoderwan € {_1‘0’_'_1}( s(t; @)

1 CPM modulator
an = E(Vn + yn—l)J

g h

Figure 2.2 — Duobinary CPM modulator scheme

2.2.1 Perrins Rice PAM Decomposition

Since duobinary CPM is a particular case of ternary CPM, we can use PRD to decompose
the duobinary CPM signal as a sum of R waveforms. The expressions of the PAM waveforms
would be unchanged from what has been presented in Section 1.5.3. Thus, the number of main
pulses would remain the same. There will be only a slight modification in the expressions of
the pseudo-symbols since v;; and v2,; given in (1.21) are now linked. In the duobinary CPM
case, we have 1 ; = 7; and 72; = v;,—1. Therefore, the expressions of the pseudo-symbols 1 ;

and vq; become

i
Vo,i = exp {jhﬂ' Z ozn} ,

n=0

i—1
= exp {jhﬂ > ’Yn} X exp {Jh; (vi + ’Y—l)} : (2.3)

n=0

1 . i—1 . .
Vi = éexp {]hWZan} X ((33 2% 4 el %71) ’

n=0
— }exp jhm § Yr P X (ej%”(%fﬁ%) + ejhﬂ%q) ed -1 (2.4)
2 n=0

The consequence of the mapping between the pseudo-symbols and the binary symbols ~; will
be exploited in Section 2.3 for SOQPSK. By using PRD, the PAM decomposition of duobinary
CPM inherits the same properties of the PAM decomposition of random ternary such as the
number of main pulses and the correlation of pseudo-symbols whatever the value of h (see
Appendix A for the calculation details of the correlation of the pseudo-symbols). In the next
section, we go back to the starting point of Laurent development, and then we take advantage
of the duobinary encoding to get an alternative PAM decomposition. We consider the case
where the modulation index is non-integer as well as the case where h integer for the sake of

completeness.
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2.2.2 The proposed duobinary decomposition (DBD) for non-integer h

We base our developments on [15]. We first use (1.6) to rewrite s(t; a) as follows

N—-L N
s(t; a) = exp {jhw Z ai} X H exp {j2hma;q(t —iT)}, (2.5)
i=—00 i=N—L+1

where NT' <t < (N 4 1)T. We then replace in (2.5) the expression of the ternary symbol o;
obtained by duobinary encoding described in (2.1), we then get

s(t;a) = A X B, NT <t<(N+1T, (2.6)
where
W | N=L N-L
A=expi2hm— | 3 %+ Y vl ¢ (2.7)
and
N . .
B = exp {j S Qi+ 0im1) iT)} . (2.8)
4 2
i=N—-L+1
After some rearrangements in (2.7) and (2.8), we obtain
N—(L+1) .
A = exp {thr Z ’n} . €Xp {j2’YN—L} ) (2.9)
and
N Yi . . = Vi .
B =exp {j2h7r . > 5q(t —iT) + j2hm | > Eq(t —(i+ l)T)} . (2.10)
i=N—-L+1 i=N—-L

Since NT <t < (N + 1)T', we derive that t — (N +1)T < 0 and t — (N — L)T > LT. Then,

from (1.4)
{”/gq(t —(N+1)T) =0, (2.11)

7N2—Lq(t _ (N _ L)T) — ’7N47L .

By adding these terms in (2.10), we obtain
i=N—L 2

. al 1 . . hw
B =exp {thw > iy [q(t —iT) + q(t — (i + I)T)]} X exp {—ij_L} . (2.12)

Let us denote
q(t) = 5(q(t) +q(t = 1)). (2.13)
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and

3(0) = 5 (9(t) +g(t ~ T)) (214)

The function ¢(¢) has the same properties of a phase pulse associated with a frequency pulse
g(t) as defined in (1.4). Its time varying portion spans (Lq = L + 1) bit periods. From (2.9)
and (2.12), we then get

1=—00

N—Lg N
s(t;a) = exp {jhﬂ Z %} X H exp {j2hmy;G(t —iT)} . (2.15)
i=N—Lg+1

Therefore, it can be easily shown that

sin(hm —.2h7rq~(t —1iT)) 4 oM o Sin(2h77(j(t —iT))
sin(h) sin(h)

exp(j2hmvy;q(t —iT)) = (2.16)

This result is strictly equivalent to the one found by Laurent in [15]. Therefore, s(¢; «) can be

decomposed into a sum of My pulses and can be written as

My—1
stta) = > Y prawe(t —iT), (2.17)
k=0 1
where

My = 2Fa=t = 9 x 2F—1, (2.18)

Lg—1
we(t) = ] ult+oT + LT, 4, h), (2.19)

v=0

% Lg—1
Yoovm— D Viedligl| ¢ (2.20)
q=0

m=—00

Function u(.) is defined in (1.18) and nfiq € {0,1} such that k = Zé“ifl 2‘1_117,‘{1:7(1. The
variable n,‘io is defined zero for all k. Like in [15], the pulses wy(t) have distinct time durations
which are listed in table 2.1.

Table 2.1 — Pulse durations of the proposed decomposition for non-integer modulation index

Pulse Duration

wo(t) (L+2)T

w1 (t) LT
wa(t), ws(t) (L-1)T

w4(t)7 Ws (t)v We (t)a UI7(t) (L — 2)T

wyr/a(t), -, war—1(t) T
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The aforementioned results show that the proposed decomposition follows a Laurent decom-
position of a binary CPM signal with an equivalent frequency pulse §(¢) as illustrated in Figure
2.3. This observation is of great importance since this alternative decomposition keeps the key
features of the Laurent decomposition such as the number of pulses needed to exactly represent
a duobinary CPM and the decreasing energy of the pulses according to their ranks. This claim
is discussed in detail in Section 2.3. Furthermore, the pseudo-symbols are now uncorrelated for
h = 1/2 like the binary case as shown in Appendix A. In the following section, we propose a

PAM decomposition of duobinary CPM for integer modulation index values.

s(t; @)

€ (1,41 . W € {-1,0,+1 f
Yn € { }|  Duobinary tn € { 5| cpM modulator |89,

encoder J

g h
(@)

Yn €E{—1,+1} s(t; )

I CPM modulator |—_—3

| ]

~

g h
(b)

Figure 2.3 - (a) Duobinary CPM (b) Equivalent binary CPM

2.2.3 The proposed duobinary decomposition (DBD) for integer h

We base our development on [54] and we follow the same steps as presented in Section 2.2.2.
Using (2.15), it can be shown that for NT <t < (N + 1)T,

—Ly
s(t; a) = exp {jhw | Z %} x cos™ (h)
) N
x I lcos(2rmq(t — iT)) + jvi sin(2hm(t — iT))] . (2.21)
i=N—Lg+1
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This result is also strictly equivalent to the one shown in [54]. Therefore, s(t;a) can be

expressed as

+o0 +o0 My
s(tha)= > J'ho(t—nT)+ > J"Y apnhi(t —nT), (2.22)
n=—oo n=-—oo k=1
where
J = cos(hm), (2.23)
0
ho(t)=[] cos(2hmq(t —iT)), (2.24)
i=—Lg+1
Lg—1
hi(t) = ( H cos(2hmq(t — UT)))
v=1
Lg—1
X ( H (1 = Mkw) cos(2hmq(t + vT')) + g, sin(2h7q(t + vT))]) ,  (2.25)
v=0
Lg—1
arn =[] (1= i + ivn—i) - (2.26)
i=0

The parameter 7;; is in {0,1} such that 2k — 1 = Zfzdo_l 2'n,;. The duration of each pulse
hi(t) is given in Table 2.2.

Equation (2.22) also shows that the proposed decomposition is nothing else than a PAM
decomposition of a binary CPM with an equivalent phase pulse. Therefore, it keeps the same
properties presented in [54]. We summarize in Table 2.3 the characteristics of the different

PAM decompositions presented in this manuscript.

Table 2.2 — Pulse durations of the proposed decomposition for integer modulation index

Pulse Duration
ho(t) T
hi(t) L,T
ha() (La— T
ha(t), ha(?) (La— 2T

hs(t), he(t), he(t), hs(t) | (La —3)T

Table 2.3 — Comparison between the PAM decompositions of duobinary CPM

PAM Decomposition PRD proposed (DBD)
modulation index non integer non integer integer
Number of pulses 2 x 301 2 x 201 2x 2141

Number of main pulses 2 1 1
Correlation of the pseudo-symbols Yes No for h =1/2 No
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2.3 Application to SOQPSK

2.3.1 SOQPSK-MIL

We start by applying the obtained results to SOQPSK-MIL. Using PRD, the exact decomposition
requires 2 pulses whose expressions remain unchanged from (1.26). However, by taking advantage
of (2.2) and (2.3), we can express the pseudo-symbols 1 ; and v ; as a function of the binary

data b; (see appendix B for the calculation details) as follows

1 . i
Yoi =5 {(bi—l +b;) +5(=1)"(bi—1 — bi)} ; (2.27)
2 .
Vi = \8[ [3bi—1 — bi—2bi—1b; +bi—2 +b; +7(=1)"(3bi—1 — bi—2bi—1b; — bi—2 — bz)} . (2.28)

Both Equations (2.27) and (2.28) show the importance of the new vision of the SOQPSK
precoder given in Figure 2.1 since it allows to get a mapping between the pseudo-symbols of
the main pulses and the transmitted data. Moreover, we can see that 1p; and v ; have limited
inherent memories since they only depend on {b;_1,b;} and {b;_2,b;_1, b;}, respectively.

We now apply the decomposition described in Section 2.2.2 (DBD). An exact representation of
the signal requires My = 2 pulses as well. Using (2.19), we obtain

wolt) = \f <1 — (;) i GD) o Ustsst (2.29)

0, otherwise,
7 (e (57) 1o (57))
—(cos|—= ) —1+sin| — , 0<t<T
wi(t) =4 4 2T 2T (2.30)
0, otherwise.

The pseudo-symbols expressions associated with these PAM waveforms can be simplified

using the properties of v (see Appendix C for more details). Therefore, given (2.20) we get

; = b, ; = —jb;_9b;_1b;, 1 even,
{pO,z % P1,i J0i—20;—10; (231)

po,i = jbi, p1,i = —bi_2bj_1b;, i odd.

The different PAM waveforms for SOQPSK-MIL are plotted in Figure 1.11 (PRD) and Figure
2.4 (proposed). We can notice from Figure 2.4 that we have one significant pulse w(t) of
duration (Lg+ 1)T and a less significant one w;(t) of duration (Lg — 1)T.



2.3 Application to SOQPSK | 41

0.9 ,

PN — "] |

0.8 / \ ---W, 0]

~
7

N
yd

Amplitude
o o
&~ (63}

N
/

N
v

o
n
\
\
\Y
1
T
1
7
V4

0.1 7

0 0.5 1 1.5 2 25 3
Time (V)

Figure 2.4 — PAM waveforms of SOQPSK-MIL using DBD

Given this decomposition, we can assume that SOQPSK-MIL can be approximated by a
single PAM like the binary case as follows

s(t; o) ~ Z po.iwo(t — iT). (2.32)

The accuracy of this approximation can be seen in Figure 2.5 and quantitatively confirmed in
Table 2.4.

We now discuss the final expressions of the pseudo-symbols in (2.27) and (2.28) for PRD
and (2.31) for DBD. We can see that the mapping found between the binary symbols b =
{bi}iez and the pseudo-symbols of PRD is quite complex especially for the pseudo-symbol v ;.
Conversely, the pseudo-symbols introduced in the proposed DBD are simply generated (see
(2.31)). Additionally, they are uncorrelated.

Another important observation is that the final expressions in (2.31) are similar to the ones
found in [25, 67] for the Gaussian Minimum Shift Keying (GMSK) signal. Therefore, these
results ensure that the different classes of reduced complexity demodulation schemes described
in [25, 68] can now be applied to the SOQPSK case.
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Figure 2.5 — Comparison between the exact SOQPSK-MIL signal and its DBD PAM approximation of
(2.32)

2.3.2 SOQPSK-TG

We now consider SOQPSK-TG. Using PRD, the obtained pseudo-symbols in (2.27) and (2.28)
associated with the main pulses given in (1.24) remain unchanged. If we apply DBD, SOQPSK-
TG can be exactly decomposed using a sum of My = 256 pulses (My << R). The different
pulses can be computed using (2.19) and the first four ones are plotted in Figure 2.6. We
observe that the longest pulse wg(t) represents the main pulse of the signal. The second pulse
w1 (t) contains significantly less energy than the main one unlike what has been observed in

Figure 1.12 (PRD). The other pulses are negligible. The first two pulses are expressed as

L
wo(t) = [ ult+oT,q,h), (2.33)
v=0
L
wi(t) =u(t, g h)u(t+(L+2)T,qh) [ u(t+oT,q,h). (2.34)
v=2

The pseudo-symbols related to wo(t) and wi(t) are unchanged from (2.31). Therefore, the
different observations mentioned earlier for SOQPSK-MIL remain valid for SOQPSK-TG and
for any other version of SOQPSK. Unlike PRD, we can consider two PAM approximations for
SOQPSK-TG: the first one only keeps a single PAM waveform, i.e.,

s(t; ) ~ Z po.iwo(t —iT), (2.35)

7
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Figure 2.6 — PAM waveforms of SOQPSK-TG using DBD

and the second one is to keep the first 2 PAM waveforms:

1
s(tia) = Y Y priwg(t — iT). (2.36)
k=0 i

A time domain plot is given in Figure 2.7 to compare these approximations with the exact
SOQPSK-TG signal, and the NMSE values of the aforementioned assumptions are summarized
in Table 2.4. We also give the NMSE value of the PAM approximation of GMSK modulation.
The relevance of the PAM approximation of this signal has been studied in depth by several
authors in the case where only the main pulse or 2 pulses are considered [68, 69, 70, 71, 72].
We can see that if SOQPSK-MIL is approximated by just keeping wq(t), the degradation is
very close to the GMSK case. Also, 98.8% of the signal energy is contained in wg(t). Therefore,
we can assume that SOQPSK-MIL can be seen as a pulse amplitude modulation whose pulse
shape is the main pulse wg(t) like observed in Figure 2.5. As for SOQPSK-TG, the DBD
approximation is better than the one using PRD if we take into account the two pulses wo(t)

and w1 (t). The main pulse wy(t) contains 97.6% of the signal energy.



44 | The Revamped (or Novel) Decompositions of SOQPSK

n
1! r "
0.5

Real Part

-0.5

|
PV A L

N u R Y vl \] Y V\\/\j V

-1

Exact CPM

- = =-DBD PAM approximation (1 pulse)
I I I

90 100 110 120 130 140 150
Time (t/T)

(a) DBD PAM Approximation of (2.35)

o R 2
J3 34 4
D
4 &
@ & - &

Real Part

=S

Exact CPM
O DBD PAM approximation (2 pulses)
T T T
90 100 110 120 130 140 150
Time (¥/T)

(b) DBD PAM Approximation of (2.36)

Figure 2.7 — Comparison between the exact SOQPSK-TG signal and its DBD PAM approximations

Table 2.4 — Normalized mean squared error of the PAM approximations (dB)

Selected Pulses | Laurent (binary) PRD Proposed (DBD)
Modulation Main pulse po&epr Do wo&wn wo
SOQPSK-MIL - —oo | —8.72 —00 —19.48
SOQPSK-TG - —23.7 - —28.15 | —16.3
Binary GMSK (BT = 0.25) —20.98 - - - -
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2.4 The link between the XTCQM interpretation and the re-
vamped PAM decomposition

The revamped PAM decomposition of SOQPSK has allowed us to overcome one of the main
limitations of PRD given in Section 1.5.3, which is the absence of a direct mapping between
the binary data and the pseudo-symbols. The establishment of this mapping can thus give us
a link between the eyediagram traces of the signal and the binary symbols like the XTCQM
representation. Since both representations describe the same signal, we show in this section
that there is a mathematical relationship between the XTCQM waveforms and the PAM
decomposition. To do so, we express the XTCQM waveforms described in Section 1.5.4 as
a function of the PAM waveforms of DBD and the antipodal transmitted symbols for both
SOQPSK versions.

2.4.1 SOQPSK-MIL

We start with the military version by determining the list of the shifted versions of wg(t) that
contribute to eye-diagram when 2nT <t < 2(n + 1)T. Since the time support of wg(t) is 37,

the list of the waveforms and their associated time shifted versions is

wo(t —2nT 4 2T) : 2n—-2)T <t<(2n+1)T,
wo(t—2nT +T) : (2n— 1T <t < (2n+2)T,
wo(t — 2nT) : T <t < (2n+ 3)T, (2.37)
wo(t—2nT —T) : Cn+1)T <t<(2n+4)T.

Equation (2.37) shows that an XTCQM waveform involves 4 shifted versions of wg(t). We

do the same thing for w;(t) whose time support is 7":
wy(t —2nT) : 2nT <t < (2n+ 1)T,

wy(t —2nT —T) : @n+1)T <t < (2n+2)T. (2.38)

Using (2.31), (2.37) and (2.38), SOQPSK-MIL can now be written as

S(t; [0 Z [( Z bgzwo t — 22T> — bgn 1bgnb2n+1w1 (t — QTLT))
i=n—1

n

n
+4 ( Z bQH_lwo t — 0T — T) — bop—2boy— 1b2nw1 (t —2nT + T)) , (2.39)
i=n—1
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where

w (t—T), T <t<L4T
wll(t):{ =Ty ‘ (2.40)

0, otherwise.

Equation (2.39) shows that the signal depends on 4 bits {ba,—2, ban—1, bon, bont1} when
2nT < t < 2(n + 1)T, i.e., the different waveforms are a function of 2 ternary symbols
{agn, @2n+1}. Therefore, we have 16 complex waveforms. If we process the real part and the
imaginary independently, it can be seen that we only have 8 different waveforms of length 27
on both I and Q channels. These observations are in accordance with what has been presented
in Section 1.5.4. Therefore using (1.30) and (2.39), we show that

n
S[}lﬁ(t - 2nT; bgn,Q, ceey b2n+1 Z b21w0 t— 2’LT) - bgn 1b2nb2n+1w1 (t — 2nT) (241)

i=n—1

n
S@a6(t = 2nT;bon_g, ..., bont1) = Y baiprwo(t — 20T —T)

i=n—1

— bgn_gbgn_lbgnwll (t —2nT + T). (2.42)

The generated waveforms using the PAM decomposition are identical to the ones illustrated in
Figure 1.14. Therefore, the link between the PAM decomposition and the XTCQM representa-
tion has been analytically established for SOQPSK-MIL.

2.4.2 SOQPSK-TG

In order to link the XTCQM representation given in Section 1.5.4 to the PAM decomposition
of SOQPSK-TG, it is necessary to take the exact PAM decomposition by considering the 256
PAM waveforms. This approach is hardly tractable due to the expression of the pseudo-symbols.
Therefore, we rather choose to take the PAM approximation of SOQPSK-TG by considering
2 PAM waveforms instead of 256. This approximation is justified since 99,8% of the signal
energy is contained in the first two pulses. To link the PAM approximation to the XTCQM
representation, we first determine the list of shifted versions of wg(t) and w;(t) that contribute
to the XTCQM waveforms when 2nT < ¢t < 2(n + 1)T. We begin with wg(t) whose time
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support is 107"

wo(t —2nT 4+ 97) : 2n—-9)T <t<(2n+ 1T,
wo(t —2nT + 8T) : (2n —8)T <t < (2n+2)T,
wo(t —2nT +7T) : 2n—7)T <t <(2n+3)T,
wo(t —2nT + 6T) : 2n—6)T <t<(2n+4)T,
wo(t —2nT + 5T) : (2n—5)T <t < (2n+5)T,
wo(t — 20T +4T): (20— AT <t < (2n+6)T, (2.43)
wo(t —2nT + 3T) : (2n—=3)T <t<(2n+ 7T,
wo(t —2nT +2T) : (2n—2)T <t < (2n+8)T,
wo(t —2nT + 17 : (2n—1T <t < (2n+9)T,
wo(t — 2nT) : 2nT <t < (2n+10)T,

wo(t —2nT —T) : Cn+1)T <t<(2n+11)T

Thus, there are 11 shifted versions of wq(t) that contribute to the XTCQM waveforms 2nT" <
t <2(n+1)T. We keep the same line of reasoning for w/(t) whose time support is 87"

wi(t —2nT +8T) : 2n—-7T <t<(2n+ 1T,

wi(t —2nT + 7T) : (2n—6)T <t < (2n+2)T,

wi(t —2nT + 6T) : (2n —5)T <t < (2n+ 3)T,

wi(t —2nT + 5T) : (2n —4)T <t < (2n+4)T,

wi(t —2nT 4 4T) : (2n—3)T <t < (2n+5)T, (2.44)
wi(t —2nT +3T) : (2n—2)T <t < (2n+6)T,

wi(t —2nT +2T) : 2n—-1DT <t<(2n+ 7T,

wi(t —2nT +17) : 2nT <t < (2n+8)T,

wi(t —2nT) : Cn+1)T <t<(2n+9)T.

Using (2.43) and (2.44), the signal s(¢,«) can therefore be approximated as

n i=n—4

+J
i

Il
3

S(t;g) =~ Z |:( Z bgi’wo(t — 2ZT) — bgiflbgibglurlw/l(t - 2’LT)>

(2.45)

o

n—1
b2i+1w0 (t — 21T — T) — Z bgib2i+1b21+2’w,1 (t — 29T — T))
5 i=n—4
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Equation (2.45) shows that the signal depends on 11 consecutive bits. Thus, this PAM
approximation is composed of a set of 2048 complex waveforms that are illustrated in Figure

2.8 and are denoted Xog4s(t; b2p—9, -y b2 41)-
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Figure 2.8 - XTCQM-PAM pulses of the I & Q channels for SOQPSK-TG

Even though we get the same number of XTCQM waveforms as the ones introduced in [62],
it is important to mention that this PAM based XTCQM representation is different from the
XTCQM representation of Section 1.5.4 due to the PAM approximation that has been used to
generate the waveforms. Therefore, we call the obtained XTCQM representation XTCQM-PAM.
The averaging technique can also be applied on (2.45): we first average the waveforms that

differ in the first bit to get 1024 complex ones, i.e.,

1
X1024(t — 2nT; bgn,g, ceey b2n+1) = §(X2048(t — 27’LT; —1, b2n787 ceay b2n+1)

+ Xooag(t — 2nT; +1, bay—3, ..., bany1)).  (2.46)

Then, we average the waveforms that differ in the last bit this time to get 512 complex
waveforms. We carry on the same process until reaching the stage where the signal can be
approximated by only considering the dependence of 3 consecutive bits. This approximation
is similar to the 8-Waveform XTCQM [24] and may be expressed as a function of the PAM
approximation of SOQPSK-TG as follows

s(t;a) ~ > Xs(t — 2nT; ban—1, ban, ban1),
n

~ ) (51,8(t —2nT;ban—1, ban, bans1) + 7Sq,8(t — 2nT'; bap_1, ban, b2n+1)>, (2.47)
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where

SI,S(t — 2nT; bgnfl, an, b2n+1) = bgnwo(t — 2nT) — b2n71b2nb2n+1w/1 (t — ZRT), (2.48)
SQ78(t —2nT;bap_1, boy, bgn_H) = bgn_lwo(t —2nT + T) + b2n+1w0(t —2nT — T). (2.49)

The different waveforms are plotted in Figure 2.9 and compared to the exact 8-waveform
XTCQM representation of Section 1.5.4 (this XTCQM representation is referred to as XTCQM-
CPM here since it is derived from the exact CPM expression). We can notice that the two
representations are identical even though the XTCQM-PAM waveforms are generated using
the PAM approximation, and this can be explained as follows: since the pseudo-symbols
associated with the pulses {wy }r~1 contain lengthy memories, their contributions are erased

due to averaging.
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Figure 2.9 — Comparison between the 8-Waveform XTCQM-PAM and the 8-Waveform XTCQM-CPM
representations for SOQPSK-TG

In this section, we established a mathematical link between the DBD PAM decomposition
of SOQPSK and its XTCQM representation. We showed this link could be found via the
exact DBD PAM decomposition if we focus on SOQPSK-MIL or the DBD PAM approximation
for SOQPSK-TG. In both cases, both waveforms wy(¢) and w;(t) and their corresponding
pseudo-symbols constitute the XTCQM waveforms. The above derivation can further highlights
why SOQPSK can be visualized as a scheme that contains both memory and cross-correlation
between the I and @ paths using the PAM components. The memory is present especially due
to the presence of wy(t). As for the cross-correlation between I and Q channels, it is due to the
fact that wo(t) # 0 when ¢t > 27T.
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2.5 The link between the OQPSK interpretation and SOQPSK

In this section, we focus on the link between SOQPSK and OQPSK. This connection is essential
since SOQPSK inherits its name from OQPSK even though, to the best of our knowledge, the
signal has never been expressed as an OQPSK-type signal using the PAM decomposition.

Thanks to the DBD decomposition, the link between SOQPSK and OQPSK can be identified
merely by considering the first PAM approximation of Section 2.3.2, i.e.,

s(t;b) = Y bawo(t — 20T) + j Y baip1wo(t — 2T —T). (2.50)

Equation (2.50) shows that the odd bit sequence is time shifted by one bit period. Therefore,
if we consider a symbol composed of one even bit and one odd bit, we go back to the definition
of the classical OQPSK with wy(t) as a shaping pulse of length 37 for SOQPSK-MIL and 107
for SOQPSK-TG.

The different connections presented in this work between SOQPSK and its all the afore-
mentioned representations have been mainly achieved thanks to the new vision of the SOQPSK
precoder introduced at beginning of this chapter. For this reason, we detail in the following

section the role of each element that composes this precoder.

2.6 The role of SOQPSK precoder

2.6.1 The duobinary encoder

Duobinary encoding is a technique that has been normalized in optical fiber communications for
efficient use of channel bandwidth in the late 1990’s [73]. It is known as a simple technique that
significantly increases the spectral efficiency of the signal [65]. However, to our knowledge, this
was only studied for linear modulations. Since duobinary encoding is present in the SOQPSK
precoder, one can assume that it has an impact on the spectral efficiency of this modulation and
CPM in general. Thus, we propose in this section to study the spectral efficiency of duobinary

CPM in order to confirm this hypothesis.

The duobinary encoder shares one property with the encoder described in [74]: it generates
ternary symbols such that a direct transition from —1 to +1 and vice versa never occur, i.e., a
zero state is necessary. This observation implies that the duobinary encoder might have an
impact on the spectral efficiency of the signal like the one described in [74]. One interesting way
to characterize the added value of the duobinary encoder is to evaluate its spectral efficiency as
defined in [75]:

I .
SE = BT [bit/s/Hz], (2.51)
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where [ is the information rate (IR), and B is the bandwidth occupied by the transmitted signal.
This definition considers the amount of the transmitted information per channel use while
taking into account the bandwidth occupancy of the modulation format. The computation of
IR between the input process (transmitted symbols) and the channel output process (received
signal) can be performed using the simulation-based technique described in [76], which requires
an optimal maximum a posteriori (MAP) symbol detector for an additive white Gaussian noise
channel (AWGN). This can be performed using a BCJR ! algorithm as described in [77, 78] for
CPM. Since the power spectrum density of a CPM has rigorously infinite support, we define
the bandwidth B as the band of frequency containing 99% of the overall signal power. The

computation of B is done numerically [4].
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Figure 2.10 - SE for 1-REC modulation with Figure 2.11 — SE for 2-RC modulation with
h=1/3 h=1/4

We plot the SE for a full response system with a rectangular frequency pulse (1-REC) and
a modulation index equal to 1/3 (Figure 2.10) as well as the SE for a partial response one with
a raised cosine frequency pulse of length L =2 (2-RC) and h = 1/4 (Figure 2.11). It can be
seen that the SE of the duobinary encoder is identical to the SE of the best encoder in [74] and
is always better than binary CPM one for the different modulation formats and modulation

indices.

We now consider the whole structure of the SOQPSK precoder (see Figure 2.1). Figure 2.12
and Figure 2.13 show the SE of CPM with a half-integer modulation index. We choose h = 1/2
since the simplifications that are introduced by the recursive encoder in (2.31) are only valid
for this particular case. We consider 1-REC and 2-RC modulation formats. We can notice
that the recursive encoder introduced in Figure 2.1 does not influence the SE of binary CPM.
This result was expected since the output of this recursive encoder does not impose any special

rules on the phase trajectory of the signal. We can, however, see a performance improvement

!Bahl, Cocke, Jelinek and Raviv
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compared to the binary case when we consider the SOQPSK precoder. The SE is identical

to the one proposed in [74] thanks to the presence of the duobinary encoder in the precoder

structure.
1.2 1.2
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Figure 2.12 - SE for 1-REC modulation with Figure 2.13 — SE for 2-RC modulation with
h=1/2 h=1/2

The aforementioned results confirm the attractive properties of the duobinary encoder
regarding the spectral efficiency for CPM. However, it does not allow to attain the spectral

efficiency gains of linear modulations because of the following reasons:

e Applying duobinary encoding on the symbols that are encapsulated in the instantaneous
frequency does not beget duobinary encoded pseudo-symbols of the PAM decomposition.
Similarly, if we look at the expression of the main pulse of DBD, we can see that it is
not a half sum of the of the main pulse of the binary Laurent Decomposition and its

time-shifted version, i.e.,

wo(t) # 5 (eo(t) + coft —T)) (2.52)
#+ cd(t). (2.53)

To illustrate this, we can take as a straightforward example the PAM decomposition of
1-REC binary CPM with a modulation index h = 1/2. From (1.15), its main pulse is

expressed as
sin(20), 0<t<oT
in(—), < ,
co(t) = 2T (2.54)
0, otherwise.
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The pulse cd(t) is then expressed as

t
55111(51135, t 0<t<T,
1 (sin(ﬂ) - cos(ﬂ)> T<t<2T
2 ) =~ 5
cd(t) = 1 275 2T (2.55)
—§cos(ﬁ), 2T <t < 3T,
0, otherwise.

It is clear that the obtained pulse shape is different from the main pulse of duobinary
encoded 1-REC CPM given in (2.29).

e The fact that the frequency pulse is expanded by a one-bit period due to duobinary
encoding would generate additional PAM waveforms to keep the complex envelope of
the signal constant. Therefore, the presence of these waveforms may result in less SE
than the SE of the OQPSK-type signal whose pulse shape is wg. This is because CPMs

generally have worse spectral properties than linear modulations [79].

2.6.2 The recursive encoder

Since SOQPSK is by definition a CPM, its information is carried in the change of phase rather
than the phase itself. Therefore, it is inherently a differential encoded modulation. To overcome
this inherent property and to make the information carried in the phase, the recursive encoder
described in (2.2) is used. The proof of this claim is depicted in both Appendixes B and C
thanks to the PAM decomposition. Therefore, any binary (or duobinary) MSK-type signal that
takes advantage of the recursive encoder can be exactly decomposed or accurately approximated

as

S(t;b) ~ Z bQiCO(t — QiT) +7 Z b2¢+160(t — 2T — T), (2.56)

or

S(t;b) ~ Z [bQiCO(t — 2IT) — jbgz;lbgibglurlcl (t — QZT)]

1

+ Z [jb2i+100(t — 21T — T) - bgibglurlbgzqrgcl (t — 20T — T)] (257)

)

and can be interpreted as an OQPSK-type modulation or a XTCQM-type one.
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2.7 Conclusion

In this chapter, we showed that the Perrins Rice decomposition described in Chapter 1 is
not the only PAM decomposition for all ternary CPMs. If we consider the particular case
where the ternary symbols are generated using a duobinary encoder, we proved that the PAM
decomposition of this duobinary CPM follows an alternative PAM decomposition, namely DBD,
that retains the key features of the binary Laurent decomposition. Figure 2.14 summarizes the
link between the different PAM representations of single-h CPM.

Single-h CPM

Binary alphabet

e h-noninteger:
Laurent (1986)

e h-integer: Huang & Li

(2003)

M-ary alphabet
e M-even: Mengali & Ternary alphabet
Morelli (1995)

9(@{6’
N 0‘9/1,
N (}c;,l7
Duohinary Random
e h-noninteger e h-noninteger: Perrins
e h-integer & Rice (2005)

Developed here

Figure 2.14 — Summary of the PAM decompositions of single-h CPM

We then showed that SOQPSK belongs to the duobinary CPM family thanks to its precoder
and we derived a new PAM decomposition for this signal via DBD. This revamped representation
is characterized by the presence of a single main pulse unlike PRD and by uncorrelated pseudo-
symbols thanks to the half-integer modulation index. Moreover, we took advantage of the

recursive encoder given in (2.2) to simplify the expressions of the pseudo-symbols.

Applying DBD to SOQPSK allowed us to link together the different interpretations of this
signal as illustrated in Figure 2.15 and to better understand the role of its ternary precoder:
the presence of the duobinary encoder in the precoder structure allows increasing the spectral

efficiency of the signal whereas the presence of the recursive encoder removes the inherent
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memory of the modulation and realizes the connection between SOQPSK and OQPSK as well
as between SOQPSK and the XTCQM representation.

The results obtained in this chapter are of great importance since they demonstrate that
dealing with SOQPSK modulation does no longer require additional assumptions compared to
partial response binary CPM systems. In fact, SOQPSK can be seen as a binary MSK-type
signal with a partial response equivalent frequency pulse. This result ensures that the works
initially developed for MSK-type CPM can now be fully applied to SOQPSK.

In the following chapters, we will investigate the consequences of using the revamped decom-
position on the detection architectures (Chapter 3), the channel estimation and equalization
(Chapter 4) as well as on the scenario where the aircraft is equipped with two transmitting
antennas whereas the ground station only contains one receiving antenna (Chapter 5 and
Chapter 6).

CPM
Definition

CPM
Definition

A 4 h 4 A4

PAM XTCoM PAM XTCoM
Representation Representation| | Representation Representation
[ A [
A 4 A 4 A 4 A 4 A A 4
XTCQM XTCQM
PRD DBD PRD || DBD PAM | CPM
A A A
4—

Remark: The boxes and arrows highlighted in green depict our contribution

Figure 2.15 — Connection Between the Different Representations of SOQPSK






Chapter 3

Reduced Complexity Detection

Architectures Based on the

Duobinary PAM Decomposition

Contents
3.1 Imtroduction . ... ... .. ...t 58
3.2 Kalehapproach. . . . ... ... ... i, 59
3.2.1 Optimum detector . . . . . . .. ... 59
3.2.2 Reduced complexity Viterbi detector . . . . . . .. ... ... ... .. 62
3.2.3 Linear detector . . . . . . . . . . ... 63
3.2.4 Performance analysis . . . . . . .. ... L 65
3.2.5  Simulation results . . . . ... Lo 66
3.3 OQPSK-type detectors using Ungerboeck approach . .. ... .. 68
3.3.1 Theory . . . . . . 68
3.3.2 Simulation results . . . . .. ... 72
3.4 Least Squares (LS) Approach . ... ... ... ............ 74
3.4.1 Theory . . . . . . e 74
3.4.2 Simulationresults . . . . ... oo oL 7
3.5 Complexity comparison . . . . . . . . . 0ot i i i e e 80
3.6 Conclusion . .. .. ... it it e e e e e e e e e e 82




58 | Reduced Complexity Detection Architectures Based on the Duobinary PAM
Decomposition

3.1 Introduction

Besides from the attractive spectral containment of SOQPSK-TG, one of the major advantages
that boosted the adoption of this modulation in the IRIG recommendations is the simplicity of
detecting its data symbols with acceptable BER performance; in fact, simple linear integrate
and dump detectors, initially designed for OQPSK-type modulations, can be used for the
different versions of SOQPSK [17, 80]. This can be achieved thanks to the SOQPSK precoder
that makes the phase transitions of SOQPSK similar to OQPSK [36]. However, this was not

proved analytically, and moreover, the BER performances of these detectors are not optimal.

The first detector, capable of reaching optimal BER performance, was first introduced by Li
and Simon in [61] for SOQPSK-MIL by taking advantage of its XTCQM interpretation given
in Chapter 1. This interpretation highlighted the need for a memory type of receiver instead of
a linear one to achieve optimal BER performance. Similarly, the XTCQM interpretation was
introduced for SOQPSK-TG to develop trellis based detectors as well as common detectors
between SOQPSK-TG and FQPSK since both are inter-operable standards in aeronautical
telemetry. These detectors are described in [16, 63], and the one that possesses the best BER

performance & complexity trade-off is composed of 16 states.

Perrins took another approach in [14, 18] where he instead considered the ternary CPM
definition of SOQPSK instead of its XTCQM or OQPSK interpretations and took advantage of
its PAM decomposition (PRD) to develop a reduced complexity 4-states Viterbi detector with
optimal BER performance for SOQPSK-MIL and near-optimal one for SOQPSK-TG. This
solution is described in Appendix D. However, due to the chosen ternary PAM decomposition,
the resulting trellis is dynamic, i.e., the different transitions and the order of the path states
in the trellis diagram depend on the parity of the bit index. Moreover, the fact that this
decomposition generates two pulses of similar weights makes deriving linear detectors using

this approach unfeasible.

In this chapter, we derive new detection architectures for both versions of SOQPSK (i.e.,
SOQPSK-MIL and SOQPSK-TG) based the on the revamped PAM decomposition (DBD) as
well as the XTCQM-PAM representation given in Chapter 2. We first consider Kaleh approach
[81] who developed different detection structures for binary CPM and we show that three
possible architectures can be obtained for SOQPSK: an optimum detector, a reduced complexity
one with very near-optimal performance and a near-optimal linear one. We then assume that
SOQPSK is a linear modulation thanks to the obtained results in Section 2.3 and we apply
the Ungerboeck approach [26] to derive a novel OQPSK-type detector for SOQPSK. Finally,
we further exploit the simple mapping between the data symbols and the pseud-symbols to
derive a least squares detector that has a better performance & complexity trade-off than the
16 states XTCQM-CPM based detector given in [63].
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3.2 Kaleh approach
We assume that the SOQPSK signal s(¢; a) transmits IV ternary symbols a = {a; }o<i<n using

(1.9) and is corrupted by a AWGN n(t) of double-sided power spectral density No/2. The

received signal is then expressed as follows
r(t) = s(t; ) + n(t). (3.1)

The log-likelihood function of the binary sequence b that is used to generate « is then [64]

AG) = —]\170/0NT\7“(1€) = s(t:a)|? dt. (3.2)
If we develop (3.2),
A) = _]\1[0 (/0 ()2 dt+/ s(t: )2 dt—Q/NTRe{r() *(t;a)}dt), (3.3)

we can simplify A(b) to the following expression
NT
A() = 2 Re { / r(t)s*(t;a)dt} . (3.4)
No 0

This result is true because the term |7“(t)\2 does not depend on b and is common for all paths
of a given trellis and because |s(t; a)[? is constant due to the CPM nature of SOQPSK.

3.2.1 Optimum detector
The key idea of Kaleh [81] is to replace s(¢; ) in (3.4) by its PAM decomposition. Using (2.17),
we get
9 N—-1 NT Mg—1
Ab)= - 3 Re /0 (1) kg phwn(t —nT) | dt 5. (3.5)

2
By permuting the integral and the second sum and by discarding the constant term — in

0
(3.5), the optimal detector maximizes the following branch metric
N-1
Ab) =) An), (3.6)
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where

My—1
A(n) = Re ( > yk(n)pi,n> : (3.7)
k=0

(n+Dy)T
yp(n) = . r(t)wg(t — nT)dt. (3.8)

The parameter Dy, is the length of the pulse wy(t) as described in Table 2.1.

Discussion:
We can notice from (3.8) that the correlation involves the observation of the received noisy signal
during a time span of D;T. However, as shown in Table 2.1, the time support of the pulses
{wk k<, /2 is greater than T'. One can then assume that the contribution of the pseudo-symbols
{Pk,m tm<n is discarded in (3.8) and therefore, the described detector is not really optimal.
Even though the pseudo-symbol interference caused by the correlation of pulses {wy }r<nr, /2
is taken into account in the metrics of the previous Lg sections, this assumption is correct
if we want to consider a maximum a posteriori probability (MAP) symbol decoder based on
these correlations as highlighted in [82, 83]. However in our case, since we deal with a sequence

decision based estimator (and not a symbol decision based one), the described receiver is optimal.

We begin by introducing the optimal detector for SOQPSK-MIL: since the exact DBD
representation of this modulation requires 2 PAM waveforms as shown in Section 2.3.1, the

metric A(n) of the optimal detector is expressed as follows

\n) = {bnRe {yo(n)} - bnbnflbanIm {yl (’I’L)}, n even, (39)

bpIm {yo(n)} — bpbn—1bp—2Re{yi(n)}, n odd.

Equation (3.9) shows that the detection process can be performed using a 4-states Viterbi
algorithm with 2 branches. Each branch is defined by the triplet

Op = (bn,Q,bnfl,bn). (310)

We illustrate in Figure 3.1 the trellis of this detector. We can notice that the proposed trellis is
static, i.e., the branch directions do not depend on the parity of the symbol index n, contrary
to the trellis proposed in [18] and described in Appendix D. Only the branch metrics values
depend on the parity of n as shown in (3.9). We now move on to the telemetry modulation
SOQPSK-TG: an optimal detector requires 256 matched filters since the exact duobinary PAM
decomposition (DBD) requires that same number of pulses. In order to determine the number
of states for the Viterbi algorithm, we only need to compute the pseudo-symbol of the M,

pulse because it encapsulates the biggest memory amount among all the other pseudo-symbols.
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n even n odd
legend: dashed line: o,, = (by—2,bn—1,—1), solid line: o, = (bp—2,bp—1,+1)

Figure 3.1 — 4 states trellis for SOQPSK

This can be proved by rewriting py, , given in (2.20) as follows:

m=—0oQ

n Ld—l
Pl = €XD {jhﬂ [ S m— Y, vn_qm‘iq] } : (3.11)
q=0
n—Ld Ld—l
=exp jhm Z Ym ¢ X €xp { jhr Z Yn—q (1 — n,ﬁiq) : (3.12)

m=—00 q=0

PO,n—Ly

By noticing that 1 — 77,?7(1 = ”ﬁ/ldflfk,q [82] where My = 256 for SOQPSK-TG, we get

Ly—1
Pk = POn—Ly X €XP {jhﬂ Z 'anU%/[d—l—k,q} . (3.13)
q=0

From (3.13), we can see that inherent memory associated with the pseudo-symbol py, ,, pro-
portionally increases with k. The best case (i.e. no inherent memory) is when k = 0 since
77%/[(171,(1 =1for 0 < ¢ < Ly—1 and the worst case is when k = My — 1 because n%dfl’q =0 for
0 <q< Lg— 1. In the latter situation, we have

Jbn—g, mn even,

bn_o, n odd.

p255,n(N) = pon—9(n) = { (3.14)
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Consequently, the optimal detector of SOQPSK-TG requires a 512-state Viterbi algorithm
with 2 branches. Each branch is defined by the 10-tuple

Op — (bn_g,bn_g,...,bn_bbn). (315)

The number of states is high and coincides with the number of states of the optimal detector
presented in [50] for SOQPSK-TG. It is then necessary to reduce the complexity of this receiver

for a real-time implementation.

3.2.2 Reduced complexity Viterbi detector

In order to reduce the complexity of the optimal detector of SOQPSK-TG, we exploit the
observation given in Section 2.3.2 regarding the energy distribution of the signal among the PAM
waveforms. Since 99.75% of the signal energy is contained in the first two PAM waveforms, the
number of matched filters can be reduced from 256 to 2. The metric of the reduced complexity

detector becomes

o) — {bnRe {yo(n)} = buby_1by_2Im{y1(n)}, n even, (3.16)

anm {y()(n)} - bnbn—lbn—QRe {yl (n)} y 1 odd.

The obtained metric is identical to the optimal metric of SOQPSK-MIL detector. Therefore,
the resulting trellis is the same as the one depicted in Figure 3.1 and the number of necessary
states is reduced to 4 since the branch of the trellis is now defined by the 3-tuple given in (3.10).
We give in Figure 3.2 the architecture of the reduced complexity detector.

t = kT
i) N0
r(t) 1 4-States Viterbi —b>
N\ (K
s \ y1(k)

Figure 3.2 — Architecture of the Kaleh based reduced complexity detector
for SOQPSK

Another way to reduce the complexity of the detector is to truncate the used matched filters
for SOQPSK-TG. We can see from Figure 2.6 that the pulses equal zero below DyT. Therefore,
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the matched filters outputs {y }reqo,1} can be obtained as follows

(n+Dy)T
ye(n) = /n e —nT)d, ke {01}, (3.17)

where

Dy—D .

(3.18)

0, otherwise.

and 1 < Dk ng

3.2.3 Linear detector

We can further exploit the properties of DBD by reducing the number of matched filters from 2

to 1. This can be justified since DBD generates one main pulse wg(t). The metric A(n) becomes

An) = {bnRe {yo(n)}, n even, (3.19)

bpIm {yo(n)}, mn odd.

Since we deal with a maximization problem, the above metric expression leads to the following

symbol-by-symbol detector

b(n) = {sign (Re{yo(n)}), n even, (3.20)
sign (Im{yo(n)}), n odd.

As discussed in Section 3.2.1, due to the length of the matched filter, the sampled matched
filter output yo(n) at epoch n does not only involve the pseudo-symbol pg,, but also the
pseudo-symbols {pom }m<n. Moreover, even though the energy contained in the pulse w; is
low, yo(n) can also be perturbed by the pseudo-symbols {p1 m }m<n associated with w;. To

illustrate this, we first express the received signal r(t) as follows

1
r(t) =D > prgwi(t —iT) 4+ n(t) + €(t), (3.21)

k=0 i
where €(t) = 0 for SOQPSK-MIL and
255

e(t) =D > praw(t —iT), (3:22)

k=2 1
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for SOQPSK-TG. The function €(t) can be neglected since it contains less than 0.25% of the

signal energy. The sampled matched filter output yg can thus be written as

yﬂ(n) = Z pO,n—mROO(m) + Z pl,n—mR01 (m) + :u(n)v (3'23)
where
Row(m) = / wp()wo(t —mT)dt, k€ {0,1}, (3.24)
and
i(n) = / n(t)wo(t — nT)dt. (3.25)

We now focus on the the samples that are involved in (3.19), which are Re{yo(2n)} and
Im{yo(2n+1)}:

Re{yo(2n)} = > ban—m)Roo(2m)

- Z b2(nfm)+1b2(nfm)b2(nfm)flR01(2m + 1) + Re{lu'(2n)}u (326)

Im{yo(2n+ 1)} =Y bagn—n)1Roo(2m)

= batnom)2b2(n—m)+102(n—m)Ro1(2m + 1) + Im{p(2n + 1)}. (3.27)

Equations (3.26), (3.27) and figures 3.3, 3.4 show that the sample yo(n) that is used to detect

the symbol b,, does not only contain the statistics of b,,, but also those of other data symbols

1

0.9 /\ _ROO(‘) 0.9 /\ _Roo(t)

/1 \ - -Rg;® [\ - R

0.8 / \ 0.8 / \
A 0.7

=)
o N
I~
—
e
o
)

Amplitude
o (=] o o o
N w - o
\\

~

L
e ol

Amplit
(=] o o (=]
N w > 5]
I~

\\

L—

//

RN
P

0 1 2 3 -5 -4 -3 -2 -1 0 1 2 3 4 5
Time (V/T) Time (V/T)

)
&
)
4

Figure 3.3 — Illustration of Ry (t) and R (t) Figure 3.4 — Illustration of Ry (t) and R (t)
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Therefore, it is necessary to mitigate the interference caused by {by, }m4n. To do so, Kaleh
has proposed in [25] the use of a Wiener filter in addition to the filter matched to wg in order to
reduce this intersymbol interference and thus to deliver an optimum estimate of yg. This filter
is built based on the minimum mean square error (MMSE) criterion [64], and its coefficients
are computed using the described method in [25]. We plot in Figure 3.5 and Figure 3.6 the
combined matched filter wy(t) for both versions of SOQPSK, i.e., the filter that is formed by

combining the main pulse wy and the Wiener filter coefficients C’ZVF as follows

+o00
do(t) = > CFFwo(—t+2kT). (3.28)
k=—o0
It can be seen that this filter wg of Figure 3.6 looks very much like the optimal filter described
in [17] and drawn in [84]. Therefore, we can assume that the optimal filter that has been found

by simulation in [17] is now obtained analytically.
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Figure 3.5 — Illustration of wq(t) and i (¢) Figure 3.6 — Illustration of wy(t) and @ (¢)
for SOQPSK-MIL for SOQPSK-TG

3.2.4 Performance analysis

The bit error probability P, of the optimal receiver can be determined by using the concept
of error events and minimum distances. Given two ternary error sequences a; and a;, the
normalized Euclidean distance of CPM is defined as [4]

_ loga(M)

d2
2T

[1stt.an) - stt.ap), (329)
where loga (M) is the number of information bits per symbol, which is equal to 1 for duobinary
CPM. Since the latter can be seen as a binary CPM signal with an equivalent phase pulse as

illustrated in Figure 2.3, the error sequences may be determined based on the antipodal binary
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sequence 7 that generates the ternary sequence!. For a modulation index equal to 1/2, we

consider the bit error sequences

where k is an arbitrarily chosen index. The computation of (3.29) for the four different cases
results in two distinct distances: the minimum distance d% is obtained when v;_1 = —
whereas the largest distance d2 is found when 7j_1 = ;. Hence, as shown in [18], the bit error

probability P, of the optimal receiver is bounded by

1 E 1 [ E
Py < 5Q < d3NZ> +5Q ( d%Nz> : (3.30)

+oo 9
Qt) = \/127/t e 2 qu, (3.31)

and Ej is the bit energy. The numerical results are given in Table 3.1 for the different versions
of SOQPSK.

where

Table 3.1 — Euclidean Distances for SOQPSK
d? d3
0 1
SOQPSK-MIL | 1.73 | 2.36
SOQPSK-TG | 1.60 | 2.59

3.2.5 Simulation results

Figure 3.7 and Figure 3.8 show the BER curves of the detectors using the proposed decomposition.
For SOQPSK-MIL, it has to be noticed that the 4-states Viterbi detector is optimal since the
decomposition of the signal is not an approximation. The linear filter using a Wiener filter
gives a very near optimal performance as the loss is equal to 0.2 dB at P, = 107°. If we do not
use the Wiener filter, the degradation is equal to 1 dB. For SOQPSK-TG, the 4-state detector
is very near-optimal, and its performance is identical to the detector introduced in [18]. The
degradation does not exceed 0.1 dB at BER = 10~° compared to the optimal detector. In this
figure, we have also plotted the performance bound of this detector. This bound is determined
based on the analysis made in [48], which derives the exact expression of the pairwise error
probability for PAM-based CPM detectors in AWGN. Since the detectors presented in this
chapter are mismatched ones, i.e., they are not matched to the transmitted signal, the Euclidian

distances corresponding to the error events described in Section 3.2.4 are different in our case.

"Here we take the general case where b = +. In the presence of the intermediate encoder, the error sequences

of b are identical to the ones described in [18].
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The Euclidean distances of this detector range from 1.39 to 1.81 for the lower distance and
from 2.31 to 2.865 for the higher distance.

If we now compare the linear detectors, it can be seen that adding a Wiener filter improves
the detection performance by 1.6 dB compared to the linear detector based on wq(t) only.
It also gives similar performance to the optimal linear detector described in [17]. These
results emphasize the usefulness of the proposed decomposition and additionally offer reduced
complexity detection architectures for SOQPSK modulation. The complexity reduction of the
Viterbi detector is with respect to the optimal detector of SOQPSK-TG and not to the one
described in [18].
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Figure 3.8 — BER performance for SOQPSK-TG - Kaleh based detectors
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3.3 OQPSK-type detectors using Ungerboeck approach

3.3.1 Theory

In this section, we take advantage of the knowledge of the main waveform w(t) that links
SOQPSK to OQPSK (see Section 2.5) to develop another OQPSK type detector close to the
one introduced in [61, 85]. To do so, we use the signal model of (2.50), and we consider that N

bits are transmitted. The received signal is then expressed as

N-1
r(t) ~ Z po.mwo(t — mT) +n(t), (3.32)

m=0

s(t; )

The log-likelihood function for b that generates the ternary sequence « is given in (3.2). After
developing (3.2) we get (3.3). However the transition from (3.3) to (3.4) is no longer valid in
this case because we consider that SOQPSK is a PAM and not a CPM. Therefore, we cannot

assume that |s(¢; a)|? is constant. We then replace s(t; ) by its PAM approximation as follows

2

1 NT ) NT |N—-1
A =5 [ [ rOPa+ [T powott - )|
m=0

NT N-1
—2/ Re { Z 0. mT (t)wo(t — mT)} dt) . (3.33)
0 m=0

After discarding the constant term 1/Np, the mathematical development of (3.33) leads to the

following expression

N—-1 N—-1N-1
A(y) = 2Re [Z pzs,myo<m>] =33 i Boolm = m)pon (3.31)
m=0 m=0 n=0

where yo and Ry are defined in (3.8) and (3.24), respectively. Ungerboeck showed in [26] that
(3.34) can be simplified as

N-1
AD) = Y 2Re | o}, (yo(m) ot 5 Po,nRoo(n—m))] . (339)
m=0 n<m-—1
N-1
= > A(m). (3.36)
m=0
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Given that the autocorrelation Rgg has a one-side length of L 4+ 2, the maximum likelihood

sequence estimator (MLSE) is built on the following branch metric

L+2
A(m) = 2Re {pES,m (yo(m) — Po,m RO(;(O) -y Po,mlRoo(l))> } : (3.37)
=1

A Viterbi algorithm can be used to evaluate (3.35) whose branch metrics are defined according
to A(m) of (3.37). A basic application of (3.37) requires a Viterbi algorithm operating with
2642 — 1024 states since the branch is defined with the following 11-tuple

Om = (bm—107bm—97 ~--ubm—1;bm>- (3-38)

However, if we plot Rgg for both SOQPSK versions as shown in Figure 3.9, we can notice that
it can approximately be zero after several bit periods lower than (L + 2)T". Thus, it can be

possible to truncate the length of Ry from L + 2 to Lr, and we can express (3.37) as

Lr
A(m) = 2Re {pz’s,m (yo<m> ~po 0 5 po,m_lRooa))) } . (3.39)

=1
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Figure 3.9 — Auto-correlation Ry

From Figure 3.9, a first approximation to simplify (3.39) is to take Lr = 2. However, it is
also possible to consider a stronger hypothesis, i.e., Lr = 1. In the following, we analyze the

consequence of these approximations on the detection algorithm.



70 | Reduced Complexity Detection Architectures Based on the Duobinary PAM
Decomposition

Case 1: L =2

For this first assumption, A\(m) is expressed as follows

Roo(0)
2

A(m) = 2Re {pa,m (yo<m> o — pom_1Roo(1) — po,m—2Roo(2)) }  (3.40)

Given that the signal is transmitted through an AWGN channel and wq(t) is a real-valued
function, the imaginary part of Ry is always zero. Using (3.13) and after discarding the factor
2, we get

b [Re m)} — by—2Roo(2 m even,
. :{ m [Re{yo(m)} = b2 Foo (2)] a.a1)

b, [Im{yo(m)} — bym—2Ro0(2)] m odd.

Equation (3.41) shows that the detection process can be performed via a Viterbi algorithm.
We can also notice that even and odd indexed bits can be processed independently like any
other OQPSK type signal [85]. In fact, if we consider for instance the case where m is even,

i.e., m = 2p, the branch metric is a function of by, and by(,_1) and is defined by the following

2-tuple
O2p = (b2(p—1)7 b2p)v (3.42)
o = (bp—1,3); (3.43)

where {b; = bop }pen. The same observation applies for the odd case. Therefore, this detector is

composed of two 2-states trellises as shown in Figure 3.10.

2-States Viterbi |Even
t = 2kT Detector bits

Matched
filter

wo (—t)

Received
Signal

2-States Viterbi | Odd
Detector bits

t=Qk+1DT

Figure 3.10 — 2x2 states detector for SOQPSK

The complexity reduction can further be performed by taking advantage of the reduced state
sequence detection technique, which was first introduced in [86] for PAM and then expanded for
CPM in [87]. Since the Viterbi algorithm determines the survivor paths at each merging node
of the trellis, the first element of the 2-tuple that defines the branch metric can be replaced by
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its decision as follows
Om = (bm—2,bm), (3.44)

where 3m_2 is the decision of b,,,—s. The branch metric becomes

. {bm [Re{yo(m)} - Bm—2R00(2)} m even, (3.45)

b, {Im{yo(m)} - Bm_gRoo(Q)} m odd.

Since we deal with a maximization problem, (3.45) leads to the following decision feedback
(DF) linear detector

; {sign (RB{QO(m)} - 6m—2R00(2)) m even, (3.46)

- sign (Im{yo(m)} - Bm_2R00(2)) m odd.

The even bit sequence and the odd one are estimated separately as explained above and as

depicted in Figure 3.11

by Even
bits

t =2kT
Received M?j}f:fd
Signal
% we(-0) |
baks1 Odd
t=(Qk+ 1T bits

Figure 3.11 — Decision feedback (DF) linear detector for SOQPSK

Case 2: Lp=1

Based on this assumption and following the same steps as in Section 3.3.1, A(m) becomes

(3.47)

A(m) = {mee{yO(m>} m even,
bndm{yo(m)} m odd.

Given the fact that we deal with a maximization problem, (3.47) leads to the following

symbol by symbol detector identical to the one described in Section 3.2.3

- {sign (Re{yo(m)}) m even, (3.48)

sign (Im{yo(m)}) m odd.
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Hence, the fulfillment of the second case proves that the symbol by symbol detector described
above is optimal in the MLSE sense. This result is also similar to the one described in [81] for
GMSK.

3.3.2 Simulation results
Preliminary results

We begin our simulations with the scenario where the transmitted signal is the first PAM
approximation of SOQPSK given in (2.50). Figure 3.12 shows the BER performance of the
described detectors in the case where the main pulse of SOQPSK-MIL is used whereas Figure
3.13 illustrates the example where the main pulse of SOQPSK-TG is employed.

10"g

102

103k

BER

10"

|- --0QPSK |
| —e—2x2 States Viterbi (L =2)||
105 | —9—DF Linear Detector

| —Linear Detector (L=1)

106
E,/N, (dB)

Figure 3.12 - BER performance of the OQPSK-type detectors - transmitted signal:
the PAM approximation of SOQPSK-MIL

We can remark from these figures that the 2x2 states detector is optimal since its BER
curve coincides with the theoretical bound of OQPSK. Therefore, if there is a BER loss when
the transmitted signal is SOQPSK, it would only be due to the presence of the secondary PAM
waveforms. We can also see that adding a decision feedback loop to the linear detector improves
its performance by 0.5 dB for the case shown in Figure 3.12 and by 1.18 dB for the case of
Figure 3.13 at BER = 1075, The performance loss of these linear detectors with respect to the
OQPSK curve confirms that they are not optimal in the MLSE sense.
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Figure 3.13 — BER performance of the OQPSK-type detectors - transmitted signal:
the PAM approximation of SOQPSK-TG

Results for CPM transmission

We now consider the exact CPM definition, and we plot in Figure 3.14 and Figure 3.15 the
BER performance of the different detection architectures covered in this section for both
SOQPSK versions. We also depict the performance bound of the 2x2 states detector. The
latter is determined based on the analysis made in [48], which derives the exact expression of
the pairwise error probability for PAM-based CPM detectors in AWGN. Since the detectors
presented in this chapter are mismatched ones, i.e., they are not matched to the transmitted
signal, the Euclidian distances corresponding to the error events described in Section 3.2.4 are
different in our case. For SOQPSK-MIL, the minimum distance becomes 1.676 whereas the
highest distance is equal to 2.304. For SOQPSK-TG, the squared distances of the performance
bound are clustered around the values given in Table 3.1 and range from 1.254 to 1.785 for the
lower distances and from 2.258 to 2.635 for the higher distances. We can notice that the BER
curves of the 2x2 states detector are slightly shifted from their optimal receiver curves unlike
the first scenario (where we considered the transmitted signal is the PAM approximation).
Therefore we can conclude the BER performance loss of this detector is only due to the presence
of the remaining PAM waveforms. However, if we only consider the symbol by symbol detector
described in Section 3.3.1, we notice that the performance loss is greater than the one introduced

by the other detection architectures and it is to due to two factors:
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e The PAM approximation since we only keep the main pulse wy.

e The auto-correlation function of the main pulse wy since it does not meet the condition
Roo(k) =0 for k > 2.

Thus, it is necessary to mitigate the inter-symbol interference (ISI) introduced by either the
pulse wi (t) (we use a Wiener filter as shown in Section 3.2.1) or by the main pulse wy(t) itself

to reach very near optimal BER performance.

BER

4|~ ~OQPSK
1074 - - Optimal Receiver SOQPSK-MIL
——2x2 States Viterbi (LR=2) Bound

o 2x2 States Viterbi (LR=2) Simulation

——DF Linear Detector g
—#-Linear Detector (L.=1) || EOARD WA

10°°

10'6 1 T T T T T
o 1 2 3 4 5 6 7 8 9 10 1 12
E_/N, (dB)

Figure 3.14 — BER performance for SOQPSK-MIL - OQPSK-type detectors

3.4 Least Squares (LS) Approach

3.4.1 Theory

The XTCQM interpretation of Simon [60] and Nelson [62] has been exploited to develop an
optimal and a simplified Viterbi detector for SOQPSK-MIL [61]. As for SOQPSK-TG, a near
optimal 16 states Viterbi detector has been proposed in [63] by considering the 8-waveform
XTCQM approximation. This detector consists of filtering the received signal with a bank of
filters matched to the 16 possible in-phase waveforms and the 16 possible quadrature-phase

waveforms, then using the sampled matched filters outputs to estimate the bit sequence as
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Figure 3.15 — BER performance for SOQPSK-TG - OQPSK-type detectors

highlighted in [63]. In this section, we take advantage of the mapping between the bits and
the XTCQM-PAM representation to develop a reduced complexity detector based on the least
squares approach [27]. The received signal is first filtered with a detection filter f and sampled
at the bit rate T'. We then get

yy(m) = / r(8) f(t — mT)dt. (3.49)

The sampled filtered signal y;(m) can also written as

yr(m) = sy(m) + ny(m), (3.50)
where
s;(m) = / s(t; @) f(t — mT)dt, (3.51)
and
ns(m) = / n(8) f(t — mT)dt. (3.52)

In both Sections 3.2 and 3.3, the log-likelihood function was built on the continuous time
domain and under the assumption that the noise n(t) is complex AWGN. However, in this

section, we build the log-likelihood function on the discrete time domain and according to the
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distribution of ny(m). Even though n(t) is white, its filtered and T-sampled version ny(m)

"

is not necessarily a white random process. The "whiteness" of ns(m) depends on the used
detection filter. If we assume that n¢(m) is white, the log-likelihood function can be expressed

as

N-1
Ap(b) = > lys(m) —sp(m)[*. (3.53)
m=0

In this section, we choose to use the XTCQM-PAM representation of s(t; a) instead of its
CPM definition to model s¢(m). Therefore (3.53) becomes

N—-1
Ap(d) = > lys(m) = 85(m)P?, (3.54)
m=0
N-1
= > As(m), (3.55)
m=0

where 57(m) is a reconstructed version of s¢(m), which represents the convolution of the
XTCQM-PAM representation of s(¢;a) and the detection filter. Equation (3.54) defines a
least-square detector and is valid if the noise remains white after filtering. The quality of the
approximation used to generate 5(m) depends on the XTCQM-PAM approximation of the
filtered signal, which is now a function of the filtered versions of the PAM pulses, denoted
{wif}ie{m}, instead of the pulses {w; };cfo,1}- If we use the 2048-XTCQM-PAM approximation
for instance for the filtered SOQPSK-TG, the branch metric As(m) would be defined by the
following 11-tuple

Om = (bmn—9, byn—8, <y by bny1) - (3.56)

The Viterbi algorithm would then be operating with 1024 states. However, if we use the
8-XTCQM-PAM approximation, only 4 states are necessary since the branch metric would be

expressed as

2
, M even,

s (m) = (bmtwd (0) = bin— 1y 1] (0) + j (b1 + b1 ) (1))

Af(m) =

2
l(m) = (3bmw (0) = jbm-1bmbms 10 (0) + (b1 + by )wd (1)) [, m odd.
(3.57)

We call this detector the 8-XTCQM-PAM detector. If we want to consider that SOQPSK is a

linear PAM, we can simply assume that wi(0) = 0. If we generate 5;(m) by considering the
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2-XTCQM-PAM approximation, we get the following branch metric expression

2
, M even,

s (m) = b (0)
Ap(m) = (3.58)

2
, m odd.

[y (m) = b (0)

We can notice from (3.58) that the branch metrics do not depend on the second pulse
w1 and therefore, this detector can no longer mitigate the presence of wy. After converting
the log-likelihood function to a maximization problem, developing the quadratic distance and

discarding the terms that do not depend on b, we get the following symbol-by-symbol detector

(3.59)

i {sign(Re {yr(m)}), m even,
sign(Im{ys(m)}), m odd.

We can notice that this detector is similar to the one introduced in (3.41); the only difference
is that the filter f is not matched to the main pulse wy(¢). That explains why it is possible
to use different detection filters (see [17] for some examples of detection filters) other than
wo(t) to detect the bit sequence. This detector is labeled the 2-XTCQM-PAM detector in this

manuscript.

3.4.2 Simulation results
Preliminary results: Choice of the detection filter

The choice of a suitable detection filter is a challenging task for SOQPSK because the straightfor-
ward solution, which is the main pulse wq(t), generates colored noise. Therefore, it is necessary
to find an alternative solution, either by introducing a whitening filter or a Wiener filter like it
has been done in Section 3.2.1 or by investigating other detection filters like in [17] for the I1&D

detectors. A suitable detection filter in our case should satisfy the following constraints:

o It has to be at least of length 27 so that it does not corrupt the useful bandwidth of the

signal.

e It does not correlate the noise too much unlike the matched filter based on the main pulse
wo(t).

e It does not greatly expand the XTCQM-PAM representation described in Section 2.4: if
the 8-XTCQM-PAM is accurate enough for the unfiltered signal, it does not necessarily
remain accurate for the filtered signal. Thus we need to employ the 32-XTCQM-PAM

representation (or more) instead. This is due to the convolution effect.
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e It is not very lengthy so that the complexity remains low.

To evaluate the satisfaction of these criteria for a given detection filter, we consider that
SOQPSK-TG is a PAM whose pulse shape is wy(t) and we plot the BER performance of
the 4-states 8-XTCQM-PAM detector. The branch metric of this detector is given in (3.57),
however, we consider that wi(0) = 0. Ideally, if the first three constraints are met for a given
detection filter, the BER performance of the detector associated with it would coincide with
the optimal OQPSK BER curve. We perform this test on three detection filters given in Figure
3.16: the first one is the main pulse of SOQPSK-TG; the second one is a combined filter wg
composed of the main pulse followed by a Wiener filter as described in (3.28) (however this
filter is slightly different from the one shown in Figure 3.6 because we considered here that

w1 (t) = 0 when computing the Wiener coefficients C}V¥') and the third one is a truncated

Equiripple FIR of length 47T

1
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Figure 3.16 — Detection filter

The BER curve depicted in Figure 3.17 shows that the Equiripple FIR filter seems to be an
excellent candidate since its BER performance curve is very close to the optimal one while using
the 8-XTCQM-PAM detector. This shows that the filtered and T-sampled noise nearly remains
white and that the 8-XTCQM-PAM representation of the filtered signal is very accurate. The
combined filter g is also an excellent candidate compared to the main pulse based detector.

The degraded performance of the latter is due to:

e The inaccuracy of the 8-XTCQM-PAM representation of the filtered signal. Thus it is
necessary to use the 32-XTCQM-PAM representation as shown in Figure 3.18. As a

consequence, that increases the number of states of the Viterbi algorithm from 4 to 16.

e The noise correlation that shifts the BER curve by almost 0.5 dB.
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Figure 3.17 — BER performance of the 8-XTCQM-PAM detector using different detection filters -
transmitted signal: SOQPSK-TG PAM approximation using 1 main pulse
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Figure 3.18 — BER performance of the XTCQM-PAM detectors using the main pulse as detection
filter - transmitted signal: SOQPSK-TG PAM approximation using 1 main pulse
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Results for CPM transmission

We now consider the exact CPM definition of SOQPSK, and we plot in Figure 3.19 and Figure
3.20 the BER performance of the different detection architectures covered in this section for
both SOQPSK versions. We use the Equiripple FIR as a detection a filter. Distinguishing
the cases where w{ (0) = 0 or not is essential because in the first case the receiver assumes
that SOQPSK-TG is a simple pulse amplitude modulation whereas in the second case the
receiver considers that SOQPSK-TG is a sum of two linear modulations. It can be seen that
the performance loss between the two assumptions is impalpable for SOQPSK-MIL and very

low for SOQPSK-TG.
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Figure 3.19 — BER performance for SOQPSK-MIL - XTCQM-PAM detector

3.5 Complexity comparison

In this section, we compare the complexity of all the aforementioned detectors. The complexity
can be evaluated by giving the number of the real-valued detection filters of length 1" and
the number of states of each detector. This method is inspired from [63] and can be seen as
equivalent as computing the number of operations because the latter increase linearly with
the number of matched filters of length T" and exponentially with the number of states. The
complexity /performance comparison of the Viterbi detectors is summarized in both Tables
3.2 and 3.4 for SOQPSK-MIL and SOQPSK-TG, respectively. The complexity /performance
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Figure 3.20 — BER performance for SOQPSK-TG PAM approximation - XTCQM-

PAM detector

comparison of the linear detectors is given in Table 3.3 and Table 3.5. The length of the

detection filters has been optimized as explained in Section 3.2.2. We begin our evaluation
with SOQPSK-MIL: it can be seen that the BER performance and complexity of the proposed
Viterbi detectors are close to each other. Moreover, considering that SOQPSK-MIL as a linear

modulation (i.e., w1(t) = 0) does not significantly affect the BER performance. As for linear

filters, the best linear filters in respect of performance/complexity trade-off are the w filter and
the linear decision feedback detector. These comments are also valid for SOQPSK-TG. The

only difference is that BER performance loss is more perceptible due to the approximations

that are used to build each detector.

Table 3.2 — Performance/Complexity evaluation of the Viterbi detectors - SOQPSK-MIL

Kaleh Based

2x2 States

8 XTCQM-PAM

8 XTCQM-PAM

w.r.t optimal (dB)

Detector | Detector |Detector wq(0) # 0|Detector wq(0) =0
Length-T' detection filters 4 3 4 4
Number of states 4 4 4 4
Ey
A Performance loss 0 0.14 0.15 0.16
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Table 3.3 — Performance/Complexity evaluation of the linear detectors - SOQPSK-MIL

Detection filter:|Detection filter:|Decision feedback:|Detection filter:
wo Wo detector Equiripple FIR
Length-T' detection filters 3 10 3 4
Ey o
N Perfor.mance loss 11 0.9 0.5 0.65
w.r.t optimal (dB)

Table 3.4 — Performance/Complexity evaluation of the Viterbi detectors - SOQPSK-TG
Kaleh Based|2x2 States| 8-XTCQM-PAM | 8-XTCQM-PAM
Detector | Detector |Detector w(0) # 0|Detector wq(0) =0
Length-T' detection filters 6 4 4 4
Number of states 4 4 4 4
1% Performance loss
w.r.t optimal (dB)

0.1 0.42 0.12 0.42

Table 3.5 — Performance/Complexity evaluation of the linear detectors - SOQPSK-TG

Detection filter:|Detection filter:|Decision feedback:|Detection filter:
wo W detector Equiripple FIR
Length-T detection filters 4 10 4 4
by
No Performance loss 2.32 0.72 1.08 1.23
w.r.t optimal (dB)

3.6 Conclusion

In this chapter, we proposed a wide range of reduced complexity detectors based on the
revamped PAM decomposition of SOQPSK. We first adopted Kaleh approach; then we showed
that other detection algorithms could be obtained using the Ungerboeck approach (OQPSK-type
detectors) and Forney approach (XTCQM-PAM LS detectors). What is interesting with the
OQPSK-type and XTCQM-PAM based detectors is that they can be built on the assumption
that SOQPSK is a linear PAM at the receiver side. This result proves that the developed
architectures in the literature for PAM can also be applied for SOQPSK and therefore we can
generally "forget about" the particular CPM nature of this modulation thanks to the revamped
PAM decomposition. In all the aforementioned simulations, we assumed that the receiver only
captures one line of sight signal and that the channel does not vary in time. In the next chapter,

we consider the presence of multipath channel, and we develop channel estimation techniques
for SOQPSK.
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4.1 Introduction

In the previous chapter, we focused on demodulating SOQPSK-TG in the presence of AWGN
without considering fading effects, introduced by the aeronautical multipath channel during the
different phases of the flight. Nevertheless, if we have a look at the different channel soundings
given in [88, 89, 11], we can notice that the receiving antenna can capture several copies of
the transmitted signal when the aircraft is at the apron (the area where the aircraft is parked)
due to multipath propagation at the airport buildings. Also, since the speed of the aircraft is
increasing on the runway during take-off (or decreasing during landing) while remaining in a
multipath environment, it results in an important Doppler spread. These phenomena, if not

mitigated, can cause severe performance loss.

The literature regarding channel estimation and equalization is extensive for linear modula-
tions, and it can mainly be classified according to (i) which domain the formalism is done (time
domain or frequency domain) (ii) how much knowledge of the transmission link the receiver is
given. However, when it comes to CPM, these techniques cannot directly be applied because of
the non-linear nature of such modulation. The non-linear property prevents us from writing
the received signal as a convolution of the transmitted symbols and a transversal filter that
models the channel. Thus it makes handling multipath mitigation less mathematically tractable.
Nevertheless, the constant complex envelope nature of the CPM has promoted the use of the
constant modulus algorithm (CMA) as a solution to equalize the channel [90]. However, despite
its low complexity, this solution is not robust enough in the presence of time-variant fading

channels.

In this chapter, we first make a classification of the existing aeronautical telemetry channels
based on what approach was taken to model multipath and Doppler spread. We then present
the CMA solution and its main variants for SOQPSK, and we tackle the channel estimation
problem by taking advantage of the PAM decomposition of SOQPSK. We focus on time domain
channel estimation due to the absence of cyclic prefixes (CP) or unique words (UW) in the IRIG
recommendations [5], which makes the frequency domain equalization techniques introduced in
[91, 92, 93, 94] unsuitable since the channel matrix is not always circular. We exploit one of the
essential properties of the PAM decomposition of SOQPSK-TG presented Chapter 2, that is
the signal can be approximated as a simple linear modulation since 97,6% of the signal energy
is contained in one pulse. We then adapt the per-survivor processing (PSP) technique initially
developed in [28] to jointly estimate the channel and the symbols of the received signal. We
then evaluate the performance of the proposed solution over different air-to-ground telemetry

channels.
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4.2 Aeronautical Telemetry Channel Models

Different channel sounding experiments have been conducted to model the aeronautical telemetry
channel in several environments, and for different scenarios. These experiments use different
techniques and different modulations (BPSK [11, 95, 96], chirp modulation [89], COFDM [88]...).
We summarize in the following the main models of the literature for aeronautical telemetry,
and we give the channel parameters that are used in this work to evaluate the performance of

the interference mitigation techniques.

4.2.1 Time-invariant wide-band channel model

In most works [11, 95, 19, 96], the aeronautical telemetry channel is modeled as a time-invariant
wide-band channel since it is considered that the signal bandwidth is in the order or larger than
the coherence bandwidth of the channel. If we take as an example the channel soundings given
in [11], the signal bandwidth (= 20 MHz) is higher than the coherence bandwidth (= 13.5 Mhz).
In this case, the channel is frequency selective and can be modeled as a linear, time-invariant

system whose baseband impulse response is [11]

Lp—1
lt) = Z A exp{—j2nferi} 6(t — T1), (4.1)
k=0
where Ay and 75, are the complex gain and the propagation delay of the kth path, respectively
and 0(t) is the Dirac function. The parameter f. is the carrier frequency. It has been shown
in [11, 95] that an accurate model for multipath in different en-route scenarios is composed
of three paths (i.e., L, = 3). The gains and delays of these paths depend on the flight phase,
its environment (over water or terrestrial), its altitude (high or low), etc. In this work, we
use a three-ray propagation model introduced in [97] which summarizes those scenarios. We
take f. = 2,2 GHz as a carrier frequency in the lower S-band for this model, and we give in
Table 4.1 the path gains and delays. The bandwidth coherence of this channel equals 8.6 MHz.
Therefore, to keep the wide-band assumption valid, we can use bit rates approximately starting
from 10 Megabits per second (Mbps) for SOQPSK-TG.

Table 4.1 — Time-invariant wide-band channel parameters of the three-ray propagation model
Path number |0 | 1 2
Path delay (us) | 0| 0.1 | 0.8
Path gain (dB) | 0 | =3 | —15
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4.2.2 Time-variant wide-band channel model

The time-variant wide-band channel model has been introduced in [89] and takes into account
the Doppler spread effect, which appears as a result of the presence of the Doppler shifts of
the multipath components and represents the spread of the Doppler spectrum. The channel
sounding experiments were performed at the Airbus Saint-Martin airport (SMA) and were done
in the C-band. Under the assumption that the channel is wide sense stationary uncorrelated
scattering (WSSUS) [98], the channel model thus becomes

Ly—1

I(t) = Z Ay exp {—j27 fori } exp {j?wfgt} ot — 1), (4.2)
k=0

where f,g is the Doppler shift associated with the kth path. Three typical channel characteristics
are described in [89] that depict the take-off/landing situation, the en-route situation and
the apron/taxiing one. In this work, we choose to take the taxiing profile to illustrate the
time-variant wide-band channel model. The channel parameters are given in Table 4.2 and they
show high delay spread (20 us) due to the important multipath propagation at the Saint-Martin
airport (SMA) buildings. However, the Doppler spread is low due to the low aircraft velocity.
The line of sight component is highlighted in red in Table 4.2. For this channel the measured
delay spread is 20 ps, thus we take a symbol time of 1 us for SOQPSK-TG.

Table 4.2 — Time-variant wide-band channel parameters of the taxiing scenario - SMA
Path number 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Path delay (us) 0 ]0.14/0.34|0.50| 0.56 [0.64|0.76 | 0.82 | 0.90 | 1.02 | 1.12 | 1.42 | 1.56 | 2.92 | 9.16 | 10.40
Path gain (dB) |—5.07|—9.55|—8.83|—4.42(—16.99| 0 |—0.94|—1.87|—2.51|—2.46|—7.75|—9.24|—10.76|—9.17|—8.63|—10.27
Doppler shift (Hz)| 0 0 0 0 0 0 0 |47.68|47.68|47.68|47.68(47.68| 47.68 | 0 |47.68| 47.68

4.2.3 Narrow-band channel model

Few works consider the aeronautical telemetry as a narrow-band one [88, 99], which reflects
the situation where the signal bandwidth is much smaller than the coherence bandwidth of
multipath channel [64]. In this case, the multipath components are represented with probabilistic
models since they are not resolvable. The most common used distributions for modeling the
narro-wband fadings are the Rayleigh distribution and the Rice distribution. In the first case,
the channel I(¢) can be seen as a sum of L, independent complex random multipath components
(each one of them has a certain mean and a certain variance). Hence, as a consequence of the
central limit theorem, [(t) is a complex Gaussian process whose magnitude |/(¢)| is driven by
the following Rayleigh distribution [100]:

r r2
p(r) = s exp {—M} , (4.3)
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where r is a positive real value and 012 is the variance of the channel. This model describes a
non-line of sight (NLOS) situation, which means that the signal that is originally sent from the
transmitting antenna can partially be obstructed by a physical object like shown in Figure 4.1.
This situation can occur when we deal with cellular networks and thus the fading follows a
Rayleigh distribution [101]. If we consider the presence of a line of sight (LOS) component,
namely [y(¢), then the magnitude of the overall channel |ly(t) + I(¢)| follows a Rice distribution
[100, 102] of probability density function price(r):

T r2 + (0?)? ro?
PRice(T) = —5 €xp {_(2l) I —2l , r >0, (4.4)
oj 20j

where Io(.) is the modified Bessel function of the first kind with order zero and (o})? is the
variance of the LOS component. The Rice distribution is especially characterized with the
K-factor, which reflects the ratio between the power of the LOS path and the remaining NLOS
ones, i.e.,

o7)

2
g

P

(4.5)

When K — 0, we go back to the Rayleigh case given in (4.3) and when K — oo, the channel
becomes close to the AWGN case with specular interference. The Rice fading model is commonly
used to model land mobile satellite channel fadings [103], as well as vehicle to vehicle (V2V)
channels [104]. Furthermore, this model can reflect an aeronautical telemetry channel as
emphasized in [88, 99]. In this work, we choose to take two channel configurations that have
been measured by Zodiac Data Systems at Toulouse-Blagnac airport (TBA) in the C-band
(5.135 GHz) [88]. During the sounding experiments, two antennas are installed to ensure a

permanent data link availability: one at the nose of the aircraft and one at the tail.

The first setting is given in Table 4.3, and it describes the apron/taxiing scenario, i.e., when
the aircraft is moving from the apron to the taxiway, and the second one depicts the case
where the aircraft is on the runway (Table 4.4). In the apron/taxiing situation, the aircraft has
low velocity and hence low Doppler spread. However, it is surrounded by buildings and other
vehicles, which explains the presence of short-time and relatively high magnitude reflections.
The K-factor is estimated around 13.02 dB, which is higher than the K-factor assumed in [105]
for Tokyo airport. When the aircraft is on the runway, we notice the presence of one short echo
with —3 dB attenuation because both nose and tail antennas are visible by the ground antenna.
Moreover, due to the airport’s configuration, long echoes with very low magnitudes have also
been observed. In addition to this, the measured maximum Doppler spread for this scenario is
around 400 Hz.

For these two channels mentioned above, we use a bit rate of 1 Mbps because the bit rate
range for Tier 1 modulations shall be between 1 Mbps and 20 Mbps as claimed in the IRIG
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recommendations [5]. Moreover, if we choose a higher bit rate (for example 10 Mbps or 15), we
do no longer respect the narrow-band channel assumption since the coherence bandwidth of
both apron/taxiway and the runway channels are in the order of few MHz. This also explains

why the wide-band channel models are the most used ones.

Table 4.3 — Narrow-band channel parameters of the apron/taxiing scenario - TBA

Path number 0 1 2 3
Path delay (us) 0 07| 1.7 4
Average path gain (dB) 0 |-3|—-10|-15
K-factor (Linear) 200 0 0 0
Maximum Doppler spread (H z) 50

Table 4.4 — Narrow-band channel parameters of the runway scenario - TBA

Path number 0 1 2 3 4
Path delay (us) 0 08| 4 8 12
Average path gain (dB) 0 |-3]—-10| —25| —35
K-factor (Linear) 50| 0 0 0 0
Maximum Doppler spread (H z) 400

All the aforementioned channel models and configurations show that the receiving antenna
captures multiple echoes with different delays and attenuations during the phases of a flight.
Therefore, it is necessary to introduce multipath mitigation algorithms at the receiver to get an
acceptable BER performance. We present in the following the "legacy" multipath mitigation
technique that is used for SOQPSK, which is the constant modulus algorithm (CMA), and its
variants. We then propose a joint channel estimation and symbol detection scheme based on

the persurvivor processing (PSP) principle and the PAM decomposition.
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4.3 The Constant Modulus (CM) Algorithm

4.3.1 Principle

The CM algorithm (CMA) is the classic time domain equalizer that is used for SOQPSK [20].
It is a blind equalizer, i.e., it works without introducing a training sequence, and it has been
initially developed for linear modulations of independent and identically distributed (i.i.d)
symbol sequences. Its use for SOQPSK is justified because of the constant modulus nature of
this modulation. If we assume that the transmitted signal is corrupted by a multipath channel

[(t) and by an AWGN n(t), then the received signal is expressed as
r(t) = s(t;a) * 1(t) + n(t), (4.6)

where the operator * stands for the convolution. We consider that the received signal is sampled
at the sampling period T and then passed through an equalizer (g )rez. The equalized signal

is expressed as

z(n) = Zgir(n — 1), (4.7)

where 7(n) = r(t = nT}). The coefficients of the equalizer g = (gi)rez are chosen to minimize

the constant modulus cost function
Ir.(g) = B{(lz(m)] - 1)} (4.8)

Even though using the CMA seems to be a natural choice for CPM in general and for
SOQPSK in particular, it is important to mention that the behavior of this equalizer is
different from the case where linear modulations are employed. In fact, it has been shown in
[106, 107, 108] that when the symbol sequence is i.i.d and under some technical assumptions,
the CMA allows to successfully cancel the inter-symbol interference for linear modulations
since the minimization of the CM criterion converges towards a delayed and a rotated version
of the transmitted symbol sequence. However, it is not always the case for binary CPM as
highlighted in [109, 110]. Bianchi’s work shows that the minimization of the CM criterion can
lead to undesirable solutions in addition to desirable ones in the case where Ty = T and where
% is rational or irrational. The desirable solution here is a delayed and a rotated version of
the transmitted signal. The full characterization of theses solutions is found in [110] for full
response binary CPM and in [109] for partial response binary CPM with a modulation index
h # % However, the set of solutions for the case where h = % and L > 1 has not been identified.
Since SOQPSK can be seen as a partial response binary CPM with a modulation index h = 1/2
as highlighted in Chapter 2, the behavior of the CMA is not analytically identified when paired
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with this modulation. Therefore, we make the assumption that the CM criterion may converge
towards a rotated and a delayed version of SOQPSK.

4.3.2 Description of the algorithm

The implementation of CMA has been thoroughly studied in the literature [90, 111, 112, 113,
114, 115], and can be distinguished by the way the defined cost function of (4.8) is approximated
and by the way the equalizer coefficients are updated. The first version of CMA is known as the
stochastic gradient CMA [90], and it operates by dropping the expectation operator in (4.8). It
works in a recursive or a "sample-by-sample" way, and at each epoch, the equalizer coefficients
are updated using the steepest descent gradient method. However, this technique converges
slowly and it is very sensitive to the choice of the step size. Other sample-by-sample versions
of CMA are proposed in [113, 114] that rely on the recursive least squares (RLS) principle to
update (gx)rez under the assumption of slowly varying environments. In this work, we describe
the block version of CMA, which consists of approximating the expectation given in (4.8) with

a mean of N,, elements as follows [112]

Ny—1

@) =+ > (P -1)", (49)
n=0

1
Ny
where z is the equalized signal sampled at twice the bit rate (i.e. Ty = %) If we suppose that

the filter g = [go, ...,gNg_l] is composed of N, taps, the equalized signal can be written as
2(n) =g"ry, (4.10)

where (.)7 is the transpose operator and r,, = [r(n — N, + 1),...,7(n)]. The algorithm can
be iterative: at each iteration i, the received signal r(n) is filtered with gi, then the equalizer

coefficients are updated as follows

i+

=g — ’ vJr(g") (4.11)

vr(g)

where 1 is the step size, |.|| the Euclidean norm and v.Jr(g") = [VJT(gé), s VJT(gqu_l)} such
that

Ny—1
VIr(gl) = Ni S ()P = Dz(m)) rn— k), k{0, N, — 1}, (4.12)
W n=0

In (4.11), we considered a search direction of V.Jr(g")/ HVJT(gi) instead of the non normalized

one to increase the convergence speed. This update rule is not the only one, others can be

found in [111, 116]. As for the step size p, it can be fixed beforehand or it can be optimally
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computed at each iteration as as shown in [115]. Once N;; are reached for a given block, the

filter QN“ is used to initialize the filter g' of the upcoming block.

4.3.3 Preliminary simulation results for CMA

In this section, we evaluate the performance of some of the aforementioned CMA schemes. We
choose three version: the initial sample-by-sample (SxS) CMA [90], the RLS CMA [113] and
the iterative block CMA described in Section 4.3.2. All the algorithms work with a sampling
time T, = g and with N, = 64 taps. We take a window size N,, = 400 and N;; = 50 for the
block CMA. The step size ¢ = 5.1072 and the filters are initialized with double center taps. As
for RLS CMA, the forgetting factor is chosen either 0.99 or 0.9999 and the inverse covariance
matrix is initialized at the identity. The received signal is corrupted by AWGN with 30-dB
signal to noise ratio (SNR).

We take as a performance metric the mean square error (MSE) between the instantaneous
frequency €2, of the equalized signal and the instantaneous frequency €2 of the transmitted
signal. We remind that the definition of the instantaneous frequency is given in (1.7). We choose
to take this metric because of the following reasons: in Section 4.3.1, we assumed that the
equalizer can converge towards a delayed and a rotated version of the transmitted signal. Thus,
under this assumption, the equalized signal is also a CPM whose data symbols are encapsulated
in 2,. Since we are interested in recovering the transmitted symbols contained in {25, evaluating
the error at the instantaneous frequency level gives us pertinent information regarding the
quality of the equalizer. Moreover, the equalized signal z(n) has a constant unknown phase
ambiguity. Therefore, by taking the proposed performance metric, the presence of this phase
ambiguity does not affect the values of the computed MSE since €, is the differential phase of

We plot in Figure 4.3, Figure 4.4 and Figure 4.5 the MSE values in the presence of the
channels described in Table 4.1, Table 4.2 and Table 4.3, respectively. Each marker in the
figures represents the average MSE value of 2000 samples and over 100 channel, source and
noise realizations. It can be seen from the figures that the behavior of the different versions
of CMA depends on the chosen channel model. If we take for instance Figure 4.3, we can see
that the performance of the three variants is almost similar and that the RLS CMA has the
lowest MSE values. However, this observation is no longer valid in Figure 4.5: the block CMA
outperforms the other CMA versions and the MSE curves are more tangible. Figure 4.4 shows
that the three CMA versions suffer from MSE fluctuations due to the change of statistics of the

channel in the taxiing scenario.
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All the aforementioned preliminary results show that the block CMA version is more
robust than the other studied CMA versions whether we consider wide-band channel models
or narrow-band ones. This is because the algorithm works in an iterative and recursive way.
Moreover, the block version takes advantage of N,, samples instead of one when computing the
cost function and updating the filter taps, which makes this algorithm more robust than the

other sample-by-sample versions in the presence of time-varying channels.

In this section, we have presented a well-known equalizer based on the CPM definition of
SOQPSK. In the following section, we propose a joint channel estimation and symbol detection

technique that is based on the proposed PAM decomposition given in Chapter 2.

4.4 The Per-survivor Processing algorithm (PSP)

4.4.1 Received signal model approximation

We remind that the transmitted signal is corrupted by a multipath channel [(¢), and by an
AWGN n(t). In this section, we use the signal approximations given in (2.35) and (2.36). The

complex envelope of the received signal is then approximated as

“+00

r(t) = Y poifo(t —iT) +n(t), (4.13)

i=—00

or as 1 oo
rt)~ > > prafe(t —iT) +n(t), (4.14)
k=01=—00
where
. +o0
Fult) = /m wp(t — D(r)dr, ke {01}, (4.15)

We remind that wg(¢) is the kth pulse of proposed PAM decomposition given in Chapter 2
(DBD). In this section, we propose a third approximation, which can be seen as a trade-off
between the first approximation given in (4.13) and the second on given in (4.14). To do so, we

replace w; by w] defined in (2.40) and we assume that

wi (t) = Pwo(t),
o= w! (57) (4.16)
— wo(5T)"
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Using (4.14) and (4.16), r(t) can be approximated as follows

+o0o
r(t) = > [poq+ pra folt —iT) + n(t). (4.17)

1=—00

To validate this model, we plot in figure 4.6 the real parts of r(¢) and its different approxi-
mations, and we give in Table 4.5 the NMSE values of the approximations. We use as channel
the three rays model given in Table 4.1. We use the following convention for the rest of the
chapter: Approx. 1, Approx. 2, Approx. 3 refer to the approximations given in (4.13), (4.14),
(4.17), respectively. It can be seen that through the NMSE values that Approx. 3 offers a better
approximation than Approx. 1 while assuming that r(¢) is seen as a single linear modulation.
Therefore, the receiver only requires the perfect knowledge of fo(t) instead of fo(t) and fi(t) to
detect the data symbols. Since the goal is to conceive a receiver that can work in any channel
configuration, it is then necessary to estimate fo(t) either in the frequency domain or the time
domain. Choosing the first option generally requires a cyclic prefix (CP) or a unique word
(UW) in order to circularize the channel. On the other hand, estimating the channel in the
time domain can be performed blindly or semi-blindly using joint channel/data estimation
algorithms. Due to the absence of CP and UW in the IRIG recommendations, we choose to

apply the second option techniques for our case, i.e., time domain equalization.

Table 4.5 - NMSE values of the different approximations - Three ray channel model - bit rate: 10 Mbps

Approximation | Approx. 1 | Approx. 2 | Approx. 3
NMSE (dB) —18.00 —30.26 —20.55
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Figure 4.6 — Real part of r(¢) and its approximations - Three-ray channel - bit rate: 10 Mbps
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4.4.2 Joint data and channel estimation using PSP: Description of the pro-
posed algorithm

The received signal 7(t) is filtered using the detection filter ws given in Section 3.4.2 (the
Equiripple FIR), and then sampled at the bit rate. If we suppose that the channel is sparse,

then the filtered signal r * @ becomes null after IV; samples, i.e.,

N¢—1

y(m) = > folk)[pom—r + Vp1,m—i] + np(m), (4.18)
k=0
where
folm) = / Fo(r)ios(r — mT)dr, (4.19)
and
np(m) = / n(r)@ (7 — mT)dr. (4.20)

We verified in Section 3.4.2 that the filtered noise can be assumed as a white Gaussian one.
Hence, if we consider that N symbols are transmitted, the associated log-likelihood function

can be expressed as

N-1 Ny—1 2
A, fo) =D [ym) = > fo(B)pom—k + ¥prm—k]| (4.21)
m=0 k=0

where fo = [f0(0),..., fo(N; — 1)] and we remind that [pg;, + ¥p1m] can be expressed as a

function of the binary symbol b, as

bm (1 - Q;Z)bmflberl) ) m even,

(4.22)
b (1 = ¥bm—1bmi1), m odd,

Po,m + ¢p1,m = {

In the conventional (or traditional) methods, the channel fy can first be estimated using a
pilot sequence and then fed to the Viterbi algorithm whose branch metric is defined by the
N; + 2-tuple

0n = (bp—nNys ey bny1). (4.23)

The Viterbi algorithm is thus operating with 2V¢*! states. The estimation of the channel
can be done via LMS, RLS, Kalman filtering, etc. This method can be efficient if the channel
remains unchanged between two pilot sequences, which is not the case for the time-varying
models given Section 4.2. This scheme is called in this manuscript the non-adaptive maximum
likelihood sequence detection (NA-MLSD), and it is depicted in Figure 4.7.
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Figure 4.7 - NA-MLSD architecture

In order to make this scheme adaptive, a decision feedback mechanism can be introduced
by taking advantage of the tentative decisions given by the Viterbi algorithm [117, 118]. The
architecture of this scheme is shown in Figure 4.8, and its main drawback is that the channel
estimation heavily relies on the quality of the data estimation. If the symbols are poorly
estimated (for example at low SNR), the channel estimation would be deteriorated, which
results in error propagation [119]. This architecture is called the conventional adaptive-MLSD
(CA-MLSD).

Detected
r(®) | Detection |Y®)] Sampler | y(m) o Viterbi bits
filter (Bit rate)
il 7 iTentative &
Jo !
. delayed
Channel i decisions
|-
Estimator

Figure 4.8 - CA-MLSD architecture

In this work, we choose to employ another architecture that allows estimating the channel
and the data symbols in the Viterbi algorithm. This solution is known as the per-survivor
processing (PSP) [28]. In this solution, we associate to each hypothetical path of the trellis a
channel estimation, which means that the number of channel candidates is equal to the number
of the states of the trellis. We then update the channel estimations at each epoch. In order to
explain how this algorithm works in our case, we first define the state of the trellis u,,_1 at
epoch m — 1

tm—1 = (bm—Ny+15 -y Om—1), (4.24)
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and fy,—1 — pm as the transition from the state p,,—1 to the state py,,. Using this definition,
the Viterbi algorithm operates with 2¥¢~! instead of 2Vt*! states as highlighted above. We
then define 3 binary vectors of length N, associated with the transition p,—1 — tm

bfp(#mfl — N’m) = [07 bm—Nt—i—la ceey bmfl]v

Q(Nm—l - /Jm) = [bm—Nt—i-h R bm]a (4’25)
ba(,um—l — Nm) = [bmthJrQ, ceey bm’o]'

Using (4.21), the branch metric at epoch m associated with the transition p,;,—1 — i, is
expressed as
Aptm—1 = pim) = le(tm—1 = pm) %, (4.26)

where

e(tm—1 = pm) = y(m) — (-1 = pm), (4.27)
and

[ fo(ptm1) © 128 [bljam—1 = 1) © (1

by (m—1 = pm) © ba(pm—1 — Mm)ﬂTa m even
T(ftm—1 = pm) = (4.28)
[ﬁ(um—l) @E’] [b(um_1 = Hm) © (l

7
_wbl(ﬂm—l — Nm) ij(ﬂm—l — Mm))} , M odd.

The vector ﬁ(,um_l) = [f()p(,u,m_l), . f07Nt,1(um_1)] represents an estimate of the discrete
channel fy associated with the state u,,_1 and the operator ® is the Hadamard product. The
vectors 1, 1i¢ and 1i° are N; element vectors such that 1 = [1,...,1], 12¢ = [1,7,...,1,7,...],
1i° =[j,1,....4,1,...] (the last element of the vector can be 1 or j, depending on the parity of
Ny), respectively. Writing y(m) as above allows considering b,,, as the channel state instead of

Po.m which reduces the alphabet to binary in place of quaternary ones.

Equation (4.27) shows that the branch metric represents the error between the received
sample y(m) and the approximation of its noiseless estimate for all the possible transitions
Hm—1 — fim- These errors can then be used to determine the channel fp and track its variations.
To do so, we first identify the survivor paths by computing the accumulated metrics I'(j,,) as
follows

[(pm) = min [C(pm—1) + AMptm—1 — pin)] - (4.29)

MHm—1
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Then, the transitions that comply with (4.29) are stored and are used to update the channel
estimates via the LMS principle

o) + Be(usy = i) [b(15 1 = ) © (1
= by (Hn—1 = pm) © ba(pip,— — um))} ® (1%)", m even,
Jolpm) = (4.30)

Foltgr) + Be(pii—y = 11m) [b(15, 1 = pim) © (1
— by (151 = i) © ba(pth—y = 1)) © (1i0)* m odd.

where (.)* is the conjugate operator, p;,_; is the surviving state, § is the LMS convergence
step. The channel estimates can also be done via RLS [28] or Kalman filtering [120]. We give in
Figure 4.9 a toy example that shows how updating ﬁ (t4m) is done where we suppose that N; = 3
and m is even. The power of the PSP compared to the other conventional methods is that it
aims to converge the set ( E ) é) towards the maximum likelihood solution in a decentralized
manner, i.e., the search of the best solution in the MLSE sense is not affected by an external
and global estimation of the channel that is injected in the Viterbi algorithm. Instead of that,
each retained path of the Viterbi algorithm has its own estimation of the channel ﬁ (which is

referred to as E (i) in this section).

@ ey o) @ fold) = fo(uh—1) + Be(um—1 = )b (i1 = 1)
2 )

© (1= by Gah-s — k) © by b2 u,%a) o (1)’

fowd) = foltin-1) + Be(m_1 = 1B (-1 = 115)
©) (l — ¥y (tim—1 = 1) © ba (-1 = M%J) O (1i°)

fowi) = folih-1) + Be(ui—1 = 13D (U1 = 13)

o (1 — by (s = 1) @ ba iy uf,a) o (1)’

@ BTN Fot) = folths) + BeCuins = )bty = i)
A =0 (l — Pby, (U1 = 1) © ba (-1 — M&)) o (1i€)
ot foi) =

Note: The dashed line represents a 0 transition and the continuous line is a 1 transition. The
survivor paths are highlighted in red. The channel estimates that are being updated are
highlighted in green.

Figure 4.9 — PSP principle for SOQPSK - 4-states trellis
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4.4.3 Preliminary Simulation results for PSP

To evaluate the performance of PSP, we use in the system model the integrated network
enhanced telemetry (INET) packet structure [20, 121] composed of a preamble of 128 known
bits, an asynchronous marker (ASM) of length 64 and a frame that contains 6144 data bits as
shown in Figure 4.10. The preamble is used to initialize E (tm) and to determine whether we
start with an even bit or an odd one to avoid any phase ambiguity. Then the channel estimates

of the PSP are used to track the channel variations when the latter is time-varying.

Preamble ASM Data
(128 bits) (64 bits) (6144 bits)

Figure 4.10 — INET packet structure
Approx. 1 Vs Approx. 3

We begin evaluating the performance of the proposed PSP by first comparing the MSE values
of Approx. 1 (where we suppose that ¢» = 0) and Approx. 3. To do so, we consider that
the signal is corrupted by the three-ray multipath channel given in Table 4.1 and by a noise
of 30-dB SNR. Then, after filtering and sampling, we estimate the channel using the LMS
algorithm by computing (4.27) and (4.30) at each iteration. However, in this case, the values of
x are computed using the data that are used to generate the transmitted signal. The estimated
channel is initialized with (wo * ws)(nT), n € {0,...,N; — 1}. The MSE values of the different
approximations are plotted in Figure 4.11, and it can be seen that Approx. 3 offers a 6-dB MSE

gain compared to Approx. 1, which confirms the pertinence of the proposed approximation.

Sample number «10%

Figure 4.11 — MSE of the channel estimations using Approx. 1 and Approx. 3 - Three-ray channel
model - bit rate 10 Mbps
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NA-MLSD Vs CA-MLSD Vs PSP

We now highlight the advantage of using the PSP architecture instead of NA-MLSD or CA-
MLSD. To do so, we consider the time-varying channel given in Table 4.3 as well as a noise
of 30-dB SNR and we compare in Figure 4.12 the BER using the different architectures. The
results are averaged over 500 channels, source, and noise realizations. Moreover, Each marker in
the figure represents the average BER of 1024 data bits, which means that each 6 consecutive
markers of the figure represent one frame of the INET packet. For better visibility, error-free
blocks are shown at BER=10"".

10%F
g —¥—NA-MLSD

—&—CA-MLSD

TANAANAN T
N
l/ “V“Wyﬁl e
| IR

BER

Block number

Figure 4.12 — Bit Error rate performance per block - Apron/taxiway TBA - SNR=30 dB

For all the architectures, we use Approx. 3 we suppose that N; = 9, thus the Viterbi
algorithm operates with 256 states. It can be seen from Figure 4.12 that the BER is increasing
between two pilot sequences when we employ the NA-MLSD architecture. This is due to the
extended data frame, and hence, it is essential to introduce tracking mechanism even when
the channel is slowly varying. Also, it can be noticed that using the CA-MLSD architecture
generates more errors than PSP, which is in accordance with what has been found in [28] for

linear modulations.
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4.5 Simulation Results

In this section, we present the BER performance of the block CMA, RLS-CMA and the PSP
architecture using Approx. 1 and Approx. 3 over the different channels described in Section
4.2. Each architecture is tuned with the best-found parameters (i.e., the block length for the
block CMA version, the step size for both block CMA and PSP and the forgetting factor for
RLS-CMA) that provide the best BER performance. Note also that once the signal is equalized
using the block CMA or RLS-CMA, the data bits are estimated using the reduced complexity
Kaleh based detector given in Section 3.2.2. The results are averaged over 500 channel, noise

and source realizations.

4.5.1 Time-invariant wide-band channel model: Three ray propagation model

We first give the BER performance in the presence of the time-invariant wide-band channel
described in this chapter. It can be seen from Figure 4.13 that the PSP algorithm clearly
outperforms both CMA versions while keeping a very low number of states. It can also be
noticed that:

e The RLS-CMA performs better than the block CMA, which confirms the observation

based on the MSE of the instantaneous frequencies given in Figure 4.3.

e The PSP algorithm provides very acceptable BER performance even at low SNR unlike
CMA, and the curves are close to theoretical AWGN curve given in Section 3.2.

e The PSP algorithm provides very acceptable BER performance for different bit rates as
shown in Figure 4.14.

e The BER performance improvement due to using Approx. 3 instead of Approx. 1 in the

PSP architecture is not significant.
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Figure 4.13 — BER performance of PSP and CMA - Three ray channel - bit rate 15 Mbps
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4.5.2 Time-variant wide-band channel model: Taxiing scenario SMA

We now give the BER performance of the different architectures when we consider the taxiing
scenario of Saint Martin airport. It can be seen from Figure 4.15 that we need a high number
of states in order to achieve acceptable BER performance due to the relatively important delay
spread (compared to the symbol period time, which is 1 us for this simulation). We can also

remark that:

o At least a Viterbi algorithm of 256 states, i.e., taking Ny = 9, is necessary to get very
acceptable BER performance for PSP. This is not only due to the relatively important
delay spread (compared to the symbol period time, which is 1 us for this simulation), but
also due to the lengthy SOQPSK-TG main pulse, which is composed of 3 taps as shown
in Section 3.4. Thus, receiving multiple reflections of the signal would greatly increase

the number of taps of fj.

e A significant BER performance improvement at high SNR when we use Approx. 3 instead
of Approx 1 in the PSP architecture.

e A significant BER performance improvement of PSP compared to CMA.

10 ] ‘ ‘

107" Y
Eiindandnes
| e

1073 v

\ N

1074 -
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Block CMA

6 )
197 F] —-RLs-omA 7%
] ‘| !\f]

107
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107

Figure 4.15 — BER performance of PSP and CMA - Taxiing scenario SMA - bit rate 1 Mbps
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4.5.3 Narrow-band channel model: Apron/taxiway and runway models

Figure 4.16 and Figure 4.17 show the BER performance of PSP and CMA when a narrow-band
channel model is considered. We also plotted the BER curve, namely known data Approx. 3, in
the case where all the transmitted data are used to estimate the channel in the PSP architecture.
To do so, we estimate at each epoch m the channel fy using the known transmitted data and
the received SOQPSK-TG sample y(m), then we inject this estimation in (4.26) to calculate
the branch metrics of the Viterbi algorithm. The BER is thus the bit error rate between the
transmitted symbols and the detected ones via the Viterbi algorithm. This curve represents
the case where the estimation is fully aided and can reflect what PSP can optimally reach for a
given Rice channel model. We can notice from the curves given in Figure 4.16 and Figure 4.17
that

A PSP with 256 states, i.e., taking N; = 9, is necessary to get very acceptable BER

performance.

The obtained curves with 256 states are close to the one when data are known.

Approx. 3 offers an important BER, performance improvement compared to Approx. 1.

PSP performs well in the presence of high Doppler spread, unlike CMA.

1OOE T

BER

10 45 \\ [
= = =Theory AWGN \
Known Data Approx 3 L \

10§ ——PSP Approx.1 - 256 states N

—¥—PSP Approx. 3 - 256 states

—6—PSP Approx.1 - 64 states F\'”'\.k
10 H —=—PSP Approx. 3 - 64 states N T
Block CMA I\':I-

—7—RLS-CMA

T I

107
4 6 8 10 12 14 16 18 20 22 24 26 28 30
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Figure 4.16 — BER performance of PSP and CMA - Apron/taxiway TBA - bit rate 1 Mbps
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Figure 4.17 — BER performance of PSP and CMA - runway TBA - bit rate 1 Mbps

4.6 Conclusion

In this chapter, we have made a classification of the different aeronautical telemetry channel
models that are used in the literature. The models essentially depend on how the sounding
experiments are done and what measures can be extracted. In some cases, it is possible to
characterize the attenuations and delays of the echoes fully, and in others, these echoes are not
fully resolvable, and thus it is necessary to use probabilistic models. Also, in some models, the
channel is assumed to be time-invariant over a short time interval and in others, the channel

variations are taken into account, and the Doppler analysis is given.

We then studied the time-domain equalizers that can be used for SOQPSK-TG to mitigate
the channel fadings. We first focused on the CMA and its variants, and we showed that the
block CMA version is the most suitable solution among the other studied variants. We then
proposed to use the PSP algorithm based on the revamped PAM decomposition of SOQPSK-TG
to estimate the channel and the data symbols jointly. The PSP principle has already been
studied in the literature for MSK-type signals such as GMSK (see for example [120, 122, 123]).
However, to the best of our knowledge, all these works consider that these MSK-type signals
can be approximated by using only 1 PAM pulse. In this chapter, we showed that using
a new approximation, namely Approx. 3 that takes into account the contribution of the

pseudo-symbols that modulate the pulse wi(¢) in the PSP architecture offers a significant BER
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performance improvement in the presence of time-varying channels compared to the classical
PSP architectures. All the results are obtained for SOQPSK-TG, but they can also be extended
to other SOQPSK versions as well as low-BT GMSK. The number of the necessary states to
get very acceptable BER performance depends on the channel model and the used bit rate.
The time-invariant models described in this chapter (which are the most common ones in
aeronautical telemetry) require very low number of states whereas the time-variant ones make

the use of PSP with 256 states necessary.

Due to the absence of a cyclic prefix in the IRIG recommendations and the INET packet
structure, we have not considered any frequency domain equalization. However, thanks to the
proposed PAM decomposition and if it is foreseeable to insert a cyclic prefix or a unique word
in the packet structure, the works that are described in [91, 92, 94] can fully be applied to
SOQPSK-TG.
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5.1 Introduction

In the previous chapters, the different algorithms are built regardless of the number of the
transmit antennas on the aircraft. However, the latter parameter has a significant impact on
the aeronautical telemetry link. In fact, for certain types of air vehicles that do not make
extreme maneuvers in clear areas, placing one transmit antenna can be sufficient since the line
of sight component is always visible to the ground station. Nevertheless, for some air vehicles
such as fighter jets and missiles, performing extreme maneuvers or rotations pushes the use of
two transmitting antennas instead of one to guarantee an omnidirectional transmission. This
solution can be efficient if the signals are sent using different carrier frequencies or when the
receiver only captures one LOS component as shown in Figure 5.1a. However, If the same signal
is simultaneously transmitted through both transmit antennas with the same carrier frequency
and the two antennas are visible to the ground station as depicted in Figure 5.1b, the received
signal could suffer from severe destructive interference due to the large change of the phase angle
difference between the two transmit signals. This problem has been illustrated during some
flight experiments in [22, 124], and it has appeared because the two-antenna system behaves
like a single antenna array with an undesirable gain pattern [13], which degrades the telemetry

link. This phenomenon is known as the "two-antenna problem" in aeronautical telemetry.

A straightforward solution for the two-antenna problem is to send the signals using two
different carrier frequencies. However, due to the limited available bandwidth and the high
data rate requirements, this solution is impractical. A more efficient one is proposed by Jensen
et al. in [13] where it has been shown that Alamouti encoding [23] overcomes this problem
without expanding the required bandwidth. Moreover, the data can be recovered whether only
one or two transmit antennas are visible to the ground station. This encoding technique was
initially developed for M-ary PSK-type modulations to improve the received signal quality
while keeping simple processing operations at the receiver side. However, migrating this idea to
practical aeronautical telemetry systems is not as obvious as it might seem. This is mainly due

to the following factors:

o The particular nature of the aeronautical telemetry modulation (SOQPSK-TG): unlike
linear modulations, SOQPSK-TG is a memory dependent modulation if we use the CPM
definition. This property is also reflected in the PAM decomposition by the presence of

non-Nyquist PAM waveforms as well as memory dependent pseudo-symbols.

o Applying Alamouti encoding on the binary data symbols does not necessarily result in
Alamouti encoded pseudo-symbols. This obstacle might prevent from rigorously satisfying
the angle-independent condition given in [13] and the orthogonality condition given in
[125]. The dissatisfaction of both conditions shows that the design cannot provide the
maximum possible transmission rate (i.e., the SOQPSK-TG signals can mutually interfere)

and that the maximum likelihood detection rule can be computationally complex.
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e The signals which are received from each antenna arrive with different delays. The

difference between the delays appears since both the distance between the transmit
antennas and the bit rate are relatively high. If we take the example where the antennas
are placed on the tail, and the nose of an aircraft, the distance between them can
approximately be 30 meters for midsize airplanes, and therefore the signals can arrive
with a differential delay of the order of tens of nanoseconds. This differential delay can be
a significant fraction of the bit interval T" in the case where a data rate starting from 10
Mbps is used. This unusual feature makes this system different from the usual Alamouti

systems used for cellular networks.

In this chapter, we first present the IRIG standardized encoder that is used to solve the

two-antenna problem for aeronautical telemetry. We then briefly describe the state of the art
decoders for SOQPSK-TG. These decoders rely on the XTCQM representation given in chapter

1. We then propose to reformulate the problem using the PAM decomposition, and we design

two decoders:

o The first one relies on the first PAM approximation (Approx. 1) of SOQPSK-TG and

uses a matrix-based approach to decode the data symbols. It also takes into account
the presence of the differential delay, which makes it different from all the architectures
of the literature designed for linear modulations [23, 125] or offset modulations [126] or
MSK-type ones [127, 128, 129].

The second one relies on the second PAM approximation (Approx. 2) of SOQPSK-TG
and uses the least squares approach. We show that taking this approximation instead of
the XTCQM one reduces the complexity of the decoder compared to the one introduced
in [16, 130].

All the aforementioned decoders operate while supposing that the ground station captures

only the line of sight components. However, as shown in Section 4.2, some reflections are also

present due to the nature of the aeronautical telemetry environment and can be added to the

LOS paths. To mitigate multipath in the space-time coding (STC) scenario, we propose a novel

multipath interference estimator that can be paired with the proposed PAM based least squares

decoder.
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Figure 5.1 — The two-antenna problem

5.2 System model

5.2.1 Space-time block coding (STBC): IRIG encoding

The standardized IRIG STBC encoding is described in [5] and consists of encoding the bit
stream b = [b;]ien into two parallel bit streams (b° = [b9];en, b = [b}ien) as follows

b =1 ban, bani1, —bany2, bants, . (5.1)

b'=1[..  biny2, banys, ban, —bang, ] (5.2)

This encoding is nothing else than the Alamouti encoding of a QPSK constellation, and it
is used for SOQPSK-TG due to the following reason: the described encoding fulfills the desired
properties for the OQPSK modulation since it guarantees a maximum possible transmission
rate (thus resolves the two-antenna problem) while keeping simple processing operations at the
receiver side. Since SOQPSK-TG can be interpreted as an OQPSK-type modulation thanks to
the XTCQM interpretation given in Chapter 1, the encoding process is also extended to this

telemetry modulation.

In each bit stream, a pilot sequence of 128 bits is inserted periodically, then each stream
is passed through a SOQPSK-TG modulator and transmitted over an antenna with the same
carrier frequency as shown in Figure 5.2. The pilot sequences are used to estimate the frequency
offset, the channel gains and the differential delay between the two received signals as described
in [131].



112 | IRIG Space Time Coding for Aeronautical Telemetry: Proposed Receivers

5.2.2 Received Signal Model

In this work, we consider the MISO case, i.e., the receiver only contains one antenna. Thus,

the received signal model is the following

r(t) = [hoso(t) + hisi(t — Ae)] e2™0t 4 n(t), (5.3)

where so(t) and s1(t) are two SOQPSK-TG signals containing the bit streams b and b
and are affected by complex-valued attenuations hg and hy, respectively. The parameter Ae
is a differential delay that is generally present in aeronautical telemetry as explained in the
introduction of this chapter, fy is the frequency offset and n(t) is an AWGN. The received
signal is filtered using a detection filter f (for example one of the detection filters given in
Section 3.4.2) and sampled at the bit rate at ¢t = kT and t = kT + Ae. We first suppose that

fo is null, therefore the sampled signal y can be written as

{y(k:) — y(t = kT) = hodo(kT) + h151((k — AT)T) + 7 (kT), o)
Yyt ==~k

yar(k) = y( T + Ae€) = hoSo((k+ AT)T) + h181(kT) + n((k + AT)T),
where y, o, 51 and 7 are the filtered versions of r, sg, s1 and n, respectively, i.e.,

y(t) = / r(B) (T — t)dF, (5.5)

Gi(t) = / sOfT—vd,  ie{0,1}, (5.6)
At) = / (D) (F - t)di. (5.7)

The parameter AT = % is the differential delay relative to the sample time and it is
supposed that |A7| < 1.

The aim of the decoder is to recover the bit stream b that is used to generate (QO, Ql) from
y(t). To do so, it is necessary to estimate the channel parameters before decoding. In this
chapter, we firstly suppose that these parameters are perfectly estimated using the estimators
described in [131]. Then, we evaluate the performance of the overall architecture (i.e., with the

estimators) when multipaths are present.
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5.3 State of the art decoders: XTCQM based decoders

5.3.1 Using Cavers/ Ungerboeck approach: ML-ASM decoder

Nelson first proposed in [16] a matrix-based decoder inspired from the one used for OQPSK
and SOQPSK-MIL signals. In this solution, the differential delay is supposed to be zero and
the maximum likelihood (ML) problem formulation is done using the XTCQM approximation
of SOQPSK-TG since it creates a link between the data bits and the traces of the signal
eye-diagram. The solution is thus called maximum likelihood - approximate signal model
(ML-ASM) and approximates the output of the detection filter as

y ~ RHs + n, (5.8)
where y = [y(0),y(1),...,y(nT),...]” is a vector of N elements if we suppose that N data
symbols {b;} {icjo,N—1]} are transmitted. The used detection filter is the non-zero 2-XTCQM

waveform given in Chapter 1. The vector s is a function of the data symbols b;, and R is the
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deterministic auto-correlation matrix of the detection filter f, i.e.,

bo
i Jb1
R(0) R(T) 0 0 by
R(-T) R(0) R(T) 0 : jbs
0 R(-T) R(0) R(T :
R — (=T) R(0) R(T) L s= 59
. 0 b
b,
L0 ... ... 0 R-=T) R®0)] o
]bn+3
and
R(T) = / FIOF(E— KT)dt. (5.10)
The matrix H is composed of the channel gain values as follows
Hy 0 ho O hy 0
0, H, . 0 h 0 h
H= | . Hy= 0 ae (5.11)

Hy . hi 0 —hy O

where 04 is a zero matrix with 4 rows and 4 columns. The vector n is the vector of the filtered
noise samples 7. These samples are zero-mean, Gaussian random variables with auto-correlation
matrix M = NoR7. The ML metric for a signal expressed as (5.8) is [127]

Aws) = (u- RH§>HM_1 (y—RHs), (5.12)

where ()H is the conjugate transpose operator. Based on Cavers development given in [127],

Nelson showed that the metric to be maximized can be expressed as

A (g, §) = 2Re {§HHHQ} — s"H"RHSs. (5.13)

The computation of (5.13) is not practical for any value of N. Thus, Nelson used Unger-
boeck’s formulation of the metric by exploiting the Hermitian property of R, which can be

expressed as
R=Rp+Ry+Ryp, (5.14)
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where Rp, Ry, Ry are diagonal, strictly upper triangular and strictly lower triangular matrices,

respectively. Moreover, we have Ry, = R}, therefore (5.13) becomes

A (g, §) = 2Re {gHHHg} — 2s"H" RyHs. (5.15)

Formulating the ML metric as above makes using a Viterbi algorithm possible to estimate
s. The shape of the trellis of the Viterbi algorithm is not given in [16, 132] but its performance
is depicted in Figure 5.3. It can clearly be seen that the different approximations that have
been used to get the ML-ASM decoder are not suitable for SOQPSK-TG.

o C L
Hd 3 ~
| = = - Theory SISO AWGN - SOQPSK-TG| %
10 H —8—ML-ASM 6=0 S
F[—0—ML-ASM 6 < [0,27) B
L —%—ML-ASM 6=n/2 Ay
- \\
-5 \‘
10 \:
A Y
LY
A\
\
13
10® h
3 4 5 6 7 8 9 10 11 12 13
E/N, (dB)

Figure 5.3 — BER performance of ML-ASM decoder for SOQPSK-TG - 6 is the phase angle difference

2
between s1(t) and sqo(t), |ho| = |h1| = g

5.3.2 Offset-Decode (OD) detector using the least squares (LS) approach:
OD-LS

Another decoder has been evaluated to get a better BER performance for SOQPSK-TG. It is
also inspired from a solution initially developed for OQPSK and then extended to SOQPK-MIL,
namely offset-decode (OD) detector [132]. The main idea of this detector consists of exploiting
the fact that the information is alternatively carried by the In-phase (or the real part) and the
Quadrature-phase (or the imaginary part) components while compensating the cross-correlation

between them. To do so, Nelson first proposed to equalize the filtered samples y with the
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channel gains matrix Ho

ho h
Hy= |~ ""1. (5.16)
hi —hj
The equalization is done as described in the two following equations [16]
y(4k)
zyp = Re { HYf = Vg, + Uy, 5.17
4k { 2 y(dk + 2)* 4k T Ugg (5.17)
y(4k +1)
z =Im{H} =wv +u , 5.18
Z4k41 { 2 LJ(‘% +3) Vak+1 T gkt (5.18)

where vy, vy, are data dependent 2 x 1 vectors. Both vectors are expressed in [16] as
functions of the XTCQM representation of the filtered signal y. The vector vy, is a function of
the bits {bar—4a, ..., bak+4, bapt6} and vy is a function of the bits {bax—3, bag—1, bak, ..., bagy7}
Both wgy. 1, ug are noise vectors. After storing z4; and 24,4 in a vector Z, vy, and vy, in
a vector V(s), and uy;, and uyy ¢ in a vector U, we get
Z=V(s)+U. (5.19)
Due to the use of the XTCQM representation, the contribution of each bit that composes
the vector s cannot be extracted. This results in a data dependent vector V(s), and therefore,
Cavers/Ungerboeck approach described in Section 5.3.1 cannot be applied in this case. Moreover,

the noise samples U are correlated. To cope with these issues, the author of [16] has proposed

to use the following LS detector in order to estimate s

5= argmin {|Z-V(s)]'}. (5.20)

se{£1,+5}2N
The BER performance of this detector is depicted in Figure 5.4 for different values of 8, where
0 = arg(h1) — arg(ho). It can be seen that this decoder performs better than the ML-ASM
one. However, the BER performance degradation is still high especially when we consider the

case where the BER is averaged over different values of §. The worst case scenario is when
0= g for this decoder.

Despite the attractive performance of the above decoders for SOQPSK-MIL [16], it can
obviously be seen that it is no longer the case for SOQPSK-TG because of its long memory.
Moreover, the decoders mentioned above do not consider the case where a differential delay is
present, which is a particular impairment of the aeronautical telemetry channel. Furthermore,
formulating the problem via the XTCQM representation makes building the matrices hardly

tractable and pushes the use of certain simplifications that amplify the mismatch between the
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Figure 5.4 — BER performance of OD-LS decoder for SOQPSK-TG - |hg| = |h1| = >

transmitting system model and the receiver. We show in the following sections that formulating
the problem with the revamped PAM decomposition (i.e., DBD) allows getting an explicit
construction of the different vectors and matrices. We then propose in Section 5.4 a solution

similar to the OD one that takes into account the presence of the differential delay.

5.3.3 XTCQM based decoder using the LS approach: STBD-XTCQM-LS

Nelson et al. have proposed in [16, 130] a LS decoder without resorting to a matrix-based
approach and without equalizing the signal with the channel gains like the classical approach
for Alamouti decoding. This decoder is referred to as STBD-XTCQM-LS in this manuscript.

To do so, a LS estimate has been defined for this system as

3
P . . ) 2 Ar (2
baj, bag+1, bapt2, bagys = argmin {Z <’TESC)+¢ + ‘Tz(lk-i,-z )} ) (5.21)
bag,bak11,-ban+3€{—1,+1}* ;=0
where TESJ 4; and Tﬁ_@ are function of the filtered signal y and its corresponding XTCQM

representation. When A7 > 0, the metrics Tg%) 4; and Tf@j_z are defined as [130]

0 . 3
Tik)ﬂ- = y(4k + 1+ 1) — hos (0; Dk 140> by pis b2k+3+i)

. 1 1
— h1Z16 (—ATT; bzlLk:+1+z'v b4k+2+ia b4k+3+i7 bzllk+4+i) ) (5-22)
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A . s
Tikli = Y- (4k + 1) — hoZ16 (AT T3 b0yt Vet 1460 Dk b2k+3+i)
— hiTs (0; Dikvi> Uiy 14is bzllk+2+i> . (5.23)

When A7 < 0, the metrics Tg,? 4 and TE@E are defined as

0 . ~
Tﬁ(&k)+i = y(4k + 1) — hols (0§ Dris bkt 1440 b2k+2+i>

— h1Z16 (—ATT; Dikri> Uikt 144> Dy pis bzllk+3+i> , (5.24)

AT . ~
TZ(;HZ = yYar(4k +1) — hoZ1e (ATT; Dk i» D15 Dy vis bgk+3+i)

— h1 g (0; Dikis D145 b}lk+2+i> , (5.25)

where y and ya, are defined in (5.4), and we remind that b9 and b} are functions of the data
symbols b;. The used detection filter is given in [130] and it is of length 27". The sample Zg(.;.)
is a function of the 8-XTCQM representation of the filtered signal. If we take for instance the
signal {sx(t)}reqo,1}, it has been shown in Section 1.5.4 that it can be written as follows

si(t) = > Xs(t —2nT3b5, 1, b5,.05,.1),  ke{01} (5.26)

The filtered signal can thus be written as

sk(t) = f(8) m D (Xs(t = 203 65,1, b5, b000) * £(2)) (5.27)

n

~ Z iS(t - 2TlT, bl2€n717 bgn? b§n+1)7 ke {07 1} (528)

The same illustration is valid for Z14(.;.), which is a function of the 16-XTCQM representation
of the filtered signal. We now explain why both representations are used when computing
(5.22)—(5.25): when the signal is sampled at its optimum sampling time, i.e., at ¢t = 2nT for
s0(t), the three-bit representation is sufficient to get a very good approximation of so(2nT).
Therefore we can use Zg(.,.). However, if this signal is sampled at t = 2nT + A7T, this three-bit
representation is no longer accurate, and therefore the signal representation should be extended

to a four bit one. This can be done using for example the 32-XTCQM representation of the
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filtered signal Z35(.;.) as follows

1
~ k k E ok ~ k k ko 1k
T16(t; b3p—25 U315 b3y, b3 41) = 5 (3332(t3 b3n—2, 0301, b3, b3 11, —1)
+'i'32(t; bgn—Qa bgn—l? bén? bén—i—la +1)) 5 -T<t< T7 ke {O? 1} (529)
We give in Figure 5.5 an illustration of this representation without using a detection filter. The

pulse shapes that have the same color share the same last three consecutive bits b3, 1,593,093, 1.

It can clearly be seen that when ¢t = 0, we have

~ k k ~ k k ~ k k

T16(0; _17b2n—17b2n7b§n+1) = Z16(0; +17b2n—17b2n7b§n+1) = x8<0;b2n—17b2n?b§n+l)' (5.30)
However, when t = A7T, we have

Fr6(AT;— 1,05, 1, b5, 05 ) # Fi6(AT; 1,05, 1, b5, 05 ). (5.31)

Due to the fact that the expressions of the metrics given in (5.21) depend on the sign of
AT, two different trellises are proposed in [16]. Each one of them is composed of 16, 16, 32, 64,
128, 128, 64 and 32 states. Moreover, it is necessary to perform 960 multiplications and 1920
additions to detect a block of 4 bits.
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legend: dashed line: Z16(¢;—1,09,_1,09,,09,,1), continuous line: Z16(¢;+1,69,_1,9,,09,11)

Figure 5.5 — Illustration of (5.29)

The performance of this decoder is given in Figure 5.6 for different channel configurations. It
can be seen that this decoder has similar performance for different values of 8 unlike the OD-LS
decoder described in Section 5.3.2. If a differential delay is present, it can be noticed that a
BER performance degradation of 1 dB is present compared to the best case scenario (A7 = 0,

0 = 7/2). The case where a negative differential delay is present gives similar performance.
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Figure 5.6 — BER performance of LS decoder for SOQPSK-TG - |hg| = |hy| = >

Discussion
All the aforementioned described algorithms reveal that only the last decoder can give acceptable
BER performance despite its relatively high complexity. Several observations can be made

regarding this decoder:

e Two techniques are implemented in the decoder to combat the differential delay effect: the
first technique is to build the LS estimator using both samples y and ya, instead of one
of them. As for the second technique, it consists of extending the signal representation
from a three-bit level representation to a four-bit one. This extension makes the decoder
operate with two different trellises and increases the computational complexity, which is

undesirable.

o In aeronautical telemetry, a low parity density check (LDPC) encoder described in [133]
is paired with space-time coding. However, the described decoder only delivers hard bits.
Therefore, we cannot fully take advantage of the performance improvement offered by the

presence of such forward error correction (FEC) systems [84] like the SISO case.

o It has been supposed in the STBC scenario that only the two LOS components have been
captured by the ground station. However, as highlighted in Chapter 4, multipath can be
present in various telemetry environments. The different estimators described in [131] do
not consider the presence of multipath, which can severely impact the performance of the

decoder.
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All these points will be dealt with in the following sections of this chapter by introducing new
PAM based decoders that provide both soft and hard outputs and by developing a multipath

channel estimator for this MISO scenario.

5.4 First proposed decoder: PAM based decoder using Cavers/
Ungerboeck approach: STBD-PAM-ML

5.4.1 Received signal model using the first PAM approximation

We first reformulate the problem using the first PAM approximation given in Section 2.3.2.

The received signal can thus be approximated as

r(t) = hg Z pg,iwo(t —iT) +hy Z p(l)yiwo(t — Ae —iT) +n(t), (5.32)

s0(t) s1(t — Ae)

where ,0871‘, péﬂ- are the main pulse pseudo-symbols associated with the coded symbols b9 and b},
respectively. The expression of the filtered and sampled received signal, however, depends on
two factors: the detection filter and the sampling time. We first focus on the impact of the
detection filter f on the PAM approximation of 5(t = kT") given in (5.6). The classic choice is
to take wp(t) as a detection filter like the works carried for linear modulations [23] or MSK-type
signals [127, 128]. However, as shown in Chapter 3, the use of this filter would correlate the
noise and would expand the XTCQM-PAM approximation of §(¢ = kT) from a 3-bit level
representation to a 5-bit one, which is undesirable. Therefore, it is necessary to use other
alternative detection filters such as the Wiener filter or the Equiripple filter given in Section
3.4.2. The choice between one of these two filters will be justified later when we introduce the

proposed decoder structures.

If we take for example the Equiripple filter, we showed that thanks to the performance
of the SISO 8-XTCQM-PAM detector, the signal 50(4nT") given in (5.4) can accurately be

approximated as

8o(4nT) = jbY, 1o (T) + b3,100(0) + jb%,,100(—T) (5.33)

where

@o(iT) = / wolt) f(t — iT)dt. (5.34)

This approximation can also be observed in Figure 5.7 where we can notice that the

contribution of the symbols b3, 3,53, 5,53, 9, b3,15 that are modulated by 1@y is insignificant
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when ¢ = 0. However, if we now consider the approximation of §;(4nT — A7T) when A7t # 0,
it can be seen from the same figure that the contribution of either bj, , or b}, is no longer

negligible. In this case, §1(4nT — A7T) can be approximated as

Gbh,,_1Wo(T — ATT) 4 b}, wo(—ATT)

+jbln 1 W0 (=T — ATT) + by, oo(—2T — ATT), At <0,
Gbl,_10(T — ATT) + by, 00 (—ATT)

+3bln 1@ (=T — ATT) + bi, oo (2T — ATT), AT >0.

§1(4nT — ATT) ~ (5.35)

Equation (5.35) shows that the presence of the differential delay extends the approximation
of 51(4nT — A7TT) to a 4-bit level one. This observation is in accordance with what has been
presented in Section 5.3.3 using the XTCQM representation. Therefore, the decoder should
take the contribution of the fourth symbol into account and/or exploit ya, as well since the
sampling time t = 4nT + A7T is the optimal one for §;(4nT — A7T). In the state of the art
solution described in Section 5.3.3, both options have been implemented together in the LS
decoding algorithm. In this work, we choose to only use the second option, i.e., to use both
samples of y and ya, in the decoding algorithm while keeping a 3-bit level approximation even

in the presence of a differential delay, i.e.,

$1(4nT — ATT) =~ ijl_l p(1)74n_iu~)o(iT —ATT), |AT| <1,
So(4nT + ATT) ~ Y12 p 4 io(iT + ATT),  |A7| < 1.

i=—1

(5.36)

We show in the following sections that this choice leads to many attractive simplifications.

5.4.2 Description of the algorithm

We first incorporate the approximation of (5.36) in (5.4) to get

+1 +1
y(4k) = ho Y pQap_i®o(iT) +h1 Y poap_i®o(iT — ATT) + A(4kT), (5.37)
i=—1 i=—1
+1 +1
yar(4k) = ho D pQan—@o(iT + ATT) +h1 Y pgap—s@o(iT) + A(4KT + ArT)(5.38)
1=—1 1=—1

We then define the following metric

Bt — % (y(dk +m) + yar @k +m)), me{0,...3). (5.39)



5.4 First proposed decoder: PAM based decoder using Cavers/ Ungerboeck approach:
STBD-PAM-ML | 123

08 ... il //\\ | >

0.6 \
5 —— 1y associated w. b \
c / ---------- g associated w. bf. \
% 0.4 / ] e Wy associated w. bf, o \

0.2 // h T RS R \\

o) S N A A
2 15 1 0.5 0 0.5 1 1.5 2
Time (¥/T)

Q channel
o
B
N
O
B\

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
Time (U/T)

Figure 5.7 — Illustration of the differential delay effect on the PAM approximation of the filtered signal
By developing (5.39), we get
B§ = ho (Ab4k + jCby(k—1)+3 + ij4k+1) +h (Ab4k+2 = jDby—1)41 + j0b4k+3)

+ fin(4KT), (5.40)

BY = ho (jAbaj11 + Cbyg — Dbyjra) + hy (jAbagr3 + Dby + Cbay)
+iia((4k+1)T), (5.41)

B = ho (—Abagy2 + jCbajr1 + jDbajrz) + h (Abay + jDbajrs — jCbagi1)
+iia((4k+2)T), (5.42)
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B = ho (jAb4k+3 — Cbygr2 + Db4(k+1)> +h <—jAb4k+1 + Dby, + C'b4(k+1)+2)
+ia((4k +3)T), (5.43)

where
A= 3 (@0(0) + @o(ArT)) = o (i0(0) + To(~A7T)), (5.44)

C= % (Wo(=T) 4 o (=T + ATT)) = % (Wo(T') + wo(T — ATT)), (5.45)

= & (@(T) + (T + ATT)) = £ (@o(-T) +@o(~T — ATT)),  (5.46)

fin (KT) = %(ﬁ(kT) + (KT + ATT)). (5.47)

When A7 # 0, we have C' # D. We group Bf with (B§)* and BY with (B})*, we get,

k
[ B’S* _ 4 [hz hz] [ bar ] i [ho 0*] lb4(kl)+3]
(B5) hi —hg] |baks2 0 —h§| | bars
h 0 b —h 0 byr— hi 01 |b
44D 0 *] [4k+1] +le 1 *] [4(14 1)+1 +jC 1 *] [4k+3]
0 —hol [bakys 0 —h] bak+3 0 R3] [baks1

[ fin (4kT)
N

]  (548)
A4k +2)T)

Bk ho h b ho O b
(B3) hi  —hg| |bak+s 0 —hg) |bak+2

D [—ho 0*] [b4k+2 ] D lhl 0*] [b4+2] LC lhl 0*] [ by, ]
0 ho b4(k+1) 0 h‘]. b4k; O h‘l b4(k+1)+2
[ﬁA((sz +1)7)

ik ((4k + 3)T)] - (5:49)

We define the matrix Hy, which is composed of the channel gains

h
H,— |0 M , (5.50)
hi —hg

and we multiply (5.48) on the left by H}. We then take the real part of the obtained 2 x 1

vector, we get
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Re {H%{

B§ ] } _ m _ l Axbag + DCbagr—ry 1+ Clhagsr + (D — C)Cbapss ]
(B)* 1§ Axbagr2 + CCbyi—1)43 + DCby(ry1)43 + (D — C)Cbagy1
hina(4kT) + hani ((4k + 2)T
4 Re OT}A( )+ 17~1A(( +2)7T) 7 (5.51)
hina(4kT) — hory ((4k 4+ 2)T)

where x = |ho|? + |h1|? and ¢ = Im(hghy). We also multiply (5.49) on the left by H} and take
this time the imaginary part of the obtained vector as follows
(BS)"

Im {H;* 2
l3

] _ [ Axbag41 + CCbag, + DCby(pi1y + (D — C)(bagt2 1

Axbak 13 + DCbagr2 + CCbyig1y12 + (D — C)Cbag

hina((4k + 1)T) 4+ han ((4k + 3)T
hina((4k +1)T) — hon ((4k + 3)T)

When A7 =0, we have C = D. In this case, the symbols that appear in z’g and l’§ do not
appear in If and l’§. Thus l’g and 1§ can be processed separately from I¥ and l’§ . This particular
case matches what has been found in [126] for OQPSK. However when A7 # 0, it is necessary
to jointly process the four elements {lfn}me{oy'”’g} together. Using (5.51) and (5.52), we define

the following vectors

T

z= (...,z’g,z’;,z’f,z§,z§+1,z§+1,z’f+1,l§+1,...) (5.53)
b= (eoes bty bagr 1, Dak 2, Dag 3, Dak 4 baks s, by bagrrs ) (5.54)
and we show that we can link them as follows
z = Gb+ u, (5.55)
where ) :
G, G] o0, ... ... 04
Gy, G GJ o, :
0, Gy G, GI .
g= |2 &2 : (5.56)
. t. c. c. t. 04
.G
04 04 G2 Gy

and



126 | IRIG Space Time Coding for Aeronautical Telemetry: Proposed Receivers

Ay O¢ 0 0 0 DC 0 0
C A D-C)X 0 0 0 0 0

G = | x )¢ . Gy = (5.57)
0 (D-C) Ay D¢ 0 0 0 C¢
0 0 D¢ Ay 0 0 0 0

The vector u is composed of the noise terms in (5.51)—(5.52) and is built in the same way as z.
The auto-correlation matrix of the noise u is then M, = NoG, where G has the same shape as
G. However, the coefficients A, C and D are a function of the auto-correlation of the detection

filter and not of the convolution of wy and the detection filter f.

As highlighted in [127], the maximum likelihood metric for a signal expressed as (5.55) is

Az,b) = (z — G M, (z — Gb). (5.58)

To simplify the above expression, it is necessary to assume that G ~ G. The accuracy of
this assumption depends on the used detection filter. Ideally, the best candidate would be the
main pulse wg. However, this choice makes the 3-bit representation of the signal unaccurate.
Fortunately, since the combined filter given in Chapter 3 is derived from the expression of
the main pulse wg while keeping a 3-bit approximation reliable, this filter could be a good
candidate. Based on Cavers development given in [127] and since z, b and G are composed of

real values, the metric to be maximized can be expressed as

A(z,b)=2b"2 —b" Gb. (5.59)

If we look at the expression of G, we can notice that this matrix can be decomposed as follows

G =Gp+ Gy + G, (5.60)

where Gp is a diagonal matrix and Gy is a strictly upper triangular one. Then, (5.59) becomes

A(z,b) =2b"z — 20" Gyb — b Gpb. (5.61)
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The computation of (5.61) provides the following result
A(z,b) = bak (29C4k: — (D = C)Cbag3 — CCbapr1 — DCb4(k—1)+1> — Ax|bai|®

k

+> bapt (2904k+1 — (D = C)Cbagy2 — CCbyy, — DCb4(kz+1)) — Ax|bags|?
K

+ > bt (21‘4k+2 — (D = C)Cbag+1 — DCbagy3 — C§b4(k71)+3) — AX|baiy2|®
K

+>  bakss (2334k+3 — DCbypy2 — CCb4(k+1)+2) — Ax|baiys|, (5.62)
k

where z, is the k™ element of the vector z. The above result shows that estimating b requires

a Viterbi algorithm whose branch metric A(n) depends on the output of n modulo 4, i.e.,

bn (21'71 - (D - C)Cbn+3 - chnJrl - chnf?)) - AX’bn|2a if n= 4ka
b, (22, — (D — C)Cbps1 — CCbp—1 — DCbyy3) — Ax|bnl?, if n =4k +1,
An) = ( ( )Cbn+1 — CCbyp—1 — DCbny3) — Ax|by| (5.63)
by (22, — (D — C)Cbp—1 — DCbpyq — CChy_3) — Ax|bn|?, if n =4k + 2,
bn (225, — DCbp—1 — CCbaniz) — Ax|bnl?, if n =4k + 3.
The branch metric is then defined by the 7-tuple
On = (bn73a bn72a bnfly bna bn+1a bn+2a bn+3) ) (564)

and the Viterbi algorithm operates with 64 states with 2 branches coming out from each state.
Discussion:

o We can notice from (5.63) that the branch metric only depends on 4 symbols out of 7
when n = 4k +m, m € {0,1,2} and 3 symbols out of 7 when n = 4k + 3. Therefore,
decoding a block of 4 symbols only requires the computation of 56 branches, which is
much less significant than what is required using STBD-XTCQM-LS given in Section
5.3.3 (480 branches are needed for the STBD-XTCQM-LS solution). The complexity is
thus approximately reduced by a factor of 8.

o We focused on the 3-bit level representation to approximate the samples {3; };c {0,1} because
the above development is only valid for this case. If we take the 4-bit level representation
or the 5-bit level one, for instance, we cannot get the desired simplifications described

above.

e The proposed algorithm, namely STBD-PAM-ML, initially provides hard outputs, but

since it operates using a Viterbi algorithm with 2 branches coming out from each state, a
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soft output Viterbi algorithm (SOVA) [134] can be applied to get log-likelihood ratios
(LLRs).

5.4.3 Preliminary simulation results

In this section, the transmitted signal is the first PAM approximation of SOQPSK-TG, i.e.,

sp(t) = Zpg’iwo(t —iT),  ke{0,1}. (5.65)

V2

The modulus of the channel gains are |hg| = |h1]| = - We start by plotting the BER
performance of the proposed decoder as a function of the detection filter. We take the 3 filters
given in Section 3.4.2: the main pulse wy, the optimal combined (Wiener) filter @y and the
Equiripple FIR. We also take A7 = 0 and § = 0. We remind that 8 = arg(hy) — arg(hg).
It can be seen from Figure 5.8 that using the main pulse as a detection filter does not give
acceptable BER performance for this channel configuration. However, if we use the combined
filter, the BER curve is close to the optimal curve of OQPSK. This observation confirms our
earlier analysis regarding the importance of the detection filter’s choice. Hence, we choose the

combined filter @y for this decoder.

1071 T I I [
- = = SISO OQPSK Bound
—8— Combined filter @,
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1072 N —6— Main pulse wy
». 2N S
~
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~
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. < 3 ]
= N ]
M o )
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10 B \
R ]
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\\ )

10
0 1 2 3 4 5 6 7 8 9 10 11
E/N, (dB)
Note: The transmitted signal is the first PAM approximation of SOQPSK-TG

Figure 5.8 — BER performance of the proposed decoder using different detection filters

We also plot in Figure 5.9 the BER curves for different values of # and the average BER

curve when the angle 6 varies over the interval [0,27) in steps of 0.1m. We notice that the
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proposed decoder offers almost identical performance whatever the angle between hg and h;. We
now introduce a non-zero differential delay and we depict in Figure 5.10 the BER performance
of the proposed decoder. We also highlight the effect of not mitigating this differential delay
by decoding the symbols while considering that A7 = 0 at the receiver side (dashed lines).
The different curves show that it is important to take into account this differential delay when

decoding and this can successfully be done using the proposed decoder.

4 - - - SISO 0QPSK Bound
10 ——0=0
—6—0=r/2
—B—0 < [0,27)
w104
10°°
10°®
107
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Note: The transmitted signal is the first PAM approximation of SOQPSK-TG

Figure 5.9 — BER performance of the proposed decoder for different 6 values
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——A 7=04

E| -9 - A 7=0.4, Without Delay compensation

=

0 1 2 3 4 5 6 7 8 9 10 11
E/N, (dB)

Note: The transmitted signal is the first PAM approximation of SOQPSK-TG

Figure 5.10 — BER performance of the proposed decoder for different A7 values, 6 € [0, 27)



130 | IRIG Space Time Coding for Aeronautical Telemetry: Proposed Receivers

5.4.4 Final simulation Results

In this section, we consider that the exact SOQPSK-TG signal is transmitted and we plot
the BER performance of the proposed decoder for different values of # and A7. The BER
performance curves are depicted in Figure 5.11 and Figure 5.12 and are compared to the best
state of the art solution, which is described in Section 5.3.3. Several remarks can be made from

these figures:

e When 6 = g, the proposed decoder slightly outperforms the state of the art solution.

e The proposed decoder successfully reduces the differential delay effect as shown in Figure

5.12 and gives very acceptable BER performance for the different 6 angle values.

e The performance gap between the case where 6 = T and the case where = 0 is higher
than the one reached by STBD-XTCQM-LS. However, it is much less important than the
one obtained using the OD-LS decoder of Section 5.3.2.

o The BER performance gap between the case where § = T and the case where 6 = 0 is not
present if the PAM approximation is transmitted instead of the exact signal as shown in
Figure 5.9. This suggests that the remaining PAM components of each signal {sy}sc 0,1}
mutually interfere and thus the signals s; are not rigorously orthogonal. This observation
can also be verified by giving the expression the pseudo-symbols pfn as a function of the

data symbols b:

s

o
=}

I

-y =b4(n—1)+3banban+1, Jbanbant1ban+2, bant104n+204n13, jban+2ban+3bany1), -]
p1- = [ ban-1)41ban+2bant3, — Jbant2ban+3ban, bant3banbint1, Jbanbaniin, i, 1) 0]

(5.66)
We can see that these pseudo-symbols are not Alamouti encoded and have no particular
link that connect them together. Due to the memory effect of the modulation, it is unlikely
to build a STBC that begets full diversity for SOQPSK-TG. However, it is possible to
mitigate the interference of the pseudo-symbols p’fﬂ by including their contributions in the
decoding algorithm (this has been done implicitly in STBD-XTCQM-LS via the XTCQM
representation and will also be performed in the following section) or by introducing a
new encoder that reduces the interference of p’in and further improves the quality of the

received signal (Chapter 6 of the manuscript).
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5.5 Second proposed decoder: PAM based decoder using the
LS approach: STBD-PAM-LS

5.5.1 Received signal model using the second PAM approximation

In this section, we include the contribution of the pseudo-symbols {PTi}me{O,l} in the decoding
algorithm. To do so, we use the second approximation of the revamped PAM decomposition.

The received signal is thus approximated as

r(t) = ho (Z pgyiwg(t —iT) + Z p%iw’l (t— zT))

+ hy (Z p(l),iwo(t — Ae—1iT) + Z piiwll(t — Ae — zT)) +n(t). (5.67)

We now focus on the filtered samples {3y }req0,1} and we use the same approach of Section

5.4.1. We keep a 3-bit level approximation and we express the samples as

§1(4nT — ATT) = | p§ an—i@o(iT — ATT), +p} 4,01 (—ATT), |A7| <1

5 = R o (5.68)
So(4nT + ATT) = 377 1 pg an—iWo(iT + ATT) + pf 4,01 (+ATT), AT <1,
where
iy (KT) = / W (8) f(t — KT)dt. (5.69)
Thus, y and ya, become
+1 +1
y(4k) = ho Y po.ae—i@o(iT) + hop} 4x@1(0) + b1 Y ppap—i@o(iT — ATT)
i=—1 1=—1
+h1py 401 (—ATT) + A(4KT), (5.70)
+1 +1
yar(4k) = ho D pQap_i@o(iT + ATT) + hop} 401 (ATT) + h1 Y pg ap_stio(iT)
=1 i=—1
+h1pt 401(0) + 7A(4kT + ATT), (5.71)

5.5.2 Description of the algorithm

Due to the mapping between {an}mE{O,l} and the data symbols b, which exhibits the memory
effect of the SOQPSK modulation, we were unable to formulate the problem similarly to (5.55).
Therefore, we use the least squares approach to develop the decoding algorithm. This approach
is inspired from both the STBD-XTCQM-LS decoder and the LS detector developed in Section
3.4. We first consider that the received signal is filtered using the Equiripple FIR filter given
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in Section (3.4.2). This filter keeps the noise samples n(n7") almost white after filtering. If
we also suppose that the noise samples n(nT + A7T) are also white and that N symbols are

transmitted, then the LS estimate is

b= arginin{A(b)}, (5.72)
where
N-1
A®) = > |y(k) — (hodo(nT) + k151 (KT — ATT))[?
n=0

+ lyar (k) = (hodo(nT + ATT) + hi 5, (nT)))* . (5.73)

The log-likelihood function A(b) represents the error between the received samples and a
reconstructed version of the noiseless signal. The complexity of the decoder depends on the
used model to generate {5;(nT")};cf0,13- For this solution, we use the PAM approximation of
{3i(nT)ieq0,13} given in (5.68).

To resolve (5.72), we define an equivalent symbol .S, as the concatenation of the 4 consecutive
bits involved in the Alamouti encoding process, i.e., S, = [E4n, l~)4n+1, l~)4n+2, I~)4n+3], such that
ban = +(ban + 1). The LS estimate of (5.72) is equivalent to the following one

S = argmin{A(S)}, (5.74)
S
where
(N-1)/4 2 ) 9
AS) = > | X [BIL+[BED) (5.75)
n=0 m=—1
and

B, = y(4n + m) — (ho3o(4nT + mT) + hy5,(4nT + mT — ArT)),

BT(LAHZ) = yar(An +m) — (hoSo(4AnT + mT + ATT) + h181(4nT +m)) .

(5.76)

We then replace s;(nT);c(0,1} by their approximations given in (5.68) and we obtain the following

expressions of B,S?)n and B’V(L,AT:L-)

Ba(m?q)n y(4n +m) ( Z 0 dntm—iWo(iT) + P! An4+mW1 (0))
1=—1

(Z pO An+m—iW ZT ATT) + :01 4n+mw1( ATT)) ) (577)
1=—1
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B7(ZA ) = — yAT(4n + m ( Z pO An—+m— W ’LT + ATT) + pl 4n+mw1 (ATT))
1=—1

( Z pO Andm—i W ZT) + pl 4n+mw1 (0)) : (578)

i=—1

Thanks to the proposed 3-bit level approximation of SOQPSK, the expressions of B( ), and
BSL%) remain unchanged whatever the sign of A7. Formulating the problem as in (5.74) allows
us a Viterbi algorithm to estimate the equivalent symbol sequence S. The trellis of the Viterbi
algorithm is given in Figure 5.13 and is composed of 16 states and 256 branches. Let the state
of the node 7 at the epoch n be denoted S, (i). Using (5.75), (5.77) and (5.78), the branch
metric associated with the transition S,—1(i) — Sy (j) is defined as

YO, z [m0nf + o

(5.79)

We develop below the expressions of B,S% and Bé%;) as a function of the branch bits:
BY | = y(4n — 1) — ho [~ban—2@0(T) + jban—1@0(0) + bantin(~T)
+Jban—2ban—1b45 01 (0)] — hy [ban—aWo(T — ATT) — jban_3wo(—ATT)
+ban2Wo (=T — ATT) + jban—absn—3baniow (—ATT)], (5.80)

= yAT(4n — 1) —ho [—b4n_2u70(T + ATT) + jb4n_1TD0(ATT) + b4nu70(—T + ATT)
+7ban—2ban 104701 (+ATT)] — hy [ban—a0(T) — jban—30(0)
+bant2Wo(—T') + jban—aban—3bant2w1(0)], (5.81)

B = y(4n) — ho [jban-100(T) + ban0(0) + jbans1T0(~T)
—ban—1b4nbans+1101(0)] — b1 [—jban—3wo(T — ATT) + bans2wo(—ATT)
+jb4n+37])0(—T — ATT) + b4n_3b4n+21)4n+3u~)1(—A7‘T)] , (5.82)

B = yar(4n) — ho [jban—1@0(T + ATT) + banoo(ATT) + jban1@o(~T + ArT)

—ban—1b4nban 101 (ATT)] — h1 [~jban—3wWo(T') + ban1210(0)
+jb4n+3’lﬂ0(—T) + b4n73b4n+2b4n+3w1 (O)] ) (5'83)
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Bn?% =y(4n + 1) — ho [bano(T") + jban+1Wo(0) — bap 2o (—1")
+5banban+1b4n42w1(0)] — hy [bapy2Wo(T — ATT) — jban3wWo(—ATT)
—|—b4n’ll30(—T — ATT) — jb4n+zb4n+3b4n’£z)1(—ATT)] , (5.84)

BE = yar(4n + 1) — ho [ban@o(T + ATT) + jbay1@0(ATT) — by (~T + ArT)
+Jbanban+1ban42w1 (ATT)] — hi [ban+2Wo(T) — jban+3w0(0)
+b4nw0(_T) - jb4n+2b4n+3b4nw1 (0>] ) (585)

Bﬁlo,% = y(4n +2) — ho [jbans1W0(T") — ban42100(0) + jbani3wo(—T)
+b4n+1b4n+gb4n+3ﬁ)1 (0)] — M [jb4n+3’u~}()(T — ATT) + b4n’U~J0(—ATT)
—Jbant1W0 (=T — ATT) + ban13banbant 101 (—=ATT)],  (5.86)

BT(7,7A2T) = yar(4n + 2) — ho [jban+10o(T + ATT) — ban42Wo(ATT) + jban43wo(—T + ATT)

b4 41ban+2b4n 4301 (ATT)] — 1 [jban300(T") + banbo(0)
—Jb4n1Wo(=T') 4 ban13banbany1w1(0)], (5.87)

Equations (5.80) —(5.87) are valid whatever the sign of A7 unlike the sub-metrics described
in (5.22)—(5.25). Equation (5.79) shows that the proposed branch metric is a sum of 8 sub-
metrics Bq(l(?n and Bﬁﬁ?, and therefore, one can assume that it is necessary to compute 2048
different sub-metric values to get (5.79). Fortunately, each sub-metric does not involve all the
underlying bits that compose the trellis of Figure 5.13. If we look for instance at (5.80), we
can notice that it only involves 6 different bits out of 8. Thus, only 64 different values of this
sub-metric are computed instead of 256. Following the same line of reasoning, it is necessary to
only compute 16 different values of (5.84) and (5.85) since each one of them is a function of 4

different bits.

As a consequence, the total number of the computed sub-metric values goes from 2048 to
320. The obtained result is less important than 480, which is the number of branch metrics
required by the state of the art solution [131] to decode a block of 4 bits. This optimization
process does not affect the final output of (5.79) since the calculated values of the sub-metrics

are simply duplicated and rearranged with respect to the proposed trellis.

Once the branch metrics A(S,—1(%), Sn(j)) are calculated, the cumulative metrics I',, (S, (7))

can be updated as follows

T (Sn(5)) = min [ (Sn-1(2), Su (D] (i:5) € {1, ..., 16}, (5.88)
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where

&n(Sn—1(1), Sn(4)) = Tn-1(Sn-1(2)) + A(Sn-1(8), Sn(4))- (5.89)

Once the cumulative metrics are calculated and the survivor paths are stored for a given
depth 0, we perform a trace-back loop to get S and therefore the estimated underlying bit
sequence b. The described algorithm provides hard outputs. We show in the following how
to get soft decisions, which is very advantageous when the STC scheme is paired with FEC

systems.

Sn—l = [?)4n—47 B4n—37 54n—23 B4n—1] Sn = [54727 64n+17 64n+2-, E4n+3]

Sp—1(1) = 0000
S,_1(2) = 0001
S,_1(3) = 0010
Sp_1(4) = 0011
S,_1(5) = 0100
Sp_1(6) = 0101
Sn_1(7) = 0110
Sp_1(8) = 0111
Sn_1(9) = 1000
Sp_1(10) = 1001
Sp_1(11) = 1010
Sn_1(12) = 1011
Sp_1(13) = 1100
Sn_1(14) = 1101
Sp_1(15) = 1110

Sn_1(16) = 1111

S, (1) = 0000
5,(2) = 0001
Sn(3) = 0010
Sn(4) = 0011
S (5) = 0100
S, (6) = 0101
5,(7) = 0110
Sn(8) = 0111
S,(9) = 1000
S,(10) = 1001

Sn(11) = 1010
S, (12) = 1011
S, (13) = 1100
S, (14) = 1101
S,(15) = 1110

S, (16) = 1111

Figure 5.13 — Proposed trellis of the STBD-PAM-LS solution

Soft Decision Alamouti Decoder

In order to extract soft decisions instead of hard ones, we apply the MAX-Log-MAP equivalent
SOVA for non-binary codes that has been introduced in [135]. This solution suits our case

since the proposed trellis is built on the equivalent non-binary symbol S,, and since the branch
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metrics introduced in (5.79) represent the forward recursion of the SOVA thanks to the elegant
interpretation of the MAX-LOG-MAP algorithm given in [136]. Based on [134] and instead of
storing the survivor paths, we instead store the reliability difference at epoch n whose definition

Rn(Sn—l(Z)aSn(J)) = Fn(sn(J» _gn(Sn—l(Z)vsn(j»v (27]) € ({17"'716}>2' (5‘90)

The reliability difference of the survivor path then equals zero in our case. Once (5.90) is
computed for a given depth, the backward recursion is yielded and the Max-Log joint probability

is obtained as follows

P(Snfl(i)a Sn(])7 T) = ﬂn(sn(z)) + Rn(Snfl(Z’)v Sn(]))a (5'91)

where

Bn-1(Sn-1(7)) = min [Rn(Sp-1(7), Sn(5)) + Fn(Sn())] (5.92)

Finally the soft output of the symbol S, is
P(Sy = Sn(j) \ ) = min [P(Su—1(8), Su (), )], (5.93)

Since S,, is composed of the 4 bits [134,“ l~)4n+1, l~)4n+2, 54n+3], the conversion of the soft output
(LLR) to the bit level is straightforward.

Besides optimizing the number of calculated sub-metrics as shown above, further complexity
reduction techniques can be applied to the soft-output version of this decoder and the hard-
output one. We propose in the following a sub-optimal method that allows reducing the

complexity of the trellis search.

5.5.3 Optimizing the computational complexity

The classical approach to estimate the underlying bit sequence and its soft information consists
of making a full trellis search up to a certain depth § and then performing a trace-back loop.
This means in our case that it is necessary to calculate 256 branch metrics at each epoch and to
store 166 values for hard decoding and 2564 reliability values for soft decoding. In this work, we
propose to reduce the number of operations via the M-algorithm whose concept is introduced
in [137] for hard decoding and in [138, 139] for soft decoding. This technique is a sub-optimal
tree search since it only crosses a part of the trellis. It consists of extending the M best states
instead of all the states from one epoch to the next. This partial extension reduces in our
case the number of calculated branch metrics since it goes down from 256 to 16 M. As for soft
decoding, we propose to combine the M-algorithm with the MAX-Log-MAP SOVA presented
in the previous section, and we call it M-SOVA. This approach is different from the soft output
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M-algorithm (SOMA) introduced in [139] since the latter is based on the conventional SOVA
for binary codes [134]. The proposed algorithm is described in Algorithm 1.

Result: Bit level LLRs
Initialization Let {i1,...,ip} be the best M states;
ih=1,...,ipq = M,
for n=1to ) do
Compute sub-metrics: (5.80) —(5.87);
Compute competing paths cumulative metrics &, (S,—1(7), S, (7)) using (5.79) and
(5.89) for i € {i1,...,ips} and j € {1,...,16};
Update I',,(S,(j)) using (5.88);
Compute the reliability difference values R,,(S,—1(4),S,(7)) using and (5.90) for
1€ {il, 7Z]\/[} and j € {1, vy 16};
Sort I',,(Sn (7)) and update (i1, ..., ip7);
Store (i1, ...,7n) and Ry (Sp—1(7), Sn(4));
end
Backward recursion;
for n =6 down to 1 do
‘ Compute 5, (5,(j)) using (5.92) for j € {i1,...,inps} and i € {1,...,16};
end
LLR;
for n=1to d do
Compute LLRs using (5.91) and (5.93) for i € {i1,...,ip} and j € {1, ...,16};
Convert symbol LLRs to bit LLRs
end
Algorithm 1: Proposed M-SOVA algorithm for space time block decoding

5.5.4 Simulation Results

In this section we consider that the exact SOQPSK-TG signal is transmitted and that |hg| =
| = 2.

BER performance without FEC systems

We begin by evaluating the different algorithms without applying channel coding. We plot in
Figure 5.14 the BER performance of the STBD-PAM-LS solution for different § values. This
figure shows that the proposed decoder outperforms the STBD-XTCQM-LS solution whatever
the value of the angle 6. Even though the 3 bit level approximation of the PAM representation
and 3 bit level approximation of the XTCQM representation are equivalent as highlighted in
Section 2.4, the performance improvement can be due to several factors such as the detection
filter type, the use of a Viterbi algorithm and the choice of sub-metrics that are employed to

calculate the branch metric.
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We can also notice that STBD-PAM-LS varies with respect to the angle between hg and
hi. However, the gap between the best case scenario (§ = 7) and the worst case scenario
(6 = 0) is less critical than the one using the STBD-PAM-ML solution of Section 5.4. This
gap reduction is due to taking into account the presence of the pulse w; when calculating the
branch metrics. Another way to verify the impact of the presence of w; is to take the same
structure of STBD-PAM-LS algorithm and to compute the branch metrics given in (5.80)-(5.87)
while setting wy = 0. The BER performance of this case is plotted in the same figure with a
triangular marker, and it highlights a more significant gap between the § = 0 curve and the

0= g one.

We now evaluate the impact of A7 on the performance of STBD-PAM-LS solution. It can
be seen from Figure 5.15 that the proposed solution is more robust to this channel impairment
than the STBD-XTCQM-LS algorithm despite keeping a 3-bit level approximation at the
receiver side. The performance loss when AT = 0.4 is 1 dB for the state of the art solution
whereas the loss is less than 0.2 dB when we consider the proposed solution. The robustness
of the proposed algorithm is also highlighted in Figure 5.16 where different differential delay
values are considered. Each curve of this figure represents the average BER curve when the
angle 0 varies over the interval [0, 27) in steps of 0.17. Note also that the BER curves when

the differential delay is negative are identical.

In Figure 5.17, we plot the BER curves of the STBD-PAM-LS M-algorithm for different
values of M. It can be seen that taking the 2 best states instead of 16 at each epoch is
sufficient to get very near optimal performance. Thus, incorporating the M-algorithm for hard
decoding can offer an important complexity reduction while maintaining very satisfying BER

performance.
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Figure 5.15 — BER performance of the STBD-PAM-LS solution - A7 = 0.4
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BER performance with FEC systems

In this section, we evaluate the BER performance of the M-SOVA. To do so, the bit stream b is
2

3
of bits contained in the information word K is equal to 4096. This encoder is developed at
NASA’s JPL and fully described in [133]. Tt is also standardized in IRIG [5] as of this writing.
The LDPC-encoded bits are then Alamouti encoded as described in Section 5.2 to generate the
two signals sg and s;1. The received signal is demodulated using the M-SOVA and the estimated
LLRs are fed to the LDPC-decoder, which performs a maximum of N;; = 200 iterations. The
BER performance curves are plotted in Figure 5.18 for different values of M. We also show in
this figure the BER performance of the SOVA detector for the SISO case [84] to use it as a
reference. We can see that the 5-SOVA performs within 0.3 dB of 16-SOVA case. Moreover,

we can notice that the BER performance is more sensitive to M when we apply soft decoding

encoded using a low density parity check (LDPC) encoder of rate R = % and whose number

since the LRRs get more and more over-estimated as long as we decrease M. Despite that, the
proposed M-SOVA gives close BER performance when M > 5.
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Figure 5.18 — BER performance for LDPC when paired with M-SOVA, A7 =0, A¢ =0

As highlighted at the end of Section 5.4.2, it is also possible to get soft outputs if we pair the
STBD-PAM-ML solution with the SOVA given in [134]. This solution has been implemented
and compared to STBD-PAM-LS 16-SOVA. The obtained results are depicted in Figure 5.19

and show that the performance gap between the two solutions is low (< 0.4 dB) when A7 = 0.
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This result is expected since both solutions have close BER performance when the SNR is low.

However, the performance gap increases when A7 # 0.
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Figure 5.19 — STBD-PAM-LS M-SOVA Vs STBD-PAM-ML SOVA - § € [0, 27)

5.6 Complexity comparison of the different Alamouti decoders

We compare in Table 5.1 the necessary number operations to estimate one block of 4 bits
via the state of the art solution (SBTD-XTCQM-LS) and the proposed algorithms (i.e., by
taking a depth 6 = 1). It can be seen that the STBD-PAM-ML solution offers very low
complexity compared to the other solutions. However, this comes at the expense of some BER
performance loss for certain angles 6§ between hg and hy. It can also be noticed that the number
of additions and multiplications is relatively important for LS solutions. This is mainly due to
the sub-metrics computation since they require 960 multiplications and 1920 additions if we
take the state of the art solution [16]. On the other hand, the computation of the 8 sub-metrics
involves 640 multiplications and 640 additions in our case. The use of the M-algorithm can
further reduce the number of operations and the required storage memory without adding
a significant complexity due to the use of sorting algorithms since these algorithms have an

average complexity order of O(161og(16)) [139].
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Table 5.1 — Complexity comparison of the different Alamouti decoders

State of the art Proposed solution Proposed solution Proposed solution
STBD-XTCQM-LS |STBD-PAM-LS with M-algorithm|STBD-PAM with M-SOVA| STBD-PAM-ML
Addition 3968 640 + 128 M 644 + 176 M 576
Multiplication 960 640 640 64
[-11? 480 320 320 -
Comparison 240 15M 46 M + 40 256
Sorting operation of
16 elements 0 1 ! 0
Number of / 64 for hard decoding
stored values 16 16 1M 128 for soft decoding

In all the simulations above, we considered that the receiver only captures the line of sight
components. However, this scenario is particular as highlighted in Chapter 4 since the ground
station can also capture multiple reflections of the transmitted signals. In the following section,
we formulate the problem in the presence of multipath, and we propose a new multipath channel

estimator for this scenario.

5.7 Multipath Channel Estimation in The STBC Scenario

Implementing space-time block decoders in practical systems requires estimating the channel
parameters such as the differential delay and the channel gains along with the frequency offset

before decoding. The different estimators are described in [131] and they are composed of:

e a frame synchronization block that allows finding the start of the pilot sequences in the

received signal,

a carrier frequency offset (CFO) estimator,

a differential delay estimator,

e a channel gains estimator.

The overall system is illustrated in Figure 5.20 and offers satisfying performance when the
ground station only captures the line of sight components. However, multipaths are present
in aeronautical telemetry channels as highlighted in Chapter 4 and they can cause severe
performance loss if not mitigated at the receiver side. In this section, we propose a solution that
allows estimating multipath interference in the STC scenario. This solution is placed after the
differential delay estimator and replaces the channel gains estimator block since channel gains

will be implicitly estimated in the proposed block. The new architecture is given in Figure 5.21.
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Figure 5.20 — Illustration of the state of the art architecture for the STC scenario
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Figure 5.21 — Illustration of the proposed architecture with the channel estimator for STBC Scenario

5.7.1 Received signal model in the presence of multipath

In this section, we only consider the time-invariant wide-band channel model and we suppose
that Lo copies of so(t) and L; copies of si(t) are captured by the ground station. The received

signal is then expressed as

Lo-1 Li-1
r(t) = | D haiso(t —e20) + Y haipasi(t — ei1) | €20 4 n(t) (5.94)
i=0 i=0

where {hi}ic(02,..,200,1,3,...20,+1} are complex valued attenuations, {€;}ic(0.2,...200,1,3,...2L,+1}
are time delays, and fy is the frequency offset. The channel gains {hg, h1} and the delays
{€0, €1} are associated with the line of sight components. The frequency offset is supposed to

be null. Using the second approximation of the revamped PAM decomposition, the received
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signal at t 4+ ¢y and at t = 4 €1 can be expressed as

1 1
M) m 3 S A=)+ 3 Y ok S~ T - A+t +a)  (595)

m=0 1 m=0 ¢

1 1
r(t+e)m Y > ph ittt =T+ Ae)+ > > phifa(t —iT) + n(t + €1) (5.96)

m=0 ¢ k=0 1

where Ae = €1 — ¢y and

Lo—1
f%(t) = wo(t) * (ho&(t) + Z hQZ‘(S(t — (621‘ - 60))) s m {0, 1}, (597)
=1
L1—1
frln(t) = ’wo(t) * (hl(g(t) + Z h2i+15(7f — (62i+1 — 61))) , mec¢ {0, 1} (598)
=1

The channels f0 () and f1 (¢) are defined this way to make the differential delay between
the two LOS components visible. The received signal is filtered using the Equiripple detection
filter f and sampled at ¢t = nT + ¢y and t = nT + €; the same way as in (5.4), we then get

N -1 N1
1 1
yk) =yt =kT+e)~ > | D i@ | +D | D prsif™7(0)
m=0\ _ N1 m=0\ . _ NP1
1=— =—
+ (kT + o), (5.99)
N -1 N -1
1 2 B 1 2 ~
yar(k) =yt =kT +e) = Y DR el OF ESY > Pp—ifm(i)

m=0 | . NP -1 m=0 |\ . N —1

=— 1=—

+ (kT 4 €1), (5.100)
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Ae - = P
where A7 = T fo. foar fl o fLAT are composed of NJ™ taps and they are functions of the

filtered version of {fk }(k Je({01})? as follows

Fhi) = fh(t =iT), (k,m) € ({0,1})?, ze{ s S}
FOAT (i) = fO(t =iT + A7T), m € {0,1}, i€ {-X 1,...,N2*1}, (5.101)
FRATG) = Lt =iT = ATT), me{0,1},ie {(-N=, . My
where
/fk FE—0)dl,  (k,m) € ({0,112 (5.102)
Example

We take the case where Lo = L1 = 1, i.e., no reflected paths are captured and N = 3, N} = 1.
We obtain

fE@) = hpawo (iT), ke{0,1},ie{-1,..,1},
fl( ) = hkwl(o)a ke {07 1}7
FOAT (i) = howo(iT + ATT), i€ {—1,..,1},

(5.103)

and therefore we go back to the expressions given in (5.70), (5.71). We can see that the
filters contain both the channel gains and the taps of the PAM waveforms. This reveals that
estimating the 8 filters ( ff%, ;’;’AT) is equivalent to estimating the impulse response

(k;m)e({0,1})?
of channels associated with the signals so(t) and s1(¢) at t =T + o and t = iT + €;.

5.7.2 Description of the algorithm: Least Mean Square (LMS) Based Chan-

nel Estimator

In order to estimate the channels given in (5.99), (5.100), we take advantage of the presence
of the pilot sequences that are periodically inserted as described in Figure 5.2. The pilot bit
sequence associated with the signal {sy(t)};.c(o1y is denoted ™" = {bo LA bLf_l}, where
L, =128 and p is an abbreviation for "pilot". The pseudo-symbols associated with these pilot

bits are expressed as:

k>p — kvp P »p y
Poi = b ,0 —bZ 1b; b2+1, i even,

P bk7pbk7p

k, -k, k ) (5.104)
Po,f = jb; P, Pu = —jb;" itls U odd.
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For the sake of simplicity, we consider that the first samples y(0), ..., y(Lp—1), ya+(0), ..., yar (Lp—
1) are modulated by the pilot sequences. Let fﬁm be the estimation of f¥, and f,’f{%T be the
estimation of f,’ngT at the n' iteration. Since we have no prior knowledge regarding the channel,
these filters are initialized using (5.103) while supposing that hg = h; = g
The estimation algorithm is inspired from the least mean square principle. It consists of

calculating the following error functions

L N -1 . N -1
2 2
. 1’ A
en=ym) =Y | X el SO =2 Y elfnaT@ | (5.105)
m=01\. N"-1 m=0\. N"-1
1=— B) 1=—
N -1 N -1
1 2 1 2
A OA .
T =yarn) = D | DT kel [ =S| YD ey ifmn) |, (5.106)
m=0 e N1 m=0 i__Ngn 1
- 2 - 2

and then using them to update the 8 filters as follows:

. 0, *
m n+1(Z) (Z) + Ben (pm{)n_2> ) (5107)

1 A T 1, *
Fuiata (i) = fa57 (i) + Ben (pm{’n_i) ; (5.108)

A *

3n11<z> MT( )+ Ben™ (pmasi) (5.109)
Franse1(1) = Frn(0) + Beb™ (o0, ) (5.110)
where [ is the step size, i € {—Ntw;_l, oy Nth_l} and m € {0,1}. We keep repeating the same

NP—1 N}-1
2 02

during data transmission, the estimated filters in the k"™ frame can be used to initialize the
filters of k*" 4 1 frame.

process until we reach n, = L, — 1 — max(

+ 1). Since multiple frames are sent

5.7.3 New STBD-PAM-LS decoder structure

The new decoder relies on the same principle described in Section 5.5. It uses a Viterbi

algorithm whose branch metric is given in (5.79). However, the expressions of Bg?n and B%,An:)

are changed as follows
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NP-1 N}-1
2 2
0 0 70 . 0 20 .
Bn,7)n = y(4n + m) - Z p074n+m—if0,np (Z) - Z p1,4n+m—ifl,np (Z)
N1 Nl-1
i=——Ls i=——t
NO—l N1—1
LA LA
- Z pO JAn-+m— sz in( ) - Z 101 An+m— zfl in( ) (5111)
NO 1 ) N1 1
i=— =—
N1 N}-1
2 2
BV(WTL) = yar(4n +m) — Z p0,4n+mfif0,np7-(7’) - Z p1,4n+m7if1,np7-(l)
X N?—l . Ntl_l
1=— 1=—
N -1 N}-1
- 1 71 . 2 1 A1 .
— Y Poanim-ifon, @)= D Plantm—ifin, (). (5.112)
NO—1 . Nl

T=— i=—

2 2

The size of the trellis depends on the length of the different filters. Since the memory of
the pseudo-symbols p1 ; is of size 2, we assume that N} = N — 2. Moreover, we choose to use
the same trellis given in Figure 5.13 to keep an acceptable complexity. Therefore, N can take
values from 3 to 5. If N = 3, then the STBD-PAM-LS decoder has the same complexity as
the original decoder of Section 5.5 because it also needs computing 320 different values of the
sub-metrics Bg}?n, By(l,An? to get (5.79). However, if we take N = 5, equation (5.79) requires

computing 592 different values of the aforementioned sub-metrics.

5.7.4 Simulation results in the presence of multipath

We evaluate the BER performance of the proposed architecture in the presence of multipath, and
we compare it to the state of the art architecture given in Figure 5.20, which does not introduce
a multipath mitigation algorithm. To do so, we use the different estimators to estimate channel
parameters, and then we decode the signal. We remind that difference between the state of the
art solution and our proposed one is that the first one only estimates the channel gains of the
two LOS components, and decodes the signal via the STBD-XTCQM-LS decoder whereas the
proposed architecture estimates the impulse response of the different channels, and then feeds
them to the STBD-PAM-LS decoder.

We give in Table 5.2 and Table 5.2 the channel configurations used to evaluate the two
architectures. In these tables, even and odd path numbers are associated with the echoes of so(t)

and sq(t), respectively. We consider two scenarios: the first one assumes that the reflections
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ith path 0 1 2 3
Channel gain |h;| (dB) | =2 | =2 | =5 | =5
delay ¢ (¢/T) 0 [0.25]05 | 0.75

Table 5.2 — STBC multipath channel configuration - Scenario 1

1th path ¢ 0 1 2 3
Channel gain |h;| (dB) | =2 | =2 | =5 | =5
delay €; (t/T) 0 |05 1 |15

Table 5.3 — STBC multipath channel configuration - Scenario 2

arrive within the symbol time interval whereas the second one considers the case where the

time delay of the reflections can exceed the symbol time 7. In both scenarios, the channel

gains are complex valued constants. Their attenuations are given in the above tables, and their

angles are randomly chosen at every realization. The different BER curves are depicted in

Figure 5.22 and Figure 5.23. Several remarks can be given regarding the obtained results

e The proposed architecture clearly outperforms the state of the art one for both scenarios.

o The choice of the value of N depends on the delay spread of the channel. The BER curves

are very similar for N = 3 and N = 5 when the delay spread is very low (Figure 5.22).
However, there is a noticeable BER performance improvement in the second scenario if
we take NP = 5 (Figure 5.23).

The presence of multipath has a negative impact not only on the decoding algorithm but
also on the estimators; in fact, we noticed that the presence of the reflections deteriorates
the quality of the differential delay estimation A7. This deterioration can cause severe
BER performance loss for the state of the art architecture because the XTCQM coefficients
are extracted from a lookup table as a function of the estimated delay, and therefore, these
coefficients can greatly mismatch the correct coefficients of the XTCQM representation
at the erroneous delay A7. However, since our proposed solution instead estimates the
channel impulse response at t = A7T, the erroneous estimation of the differential delay

AT does not cause an important BER performance loss.
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Figure 5.22 — BER performance of the proposed solution in the presence of multipath - Scenario 1
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5.8 Conclusion

In this chapter, we studied decoding solutions of Alamouti encoded SOQPSK-TG signals. The
encoding technique is used to resolve the two antenna problem, and its use for aeronautical
telemetry is challenging due to the used modulation (SOQPSK-TG) and to the presence of an

unusual channel impairment, which is the differential delay between the transmitted signals.

After introducing the state of the art decoders, we reformulated the problem using the
PAM decomposition, and we proposed several decoding solutions: the first one relies on the
first PAM approximation and is in accordance with the attractive properties of Alamouti
schemes since the proposed solution incurs very low complexity. Moreover, the novelty of this
solution is that it takes into account the presence of the differential delay A7, which makes it
suitable for aeronautical telemetry applications. The first solution gives attractive decoding
efficiency overall but suffers from an angle-dependent BER performance. The change of the
BER performance is due to the mutual interference of the secondary PAM waveforms and in
particular the pseudo-symbols p;; that are modulated by wq. To cope with this situation, we
proposed a least squares based decoder (STBD-PAM-LS) that includes the contribution of
the pseudo-symbols p1; while keeping a complexity lower than the state of the art solution
(STBD-XTCQM-LS) thanks to the deployment of a unique trellis that can be used whatever the
sign of the differential delay. The STBD-PAM-LS solution and its different variants successfully

reduce the differential delay effect and offer very attractive BER performance.

We then focused on the scenario where multipath is present, and we showed that it is
possible to mitigate their interference in the space-time coding context by introducing a new
estimator and adapting the STBD-PAM-LS structure. Simulation results show that the state
of the art architecture (the estimators + STBD-XTCQM-LS) is highly multipath-sensitive
whereas the proposed architecture is more robust against the presence of reflections. However,
improvements need to be done on the unchanged estimators (frame synchronization block -

differential delay estimator) since they exhibit some inaccuracies in the presence of multipath.
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6.1 Introduction

In this chapter, we explore alternative solutions to overcome the two-antenna problem introduced
in Chapter 5. We first focus on the improvement of the STBC scheme since we highlighted in
the previous chapter that the IRIG standardized encoding does not rigorously produce two
orthogonal SOQPSK-TG signals due to the memory effect of this modulation. We show that
the transmission rate can further be improved by proposing another encoding scheme. This new
scheme reduces the mutual interference between the pseudo-symbols p’f,i associated with the
k" transmitted SOQPSK-TG signal. We then propose a decoding algorithm for this encoder
similar to the one proposed in Section 5.4, and we prove via simulation results that the BER

performance of this scheme is less angle-dependent than the one of Chapter 5.

In the second part of this chapter, we show that the two-antenna problem can also be solved
by only creating time diversity. This diversity can be achieved by artificially introducing a time
delay between the two transmitted signals. We first determine the desired delay by simulation.
Then, we show that the received signal can be demodulated using the solutions given in Chapter
4.

6.2 New space time block coding for SOQPSK-TG

6.2.1 New encoder structure

The IRIG standardized encoder involves 4 bits byy, ban+1, bant2, bants and has been adopted for
SOQPSK-TG because it ensures a good transmission rate for offset modulations in general and
an optimal one for OQPSK modulation in particular. However, there are two major differences
between SOQPSK-TG and OQPSK.

o The first one is the pulse shape wy(t) of SOQPSK-TG whose auto-correlation is non-zero
for ¢ > 2T unlike the rectangular pulse shape of OQPSK. This problem has been tackled
in chapter 5 by filtering the signal with the combined filter introduced in chapter 3 instead
of the matched filter.

e The second one is the presence of the PAM waveforms {wk}k€[17255] which ensure the
constant envelope nature of SOQPSK-TG. The existence of these waveforms affects the

transmission rate when the standardized scheme is employed due to mutual interference.

In this work, we focus on reducing the mutual interference of the pseudo-symbols {p’fl} ke{0,1}
that modulate the pulse w;. To do so, we propose to change the encoding scheme to get a
better transmission rate and to reduce the angle-dependency of the BER performance as follows:
we first attempt to apply Alamouti encoding on pq ;. This operation requires involving 6 bits

since each pseudo-symbol p;; is a function of 3 consecutive bits b;_1, b;, b;y1. We then get the
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following code matrix

M — —Jb6nben+1b6n+2 —(—56n+3ban+4bﬁn+5)*] _ [_jb6n66n+1b6n+2 b6n+3b6n+4b6n+5]
—ben+3ben+abents  (—Jbenben+1ben+2)” —ben+3b6n+4b6n+5  Tb6nben+1b6n+2
(6.1)
_ [p1,6n+1 _pi6n+4‘| (6 2)
PL6n+4  PLent1

The ith row of the matrix M depicts the pseudo-symbols of the ith signal s;(¢). We can see
from the above matrix that this encoding involves the pseudo-symbols p1 6,41 and p16p44-
Moreover, the transmission of pj 6,44 Occurs at ¢t = (6n + 1)T and the transmission pj gn41
occurs at t = (6n 4 4)T for the second signal s1(t). Therefore, the second row of the matrix M
should be multiplied by j to respect the definition of the p; ;. We then rearrange the elements
b; in each sequence {bm}me{o,l} to get Alamouti encoded pseudo-symobols pf’; of the main
wo while ensuring enough time diversity. This operation gives the following two parallel bit
streams (b = [bY];en, b' = [b}]ien)

B =1..  D6n, Dent1, Dens2, Donss, —Dbontd, bonts  -..] (6.3)

b= — bon+3, bent+a, —ben+5, ben,ben+1, bent2 ). (6.4)
To verity the aforementioned properties, we write the sequence p)" = {p’gll} as a function of p, :

0 _ * * *
Py = [ P0,6ns PO6R+1s PO6RA2: —P0 6n+30 —PO6n+4s —PO6n450 -]
(6.5)

1
0

b.“b

* * *
['“7 £0,6n+3, PO,6n+47 £0,6n+5, pO,Gn? p0,6n+17 p076n+3a } .

Py = [a P1,6n, P1,6n+1, P1,6n+2; —P1,6n+3, 7ﬂi6n+4? —P0,6n+5, ]

(6.6)

1
1

u.“b

= [oer; =7b6n—ab6n+3b6n+4a; P1.6n+4s —Jb6n+406n+506n; Den+506n06n+15 P1 61t 15
ben+1b6n+206n+9, -+

We can notice from (6.5) that each set {po 6n-+k p0’6n+k+3}k€{071’2} is Alamouti encoded. There-
fore, all the pseudo-symbols pg; of the main pulse are Alamouti encoded in the streams Bg
and B(l). However, only a portion of the pseudo-symbols p;; are Alamouti encoded due to the
memory effect. The obtained result is nevertheless better than the IRIG encoding of chapter
5 and to illustrate this improvement, we plot in Figure 6.1 the power of the received signal
r(t) = hoso(t) + h1s1(t) for random complex values of hg and hy such that |hg|? + |hy|? = 1.

We consider the case where the exact SOQPSK-TG signal is sent as well as the case where
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si(t) = >4 pinykwm(t —kT), (m,i) € ({0,1})%. We can notice from this figure that the power of
the received signal is more clustered around 1 when the proposed encoder is used. The reason

of this improvement is due to reducing the interference of the pseudo-symbols p1 ; for any value
of hg and hq.
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Figure 6.1 — Power of the received signal for different channel gain values

After presenting the new encoding scheme, we focus on the decoding architecture in the

following sections.

6.2.2 Received signal model

We consider in this chapter the MISO case as well, i.e., the receiver only contains one antenna.

Thus, the received signal model is the following

r(t) = hoso(t) + hisi(t — Ae) +n(t), (6.7)
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where so(t) and s1(t) are two SOQPSK-TG signals containing the bit streams b° and b' and
are affected by complex-valued attenuations hg and hi, respectively. We also remind that Ae is
the differential delay. The received signal is filtered and sampled like in the previous chapter at
t = kT and t = kT + Ae. We then get

{y(k) = y(t = kT) = hodo(kT) + h151((k — AT)T) + a(kT), 68)

yar(k) = y(t = kT + Ae) = hodo((k + AT)T) + hi, (ET) + i((k + AT)T),

where y, 59, 51 and n are the filtered versions of r, sy, s1 and n, respectively. We choose
to use the 3-bit level approximation of 3; given (5.36), and hence we obtain the following

approximations of y and ya,

+1 +1
y(6k) = ho Y p0ee_i®o(iT) +h1 Y poep_i®o(iT — ATT) + A(6kT), (6.9)
i=—1 i=—1
+1 +1
yar(6k) = ho Z o 6k—iWo(iT + ATT) + hy Z oy 6k—iWo(iT) + n(6KT + ATT)6.10)
i=—1 i=—1

6.2.3 Decoder architecture using Cavers/Ungerboeck approach

The goal of the decoder is to recover the bit stream b = {b; };en using the samples y and ya,.

To do so, we define the following metric

Br — % (y(6k +m) + ya,(6k +m)), m € {0,...,5}. (6.11)

We group Bf with BY, Bf with Bf, and B with BE as follows

j(B3) hT  hg | [bek+s 0 ho bek+2
h 01 (b h 0 b b
+j0[ 1 *] [6k+4‘|+le0 *] [6k+1‘| . [ ] [G(k 1+2]
0 hI] [bek+1 0 —hi] [bek+ta 0 bek+5

[ A(6ET) ]
. (6.12)
“((6k +3)T)
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(Bh)* hy —hj] [Dekta 0 h) |Derss

h 0 b ho 01 |b
0 )] ypfte 9] ]
0 —h7] |bek+2 0 hgl [bek+s

+5C

hy 0O
0 —ht
l—jﬁA((Gk +1)7)

i ((6k +4)T)

b6k+3]
be;

] , (6.13)

ho —h b
:A[ 2 *1] [6k+2] +iC [ho 0*] lb6k+1]
hi  hg | |bek+s 0 —hg]| |bek+ta

h 0 b ho O b
o[ Tefe 0[]
0 —hi] [b6(k+1)+3 0 ho) be(k+1)

ok
j(Bg)*

[ [bﬁkﬂ]

bek+1
fin((6k +2)T)
+['Mmk+@ J’(6M>

where the parameters A, C, D and na are defined in (5.22)—(5.25). We now define the following
matrices
ho —h ho h
Hg =" ' ) H% =" ' ) (6.15)
hy R hy —hj

: 0\ " 1\
and we multiply (6.12), (6.14) on the left by <H2) and (6.13) on the left by (Hz) . By
taking the real part of the obtained vectors we get,

k k
)" iy} - 1 0

[ Axber, — DCbg(r—1)4+2 — CCbgrr2 + (D — C)Cbet4 ]
Axber+3 — CCbg(k—1)+5 + DCbe(rr1)+3 — (D — C)Cber+1 — DCbeks

© Re { [ hga(6kT) 4 jhany ((6k + 3)T) ] }

- o (6.17)
—hina(6kT) + jhoni ((6k + 3)T")

red (1) —iBf| | _ |65] | Axbers1 — (D — C)Cberrs + (D — C)Chops
€ ( 2) e | (7 k| T B n
(Bi) I3 Axbgrya + (D — C)Cbgr, — (D — C)Cbgp2

e { l_j:h;;@((% +1)T) + hﬂ:zZ((Gk + 4)T)] } ., (6.18)
—jhifa((6k + 1)T) — hoia ((6k + 4)T)
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oM | BS |4
e |} - L
_ l Axboe+2 — CCbok — (D — O)Cbok+4 — D) ]

Axbeg+s + (D — C)Cber1 — DCbertz — (D — C)Cbg(r41)+3

© Re { l hefa((6k +2)T) + jhaiy ((6k + 5)T) ] }
—hia((6k 4 2)T) + jhoiy (6k +5)T)| |

(6.20)

where ¢ = Im(hjh1) and ¢ = |ho|? + |h1]|?>. We can notice from (6.17)—(6.20) that the even
symbols bg42, only appear in l’g , l'?f, 1% whereas the scalars ¥, 15, l'g are only functions of the
odd symbols bgp42,—1. Therefore, even symbols can be processed separately from odd ones in
the presence of a non-zero differential delay unlike the scheme presented in chapter 5. We now

define the following vectors z, = {zf }ien, 2, = {2 }ien, be = {b§ }ien, b, = {09 }ien

T
&6 = ("'7l§7l§7l§7lg+l,li+l,l§+l7...) 5 (6.21)
T
Eo - (..-7ll;al’falégllg—’—l,l’f—’—l,llg—i_l,...) N (622)
T
b, = (...,b6kab6k+2766k+4,b6(k+1)ab6(k+1)+2,b6(k+1)+4, ) ) (6.23)
T
bo = (, ka—i—la b6k+37 b6k:+5, b6(k+1)+17 b6(k+1)+37 b6(k+1)+5> ) , (6,24)

and we formulate the problem as

2@ = G’ebe + EC’ (6-25)
QO = GObo + Qoa (626)
where

[Ger GI, 05 ... ... 03]
Ge2 Ge1 G/, o3 :

0; G.. G.; GT, - :
Ge=| ° 2 el e , (6.27)
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[Go1 Gl, 03 05 |
Go2 Go1 GI, 03 :
0; G,2 G,1 GT.
G,=| ° 2 Pol o2 , (6.28)
. . . 0,
: GoT,z
| 03 03 Go2 Goif
and
Ay —C¢ (D—C)¢ 0 —D¢ 0
Ge1=| -C¢ Ay —(D-0C)|, Ge2=10 0 0], (6.29)
(D—-C) —(D-C) Ay 0 0 0
Ay —(D-C)X (D-0C) 00 0
Go1=|-(D-C)¢ Ax D¢ |, Go2=10 0 —C¢ (6.30)
(D—C)¢ -D¢ Ay 00 0

The matrix 03 is a zero matrix composed of 3 rows and 3 columns. The vectors u, and u, are
composed of noise terms and they are built in the same way as z, and z,, respectively. We keep
the same line of reasoning as done in Section 5.4.2, and we suppose that the auto-correlation
matrix of the noise u, is M,, = NyoG. and the auto-correlation matrix of the noise w, is
M,, = NoG,. Both matrices G, and G, can be decomposed as sums of a diagonal matrix,
a strictly upper triangular matrix and a strictly lower triangular one. After writing G, as
G. = G5+ G§ + (G)T and G, as G, = G% + GY + (G¢)7, the ML metric for the even

case can be written as

A(ze.b,) = 2b] z, — 2b] G{b, — bl GGb,, 6.31)
=Y Ae(n), (6.32)
where
be (228 4+ CCbE,q + DCV_y — (D — O)(BE o) — AE[BE |2, if n = 3k,
Ae(n) = b, (25, + CCbG_y + Dby + (D — C)CWE4y) — ALBE, ifn=3k+1, (6.33)

0, (205 — (D — C)Cb, o + (D — O)ChG, ) — AEDGR, ifn=3k+2,
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and the ML metric for the odd case can be expressed as

A (z,,b,) = 267z, — 2b] G&b, — b G%b,, (6.34)
= Xo(n), (6.35)

where

b (229 + (D — C)CHo,, — (D — C)CH2, o) — AE[B22, if n = 3k,
Nol(n) = 3 b5, (225, + (D — C)CH,_y + DGy + CCHY_) — AEGJ2, ifn=3k+1, (6.36)

by, (22, — (D — C)Cby_o + DC,_y + CCh o) — AEIBG %, if no= 3k + 2.

Both even and odd branch metrics are defined by a 5-tuple, and therefore the Viterbi algorithm
operates with 16 states with 2 branches coming out from each state. The decoder structure is

given in Figure 6.2.

t=kT .
N\ Ze 16 states Even
—
Viterbi algorithm bits
r(t) Dete~ction filter Pre-Processing
Wo(—t)
t=kT+Ae

N Xo 16 states Odd

Viterbi algorithm bits

1]

hy hy AT
Figure 6.2 — Decoder structure for proposed encoding scheme

Several remarks can be made regarding the obtained architecture:

e Only 80 branches are needed instead of 192 to decode a block of 6 symbols,. If we take
for instance the branch metric \,(n), we can see that it is a function of 3 symbols out of
5 when n = 3k and a function of 4 symbols out of 5 when n = 3k +m, m € {1,2}.

e Decoding a block of 6 symbols requires 272 additions and 80 multiplications. If we focus
on the complexity per symbol (and not per block), we conclude that the obtained decoder
is slightly less complex than STBD-PAM-ML decoder given in Section 5.4.

e Even though the proposed encoding rule further expands the diversity in time, the
obtained decoder is less complex than the one used for IRIG STBC. This result may seem
counter-intuitive at first since more time diversity generally leads to more complexity.

However, the proposed encoding allows decoding the even bits separately from the odd
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ones when a differential delay is present. This interesting property greatly reduces the

number of operations in the decoding scheme.

e The initial goal behind the proposed encoding rule is to reduce the interference associated
with the pseudo-symbols p;; at the transmitter side. Nevertheless, we showed that
this encoding is more advantageous than expected since the resulting decoder is an
OQPSK-type STB decoder even in the presence of a non-zero differential delay (i.e., the
information carried by the I channel (even bits) can be decoded separately from the
information carried by the Q channel (odd bits)). Therefore, this architecture (encoder
+ decoder) can be generalized to any OQPSK-type modulation (such as OQPSK itself,
FQPSK [44], SOQPSK-MIL or precoded GMSK [67], etc.) in the presence of a differential
delay.

e A LS decoder similar to the STBD-PAM-LS of Section 5.5 can also be proposed for
this scheme. However, it would be highly complex since it requires a Viterbi algorithm

operating with 64 states and 4096 branches.

6.2.4 Simulation results

We now evaluate the BER performance of the proposed architecture when SOQPSK-TG
signals are transmitted. The magnitudes of the channel gains are |hg| = |h1| = @ We first
consider in Figure 6.3 the case where AT = 0, and we plot the BER curves for different angles
0 = arg(h1) — arg(hp). We can seen from this figure that the BER performance loss between
the best case scenario (6 = 7) and the worst case one (¢ = 0) is very low compared to what
has been obtained in Figure 5.11. We also depict the average BER curve when 6 varies over
the interval [0,27) in steps of 0.17. It can be seen that the proposed architecture offers a
performance gain of 0.65 dB. We now focus on the influence of A7, and we plot in Figure 6.4
the BER curves for different values of Ar. This figure shows an improvement of the BER
performance due to the employment of the proposed architecture when |A7| < 0.5. However,
when 0.5 < |A7| < 1, taking advantage of the proposed encoder or the IRIG encoder results in
similar decoding efficiencies. In this case, the main advantage of using the proposed architecture

is the complexity reduction.
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Figure 6.3 — BER performance of the proposed architecture for different 6 values

6.3 The time diversity approach

The two-antenna problem appears when the same signal is simultaneously transmitted through
both transmit antennas with the same carrier frequency. In this scenario, the SOQPSK-TG
signals can mutually interfere in a destructive way, which results in an important loss of the
BER performance. To overcome this problem, we presented in Chapter 5 and Section 6.2 of
Chapter 6 two solutions based on space-time coding. These solutions consist of transmitting
two "different" SOQPSK-TG signals to avoid mutual interference, then to exploit the space
diversity and the encoding rule to decode the signal. Despite the attractive benefits of these
solutions, they require, however, training sequences and special signal processing tools at the
receiver side. In this section, we rather propose a solution to mitigate the two-antenna problem

while keeping the same architecture of the SISO case.

6.3.1 Artificial multipath channel generation

The proposed solution consists of artificially creating a multipath channel by transmitting the
same signal on both transmitting antennas. To avoid the mutual interference of these signals,
we artificially apply a differential delay AN, multiple of the bit period. Therefore, the first

antenna transmits the signal so(¢) = s(t) and the second antenna transmits the delayed version
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Figure 6.4 — BER performance of the proposed architecture for different At values - 6 € [0, 27)

s1(t) = s(t — AN,T). The received signal is now expressed as

r(t) = hoso(t) + h1s1(t — ATT) + n(t), (6.37)
= hos(t) + his(t — AN, T — ATT) + n(t), (6.38)

where hg, hi are the channel gains and At is the differential delay that can also be present
in this scenario. This differential delay A7 is not artificially created, but it appears due the
distance between the antennas and the used bit rate as explained in Chapter 5. The received

signal can also be expressed as
r(t) = s(t) * 1(t) + n(t), (6.39)

where

l(t) = h05(t) + hld(t — AN, T — ATT). (6.40)

Equation (6.39) shows that the received signal is then a convolution of the transmitted
signal s(¢) and a multipath channel I(¢) in addition to AWGN. Therefore, we go back to the
scenario described in Chapter 4. As a consequence, multipath mitigation techniques such as

PSP can be used to equalize the channel and estimate the transmitted bit sequence.
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Due to using the same signal s(t), it is necessary to determine what delay AN, should
be applied to reduce the mutual interference of s(¢) and therefore to avoid the two-antenna
problem on the one hand. On the other hand, it is important to take the lowest possible value of
AN, to keep the complexity of the equalizers low. To do so, we run a Monte Carlo simulations,
and we plot in Figure 6.5 the histogram of the power of the received signal as a function of AN,
for different complex values of hg and h;. In each Monte Carlo simulation run, the complex
gains are normalized such that |hg|? + |h1|?> = 1. It can be seen from this figure that the power
of the received signal becomes satisfyingly clustered around 1 when AN, > 3. The higher the
delay AN,T, the better the quality of the received signal. If we consider the same assumption
taken in Chapter 5 regarding the range of the differential delay A7, which is |[A7| < 1, then

choosing AN, = 4 is sufficient to create enough diversity.
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Figure 6.5 — Power of the received signal for different AN, values

We now compare in Figure 6.6 the histogram of AN, = 4 with the one obtained in Figure 6.1
using space-time coding. We notice that space-time coding offers narrower power distribution
than the technique proposed in this section, which was expected since space-time coding
solutions take advantage of the diversity in both time and space. Nevertheless, the obtained
result using the time diversity approach can also be satisfying since the destructive interference

is greatly reduced despite transmitting the same data sequence through both antennas.

6.3.2 Simulation results using PSP

We evaluate in this section the BER performance of the proposed system composed of two
antennas transmitting the same signal with an artificial delay of 47T and one receiving antenna.
The received signal is fed to PSP to estimate the channel fy and the data sequence. We remind
that fo = wo [ % f, and we choose Approx. 3 in the PSP algorithm. We also assume that the
receiver has no prior knowledge of the differential delays (i.e., the artificial one AN, and the

residual one A7). To determine the number of states of PSP, we plot in Figure 6.7 the taps of
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Figure 6.6 — Power of the received signal using Figure 6.7 — [llustration of the taps of fy when
different diversity techniques AN, = 4.

fo in the case where hg = hy = @ It can be seen from this figure that we can merely consider
the taps located between 5 and 11 instead of 15. Therefore, we can take N; = 7, which makes
PSP operating with 2V~1 = 64 states.

We plot in Figure 6.8 the BER performance of the proposed system for different differential
delays Ar. We take |ho| = |h1| = @, and we illustrate the average BER curves over different 0

values. Several remarks can be formulated from this figure:

e When A7 = 0, the proposed solution offers very attractive BER performance since the
obtained curve is close to theoretical curve of the SISO case (within 1 dB at BER= 107?).

e When —1 < A7 < 0.5, the proposed solution has similar performance, which is desirable

in our scenario.

« When A7 = 1, we notice a performance loss of 2.5 dB at BER= 10~ compared to the
case where AT = 0. This result was expected since the presence of a differential delay
A7 =1 with AN, = 4 is equivalent of taking an artificial delay AN, = 5. Therefore,
the BER performance can be improved by extending the trellis of the PSP as shown in
Figure 6.9.
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6.4 Conclusion

In this chapter, we have proposed two original solutions to overcome the two antenna problem.
The first one relies on space-time coding like the solution given in Chapter 5. However, it
provides better transmission rate, better BER performance as well as lower complexity than
the state of the art scheme. This improvement has been achieved thanks to the modification
of the encoder structure, which involves 6 bits instead of 4. The second solution consists of
transmitting the signal through one antenna and its delayed copy through the second antenna.
The advantage of this approach is that the received signal model is composed of the transmitted
signal followed by a multipath channel. Therefore, the receiver architecture given in Chapter 4
(PSP) can also be used in this scenario. Simulation results show that a delay of 47" ensures
an excellent received signal quality and allows getting attractive BER performance if the PSP

operates with 64 states.



General Conclusion and

Perspectives

In this PhD thesis, we focused on studying reception algorithms for SOQPSK-TG under different
scenarios. This study first requires a deep understanding of the signal features, which are
different from the conventional linear modulations. In fact, SOQPSK-TG is an aeronautical
telemetry modulation that has been considered for a long time as a particular CPM due to its
ternary alphabet generated using a specific precoder and its long frequency pulse. Moreover,
the fact that this modulation is not a linear function of its transmitted symbols makes handling
this modulation a hard task. These features have pushed the use of particular decompositions
of the signal such as ternary PAM decomposition (PRD) and the XTCQM representation to

make the signal more versatile. Each representation has its pros and cons.

On the one hand, the PRD allows approximating the signal as a sum of two linear modula-
tions. However, the resulting pseudo-symbols still inherit the memory effect of the modulation.
On the other hand, the XTCQM representation provides an accurate approximation of the
signal using a bank of XTCQM waveforms with a small memory. Nevertheless, these waveforms
are data dependent and thus we cannot separate contribution of the data independently from
the pulse shape. The contrasting features of these representations, which are presented in

details in Chapter 1, imply a limited use to specific scenarios.

In this work, we first focused on the SOQPSK precoder structure before tackling the signal
representation aspect. We showed that this precoder could be decomposed into a recursive
encoder that eliminates the long memory of the modulation and a duobinary encoder that
converts the binary symbols to ternary ones to increase the spectral efficiency. Thanks to this
new vision of the precoder, we showed that SOQPSK-TG could be seen as a duobinary CPM
whose PAM decomposition, namely DBD, retains the key features of the Laurent decomposition
of binary CPM. As a consequence, SOQPSK-TG can accurately be approximated as a single
PAM or as a sum of two PAMs. Moreover, the presence of the recursive encoder has been
exploited to reduce the memory effect in the expressions of the pseudo-symbols and to get a

direct mapping between the pseudo-symbols and the binary data. Therefore, we proposed a new
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representation of SOQPSK that gathers better features than the state of the art representations
as fully described in Chapter 2.

As a direct consequence of this new PAM decomposition, we proposed in Chapter 3 a wide
range of reduced complexity detectors via several approaches (Kaleh approach, Ungerboeck
approach, and Forney approach). The very near-optimal performance of these detectors confirms
the accuracy of the proposed DBD approximations. However, they also show that the main
pulse of DBD generates significant inter-symbol interference that should be mitigated at the

receiver side.

In Chapter 4, we took advantage of the PAM decomposition (with DBD) to propose a new
joint channel estimation and detection algorithm for SOQPSK-TG. This algorithm is inspired
by the PSP principle to mitigate the multipath effects, which are present in the aeronautical
telemetry environment. This solution operates using two different approximations of the signal

and significantly outperforms the constant modulus algorithm.

In Chapter 5, we focused on the scenario where two antennas are mounted on the aircraft
to get an omnidirectional transmission to resolve the two-antenna problem. This use case
requires creating diversity by using Alamouti encoding. However, it makes the decoding process
different from what has been proposed for linear modulations because of the used modulation
(SOQPSK-TG) and because of the presence of a differential delay. After presenting the state
of the art solutions, we proposed in this chapter two main decoding structures. The first one
relies on the first PAM approximation of SOQPSK-TG, i.e., by considering that SOQPSK-
TG is a linear modulation (or more precisely, an offset modulation) and provides acceptable
BER performance while benefiting from an important complexity reduction compared to the
state of the art solution. The second decoding structure considers that SOQPSK-TG can be
approximated as a sum of two linear modulations and greatly outperforms the state of the art
solution. Both structures take into account the presence of the differential delay and provide
soft outputs. In Chapter 5, we also considered the presence of multipath in the STC scenario.
After formulating the problem using multipath, we proposed a new channel estimator and

showed that this solution could be used along with the second decoding structure.

In the final chapter of this dissertation, we explored other solutions to resolve the two-antenna
problem. The first proposed solution takes into account the observations made in Chapter 5
where it has been shown that the standardized encoding scheme does not eliminate the mutual
interference of SOQPSK-TG signals. For this reason, we proposed a new encoding scheme that
is more suitable for SOQPSK-TG. This scheme allows gathering all the attractive features of a
STC system since it provides better transmission rate than the state of the art encoding and
results in a reduced complexity decoding structure with attractive BER performance (within
1.1 dB of the SISO bound). In the second part of Chapter 6, we considered the time diversity

approach, and we proposed sending one signal over one antenna and its time delayed version
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over the other. This delay is created artificially to reduce the mutual interference of the signals.
The advantage of this approach is that the receiver considers that the transmitted signal is
corrupted by a multipath channel whose interference can successfully be mitigated using the

techniques introduced in Chapter 4.

Perspectives

We present in the following the possible areas of future studies

Equalization in the SISO scenario:

o In this dissertation, the PSP algorithm operates using the duobinary PAM decomposition
(DBD) of SOQPSK-TG. However, thanks to the mapping found between the pseudo-
symbols and the data bits using PRD (Chapter 2), it may be possible to apply the PSP
principle to the PRD PAM approximation. Since both PRD and DBD have different

characteristics, the resulting algorithms may have different behaviors.

e To the best of our knowledge, the INET packet structure does not contain any cyclic
prefix. However, a new packet structure can be imagined for SOQPSK-TG so that the
frequency equalization algorithms introduced in [91, 92, 93, 94] can be used, tested in the
presence of aeronautical telemetry channels, and compared with the proposed algorithms

of this work.

Decoding and Multipath mitigation in the STC scenario:

e In this work, we proposed two decoding structures for the STC scenario. The first one
relies on Ungerboeck /Cavers approach, and the second one uses the least squares approach
(which is equivalent to Forney approach in the SISO case). These decoders take advantage
of the "linearized" version of SOQPSK-TG but they do not take into account its CPM
nature. Thus, it may be relevant to extend Kaleh approach (which exploits the constant
envelope nature of CPM when calculating the log-likelihood function) from the SISO case
to the MISO one to get a third decoding structure.

e The multipath mitigation technique developed in this dissertation for the STC scenario
only works using the second proposed decoding structure. Further works regarding
frequency domain or time domain equalizers need to be done for the STC scenario. Ideally,

the equalizer should work regardless of the used decoding structure.
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STC estimators:

o The complexity of the developed estimators in [130] is relatively high. More work needs
to be done to reduce the complexity, and it may be accomplished using the new PAM

decomposition.

e The simulation results given in Section 5.7 show that the estimators are highly multipath-

sensitive. More work needs to be done to improve their performance for this scenario.

New aeronautical telemetry systems:

Conceiving power and spectrally efficient systems is a constant challenge for aeronautical
telemetry. However, achieving this goal requires evolving the IRIG standard as well as the

actual infrastructure. We can imagine for instance

e Pairing MIMO systems with SOQPSK to increase the spectral efficiency while taking
advantage of the constant envelope nature of the modulation. The MISO case has already
been standardized in IRIG to resolve the two-antenna problem without increasing the
spectral efficiency. Therefore, we can imagine an extension of this concept to reach the
latter goal. A feasibility study should also be carried to determine how many antennas

can be mounted on board the aircraft and how many receiving antennas can be used.

e Defining different modes for different CPM modulations as done in the tactical com-
munications standards [32]. Each modulation fulfills a certain spectral efficiency and
power trade-off. Switching between one mode to the other can be done manually or

autonomously (the latter case may require an ulplink mode).

e Adopting non-constant envelope signals, which beget better spectral efficiency than CPM
such as COFDM [88] or APSK [140].



Appendix A

Appendix for Chapter 2:
Inter-Correlation of the
Pseudosymbols for Duobinary CPM

In all the following sections, we assume that the symbols v are i.i.d.

A.1 Pseudo-symbols of PRD

In this section, we calculate the inter-correlation of the pseudo-symbols associated with PRD
for duobinary CPM. We only consider the pseudo-symbols of the main pulses. We first define

the inter-correlation as

P;j(q) = E{vinvigeghs  (i.5) € ({0,1})7 (A.1)

where ¢ € Z. The inter-correlation function satisfies the following properties as the binary case
P j(q) = Pji(q) = Pji(—q), (A.2)

We detail in the following the computation of P; ;(q).
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A.1.1 Computation of P (q)

We use (2.3) to compute Ppo(q) and we suppose without loss of generality that ¢ > 1, we first
get

! hm
Poolg) = E {eXp (—jhﬁ > %m) exp <j - (e — 7k+q)> } : (A.3)

n=0

We start by ¢ = 1. Since the symbols v are i.i.d, we obtain

Poo(l) =E {nf[o exp <—jh;7kz+n> } ; (A-4)
= nljo E {exp (—jhzﬁ’ymn) } ) (A.5)
— % (1 + cos(hm)). (A.6)

We can notice from (A.6) that Py (1) # 0 because 0 < h < 1. Therefore, the pseudo-symbols

v,k and v 41 are correlated. We then focus on the case where ¢ > 2:

ol hm
Poolg) = E { H exp (—jhTVk+n) €Xp (—jQ(’Yk + ’Yk+q)) } , (A7)
n=1
_ %cos(hw)‘ql_l (1+ cos(hm)) . (A.8)

Equation (A.8) shows that vy and v e are uncorrelated when h = 1/2 and |q| > 2.
Moreover, this equation is valid for |¢| = 1 as well. Therefore, the values of Py o(¢q) can be

summarized as follows

1, =0,
Pool) = ! (A9)
%cos(iwr)‘q'_1 (1 + cos(hm)), otherwise.

A.1.2 Computation of P (q)

We use (2.4) to compute P; 1(gq). We first consider the case where ¢ = 1, we get

1 hr hr
Pia(1) = e {exp <_32(7k + 'nm)) + exp (—32(% + %1))

exp (I i 1)) +exp (i) | (A0
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This yields to following result

P(1) = é(f)cos(hw) +3). (A.11)

We then consider the case where ¢ > 2 and we obtain the following result

Pi1(q) = % cos(hr)l9=2 (1 + 6 cos(hm) +9 COS(hTI‘)2) (A.12)

= % cos(hm)1=2 (3 cos(hm) 4+ 1)2. (A.13)

We summarize below the obtained expressions:

1
1 (cos(hm) +3), qg=0,
1
P1(q) = 3 (5cos(hm) + 3), q=1, (A.14)
1 » 2 .
6 cos(hm)l9=2 (3 cos(hm) + 1), otherwise.

A.1.3 Computation of P ((q) and Fp;(q)

We use (2.3) (2.4) to compute P; o(¢q) and we get the following result

1
5 (cos(%”)2 + cos(4F) cos(h7r)2) , q=0,

Pio(q) = (A.15)

1
B cos(hm)lal=1 cos(%”) (cos(%”)2 + COS(h7T)3> , otherwise.

The inter-correlation Py ;(gq) can be obtained using (A.2). The different results of this section
show that the pseudo-symbols of PRD are generally correlated when |q| < 2. However, when

g > 2 and h = 1/2, the inter-correlation functions P; j(q) become null.

A.2 Pseudo-symbols of DBD when / is non-integer

Since the expressions of the pseudo-symbols of DBD are similar to the ones found for the binary

case, their correlations {C; j}; j1e(o,..,m,—1)2 can be computed the same as in [15] as follows

Cij(p) = E{pikfpsp}> (A.16)
= Cyj(—p) = [cos(hm)]2(7P), (A.17)
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where
k<-p-1
La—1 k<Ly—1
o d p J
AGgp) =pl+ > e +nt) =2 > 0
kgpfl kSLdfpfl
k<L4-1 k<Lg—1
d d d
+ D Mt Y k| - (A18)
k>0 k>0
k>1—p

When the modulation index h is equal to 1/2, the pseudo-symbols are uncorrelated (A(%, j, p)

can only be zero when i = j and p = 0).

A.3 Pseudo-symbols of DBD when £/ is integer

When the modulation index is integer, it has been shown in [54] that

I, 1=7,¢=0,
a =
b {az’kaj’kﬂ} {0, otherwise. (A.19)

Therefore, the pseudo-symbols of this decomposition are uncorrelated.



Appendix B

Appendix for Chapter 2:
Pseudosymbols of PRD for
SOQPSK

In this appendix we detail how (2.27) and (2.28) have been obtained starting from (2.3).

B.1 Computing 1; for SOQPSK

By introducing 7, using (2.1), we obtain

Vo,i = exp {]Z (ZZ: Tn + i%l)}- (B.1)
n=0

n=0

After making an index change, gathering the common terms of the two sums and transforming

the sum to a product, we obtain

1—1
Vo = (H ) (B.2)

n=0

Since 7, € {—1,+1}, we can write (B.2) as
1 i—1
i =g (H jvn) (1 +77) (A +37v-1),
n=0

1—1
= %ji <H %) (1 —v—1vi +3(y=1+ 7)) - (B.3)
n=0
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To simplify (B.3), we use the following property of the recursive precoder of (2.2)

Yn X Yn—1 = (_1)n+1bnbnfl X (_1)nbn71bn72>
= —bpby_o.

(B.4)

Without loss of generality, we consider that v_1 = —1 and b_; = b_9 = 1. Then we distinguish

two cases:
e 7 is even, i.e. 1 = 2p:
2p—1 p

H Tn = H V2n—172n-2;
n=0 n

=1
= (—1)pb_1bl X bgbl... X bgp_leP_g,

= (—l)pbi_l.
Therefore,

1 . i
10, = 5]2p(_1)pbi71(1 — (1) by,
+ (14 (1) bibi1)),
1 )
= 5(@—1 +b; + j(bi—1 — by)).

e {isodd,ie 71=2p+1:

2p P
H Tn =70 H Y2nY2n—1,
n=0 n=1

= —bob_l(—l)pbobg X b4b2... X bgpbgp_g,
= (—=1)P"b;_y.

Thus,

1. )
voi = =3P (1Pl (1 — (=) by,

2
+ (14 (1) bibisy)),
1 .
= 5(@'—1 +b; — j(bi—1 — b;)).

By combining (B.6) and (B.8), we obtain (2.27) for all i.

(B.8)
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B.2 Computing 1;; for SOQPSK

In order to simplify the expression of v ;, we follow the same steps as described in Appendix

B.1 by introducing 7, in (2.3) and by making an index change. We then get
1[5 - x o .
v = 3 (H 6J27n> (ejz%‘—1 x el 1V 6]5%—1) el Tv-1 (B.Q)
n=0
We use the same transformation made in (B.3), thus
N = | o |
=g |J I 7 ) (U + d7i0) (1 + Gv) + 257%i-1)) % (14 jv—1). (B.10)
n=0

Using the property of 7, (see (B.4)), and by distinguishing whether i is even or odd, we simplify
the expression of the product found in (B.10) and we obtain (2.28).






Appendix C

Appendix for Chapter 2:
Pseudosymbols of DBD for
SOQPSK

In this appendix, we prove how we get the final expressions of the pseudo-symbols pg; and

p1,i for SOQPSK as described in (2.31). First of all, we suppose that for n <0, a,, = 0, i.e.
0

n=

—ooYn = 0. This hypothesis is fundamental to define the initial phase of the signal.

C.0.1 Computing p,; for SOQPSK

Starting from (2.20) we obtain

LT :
n=1

Like in Appendix B, we transform the sum inside the exponential into a product of i exponentials

and we use the fact that /37 = j~,,. Therefore,

poi= [[ i =73]] - (C.2)
n=1 n=1

Then we use the property of 7, introduced in (B.4) and we distinguish two cases:
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e ¢ is even, i.e. 1= 2p:

p
poi = 3% T v2nr2n-1,

n=1
= (_1)p X (_1)p X bgbo X b4b2... X bgpbgp_g,
= bob;.

e iisodd,ie t=2p+1:

D
P0i = JQpJrl (H Y2nY2n— 1) Y2p+1,

n=1
( P ox ( 1 pbobi_l X bibz‘_l,
:jbobz‘.

(C.3)

(C.4)

Without loss of generality, we assume that by = 1 and therefore the final expression of pg;

found in (2.31) is achieved.

C.0.2 Computing p;; for SOQPSK

Once the simplification of pg; is made, the final expression of p;; can easily be found since

X
—J5 -1
P1,i = PO, X e 2

Using the fact that e 72%-1 = —j~;_1, we obtain (2.31).

(C.5)



Appendix D

Appendix for Chapter 3: Reduced
complexity detector based on PRD

In this appendix we detail the reduced complexity detector algorithm given in [14, 18]. This
detector relies on Kaleh approach and uses the PAM approximation of PRD.

We remind that SOQPSK is corrupted by AWGN n(t). The received signal is thus expressed
as

r(t) = s(t; ) + n(t). (D.1)

If we suppose that N ternary symbols are transmitted, then the log-likelihood function A(b)
is described in (3.2). We follow the same line of reasoning of Section 3.2 to get (3.4). Then, we
replace s(t; ) with its PRD described in Section 1.5.3 of Chapter 1 to obtain the following

expression of \(b)

2 N-1 NT R—-1
AW =5 3 Be { /0 r(#) (Z v pu(t — nT)> dt} . (D.2)
n=0

k=0

2
By permuting the integral and the second sum and by discarding the constant term — in
0
(3.5), the optimal detector maximizes the following branch metric
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where

R—1
A(n) = Re (Z yk(n)l/,;n) , (D.4)
k=0

(n+DY)T

wm = [ r(opult )t (D.5)

The parameter D}, is the length of the pulse pi(t). The complexity of the detector depends
on the value of R and the memory of v,. We remind that SOQPSK-MIL can be exactly

decomposed into a sum of 2 PAM waveforms using PRD. The same number of pulses is also

needed to accurately approximate SOQPSK-TG. Therefore, equation (D.4) becomes
1
A(n) = Re (Z yk(n)uan) . (D.6)
k=0

We now focus on the expressions of v, and v, given in (1.25). These pseudo symbols are a
function of (1., v2.n) € ({—1,+1})? such that o, = %(’yl,n + 72,n,). Simultaneously, we have
ap = (—1)" 1L (b, — b, o) (Eq. (1.9)), ie.,

ay, = (f1)”+1—b"2*1 (b, — bn_2), (D.7)
1
= 5(71,n +Y2,n)- (D.8)

Therefore, it is necessary to find a link between (v1,,72.,) and b,. To do so, Perrins

proposed the following steps:

e The first step is to describe the SOQPSK-precoder using a trellis. The mapping given in
(D.7) results in a time-varying trellis. The states and the transitions of the trellis depend
on the parity of the epoch. Without loss of generality, we suppose that n is even and we
depict in Figure D.1 the trellis at epoch n and epoch n + 1. The label above each branch
shows the input bits/output symbol pair at each epoch, i.e., at epoch n the displayed
pair is b, /a, and at epoch n + 1, the displayed pair is by 41/qn41-

o The second step links the expression of the pseudo-symbols {v n}refo,1} given in (1.25)
with the trellis. To do so, Perrins showed that the pseudo-symbols can be rewritten as
follows

Vkn = elon—14y., (D.9)

where

n—1
T
Gn,l = 5 Z (677 (D.lO)
=0
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and
1
vo = ap, = §(vl,n + Y2,n) (D.11)
1 T T
v = 5 (6] 2 71,n + 6] 4'72,71,) . (D12)

Since the value of ay, is known in the trellis because it is a function of the triplet
(bn—2,bn—1,by), it is thus possible to infer the values of vi(c,) using (D.8) as shown in
Table D.1. The second parameter that must be linked with the trellis is the phase 6,,_1,
which can take values in the set {—75,0, 3, 7}. It has been shown in [18] that there is
one-to-one mapping between the different states of the trellis and the possible values of

0,,—1. This mapping is given in Table D.2.

bn—? bn—l bn bn—l bn bn+1
-1-1
141 Q)
+1-1 @F
. 1/0
+1+1 O
epoch n (n even) epoch n + 1

Figure D.1 — Time-varying trellis using PRD. The label above each the branch shows the input
bits/output symbol pair at each epoch..

Table D.1 — Link between «,, and vg(a,)

On | M1n V2 0 U1

-1 1-1 [ exp(—jn/2) = —j | exp(—jr/4) = J5(1 - )
-1-1, or 1

0 1.1 1 cos(m/4) = 7%

1 11 exp(jm/2) =3 exp(jm/4) = %(1 +7)
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Table D.2 — Link between 6,,_; and the trellis states of Figure D.1

State of the trellis | 6,,_1
-1-1 -5

-11 s

1-1 0

11 T

As a consequence, a Viterbi algorithm operating with a time-varying trellis composed of 4
states is necessary to detect the data bits. This algorithm is optimal for SOQPSK-MIL (Figure
3.7) and very near-optimal for SOQPSK-TG (Figure 3.8).

Remark: Thanks to the proposed new vision of the SOQPSK precoder given in Figure 2.1,
we were able to find a direct mapping between the pseudo-symbols {vj » }kefo,1} and the binary
symbol b,,. This mapping is described in (2.27) and (2.28) (Chapter 2) and shows that is not
necessary to employ a time-varying trellis for the Viterbi algorithm even if we rely on PRD.

Only the expression of the branch metric depends on the parity of n.
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