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Introduction

While space exploration is proving to be more and more costly, can CubeSats
propose interesting alternatives, in complement to larger systems? This will depend
on their capacity to unlock remaining barriers, among which is orbital autonomy.
Paris Observatory - Université Paris Sciences & Lettres (PSL) accompanies this
space trend with several undergoing projects, from Earth science missions to in-
terplanetary constellations of nanosatellites. But first, what is a nanosatellite, and
what purpose does it serve?

Since the beginning of the Space Age in 1957 with the launch of Sputnik 1,
progress has been enormous. Yet, after a golden age during the first decades, major
projects tend to become scarce. Investments for the scientific exploration of space
decrease, while the space business flourishes, and main agencies have to team up to
achieve large exploration missions with a complicated payload. Despite countless
successes, the need for such cooperation is also a symptom of the difficulties en-
countered. This is where nanosatellites, and CubeSats in particular, come into play.
They propose to build single-instrument satellites at low cost, hence opening up ac-
cess to space to new actors in general, and laboratories in particular. The reduction
in size and mass of satellites has been going on for quite some time now, but who
could have imagined that the 21st century would start with a new standard of ✒ 1-kg
satellite, when classical satellites used to weigh several tons? Yet here we are, and
the sustainability of this new approach requires innovative mission concepts. For
laboratories, this new approach implies to develop skills in platform development
and to design a space mission from beginning to end. This can be considered as a
chance or a risk.

Similarly to what happened for bigger satellites, the performance of small plat-
forms is increasing by the day, thanks to the miniaturization of key components.
However, CubeSat missions are still mainly limited by their rideshares and usually
remain in Low Earth Orbit (LEO). In this regard, the advent of propulsion systems
for these nanosatellites is expected to guarantee their bright future, giving them ac-
cess to a variety of new orbits. In this manner, interplanetary CubeSat missions are
on the rise, as demonstrated by the twin Mars Cube One (MarCO) CubeSats [1]. In
order to avoid any additional risk, they were considered as an independent mission;
therefore they required propulsion provided by a Cold Gas Thruster (CGT), and
finally could provide a real-time communication link between the Earth and Insight,
during the Martian descent of the latter.

Propulsion is only one aspect of the building bricks leading to orbital auton-
omy. Although trajectory maneuvers and their implementation have been thor-
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INTRODUCTION

oughly studied for classical satellites, the high level of constraints on CubeSats
in terms of mass, volume and power, makes the transition delicate. Orbit, atti-
tude and power subsystems limit too optimistic performance available in literature.
This thesis falls within this context and aims to clarify this crucial aspect of future
nanosatellites by adopting a high-level approach.

Ambitious scientific applications, which have motivated this work, were sug-
gested and are now investigated at Paris Observatory. The first chapter presents
two of them, both based on interplanetary CubeSats that will have to perform tra-
jectory correction maneuvers to carry out their mission. The first one proposes to
perform space weather measurements on an Earth-Mars trajectory so as to assess the
radiative environment. The second one is meant to estimate the mass distribution
of an asteroid by performing radio-science measurements in close proximity.

Since orbital control is expected to boost CubeSats potential, chapter two digs
further in the world of propelled nanosatellites. By performing a state of the art of
current technologies based on well-known performance indexes, we identify intrinsic
system limits. If some propulsion concepts are more promising than others, we need
to develop a proper way for selecting them. Furthermore, their integration and the
numerous coupling with other components also need to be considered.

The system integration of propulsion is carried out with a functional analysis of
the Attitude & Orbit Control System (AOCS) for our two scientific missions. Hence,
chapter three gathers the relevant considerations for the expression of technical
requirements. That is in this chapter that the need of relevant case studies in
Earth orbits to investigate the coupling between attitude and orbit control is clearly
identified.

The fourth chapter introduces the various concepts necessary to the development
of a simulation environment for attitude and orbit control. We analyze the attitude
control, then present a trajectory solver in Earth orbit, based on the perturbed two-
body problem. The simulation we finally propose brings together those two aspects
and can now be used to investigate our Earth orbiting case studies.

The identification of the required components for the two fictional case studies is
developed in the fifth chapter, followed by the simulation of their performance and
interactions. The investigation of configurations resulting from different integration
errors shows that neglecting those mutual impacts will automatically result in dra-
matic increase, either of maneuver duration or propellant consumption, and even in
mission loss in some cases.

Unfortunately, these perturbations are not the only difficulties, as we can see
all along this work. Commonly used indexes presented in the second chapter are
not able to relay these issues. What happens if the propulsion system requires
more power than what is commonly available on CubeSats? How can the need for
a propulsion concept to provide both attitude and orbit control be taken into ac-
count? Such questions, and others, have led to the proposition of a new performance
indicator, inspired by the work of Erichsen [2], and presented in the last chapter.

From the scientific cases investigated at the Paris Observatory to representative
case studies in Earth orbit and to a novel performance index, we arrive to the end of
this work, where the lessons learned can be discussed in light of future developments.
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CHAPTER I

Scientific Applications

I.1 - Twenty Years of Revolution

Twenty years ago, the proposition of a new format of satellites hastened the
emergence of what is now called the New Space: the CubeSat standard. It was
created in 1999 by California Polytechnic State University, San Luis Obispo Uni-
versity and the Space Systems Development Lab of Stanford University. The idea
behind this was to facilitate the education of space scientists and engineers, as well
as provide a low-cost platform for testing and for space qualification of future small
payloads. The “base unit” (U) of a CubeSat is a 10 cm long cube of ✒ 1.33 kg.
Because the cost of a satellite scales well with its mass, it is usual to classify satel-
lites according to their mass, as evidenced in figure I.1. CubeSats are among the
nanosatellite family (1 kg to 50 kg). Just above are the small satellites, weighing
less than 300 kg. Satellites smaller than nanosatellites are called picosatellites. One
example of picosatellite is the ChipSat [3]. Among the satellite family, this puts
CubeSats almost at the low end, while classic satellites weigh several tons. In terms
of cost, a CubeSat costs approximately one million euros, although this depends to
a large extent on the mission.

The first success of the standard came with the development of a deployer ca-
pable of accommodating three 1U CubeSats [4] and releasing them in space from a
launcher. In addition to the initial form factor and mass, this came from a number
of requirements:

• Safety. The deployer must ensure the protection of the launch vehicle and
primary payload from any kind of interference from the CubeSats, and the
release of a CubeSat must minimize the risks of collision with the launch
vehicle or other CubeSats.

• Standardization. The deployer must interface with a variety of launch vehicles
with minimum modifications and with no change of the CubeSat standard.
It should also allow different numbers of CubeSats to be launched on a given
mission, while not resulting in complicated and expensive CubeSat construc-
tion.

From that time on, it was possible to access to space without having to pay an
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I.2. INTERPLANETARY SPACE WEATHER — CRUISE CONTEXT

Figure I.4: MSL-Curiosity rover and its Radiation Assessment Detector (RAD) instrument
(left). Schematic of the working principle of RAD (right). Credit: NASA and Southwest
Research Institute.

It is in this favorable context that two mission profiles emerged at Paris Obser-
vatory. They are the scientific motivations to this thesis. In the following sections, I
introduce those two mission concepts based on the extensive presentation made by
B. Segret in his PhD. dissertation [9].

I.2 - Interplanetary Space Weather — Cruise Con-

text

As seen in the previous section (I.1), CubeSats rely on rideshares to access to
space. Although CubeSats are mainly launched in LEO, the improvement of COTS
paves the way to more complex missions, including deep space missions. Rideshares
to interplanetary targets are rare but somewhat regular (see section II.1). The Mars
Cube One (MarCO) CubeSats are a perfect example of nanosatellites deployed on
an Earth-Mars trajectory [1]. Such interplanetary trajectories open up new fields
of application for CubeSats, among which are in situ measurements. From this
observation emerged the idea of a space weather CubeSat that would fill the data
gaps of interplanetary highly energetic particles.

The BIRDY project (Bleeping Interplanetary Radiation Determination Yo-yo),
started in 2013, is inspired by the Radiation Assessment Detector (RAD) instrument
on-board the rover Curiosity, which is part of the Mars Science Laboratory (MSL)
from NASA [10] (see figure I.4). The instrument was turned on during its way
to Mars and collected data about two solar particle events that occurred over this
period. Because those events were also detected by sensors on Earth and by probes
orbiting Mars, their propagation was measured twice in multiple locations of the
solar system. In particular, such measurements are interesting for evaluating the
dose of highly energetic particles a human crew would receive on a Mars journey.
Although RAD measurements were imprecise (it was not calibrated to operate inside
MSL), they tend to minimize alarming projections. More generally, cosmic rays
remain poorly observed since they require in situ measurements.

BIRDY is a project for a CubeSat dedicated to in situ measurements of the
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status of the spacecraft to an antenna of the Very-Long-Baseline Interferome-
try (VLBI).

While this application of the BIRDY project is currently in standby, many studies
were conducted and led to the identification of technological obstacles. Since then,
all the focus has been on the IFOD, and the name of the project changed to BIRDY-T
to acknowledge the navigation technology under development.

Hereafter, this concept of operation may be referred to as cruise context.

I.3 - Space Geodesy of Asteroids — Proximity Oper-

ations Context

In the recent years, a growing interest for small bodies in general, and asteroids
in particular, appeared in the space community. The probe Rosetta from European
Space Agency (ESA) successfully investigated comet 67P/Churyumov-Gerasimenko
from 2,014 to 2,016 [16], while the Japan Aerospace Exploration Agency (JAXA)
probes Hayabusa and Hayabusa 2 were both designed to study and return samples
from Near Earth Asteroid (NEA) targets, Itokawa and Ryugu respectively [17, 18].
Hayabusa brought asteroid fragments back to Earth in 2010 and Hayabusa 2 is
supposed to do the same in 2023. NASA has not been left behind since the OSIRIS-
REx satellite is currently probing NEA Benu and is also expected to return with a
sample in 2023 [19]. This enthusiasm for Near Earth Object (NEO) is motivated by
several prospects:

• Scientists predict that the study of the small bodies of the solar system will
tell us more about its formation and our origins.

• Mining exploration has become an economic motivation. For instance, Luxem-
bourg encourages the creation of start-ups and the installation of companies
dedicated to asteroid mining.

• Earth protection and asteroid impact avoidance is another interest, just as
important for the public.

From there, CubeSat mission concepts to small bodies started flourishing. The
QBDIM mission emerged at Paris Observatory in 2015 under the conduct of Daniel
Hestroffer (principal investigator). The scientific objective is to achieve radio science
measurements during free-fall arcs in the very close proximity of an asteroid, using
the autonomous navigation from BIRDY-T (the two projects quickly merged under
the name BIRDY-T). Between two successive free-fall arcs, a propulsive maneuver
is necessary to return in the vicinity of the target, as shown in figure I.7.

This operational process is inspired by the hyperbolic arcs performed by Rosetta
in order to determine the gravity field of 67P/Churyumov-Gerasimenko before get-
ting closer to the comet. Contrary to Rosetta, the CubeSat would not have an
important team of experts ready to operate the probe and process the data. It is
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the trajectory of the CubeSat. Tools exist to fit the gravitational model of the
body to the radio science measurements, such as GINS (Géodésie par Intégrations
Numériques Simultanées) made available by Centre National d’Études Spatiales
(CNES). The POD is essential because its performance sets requirements for the
entire upstream measurement chain.

As an accompanying probe, the scientific targets will depend on the main satellite
and so does the mission type. Two very different types of mission exist: fly-by and
rendezvous missions. In the case of a single fly-by, the performance can be expressed
in terms of altitude and relative velocity [9]. Regarding the orbital control, such a
mission would be similar to the cruise context introduced in section I.2, particularly
because the relative velocities for an asteroid fly-by are usually higher than 10 km s✁1,
meaning that no deceleration can be expected from a CubeSat.

The team of BIRDY-T assumes that the CubeSat will be released near a small
asteroid, after the mothercraft has performed the rendezvous. This is based on the
ongoing proposal from ESA for the Hera mission [20], targeting the binary system
65803 Didymos, made of two asteroids nicknamed Didymain and Didymoon. An-
other mission, this time from NASA, targets this NEA: Double Asteroid Redirection
Test (DART). Together, those two missions constitute the Asteroid Impact and De-
flection Mission (AIDA). AIDA aims to perform an asteroid deflection test by means
of a kinetic impactor (DART) and to investigate the changes in geophysical and dy-
namic properties of the system of asteroids after the impact. This joint mission is
expected to provide numerous information, specifically about asteroid deflection for
Earth protection. Two 6U CubeSats will be carried with Hera and released in situ.
Although no radio science is currently planned with the CubeSats, the addition of a
USO on-board Hera would enable two-way radio signals with the CubeSats, as well
as with ground stations.

For the moment, a radio science experiment is proposed with the instrument
RSE [21]. It is expected to provide, together with imagery, the mass of Didymoon
with a 1.6 % accuracy. This is where the low cost of a CubeSat comes into play,
by allowing a riskier approach to the binary system compared to the mothercraft.
Hence, an accuracy of 1 % can be obtained with very slow overflights at low altitudes
from a CubeSat, together with the determination of the gravity field with several
spherical harmonics [9].

Hereafter, we will commit ourselves to a radio science mission with a CubeSat
around Didymos, that we will sometimes refer to as proximity operations. Although
the binary system has a semi-major axis of approximately 1.64 au [22], its highly
elliptical orbit (e ✔ 0.38) means the distance to the Sun varies along the orbit from
1.02 UA to 2.26 UA. The distance between the two asteroids is ♣1180�40

✁20
mq and

the orbital period is ♣11.920�0.004

✁0.006
hq. The total mass of the system (mainly due

to Didymain) is estimated to be 5.28✟ 0.54✂ 1011 kg. The diameter and density
of Didymain are 780 m♣✟10%q and 2.1♣✟30%q respectively. When it comes to
Didymoon, its diameter is estimated to be 163✟ 18 m. The aim of the mission is to
determine its mass with a precision better than 10 %, and its density (expected to
be in the range from 1 to 2.1) with a precision better than 20 %.

In the configuration of the binary system, it has been shown that stable orbits
associated with resonances or located at the Lagrangian points exist [23]. Although
the former provide long arc motions, they remain situated in a small range of inclina-
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CHAPTER II

CubeSats with Propulsion

Now that CubeSats have become very popular, one of the most important next
technical frontiers is orbital control. Propulsion is meant to enable new orbits for
CubeSats and a variety of novel applications. We review some of those orbits and
applications, before dealing with parameters used to evaluate the performance of
propulsion systems. Finally, we present our state of the art of CubeSat propulsion.

II.1 - New Applications for CubeSats

Orbital control has been a priority for mission planners since the beginning of
the space area. To that end, various propulsion systems were developed, and the
first electric propulsion (a Pulsed Plasma Thruster) flew in 1964 [24]. Numerous
missions have successfully used propulsion since then, both chemical and electric,
showing the maturity of these techniques. With the current miniaturization trend,
the challenge is to design thrusters that can adapt to extremely constrained formats,
as will be seen in section II.3.

When talking about space propulsion, one must separate propulsion for launchers
and for satellites. On the one hand, launchers propulsion is responsible for putting
satellites in orbit, which means they need to provide velocity increments (∆V ) of
about 7 km s✁1 to 15 km s✁1 and very high thrust levels. It is achieved by very
powerful chemical thrusters that have a small airlift capability. Orbital propulsion
on-board satellites takes action once the main transfer has been performed by the
launcher.

Orbital control is intended to increase the lifetime of satellites by enabling drag
compensation [25], provide deorbiting capabilities [26], allow formation flying con-
stellation management [27, 28] and attain new orbits, around the Earth or beyond
[29, 30]. To that end, many subsystems have been developed, especially propulsion
systems based on various technologies [24, 31].

One can see that historically, CubeSats have been launched in Earth orbits, es-
pecially in Low Earth Orbit (LEO). This is due to their low telecommunication ca-
pabilities, and it was probably encouraged by the frequency of available rideshares
to these orbits. A LEO is an Earth-centered orbit with an altitude of less than
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In addition, the emergence of propulsion systems for CubeSats will open up
Very Low Earth Orbits (VLEO) - featuring an altitude between 250 km and 500 km
- to nanosatellites requiring relatively long mission duration [25]. Such orbits are
of interest because the size and power of optical and radar instruments scale with
the orbital altitude for a given instrument performance. Very low altitudes hence
offer more performance and lower costs for small platforms like CubeSats. However,
spacecrafts in VLEO have to face high levels of atmospheric drag. It results in
highly perturbed orbits and even in fast orbital decay. As an example, the 6 kg
Dove-1 spacecraft of Planet Labs [36], released on a 250 km orbit, reentered the
atmosphere in only six days. The emergence of propulsion systems will enable
drag compensation, hence granting CubeSats access to VLEO for mission requiring
longer duration. For instance, it is expected that the PPTCUP propulsion system
developed by Clyde Space Ltd [37] increases the lifetime of a 3U CubeSat on a
250 km altitude orbit by 66 % (and 50 % at 350 km).

Furthermore, CubeSats and nanosatellites in general are attractive solutions for
constellations of satellites flying in formation. A review focused on nanosatellites
is available in [38]. Satellites flying in formation are characterized by at least one
satellite which must track the state of another satellite. The CanX-4&5 performed
formation flying from 1,000 m to 50 m separation using cold gas propulsion [28].
With regard to constellations, satellites in actively controlled ones must ensure that
they follow a pre-defined trajectory. A good example is the Flock constellation from
Planet Labs dedicated to Earth imagery [39]. The case of uncontrolled constellation
missions is not relevant to this work, because no active orbital control is required.
Constellations increase the temporal frequency of revisiting for Earth observation or
remote sensing applications.

Scientists are also interested in distributed architecture, enabling new concepts
of instruments. One example using traditional spacecrafts is the LISA mission for
gravitational wave detection developed by ESA [40]. NOIRE is an undergoing study
focused on the use of a low-frequency radio interferometer made of a swarm of
nanosatellites [41]. Such applications will require to maintain a relative positioning
between all the members of the constellation, hence necessitating propulsion. In
order to reduce the deployment cost, orbital capabilities may also be used to deploy
a constellation from the same shared launch [42].

Interestingly, some interplanetary spacecrafts are among the constellations and
formation-flying satellite missions that we have mentioned. In fact, interplanetary
CubeSats are on the rise. The two MarCO CubeSats [1], launched in 2018 with
Insight, successfully performed their Mars fly-by using Cold Gas Thruster (CGT).
The Inspire mission [43], aiming to place nanosatellites in Earth-escape orbit, is still
waiting for a launch date. The Exploration Mission 1 (EM-1), first flight of the
Space Launch System scheduled for 2020, will carry 13 nanosatellites and release
them on a trajectory to the moon (we can cite EQUULEUS [44], Lunar Flashlight
[45] and NEAScout [46]. Although some interplanetary launch opportunities exist,
such as Insight or AIDA [47], most common CubeSat rideshares are in LEO. How-
ever, reaching interplanetary orbits from LEO with current propulsion systems for
nanosatellites looks very unlikely [30]. With the numerous launchers providing Geo-
stationary Transfer Orbits (GTOs), one can assume that rideshares to such orbits
will become more common for CubeSats planning to go to interplanetary orbits [48].

15



II.2. CONVENTIONAL APPROACH TO PROPULSION SYSTEMS

Table II.1: Typical ∆V requirements associated with space maneuvers. Inspired by Erich-
sen [49].

Maneuver ∆V rm s✁1s Remarks

Kourou (French Guyana) Ñ LEO 9,300 Equatorial

Kourou (French Guyana) Ñ GEO 11,400

Cape Canaveral (USA) Ñ LEO 9,500 Equatorial

Cape Canaveral (USA) Ñ GEO 13,600

LEO Ñ GEO 4,300 Equatorial

LEO Ñ Moon 5,900 Equatorial

Drag compensation 400 km to 500 km LEO 25 ∆V per year

Drag compensation 500 km to 600 km LEO 5 ∆V per year

Station keeping in GEO 50 ∆V per year

We list the velocity increments required to perform several space maneuvers in
table II.1. Orbital maneuvers necessitating several kilometers of ∆V are most likely
unfeasible with CubeSats, although some electric propulsion developments are trying
to bridge the gap between orbital maintenance and orbit transfers (see section II.3).

II.2 - Conventional Approach to Propulsion Sys-

tems

In this section, I review the common approach to propulsion systems. Actually,
it is important to note that two main types of orbital actuators must be distin-
guished: reaction jets, which produce a control force by the expenditure of mass,
and propellant-less devices, among which are solar sails and electrodynamic tethers
- although the tethers are abusively considered as propellant-less, as we will see.
Regarding these last two techniques, we will limit ourselves to a light introduction
because they are still in their early phases of demonstration. Then, this work mainly
focuses on the challenges associated with the use of reaction jets.

II.2.1 - Propellant-less Propulsion Systems

Electrodynamic Tethers

Electrodynamic tethers generate thrust through Lorentz force interaction with
an ambient magnetic field. These are conductive wires, extending from a spacecraft,
that carry a current to generate either thrust or drag, using the planetary magnetic
field. The abusive thought that electrodynamic tethers are propellant-less resides
in the way electrons collected passively at one extremity of the tether are actively
emitted at the other extremity. This active emission is indeed required to obtain
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an efficient propulsion [50], and most of the time it relies on hollow cathodes fueled
with Xenon or Argon (about 1 kg④A④yr).

The gravity gradient (see section IV.1.4.1) tends to direct the tether along the
vertical direction (nadir). The motion of the orbiting conductor across the ambient
magnetic field induces an electromotive force called EMF along the tether. The
Faradays’ law of induction describes this phenomenon:

VEMF ✏

➺ L

0

vorb ✂ B dL rVs. (II.1)

This voltage can be up to several hundred volts per kilometer within the Earth mag-
netic field. The motional EMF will drive a current along the tether. In accordance
with the Lorentz force equation, a force can be generated if a current flows in the
tether element:

F ✏

➺ L

0

I dL ✂ B rNs. (II.2)

The tether can be used in two modes:

• In self-powered mode, the tether can be used to reduce the orbit of the space-
craft to which it is attached (de-boost). The system will collect electrons from
the conducting ionospheric plasma at one end of the tether, and expel them
back into the plasma at the other end. A Lorentz force is thereby created,
opposing the motion of the tether-satellite system.

• In boost mode, on-board power supplies must overcome the motional EMF to
drive current in the opposite direction, inducing a force in the same direction
as the motion of the tether-satellite system.

Tethers Limited3 developed the µPET, an electromagnetic tether capable of raising
the orbit of a 125 kg spacecraft from 350 km to 700 km in 50 days.

Solar Sails

Solar sails are another growing alternative to reaction jets. They use the pressure
exerted by the solar radiation on a sail due to reflection and a small fraction of
absorption. An overall efficiency of 90 % can be found in the literature [51], leading
to about 8.17 µN④m2 in the direction normal to the surface and at a distance of 1 au
from the Sun. For an ideal sail, the expression of the force is

F ✏
F0 cos2 θ

R2
rN④m2s, (II.3)

where R is the distance from the Sun in astronomical unit (au), θ is the angle of
incidence and F0 is the reference at 1 au. CubeSats have already been launched
with solar sails, which employ a thin reflective sheet that can be folded into a cube
unit before being spread out in orbit. The Planetary Society’s LightSail-1 [52], a 3U
CubeSat, was launched from Florida. Its four sails, made of very thin Mylar, have
a total area of 32 m2.

3http://www.tethers.com/microPET.html
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II.2.2 - Focus on Reaction Jets

Going back to our central focus, we now define the main performance parameters
that are used for any reaction jet.

Let us begin with the thrust vector. Contrary to propulsion systems on-board
aircraft, pressure effects do not come into play for space propulsion. As a result, the
thrust vector directly relates to the expelled propellant by

F ✏ ✁ ✾mpve rNs, (II.4)

where ✾mp is the ejected propellant mass flow and ve is the exhaust velocity vec-
tor. The thrust level F governs the duration of a maneuver and its precision: the
higher the thrust is, the shorter the maneuver duration is and the less accurate it is.
Another essential characteristic of reaction jets is the incremental velocity budget
(∆V ), which conveys the amount of maneuver the propulsion system can provide.
It is expressed by the Tsiolkovski equation

∆V ✏ ✁ve ln
✂
mf

m0

✡
rm s✁1s, (II.5)

where m0 is the initial mass of the spacecraft, mf ✏ m0 ✁ mp is the mass of the
spacecraft at the end of the maneuver and mp is the propellant mass consumed. The
∆V depends both on the performance of the propulsion device (exhaust velocity)
and the quantity of propellant on-board, but also on the spacecraft mass ratio.

The total impulse (Itot) is introduced to allow propulsion devices comparison
without considering the satellite. It is defined as the impulse that a thruster can
provide during its operational lifetime τ , which is equivalent to consuming all the
propellant available on-board the spacecraft mp,max:

Itot ✏

➺ τ

0

Fdt ✏ vemp,max rN ss. (II.6)

The total impulse relates to the operational lifetime of a propulsion system.
Thrust and total impulse are intrinsic parameters describing the performance of

a propulsion system. For the same thruster, there may be several sets of ♣F, Itotq at
which it can operate. Such sets are called operating points. However, we are still
lacking a relevant criterion to discriminate between propulsion systems, since the
total impulse varies linearly with the total mass of propellant on-board.

Therefore, propulsion designers work with a more intrinsic parameter called the
specific impulse (Isp)

Isp ✏
Itot

mp,maxg0

✏
F

✾mpg0

rss, (II.7)

where g0 ✏ 9.80665 m s✁2 is the standard gravity field. Thus defined, the specific
impulse corresponds to the impulse delivered per unit weight of propellant at sea
level4. A high Isp means that the propulsion system has a good efficiency in terms

4Another definition of the specific impulse is available in the literature: Isp ✏ Itot

mp,max
✏

F
✾mp

rN s kg✁1s
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it requires a certain number of thrust directions. Specifically, n � 1 thrust vectors
are necessary to control n degrees of freedom [53]. This immediately translates into
the same number of thruster nozzles, which can be either fed separately (one inde-
pendent propulsion device per thrust vector), or by a common tank, thus reducing
drastically the required mass. As we will see in this section, many propellants pre-
vent from using a single tank when multiple thrusters are required, which is a major
drawback.

II.3.1 - Chemical Propulsion

Chemical propulsion uses gases at high pressure and/or temperature that are
accelerated through a nozzle at high velocity to produce thrust force. Chemical
propulsion systems are usually associated with lower specific impulse than electric
propulsion systems, but higher thrust to power ratios.

II.3.1.1 - Cold Gas Thrusters

Cold Gas Thruster (CGT) is a type of propulsion system in which the propellant
does not undergo combustion or electromagnetic acceleration. Different variants
exist.

Compressed Gas

Compressed gas thrusters are the simplest CGTs. The propellant is held under
pressure in the thruster and released through a nozzle to generate thrust. Although
such thrusters have a very straightforward and reliable design, they suffer from very
poor performances. Because the produced thrust depends on the pressure of the
propellant, it decreases during the thruster lifetime. The MEMS propulsion module
from NanoSpace was designed to perform the orbit control of the 2U Estelle CubeSat
from the QB50 project5 using butane [54].

Vaporizing Liquid

Vaporizing liquid thrusters utilize the high vapor pressure of liquid propellants.
Expansion causes their phase transfer into gas. More propellant can be stored in the
same volume compared to compressed gas, but it comes at the cost of an increased
complexity with the use of a vaporizer. The JPL MarCO Micro Propulsion System
from VACCO (see figure II.3), fueled with a two-phase propellant, was used on-board
the twin-communication-relay CubeSats on their way to Mars [55, 8]. It must be
said that the system from VACCO requires a warm-up phase that highly increases
the power consumption (50 W), which is usually below 10 W for CGTs.

Vaporizing Solid

Vaporizing solid thrusters push the logic even further with the use of gas pro-
duced from a solid charge by ignition. The gas is then stored and released the same
way as for compressed gas thrusters.

5https://www.qb50.eu/
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II.3.1.2 - Hot Gas Thrusters

By contrast to CGTs, we will call other types of chemical propulsion “hot gas”.
Hot gas propulsion systems comprise liquid or solid propellants. An exothermal
combustion reaction of the propellant is needed to produce high temperature prod-
ucts that are expelled. Solid rocket propulsion systems provide high density levels of
energy essential for rockets. Their main drawback comes from their lack of restarta-
bility. Contrary to solid propulsion systems, liquid ones can be restarted, making
them more interesting for spacecraft propulsion. Liquid propellants are either mono-
or bi-propellant.

Liquid Mono-Propellant

Liquid mono-propellant systems are based on the decomposition, thanks to a
catalyst, of their single propellant. They require more power than CGTs because
of the engine preheating. Historically, hydrazine has been the conventional rocket
fuel for attitude control, resulting in a strong flight heritage interesting for Cube-
Sats. The MPS-120 from Aerojet Rocketdyne is an example of hydrazine propulsion
system slightly bigger than 1U that provides attitude and orbit control capabili-
ties for a total ∆V budget of 209 m s✁1 [69, 70]. However, manipulating hydrazine
requires rigorous protocols because of its high toxicity, and it must be kept warm
(giving rise to heating cost). Salts derived from nitric acid, such as ADN (ammonium
dinitramide, NH4N(NO2)2), HAN (hydroxylammonium nitrate, NH3OHNO3) or AN
(ammonium nitrate, NH4NO3)) reduce the toxic handling concern associated with
hydrazine. They are also cheaper and somewhat more efficient than hydrazine. Many
propulsion designers develop propulsion systems working with these “green” propel-
lants, but they must face technical challenges such as higher power consumption and
combustion temperatures. A 1U propulsion system fueled by a green ADN-based
propellant, the Green Chemical Propulsion System from NanoAvionics [8], displayed
in figure II.4 was demonstrated in-orbit as part of the QB50 project. VACCO is de-
veloping several green mono-propellant thrusters for CubeSats that will go to the
moon with EM-1.

Liquid Bi-Propellant

A bi-propellant system comprises a fuel and an oxidizer. The two propellants are
self-ignited in a combustion chamber before being expelled. Such systems provide
rather high ∆V that were historically required for operations such as orbit-rising.
Hyperion Technologies developed two bi-propellant systems, the PM400 [71, 72] and
PM200 [73] (see figure II.5), for 3U and 6U CubeSats respectively.

Performance of identified liquid mono- and bi-propellant thrusters is displayed
in table II.3.

Solid Motor Rocket

Similarly to bi-propellant systems, solid propulsion systems use an oxidizer and
a fuel. Here, both fuel and oxidizer are located in the combustion chamber in solid
form. Most of the time, all the propellant must be used at once, producing a very
high thrust hard to control on small platforms. D-Orbit has developed the D3
Decommissioning device that flew on-board the 3U D-Sat in 2017 [84] (see figure
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Figure II.4: EPSS — Green Chemical
Propulsion System. Credit: NanoAvion-
ics [74].

Figure II.5: PM-200 propulsion system.
Credit: Hyperion Technologies [73].

Table II.3: Performance of identified mono/bi-propellant thrusters.

Model Mass [kg] Power [W] Thrust [N] Itot rN ss Isp rss

MPS-120 [69, 70] 1.480 10 1 775 210

BGT-X5 [75, 76] 1.5 20 0.5 565 220

ADN MiPS [77] 1.797 15 0.1 1,036 200

ArgoMoon PS [78, 79] 2.065 20 0.1 783 190

Lunar Flashlight PS [80] 5 35 0.15 3,320 169

EPSS [74] 1.2 8 0.1 650 200

MPS-130 [69, 81] 1.660 25 0.75 1,200 244

PM400 [73] 2.025 6 1 1,750 285

PM200 [71, 72] 1.410 6 0.5 850 285

HYDROS-C [82, 83] 2.640 25 1.2 2,252 310

II.6). We will see later on that the demonstration of this propulsion system was a
limited success because of a misalignment of the motor. Although sufficient data
about this propulsion device was not found, the performance of other identified solid
rocket devices is available in table II.4.

II.3.2 - Electric Propulsion

In chemical propulsion, the only way to increase the output power is to increase
either the chemical energy or the flow rate of the propellant. Electric propulsion
bypasses this fundamental limitation by using electric or electromagnetic energy to
eject matter at higher velocities. To be more specific, an external electric power
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Table II.8: Performance of ion thrusters.

Model Mass [kg] Power [W] Thrust rmNs Itot rN ss Isp rss

RIT-µX [108, 109] 0.540 50 0.3 1,964 2,000

BIT-3 [105, 106, 107] 2.9 56 1.2 33,879 2,300

efficiency, but also some major drawbacks as a non-adjustable thrust level and a
strong dependency on the thruster electrodes. George Washington University is de-
veloping the µCAT [101, 102], a VAT selected by NASA AIMS Research Center in
December 2012 that flew in May 2015 on-board the Ballistically Reinforced Com-
munication Satellite (BRICSat-P) [104]. By detumbling the CubeSat (from 30 ✆ s✁1

to 1.5 ✆ s✁1) and providing the target rotation rate of 1 ✆ s✁1, the system has reached
TRL 7.

II.3.2.3 - Electrostatic Propulsion

Electrostatic propulsion devices work with a high molecular density propellant
that can be ionized in different ways (by electron bombardment, in a high frequency
electromagnetic field or by extracting ions from the surface of a liquid metal under
the effect of a strong electrostatic field). If the acceleration is caused mainly by
the application of a static electric field in the direction of the acceleration (Coulomb
force), the device is considered electrostatic. Such systems often require a cathode to
emit electrons that will neutralize the exhaust plume, hence preventing the accumu-
lation of charged particles on the external surface of the satellite. This complicates
the scale down for CubeSats.

Ion Thrusters

In an ion thruster, the propellant is ionized by using various plasma generation
techniques. Usually, a propellant, such as xenon gas, is ionized by electron bom-
bardment (Kaufman) or in a high-frequency electromagnetic field (Radio Frequency
(RF)). The ions are then accelerated at very high exhaust velocities by electrostatic
grids. The acceleration voltage is applied between a set of consecutive grids ter-
minating the plasma source. These devices have a high efficiency when compared
to other electric propulsion systems. In addition, the absence of electrodes in RF
thrusters avoids potential threats to thruster lifetime which is only limited by grid
erosion. A main drawback is related to the ionized propellant (the plume) that is ex-
pelled by ion thrusters. An external cathode emits electrons to neutralize the plume.
Busek develops the iodine-fueled BIT-3 [105, 106] that is scheduled for launch on two
deep space 6U CubeSats in 2020 [107]. The 3 kg wet mass and the 56 W to 80 W
of power required will impose drastic constraints to the two CubeSats. I gather
identified ion thrusters in table II.8.
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Table II.9: Performance of Hall Effect Thrusters (HETs).

Model Mass [kg] Power [W] Thrust rmNs Itot rN ss Isp rss

HT-100 [113] 0.7 120 6 2,455 1,000

BHT-200 [114] 1.450 200 13 3,376 1,375

HET-70 [25] > 0.9 77 3.5 N/A 1,000

ExoMG-nano [115, 33] 1.287 40 1.5 3,382 1,200

Hall Effect Thrusters

Based on the Hall Effect [110], a Hall Effect Thruster (HET) utilizes mutually
perpendicular electric and magnetic fields to accelerate the previously ionized pro-
pellant. The grids used in ion thrusters to accelerate the ions are here replaced by
a strong magnetic field perpendicular to the ion flow. The cathode of the discharge
(also acting as the neutralizer) is an external cathode. HETs usually have specific
impulses slightly lower than ion engines, but higher thrusts and simpler designs (see
table II.9). Yet, they suffer from low efficiency, especially at low power. Exotrail is
developing a fully integrated miniaturized HET named ExoMG-nano. The thruster
is expected to provide an Isp of 1,000 s and a thrust of 1.5 mN when powered with
40 W [111, 112].

Field Emission Electric Thrusters and Electrospray Thrusters

Field Emission Electric Propulsion (FEEP) and electrospray thrusters rely on
the utilization of a strong electric field to produce a spray of charged ions and/or
droplets. More precisely, a potential difference is applied between an electrode and a
conductive liquid surface. The compensation of this electric field by the surface ten-
sion generates Taylor cones on the liquid surface. When the field is strong enough,
ions and droplets are extracted from the tip of the cone. Electrospray thrusters use
ionic liquids that have a low vapor pressure as propellant, which releases the con-
straint on pressurized tanks. With some propellants, they also allow the generation
of both positive and negative ions. In order to accelerate both ions at once, alter-
nating electric fields are required. As a result, there is no need for an external bulky
cathode to neutralize the ejected ions, unlike in ion and Hall thrusters. By contrast,
Field Emission Electric Propulsion (FEEP) thrusters use liquid metal propellants,
usually indium or cesium, which require a neutralizer. Generally, FEEP and electro-
spray thrusters provide high specific impulse and very low total thrust (as displayed
in table II.10). Hence, they enable very fine attitude control or efficient acceleration
of small spacecraft over long periods of time. However, they are very complex. In
2018, Enpulsion performed a qualification mission of the IFM Nano Thruster [116]
(see figure II.9), a thruster of 750 g that consumes 40 W and claims an Isp of 3,770 s
[111, 112].
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When considering the power requirements of identified propulsion systems, let
us first perform a rough evaluation of what can usually be produced by a CubeSat
in Earth orbit (see a more detailed approach in section III.2.1.3). Omitting shadow
periods, CubeSats can typically produce 2 W per unit in LEO when covered with
current solar cells. For 3U and 6U CubeSats, this means that they produce up
to 6 W and 12 W respectively. One must keep in mind that more power can be
produced if the spacecraft carries deployable solar panels. From figures II.11 and
II.12, we can now distinguish three categories:

• CGTs and solid motor rocket devices are very energy efficient. In general,
CGTs only need power for valve actuation, although for some concepts, more
power is necessary to vaporize the propellant stored in liquid or solid form.
Regarding solid motor rockets, only the ignition phase consumes power.

• A rather large group of propulsion systems consumes between several watts
and several tens of watts. In this category, we have the rest of chemical
propulsion systems, namely mono- and bi-propellant thrusters, whose power
demand relates to the need of engine preheating. Electromagnetic thrusters
(PPTs and VATs) and electrospray thrusters are also part of this category.
Yet, their low thrust usually requires very long firing periods associated with
a continuous power demand. Finally, electrothermal thrusters overlap this
category and the following.

• Among thrusters requiring too much power for most regular CubeSat plat-
forms, we find the rest of electrothermal thrusters, ionic thrusters, and espe-
cially HETs.

Finally, an interesting feature of electric propulsion systems is visible in figure II.12,
it is the link between the power consumption and the delivered thrust.

I sum up all the previous considerations about propulsion systems for CubeSats
in table II.11.

Although the classic approach allows a first comparison of available thrusters, the
specific impulse falls short of capturing many essential system aspects, such as the
hardware mass, the electric power supply, the thermal and electromagnetic shielding,
when needed, or the attitude control capabilities. These inefficiencies appear obvious
when these criteria are applied to nano/micro-satellites such as CubeSats, as we will
see in the following sections.

II.4 - Limits of the COTS Approach

The CubeSat approach generally consists in using COTS in order to quickly and
easily build platforms. It has been made possible thanks to the standardization of
the CubeSat format and has proven to be efficient on many LEO missions. So far, we
have seen how propulsion devices compare with each other, using the performance
indexes that propulsion designers usually communicate. Despite the fact that some
suppliers can provide detailed data packages on request, only incomplete informa-
tion is freely accessible: typically, thruster manufacturers communicate on a set of
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Table II.11: Rough characteristics of main propulsion techniques.

Type
Simplicity -
reliability

Isp rss Thrust [N] Power [W]

CGT High 40–68 0.001–0.06 0.3–55

Mono & bi-
propellant

Average 169–310 0.1–1.2 6–35

Solid motor
rocket

Average 187–300 0.3–258 > 1

Resistojets &
arcjets

Average 49–150 0.005–0.15 15–100

PPT & VAT Average 536–5,000 0.000,02–0.000,12 2–30

Ion Low 2,000–2,300 0.000,3–12 50–56

HET Low 1,000–1,375 0.001,5–0.013 40–200

FEEP &
electrospray

Low 800–3,770 0.000,5–0.001,5 1.5–40

standard metrics, namely the thrust, specific impulse and power. Any comparison
of thrusters based on these metrics is a first step, but it is far from being sufficient.
Although propulsion is the subsystem ultimately dedicated to performing orbital
maneuvers, this definition often leads to a low-level approach. As a matter of fact,
propulsion needs to be thought as part of a bigger picture called the Attitude &
Orbit Control System (AOCS) to deliver the expected performance.

II.4.1 - Importance of the Propellant

As mentioned in the introduction of this section, the nature of the propellant used
in thruster concepts, and the way it is used, is a prerequisite of the feasibility of a
Unified Propulsion System (UPS). In addition, characteristics such as the propellant
storage pressure, toxicity or explosivity are factors that must be considered when
selecting a propulsion system, especially for CubeSats.

• Pressurized tanks were forbidden in earlier versions of the CubeSat Design
Specification (CDS). Even if this constraint is withdrawn, vessels at high pres-
sure are still a concern for rideshares because they put the main mission at
risk. Same goes for explosive propellants.

• Toxic propellants like hydrazine come with many handling restrictions that
increase mission costs, in particular during integration.

We gather our main findings in table II.12.
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Table II.12: Propellant based comparison of propulsion thrusters. UPS means Unified
Propulsion System.

Type
Compatibility
with UPS

Storage
pressure

Toxicity Explositivy

Compressed
gas

Yes Generally high No No

Vaporizing
liquid

Depends on
the liquid

Generally low No No

Liquid mono-
propellant

Yes Average
Yes (hydra.)
No (green)

No

Liquid
Bi-Propellant

Yes Average Yes No

Solid motor
rocket

No No Generally yes Flammable

PPT
No (solid)
Yes (liquid)

No (solid)
Low (liquid)

No No

VAT No No No No

Resistojets Yes No No No

Ionic thruster
Yes (gas)
No (iodine)

High (gas)
Low (iodine)

No No

HET
Yes (gas)
No (iodine)

High No No

Electrospray No Low No No

II.4.2 - Propulsion as Part of the Attitude & Orbit Control System

Historically, CubeSat missions were flying without any Attitude Determination
& Control System (ADCS) or with basic ones, but recent developments and big-
ger platforms have enabled three-axis attitude control in LEOs, and the current
performances of CubeSat attitude control enable applications necessitating precise
pointing. For instance, the XACT-15 designed by Blue Canyon Technologies [126]
is an all-in-one ADCS for LEOs claiming ✟0.003✆ (1-sigma) for two axes and ✟0.7✆

(1-sigma) for the third axis within only half a CubeSat unit. It is important to ac-
knowledge that, at the moment, all-in-one ADCS available on the shelf are dedicated
to low Earth orbiting CubeSats. Indeed, they are based on technologies that cannot
operate in deep space, such as magnetometers and MTQs. Because attitude actu-
ators are rather limited in numbers, precise pointing is performed by RWs. Their
working principle imposes regular desaturation that must be performed by other
actuators on-board the spacecraft: this is where MTQs come into play. As soon as
CubeSats leave the Earth magnetic field, the only techniques left to desaturate RWs
are via passive interactions with the solar wind or with reaction jets. The latter
being far more efficient, it is the most common solution. Since thrusters can be used
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to produce control torques, some missions also decide to only carry Attitude Con-
trol Thrusters (ACTs) and get rid of RWs. Two interplanetary CubeSat missions
from NASA embark CGTs to perform the attitude control, namely Inspire [43] and
MarCO [1]. If the former is still waiting for a launch date, the latter successfully
completed its Mars fly-by, providing a data relay to Insight.

Nowadays, another level of complexity is introduced by orbit control, especially
when considered as part of the AOCS. For instance, the thrust vector needs to
be nominal for the completion of the expected orbital maneuver, yet its dispersion
about the average performance is rarely provided in high-level data sheets (although
specifications for most thrusters include requirements on the thrust vector). For mis-
sion designers in general, as will be shown in this thesis, system-level considerations
are more important than pure subsystem performance. This is where the classic
approach is flawed, omitting the other subsystems required to perform the expected
orbital control.

Tardivel et al. [30] propose an extensive study of technology enabling interplane-
tary trajectories. Of the various results of their work, one can cite relations between
launch opportunities and electric transfers, and the necessity for propulsion systems
with high Isp to also deliver at least few millinewtons of thrust for interplanetary
travels to remain feasible with CubeSats in terms of duration. However, they do
not address at all the challenges in terms of attitude control, despite their impact
being far from negligible as we will see later on. Xia et al. [127] insist on the
necessity to perfectly control their CubeSat attitude during formation-flying ma-
neuvers. They design an attitude and orbit coupling control algorithm resulting in
orbit maneuver effectiveness above 95 %. Hudson et al. [35] also develop attitude
and trajectory control strategies, except it is for a CubeSat equipped with electric
propulsion. Thrust vectoring capabilities are assumed (ability to adjust the thrust
vector with a mechanism without having to modify the attitude of the spacecraft)
for small angles, but this technique is complex and tends to lower reliability. In
another study, Hudson et al. [128] investigate the efficiency of low-thrust spiral arcs
with various micropropulsion systems, considering constraints such as power, fuel
mass or mission duration. However, attitude control is only briefly mentioned and
it is expected to ideally support control strategies.

From the literature, we can also see that disturbance torques caused by propul-
sion systems are mainly left out. This concern is not relevant in Xia et al. [127], be-
cause their solution comes with several thrusters, hence enabling disturbance torque
compensation by alternating between thrusters. When only one thrust vector is
provided by a propulsion system, which is generally the case for electric systems,
disturbance torques become a major concern. Spangelo and Longmier [129] make an
optimization of the system-level design of an Earth-escape CubeSat using the Cube-
Sat Ambipolar Thruster. Power, thrusting intervals and attitude control inputs are
variables of this optimization, and a sensitivity study of attitude pointing errors on
the orbital maneuver duration is presented. Yet, they omit the impact of disturbance
torques caused by the propulsion system. They also suggest to desaturate RWs by
carefully controlling the solar panels orientation once the Earth magnetic field be-
comes too weak, which is likely to be incompatible with the maneuver duration that
they obtain. Edlerman and Kronhaus [27] study electric propulsion capabilities for
a formation flying mission considering a realistic attitude control strategy, yet they
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do not refer to undesired torques.
The problem of inherent disturbance torques is especially critical for very small

satellites. Although classical satellites are also limited by attitude actuators (higher
propulsion capabilities result in higher disturbance torques), they usually benefit
from having multiple thrusters to provide both attitude and orbit control through
“on-off modulation” [130]. On the contrary, propulsion systems developed for Cube-
Sats tend to provide only one axis of thrust, thus preventing from performing at-
titude control. Two recent missions highlight the importance of attitude control
during the design of propulsion for CubeSats. In the D-SAT demonstration mission
[84], dedicated to qualifying a solid motor rocket for enabling fast deorbiting capa-
bilities to nanosatellites, the 3U CubeSat was lost when the orbital maneuver was
performed, despite a requirement of a maximum error of 1.5 mm in the alignment
of the thrust vector during integration. Investigations have shown that this require-
ment was not satisfied, although extensive testing was performed prior to launch.
Similarly, the qualification mission of the IFM Nano Thruster experienced a loss of
attitude control that led to a less effective maneuver [116]. It goes to show that
the disturbance torque produced by the misalignment of the propulsion system is
bounded by the performance of the ADCS, whose design must be performed for the
worst case (see figures II.10, II.11 and II.12).

Finally, the identified limits of the COTS approach can be summarized in two
points:

• low-level performance assessment instead of system-level metrics,

• omission of attitude actuators and disturbance torques due to propulsion.

They will be investigated in the following sections, through the proposition of a
new system performance metric for propulsion systems and an AOCS simulation
environment.
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Functional Analysis

In the previous section, we have investigated the classic approach to propulsion
systems and how thruster designers communicate about the performance of their
systems. Going back to the two scientific concepts motivating this thesis (sections
I.2 and I.3), we see that they require both attitude and orbit control in deep space.
To fill the gaps identified in section II.4, I perform a functional analysis and identify
high-level requirements relating to the Attitude & Orbit Control System (AOCS) for
the cruise and the proximity operation contexts. It appears crucial that we remain
flexible regarding hardware and strategies, which are likely to evolve until we find
the best combination. As a consequence, we will perform an analysis as modular as
possible. The functional analysis will also allow simulation and testing early in the
process.

An investigation of propulsive strategies, in particular in the more demanding
case of proximity operations, is also part of this analysis. As we will see, it is
essential to take the orbit control in account since it strongly constrains some of our
requirements.

III.1 - Mission Modes

Every mission cycles through several phases, some of them being more common
than others. For a specific project, identifying the various phases is essential in order
to propose modes of operation for the spacecraft. To each mode, one can associate
actions that can be sized. In this section, we identify AOCS modes in the scientific
scenarios of BIRDY-T.

Orbit Insertion

The first mission phase for the CubeSats is the orbit insertion. It is the period
during and after boost while spacecraft is brought to the final orbit. It is provided
either by the host mission that will jettison the CubeSat on the Earth-Mars tra-
jectory, or by the mother craft for the proximity operation mission. During this
phase, the AOCS, like the rest of the CubeSat, will be turned off. Therefore, only
limitations imposed by the deployer or the host mission may concern the AOCS,
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particularly the propulsion system. For instance, previous versions of the CubeSat
Design Specification (CDS) used to specify a maximum pressure on-board CubeSats
for safety concerns, thus making compressed gas thrusters unfit to rideshares.

Acquisition

Once deployed, the spacecraft will enter the acquisition phase. It corresponds
to the initial determination of attitude and stabilization (detumbling mode) of the
vehicle. From common CubeSat regulation, a 30 min delay is imposed after the
CubeSat has been jettisoned, which means that no action can be performed by
the CubeSat during this lapse of time. Once this delay is over, the CubeSat may
start canceling the angular velocity induced by the deployer. The location of the
satellite COM is key regarding initial angular velocities, which is the reason why
it is specified in the CDS. Another source of attitude perturbation at this stage
is the deployment of solar panels if such a solution is chosen. Thus, they should
be deployed before the CubeSat starts detumbling, but after the 30 min regulation.
In the literature, many CubeSat missions consider 10 ✆ s✁1 initial angular velocity
on each axis [131]. In some cases, much higher velocities have been observed, as
for DeorbitSail1. Therefore, an angular speed of 50 ✆ s✁1 affecting the three axes
of the satellite is considered as our worst-case. It may also be necessary to cancel
the initial relative velocity, usually of the order of 1 m s✁1, in order to stay on the
initial trajectory, especially in the cruise context. This would be a first Trajectory
Correction Maneuver (TCM).

In-flight Orbit Determination

The In-Flight Orbit Determination (IFOD) is a cornerstone of BIRDY-T. Indeed,
the success of both scientific cases depends on a high level of autonomy, which is
challenging in particular for the orbit determination. In the cruise context, the IFOD
shall produce several estimates of the position during the Hohmann transfer orbit
without assistance from the ground segment. This estimate shall be compatible
with the agility of the AOCS. The optical data necessary for the IFOD shall come
from a slow scan of the ecliptic plane, so as not to interrupt scientific measurements.
If more data are required, the interruption of the scientific measurements and the
use of Attitude Determination & Control System (ADCS) shall be minimal. For
proximity operations, the precision of the IFOD shall be better than the altitude
of the overflight. It shall also execute fast enough to be compatible with multiple
overflights at approximately 1 m s✁1. The main IFOD sensor is expected to be a star
tracker-like or a navigation camera.

Navigation

The major phase in sizing the AOCS for the two CubeSat missions is the navi-
gation. It is a key part in the success of both missions.

In the cruise context, TCMs are required to reach Mars and communicate with
an orbiter, and hence ensure the minimal success of the mission. Complete success
requires catching the free return trajectory to the Earth, allowing a second science
phase. The CubeSat should intersect the exact region of the Mars fly-by B-plane
that allows a free-return trajectory to the Earth. Initial studies have shown that

1https://amsat-uk.org/2015/11/13/deorbitsail-update-and-initial-camera-image/
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a 2 m s✁1 ∆V is sufficient to change the aphelion by more than 30.000 km along
the ellipse axis and 180.000 km if applied at a true anomaly of 90 deg during the
Hohmann transfer from Earth [15]. Thus, the ∆V budget is not a concern.

In the proximity operation concept, the CubeSat is meant to explore the gravity
field of the system of asteroids. For the AOCS, it means that regular autonomous
TCMs will be performed. This translates into robust maneuvers that should not en-
danger the spacecraft despite operating in close proximity of the system of asteroids
and relying on an imprecise orbital knowledge. As a first optimistic approximation,
we assume that each TCM represents a ∆V of 2 m s✁1. For a three-month mission,
approximately 40 hyperbolic arcs are performed, and the same amount of TCMs is
required, which represents a total ∆V budget of 80 m s✁1. This rough evaluation is
refined in section III.3.

Science

In the science case, the measurements consist in a slow spin in the ecliptic plane
to detect incoming cosmic rays on a Hohmann trajectory to Mars. In the other case,
radio-science will be performed during overflights of the system of asteroids at close
proximity and low relative velocity (✒ 1 m s✁1). Science measurements should last
approximately one day. One-way or two-way signals between the CubeSat and the
mother craft/ground antennas in X and S-bands are required. Endurosat2 designed
an S-band antenna with 71✆ half-power beam width, while an X-band from Any-
waves3 with 40✆ half-power beam width is also available. Pointing requirements will
therefore be several tenths of degrees, well above the performance of any CubeSat
actuator.

Telecommunication

Two telecommunication slots exist in the cruise context: the first one with a
Martian orbiter and the second one with a VLBI ground station on Earth. The
system is sized for communications in UHF/VHF and S-band (very low pointing
requirements). During the transfer orbit, only a regular beacon will inform the
ground station of the CubeSat status, which does not impose any requirement to
the AOCS. When it comes to the second concept, the telecommunication will be
performed by the scientific payload (see science mode).

Safe Mode

The safe mode is used in case of emergencies if a regular mode fails or is disabled.
It should sacrifice normal operations to meet power or thermal constraints and be
able to receive commands from mother craft or Earth. In safe mode, the satellite
usually roughly points in a certain direction, for instance to the Sun in order to
recharge its batteries.

2https://www.endurosat.com/cubesat-store/all-cubesat-modules/s-band-patch-antenna/
3https://newspace-factory.com/product/cubesat-x-band-antenna/
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III.2 - AOCS Environment

The CubeSats will perform their missions in conditions very different from com-
mon Low Earth Orbits (LEOs). The AOCS has to accommodate to this new envi-
ronment like the rest of the spacecraft. Moreover, it must be compatible with other
subsystems.

III.2.1 - External Environment

Space is a very complex and dynamic environment, filled with gravitational fields,
electromagnetic radiation, highly energetic particles or magnetic fields. Every space-
craft is submitted to all these phenomenons and must be designed accordingly.

III.2.1.1 - Radiative Environment

In terms of radiation, for a satellite on a LEO, the main issue comes from ge-
omagnetically trapped protons and electrons [132]. Such radiation is a concern
for any spacecraft, and especially CubeSats constructed with non-radiation-tolerant
Commercial Off-The-Shelf (COTS) equipment. Their long-term accumulation is
measured by the Total Ionizing Dose (TID). The TID causes slow gradual degra-
dation of equipment’s performance. While first anticipations from the community
were very pessimistic, COTS have proved to be surprisingly resistant, and some
CubeSats operated in LEOs for years. In [133], it is shown that the TID in Geo-
stationary Earth Orbit (GEO) is five orders of magnitude higher than in LEO, and
that less than 1 mm of aluminum shielding can reduce the difference to one order
of magnitude. But the GEO is still within the radiation belts, and the TID in deep
space is significantly lower. However, once spacecrafts leave the protection of the
Earth’s magnetosphere, they still have to face a harsh environment. They are sub-
mitted to the continuous solar wind, made of protons and positive ions traveling
at approximately 400 km s✁1, cosmic rays and random Solar Particle Events (SPEs)
(proton storms). Apart from the long-term effect related to TID, highly energetic
particles such as the neutrons cause Single Event Effects (SEEs) that may result
in permanent damage. Although both hardware (shielding, redundancy) and soft-
ware (watchdog) mitigation techniques are generally present on large satellites, they
come at the cost of mass, complexity and budget, and will be harder to implement
on-board CubeSats. All these radiation constraints will impact the AOCS.

III.2.1.2 - External Disruptive Forces

Every spacecraft is also affected by external forces, or disturbances, that are
known for altering both its attitude and its orbit. External disturbances have four
main sources:

• the Solar Radiation Pressure (SRP), mainly due to energetic particles coming
from the Sun,

40



CHAPTER III. FUNCTIONAL ANALYSIS

• the atmospheric drag, resulting from the friction between the spacecraft and
an atmosphere,

• the magnetic field, due to the interaction of the residual magnetic field of the
spacecraft and an ambient magnetic field,

• the gravity, related to massive bodies.

First, I evaluate their impact on the attitude of the spacecraft. Those external
disturbances are presented in more detail in IV.1.4, together with their simulation.
A schematic of their evolution as a function of the location in space is displayed in
figure III.1. One can see that depending on the mission, a satellite will encounter
different levels of external disturbances.

For now, we are interested in evaluating the maximum impact that those four
perturbations may have in our two contexts. Hence, they are plotted as a function of
the altitude from the bodies of interest (Earth and Mars in the first case, Didymos
in the second) in figures III.2 and III.3. It should be noted that, when sizing the
environmental perturbations, I consider a 3U CubeSat with no deployable solar
panels for simplification. Hence, real disturbance torques may be higher than those
computed here, but still in the same order of magnitude. Moreover, torques due to
the magnetic field and the atmospheric drag are not computed at Mars because of
the absence of a dense atmosphere and strong magnetosphere on the planet.

From this worst-case analysis, one can see that the SRP will dominate on an
Earth-Mars-Earth trajectory, and that external torques should always be lower than
1✂ 10✁8 N m. This value will be a minimum for the selection of our actuators’
performance. Although the radio science of Didymos differs greatly from the cruise
context, the same level of external perturbations may be expected. This is due to
the highly eccentric orbit of Didymos and its very low gravity field.

Let us now focus on the orbital impact that those external perturbations will
have on the CubeSats trajectory. In the interplanetary scenarios, the main undesired
perturbation is the SRP. Indeed, the gravity attraction of Mars is responsible for
the expected gravitational slingshot that will bring back the CubeSat to Earth. In
the case of the radio-science experiment at Didymos, the gravity of the asteroids is
what we want to study. Hence, we are interested in the level of the undesired SRP
effect. At 1 au, the SRP is ✒ 1✂ 10✁6 Pa, equivalent to a variable force of 0.03 µN.
This is two orders of magnitude lower than the gravity force from Didymos for an
object at 10 km. Because the SRP decreases with the square distance to the Sun, it
is safe to say that its orbital impact can be neglected as a first approximation.

III.2.1.3 - Incoming Power

The power available is a crucial parameter for the selection of hardware. In what
follows, I perform a quick evaluation considering ISIS solar cells [135]. At Beginning
Of Life (BOL), they deliver 6.9 W of peak power at 1 au. We are interested in
knowing the Orbit Average Power (OAP), which defines how much power is available
per orbit. For a LEO 3U CubeSat covered with solar panels on its largest faces, a
rule of thumb tells us that OAP is 60 % of the power from one panel [136]. It means
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Table III.1: Orbit Average Power (OAP) for a 3U CubeSat covered with solar panels on
its largest faces [135].

Context Peak power [W] OAP at BOL [W]

LEO 9.8 4.1

Mars at perihelion 5.1 4.6

Mars at aphelion 3.5 3.2

Didymos at perihelion 9.4 8.4

Didymos at aphelion 2.4 2.2

that, at BOL, the OAP is 4.1 W. One must be aware that those 4.1 W represent
15 % of the total capacity of the satellite (four solar panels, one on each face).

When it comes to our scientific cases, the power collection will not be altered by
eclipses. Even if the proximity operation implies that the CubeSat will sometimes
be shadowed by Didymain or Didymoon, this will happen very rarely considering
the size of the bodies and the fact that we are not orbiting around it. In addition,
when the CubeSat is in close proximity, it performs radio-science measurements,
which means that the propulsion is turned off - only attitude control is required to
ensure the minimal pointing. The OAP in our scenarios for the proposed CubeSat
configuration are summed up in table III.1.

III.2.2 - Internal Environment

A CubeSat, much like larger satellites, is made of a collection of subsystems
ensuring that it performs its missions. An example of the interactions of the AOCS
with other subsystems is displayed in figure III.4, as well as the decomposition of
the AOCS in its major on-board parts, namely the attitude sensors and actuators,
the IFOD and the orbital propulsion.

All the interactions prior to deployment are taken care of by the deployer and
designers need to ensure their CubeSat complies with the deployer’s requirements.
As a baseline, the CDS will be used.

Similarly to what happens with the external environment, there are internal
sources of charged particles that tend to accumulate on the satellite. Electric propul-
sion systems are a major concern in that regard. For instance, ionic thrusters and
HETs use an external cathode to neutralize the expelled propellant and avoid charged
back flows. PPTs, VATs or electrospray thrusters (when both positively and nega-
tively charged particles are extracted at once by an alternating potential) are exempt
from external cathode because their plume is plasma. Yet, all those electric thrusters
emit a certain quantity of ions and slowly charge the satellite surfaces that are within
reach, especially when deployable mechanisms are present (for instance solar panels).
When the potential difference between two parts of the satellite becomes too big,
a sudden flow of electricity occurs named ElectroStatic Discharge (ESD). Another
concern with thrusters’ exhaust is the refraction of electromagnetic waves emitted
by telecommunication antennas if the dense plasma plume is in their line-of-sight.
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in a torque. Torque levels depend on this offset and the selected propulsion
system. In section II.3.3, we have evaluated the maximum thrust that common
3U CubeSat actuators can compensate for different offsets. If one can reason-
ably assume that a careful integration of the propulsion system will prevent
large misalignment errors, vibrations during the launch and more importantly
uncertainties regarding the COM location can hardly be eliminated. The CDS
provides low requirements in that regard, as they only relate to the constraints
of the deployer.

• Propellant sloshing, or any other liquid, may be a non-negligible source of
perturbation. Sloshing modifies the mass distribution inside a spacecraft, and
the inertia matrix can be greatly altered if big tanks are used. In the longer
term, the inertia matrix is modified by the propellant consumption. As a
result, actuators sized for the BOL, together with control laws, will be less
efficient.

• Release mechanisms, such as for deployable solar panels or antennas, would
most likely be activated only once in a CubeSat lifetime, probably during the
acquisition phase (see section III.1).

• Moving instruments are also a source of disturbances, but they are not common
on-board CubeSats and not present in our missions.

• When RWs are used for attitude control, they also produce disturbances through
friction.

III.3 - Focus on Propulsive Strategies for Proximity

Operations

The concept for the proximity operations requires regular TCMs that will con-
strain not only the ∆V budget of our mission, but the selection of the propulsion
system. Therefore, it is necessary to investigate further those TCMs.

III.3.1 - Concept of Operations Based on the TCM Loop

Investigating the use of a CubeSat to study an asteroid like the Didymos system
of asteroids requires propulsive strategies. As already mentioned, a radio link be-
tween the mother craft/VLBI ground stations and the spacecraft is used for Doppler
and range measurements during hyperbolic arcs in the close proximity of the aster-
oids. A relative velocity of ✒ 1 m s✁1 is considered at this stage. It is essential that
no orbital perturbation due to the on-board propulsion occurs during those hyper-
bolic arcs so as not to compromise scientific measurements. Indeed, the radio science
concept relies on the precise reconstruction of the trajectory, including all known
perturbations, in order to infer unknown contributions, such as the local gravity
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Table III.2: Comparison of the performance of proposed Trajectory Correction Maneuvers
(TCMs).

Simple TCM Circular TCM Loop TCM

Duration [day] 1 1 1

Distance [km] 85.5 86.4 66.8

∆V [m s✁1] 1.41 4.71 3.55

Average thrust [µN] 650 220 160

Horizontal shift [km] 43.6 ✁18.5 0

Vertical shift [km] ✁42.8 18.5 0

a circular maneuver is displayed in figure III.5 (in blue). It is obtained with a thrust
orthogonal to the velocity and of constant intensity. The shift has been reduced with
this maneuver, yet it is still relatively large. In addition, such a maneuver consumes
330 % more ∆V than the first proposed TCM.

Although the first two proposed maneuvers are very easy to implement, they do
not facilitate mission planning. In order to remedy this problem, B. Segret proposed
a TCM concept based on a well-known parametric curve: the rosette. This loop
will be named TCM loop hereafter. I studied its possible implementation for the
proximity operations. The mathematical approach to the TCM loop is provided in
appendix D.

If we consider only one branch of a 4-leaf rosette, we notice that the outgoing
velocity has the same norm as the incoming one, but has been rotated by 90✆ in
the maneuver plan (see the red curve in figure III.5). One can also see that such
a maneuver, if ideally performed, does not result in a shift, since the maneuver
exactly ends where it started. The ∆V required is 3.55 m s✁1 (to be compared with
the 1.41 m s✁1 of the simple TCM), yet the fact that no interesting areas for the
scientific measurements are lost means that less TCMs will be required in the end.
The total required ∆V can now be assessed, recalling that 40 TCMs are expected:
∆Vmission ✏ 142 m s✁1. This value should be compared to the 80 m s✁1 proposed in
the first place.

III.3.2 - TCM Loop Evaluation

To investigate the feasibility of the TCM loop with available actuators, the di-
rection and level of thrust are computed and displayed in figure III.6. In the mobile
frame (one axis oriented in the velocity direction, the second one in the trajectory
plane toward the interior, and the last one completing the trihedron) the angle of
acceleration only varies from 65✆ to 115✆. The thrust value is not constant during
the maneuver, which is different from the two maneuvers proposed previously. It
ranges from 145 µN to 182 µN. In terms of thrust modulation, it means the thruster
shall be able to perform a 25 % modulation. This value is quite common for electric
propulsion systems. If no thrust modulation is possible, then it is still possible to
modify the pulse frequency. The control of the thrust direction is way below the
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Table III.3: Attitude & Orbit Control System (AOCS) requirements in the interplanetary
space weather scenario.

Requirement Description

CRUISE-1 The AOCS shall be compliant with CDS or with main mission
specifications if they are different.

CRUISE-2 The AOCS shall be able to cancel angular velocities up to 50 ✆ s✁1

in all three axes.

CRUISE-3
The AOCS shall provide more than 10 m s✁1 of orbital ∆V to ensure
a successful Martian fly-by (500 % margin because of the high level
of uncertainty at this stage and the low requirement).

CRUISE-4 The AOCS shall provide sufficient pointing to perform TCMs.

CRUISE-5 The AOCS shall enable a slow spin in the ecliptic plane and accu-
rate attitude knowledge for the payload.

CRUISE-6 The AOCS shall tolerate the radiative environment of an Earth-
Mars-Earth mission.

CRUISE-7 The AOCS shall compensate external torques up to 1✂ 10✁8 N m.

CRUISE-8 The AOCS shall consume much less than the minimum OAP, al-
though planned peaks of power can be handled by batteries.

CRUISE-9 The AOCS shall not contaminate nearby surfaces.

CRUISE-10 The AOCS shall ensure EMC.

• The power available on 3U CubeSats is incompatible with many propulsion so-
lutions. It may be necessary to either consider a bigger platform or deployable
solar panels. The second solution is favored because the smaller a CubeSat is,
the more rideshares it accommodates to.

• If deployable structures are considered, their contamination from thrusters’
plume is a concern.

• Thermal and electromagnetic perturbations from the propulsion may require
additional equipment for regulation, hence increasing the mass, cost and com-
plexity.

In what follows, I present the AOCS simulation environment that I developed
in order to investigate the mutual impacts between attitude and orbit control. The
numerous other impacts of the integration of a propulsion system on-board CubeSats
are discussed in section VI in the light of the performance indexes. Eventually, the
specific impulse introduced in section II.2 fails short in covering the numerous needs
that we have highlighted and we propose a new approach.
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Table III.4: Attitude & Orbit Control System (AOCS) requirements in the radio science
scenario.

Requirement Description

PROX-OPS-1 The AOCS shall be compliant with CDS or with main mission
specifications if they are different.

PROX-OPS-2 The AOCS shall be able to cancel angular velocities up to 50 ✆ s✁1

in all three axes.

PROX-OPS-3
The AOCS shall provide 142 m s✁1 of orbital ∆V for three
months of operation to be compliant with the concept of op-
erations.

PROX-OPS-4 The AOCS shall provide sufficient pointing to perform TCMs
safely.

PROX-OPS-5 The AOCS shall provide sufficient pointing for the radio science
experience without disrupting the hyperbolic arcs.

PROX-OPS-6 The AOCS shall tolerate the radiative environment of Didymos.

PROX-OPS-7 The AOCS shall compensate external torques up to
1✂ 10✁8 N m.

PROX-OPS-8 The AOCS shall consume less than the minimum OAP.

PROX-OPS-9 The AOCS shall not contaminate nearby surfaces.

PROX-OPS-10 The AOCS shall ensure EMC.

III.5 - Two Case Studies in Earth Orbit

The functional analysis that we have conducted highlighted several key aspects
of the design of an interplanetary AOCS for CubeSats, among others the coupling
between ADCS and GNC. This aspect being expected to be a major issue for any
CubeSat mission relying on propulsive maneuvers, I decided to focus on hypothetical
case studies also representative of the needs identified in section II.1.

Therefore, before we move to the simulation environment, I make up two case
studies in Earth orbits. The fact that those mission scenarios are in Earth orbit
allows simplifying the trajectory solver required to simulate orbital maneuvers, as
explained in section IV.2.1. They are essential to open up the field of AOCS for
CubeSats, and lessons learned will assist us on our two scientific missions.

III.5.1 - Deorbiting From Low Earth Orbits

We will start with a case study based on the BRITE nanosatellites [34]. The
two 7 kg nanosatellites were deployed on a 780 km Sun Synchronous Orbit (SSO) in
2013 without carrying a propulsion system. As a result, they will not comply with
the regulation stating that a satellite must deorbit within 25 years. At the time of
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the launch, fewer satellites were concerned by this regulation, but with the growth
of the debris population, especially in LEOs, the regulation law should be strictly
applied now.

Hence, our case study considers that a 3U CubeSat is deployed on a 780 km SSO
to perform its mission. At the end of the operation phase, the satellite shall deorbit
to comply with the 25-year regulation. An orbital maneuver is thus performed to
decrease the perigee to an altitude of 400 km, from where the CubeSat will naturally
decay within 25 years [5]. The velocity budget is estimated to be ✒ 130 m s✁1 if
an ideal thrusting is applied [137]. An example of the maneuver is displayed in
figure V.2. A precise analysis of the coupling between the orbit and attitude control
will be conducted and will show important increases of the maneuver duration and
propellant consumption, and even CubeSat loss without respecting the regulation.

Hereafter, this case study will be referred to as "deorbiting case".

III.5.2 - Earth Escape from Geostationary Transfer Orbit

Next, a CubeSat mission targeting to leave the Earth attraction on its own
is taken and named "escaping case". As mentioned in section II.1, reaching an
interplanetary orbit from an Earth orbit is highly demanding. From table II.1, one
can see that ∆V ✏ 5,900 km is necessary to go from a LEO orbit to the Moon.
Realistically, CubeSats can only escape from Geostationary Transfer Orbit (GTO)
or Geostationary Earth Orbit (GEO) [30]. In his thesis, Shimmin [48] designs a
very-low-thrust trajectory to the Moon from GTO. Moreover, numerous launches
target GTOs, which makes such orbits a relatively easy starting point for CubeSats.

The limit between Earth and interplanetary orbits is defined as being reached
once the semi-major axis equals the distance of the first Lagrangian point of the
Earth-Moon system (EML-1). Beyond that point, the Earth is no longer the main
attractive body. Consequently, this point is the target of escaping scenario. We
gather these considerations in a 6U CubeSat deployed in GTO. Although this case
is very different from the deorbiting one, we will see that it yields the same concerns.
Because of the intrinsic long duration of such maneuvers, any unplanned maneuver
error might result in costly propellant increase, unaffordable for CubeSat missions
made of COTS components.
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Simulation Environments

In section II.3, we have presented the standard performance parameters of the
available propulsion systems we have then identified the limits of this approach.
From the interplanetary science cases, we derived requirements for the Attitude &
Orbit Control System (AOCS). It results that the main challenge is to appraise the
mutual impacts that the Guidance Navigation & Control (GNC) and the Attitude
Determination & Control System (ADCS) have on each other.

This section presents the attitude and orbit control simulation environment that
I developed to investigate not only the interplanetary science cases, but also the
two relevant Earth orbiting scenarios introduced in section III.5. Such case studies
will help us understand what is at stake in CubeSat orbit control. Therefore, the
simulation environment is introduced for the Earth context. Most of the time,
only minor modifications are sufficient to adapt the simulation to interplanetary
scenarios. The aim is to produce mission relevant performance indexes for identified
Trajectory Correction Maneuvers (TCMs), such as duration, mass of propellant, and
duty cycle.

IV.1 - Attitude Determination & Control System

In this section, we focus on the spacecraft attitude. The external disturbances
introduced in section IV.1.4 affect both the attitude and the orbit of spacecrafts.
Yet, I only consider their impact on the movement of the satellite around its center
of inertia, hence the attitude. Considerations about the trajectory will be dealt with
in section IV.2.

We are especially interested in the capacity of the ADCS to provide the expected
pointing during orbital maneuvers. Therefore, I will only study the attitude control
section of a typical ADCS loop, which is displayed in figure IV.1. That is to say
that the attitude determination part of the ADCS is supposed to be ideal.
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We define two quaternions p and q, whose main properties are:

• Quaternion multiplication

pq ✏ p0q0 ✁ p1:3q1:3 � p0q1:3 � q0p1:3 � p1:3 ✂ q1:3. (IV.4)

The quaternion multiplication may be written as the second quaternion mul-
tiplied by a quaternion in a matrix form

pq ✏ Q♣pqq with Q♣pq ✏

☎
✝✝✝✝✆
p0 ✁p1 ✁p2 ✁p3

p1 p0 ✁p3 p2

p2 p3 p0 ✁p1

p3 ✁p2 p1 p0

☞
✍✍✍✍✌. (IV.5)

• Complex conjugate of q, denoted q✝, is defined as

q✝ ✏

✄
q0

✁q1:3

☛
. (IV.6)

• The norm of a quaternion, denoted ⑤q⑤, is the scalar

⑤q⑤ ✏
❛
q✝q. (IV.7)

• The inverse of a quaternion is

q✁1 ✏
q✝

⑤q⑤2
. (IV.8)

• The derivative of a quaternion is the derivative of each of its components

✾q ✏

☎
✝✝✝✝✆

✾q0

✾q1

✾q2

✾q3

☞
✍✍✍✍✌. (IV.9)

For any unit quaternion, we now define the quaternion operator that transforms
a vector v in R

3 through an angle θ about an axis of rotation e (also called the
sandwich product) by

Lq♣vq ✏ qvq✝. (IV.10)

On the other hand, the operator

Lq✝♣vq ✏ q✝vq (IV.11)

may be interpreted geometrically as a rotation of the coordinate frame through an
angle θ about e as the axis while v is not rotated. It is equivalent as saying that the
operator Lq✝♣vq rotates the vector v with respect to the coordinate frame through an
angle ✁θ about e. Last but not least, quaternions allow the composition of rotations
and two successive rotations will be applied by the product of the corresponding
quaternions.
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IV.1.2 - Coordinate Systems

Determining the location and the attitude of a spacecraft requires to handle
coordinate systems. In astronomy, an inertial coordinate system is a reference frame
whose axes point towards distant and well-defined objects such as stars. Among
popular celestial coordinate systems, one can mention equatorial coordinate systems,
widely used to specify the positions of celestial objects. Such a coordinate system has
the Earth equator as the reference plane. The J2000 equatorial system in particular,
used in this work, is an equatorial coordinate system whose primary direction is fixed
at a standard epoch defined as J2000.

Geocentric Coordinate Systems

Geocentric coordinate systems regroup all reference frames that have their origin
at the center of the Earth. They will be used in our Earth orbiting spacecraft
scenarios.

Geocentric inertial reference systems are named Earth-Centered Inertial (ECI).
Such systems are popular because the equations of motion describing the position
and attitude of celestial bodies are simpler in such non-rotating frames. A common
set of axes has the z-axis pointing towards the north pole, the x-axis directed to the
vernal point and the y-axis following the right-hand convention.

Many applications tend to represent orbital motions around the Earth in Earth-
Centered Earth-Fixed (ECEF) reference frames. ECEF coordinate systems rotate
relatively to ECI around the z-axis (pointing to the pole), with the x-axis constantly
pointing to the Greenwich Meridian. The y-axis completes the orthogonal system.
Both ECI and ECEF coordinate systems used in this work are shown in figure IV.2.

Two specific coordinate systems rotating with the Earth, cousins of the ECEF,
are introduced to simulate the environment in Low Earth Orbit (LEO). On the one
hand, the Latitude Longitude Altitude (LLA) is a spherical coordinate system with
the usual definition of geographic latitude, longitude and altitude on a reference
geoid. Here, I use the geoid defined by the WGS84 frame [139]. It is used to model
the atmosphere of the Earth (see section IV.1.4.4 and appendix B.3). On the other
hand, the North East Down (NED) coordinate frame is used to decompose the Earth
magnetic field at a point in space (see figure IV.3). Indeed the routine presented
in appendix B.1 provides northward, eastward and downward components of the
magnetic field.

Orbital coordinate systems

Orbital frames relate to the orbit of the spacecraft. Their origin moves as the
satellite orbits around the central body. Although many orbital frames exist, I will
only introduce the "qsw" coordinate system, which is defined in such a way that the
radial vector q is collinear to the geocentric position of the satellite, w is collinear
to the orbital kinetic momentum thus normal to the orbit plane and s completes the
right-handed triad of unit vectors (see figure IV.2).
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Body and Instrument-Fixed Coordinate Systems

A common body-fixed reference frame for CubeSats is introduced, with its origin
placed at the COG of the satellite and the z-axis along the longitudinal axis (see
figure IV.2). This frame is important to describe the attitude of the spacecraft with
respect to other frames, such as the ECI coordinate systems. The inertia tensor of
the satellite and the position of the various subsystems are usually given in the body-
fixed coordinate system. Instrument-fixed coordinate systems are aligned following
the characteristics of the instruments. They are generally defined with regard to the
body frame.

IV.1.3 - Equations of Motion

The equations of motion, namely kinematic and dynamic equations, are the heart
of any simulation of spacecraft attitude. In this section, we derive the mathematical
model based on the quaternion as attitude representation, for the reasons mentioned
in section IV.1.1.

The mapping from an angular velocity ω ✏ ♣ω1, ω2, ω3q
T to the quaternion rates

is made feasible by the kinematic differential equation [140]

✾q ✏

☎
✝✝✝✝✆

✾q0

✾q1

✾q2

✾q3

☞
✍✍✍✍✌✏

1
2

☎
✝✝✝✝✆

0 ✁ω1 ✁ω2 ✁ω3

ω1 0 ω3 ✁ω2

ω2 ✁ω3 0 ω1

ω3 ω2 ✁ω1 0

☞
✍✍✍✍✌

☎
✝✝✝✝✆

q0

q1

q2

q3

☞
✍✍✍✍✌. (IV.12)

This equation can be rewritten in a more compact form:

★
✾q0 ✏ ✁1

2
qT

1:3ω
bi
b

✾q1:3 ✏ ✁1

2
ω

bi
b ✂ q1:3 �

1

2
q0ω

bi
b .

(IV.13)

Let us now focus on the dynamics relating the torques acting on the spacecraft
to the rotational acceleration. The fundamental equation of a rotating body links
the angular momentum H to the torques T applied to the satellite

✾H ✏ T. (IV.14)

The torque vectors include both the disturbance torques and the control torques.
Considering the angular velocity vector ω and the inertia tensor I, the angular
momentum expression in the inertial frame is

Hi ✏ Iω
bi
i � hi, (IV.15)

where ω
bi
i is the rotational velocity of the body frame with respect to the inertial

frame, seen in the inertial frame. h is the angular momentum stored by any rotating
object that is part of the spacecraft (such as internal moment exchange devices) and
the inertia tensor is
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I ✏

☎
✝✆
Ixx ✁Ixy ✁Ixz

✁Iyx Iyy ✁Iyz

✁Izx ✁Izy Izz

☞
✍✌. (IV.16)

where

Ixx ✏

➺ �
x2 � y2

✟
dm, Iyy ✏

➺ �
x2 � z2

✟
dm, Ixx ✏

➺ �
y2 � z2

✟
dm,

(IV.17)
and

Ixy ✏ Iyx ✏

➺
xy dm, Ixz ✏ Izx ✏

➺
xz dm, Iyz ✏ Izy ✏

➺
yz dm. (IV.18)

Inserting equation IV.15 in equation IV.14 leads to the Euler equation

Ii ✾ω
bi
i ✏ T✁ ✾Iiω

bi
i ✁ ✾hi. (IV.19)

From this equation, it is easy to read how satellites’ attitude is modified as a
function of different terms, herefrom the left to the right of the right-hand side:

• external torques,

• internal torques, due to on-board rotating objects, such as Reaction Wheel
(RW),

• changes in the spacecraft moment of inertia, such as the decreasing amount of
propellant.

Equation IV.19 is not optimal for solving the motion of the rotating spacecraft,
since both the inertia tensor and the angular velocity vector can change during the
motion. There are two reasons for the variations of the inertia tensor that we need
to discard to facilitate the simulation. The first one is the modification of the mass
distribution inside the satellite, for instance because of propellant consumption or
sloshing. Hereafter, we consider that the mass distribution is fixed all along the
simulation. Still, the tensor of inertia calculated in the inertial frame can change
during the motion. Therefore, it is usual to express the Euler equation in the body-
fixed reference frame (whose axes are aligned along the principal axes of rotation of
the body). In this frame the inertia tensor is now constant.We now rewrite equation
IV.14, using the transport theorem and the fact that the instantaneous angular
velocity of the body frame with respect to the inertial frame is the same as that of
the body:

id

dt
♣Hq ✏

bd

dt
♣Hq � ω

bi
b ✂Hb ✏ T, (IV.20)

where ω
bi
b is the rotational velocity of the body frame with respect to the inertial

frame, seen in the body frame.Combining the angular momentum from equation
IV.15 written in the body frame and equation IV.20 we obtain the Euler equation
in the body-fixed reference frame
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T ✏ Ib ✾ω
bi
b � ω

bi
b ✂ Ibω

bi
b �

✾hb � ω
bi
b ✂ hb. (IV.21)

Equation IV.21 is the nonlinear dynamic equation of motion for a rigid body
with constant inertia. It is usual to rewrite this equation to express the rate of
change of the angular velocity

✾ω ✏ I✁1

✁
✁ω ✂ Iω ✁ ω ✂ h✁ ✾h�Tc �Td

✠
, (IV.22)

where the subscripts indicating that we are in the body reference frame have been
dropped for clarity. Here, ✁ ✾h is the control torque on the satellite produced by the
RW, Tc regroups the control torques produced by other actuators such as propulsion
systems and magnetorquers, and Td are the torques due to disturbances.
The whole physical problem can be stated combining kinematic and dynamic equa-
tions (equation IV.12 and equation IV.22), leading to the general nonlinear model
for the spacecraft

d

dt

☎
✝✝✝✝✆

ω

q0

q1:3

✾h

☞
✍✍✍✍✌✏

☎
✝✝✝✝✆

I✁1

✁
✁ω ✂ Iω ✁ ω ✂ h✁ ✾h�Tc �Td

✠
✁1

2
ω

T q1:3

✁1

2
ω ✂ q1:3 �

1

2
q0Iω

✁TRW

☞
✍✍✍✍✌. (IV.23)

The reader must be aware that the spacecraft is supposed to be rigid, that is to
say no flexibility is considered.

IV.1.4 - Disturbance Torques

Before getting to the presentation of the disturbances mentioned above, it is of
interest to note that they can have various impacts, depending on the attitude of the
satellite and the origin of the perturbation. On the one hand, effects that are null
once averaged over an entire orbit are called cyclical. On the other hand, secular
perturbations accumulate with time. Generally, perturbations are secular, which is
problematic when RWs are used to manage the angular momentum because they
tend to saturate.

IV.1.4.1 - Gravity Gradient

The gravity gradient results from the interaction between the gravitational field
and a satellite of distributed mass. The closer satellite’s part is to the attractive
body, the stronger the gravitational acceleration is. This gradient causes a torque
that disturbs the satellite’s attitude but can also be used for passive control. Gravity
gradient torque appears when the satellite’s gravity center is not aligned with the
center of mass regarding the local vertical. Figure IV.4 displays the geometry of the
phenomenon. The gravity gradient torque can be defined by

Tg ✏

➺
b

rb ✂ dFg, (IV.24)
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IV.1.4.4 - Atmospheric Drag

The atmosphere of celestial bodies may be a dominant factor when it comes to
orbiting on very low orbits. For instance, the atmospheric drag is the main distur-
bance that an Earth-orbiting satellite has to face when it is below 400 km. Similarly
to the SRP, the force exerted by the atmospheric drag is computed considering that
the spacecraft is made of N surfaces of area Sj . This force is a function of the
relative velocity between the spacecraft and the atmosphere, which is given in the
inertial frame by

vi
rel ✏ vi ✁ ω

i
❈ ✂ ri, (IV.32)

where ri and vi are respectively the position and velocity of the satellite in the
inertial frame. Here, the Earth’s angular velocity vector is ω

i
❈
✏ ωi

❈
r0, 0, 1sT with

ωi
❈

✏ 7.27 ✂ 10✁5 s. The equation in the body frame is easily obtained using the
attitude matrix. Hereafter, the b index denotes the body frame and the j index will
denote jth plate. The aerodynamic force acting on the jth plate is

Fj
aero ✏ ✁

1
2
ρcDSj ⑤v

b
rel⑤vrelbmax

�
cos θj

aero, 0
✟
, (IV.33)

where ρ is the atmospheric density and cD is the dimensionless drag coefficient.
Surfaces that are not exposed to the atmospheric drag are discarded through the
use of the "max" function with

cos θj
aero ✏

n̂b
j ☎ vb

rel

⑤vb
rel⑤

, (IV.34)

where n̂b
j is the normal unit vector to the jth plate. The total torque is finally

obtained from equation IV.33, considering the vector from the center of mass to the
center of aerodynamic pressure of the jth plate

Taero ✏
N➳

j✏1

ri ✂ Fj
aero. (IV.35)

The complexity of this perturbation lies in the temporal variability of all the
parameters. The atmospheric density ρ is obtained from models, one of them being
introduced in appendix B.3. The drag coefficient cD depends on the shape of the
spacecraft, and the way molecules collide with it. It is determined empirically and
a typical value of cD ✏ 2.2 is assumed for CubeSats [5]. Such a value is consistent
with the r2✁ 4s boundaries proposed by Vallado [143]. Aerodynamic torques can be
used both to passively and actively control the attitude, the latter requiring moving
parts.
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IV.1.5 - Actuators

The ADCS relies on actuators to produce the control torques, whose role is to
compensate external disturbances, provide the expected pointing or spin, detumble
the satellite, etc. Hereafter, we present the most used actuators on-board Cube-
Sats: magnetorquers (MTQs) and reaction Wheels (RWs). We also briefly mention
thrusters, because they have been extensively presented in section II.2.2.

IV.1.5.1 - Magnetorquers

Many CubeSats use MTQs, or magnetorquers, for controlling their attitude be-
cause they are very simple devices. MTQs create their own magnetic dipole that will
interact with the local magnetic field, such as the Earth magnetic field (see appendix
B.1), generating a torque. The principle is the same as for the disturbing magnetic
torque that will be presented in section IV.1.4.2, except that the undesired residual
magnetic dipole of the satellite in equation IV.28 is here replaced by the designed
magnetic dipole of the actuator mMT Q

TMT Q ✏ mMT Q ✂B, (IV.36)

where B is the local magnetic field and TMT Q is the control torque produced by the
MTQs.

One can notice a main drawback of MTQs: the torque generated depends on the
geometry of the local magnetic field. In other words, the torque will tend to align
the magnetic moment created by the actuator with the local magnetic field.

MTQs are made of a coil in which a current is flown, generating a dipole moment
that will interact with the ambient magnetic field. This means that it is possible to
act on the generated torque in-orbit by modifying the quantity of current flowing
in the coil. Their very straightforward design makes them cheap to produce and
reliable in operations. In terms of system impact, they present the advantage of
being lightweight and consume little electric power. They also provide continuous
and smooth torque controls. The performance and characteristics of some available
MTQs are displayed in table IV.1.

However, they also come with major drawbacks. We have seen that they rely on
the ambient magnetic field to produce the control torque. As a result, the level of
torque that they can produce is very low. Therefore, they have been used only in
LEO where the Earth magnetic field is strong enough. Even if the satellite is in a
strong ambient magnetic field, the magnetic torque vector always acts in the plane
that is normal to the magnetic field vector. Consequently, at a specific location in
space the achievable torques are limited. Last but not least, a good knowledge of
the ambient magnetic field is necessary if one wants to obtain the correct control
torque.
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Table IV.1: Performance and characteristics of available magnetorquers (MTQs) for Cube-
Sats.

Model Control
Magnetic
moment rA m2s

Power [W] Mass [kg]

ISIS Magnetorquer
board [125]

motherboard,
3-axis control

0.2 1.2 0.196

NCTR-M002 [144]
one rod only,
1-axis control

0.2 0.2 0.03

SatBus MTQ [145]
motherboard,
3-axis control

0.2 0.550 0.200

NanoTorque
GST-600 [146]

motherboard,
3-axis control

0.3 N/A 0.156

IV.1.5.2 - Reaction Wheels

Some devices are called momentum exchange devices. The total angular momen-
tum of the body being preserved, momentum exchange devices transfer the angular
momentum between different parts of the satellite thanks to rotating masses. RWs,
momentum wheels and control moment gyros are momentum exchange devices. Be-
cause RWs are by far the most used momentum exchange device on-board CubeSats,
this section will focus on them.

In general, RWs are recommended for accurate attitude control because they
produce a small amount of parasite torques compared to other uators. They also
generate torques several orders of magnitudes higher than MTQs and many propul-
sion systems (see table IV.2). They can store and distribute angular momentum.
They are made of a mass rotating around an axis of rotation. If the rotation of
the mass inside a RW is accelerated, this modifies the wheel’s angular momentum,
resulting in a torque TRW

TRW ✏ ✾hRW ✏
d

dt
♣IRW ωRW q, (IV.37)

where h is the angular momentum stored by the RW, IRW and ωRW are the inertia
matrix and the angular velocity vector of the RW. Because the overall angular
momentum of the spacecraft is conserved, a transfer of angular momentum between
the RW and the rest of the satellite appears. This means that the control torque is
opposite to the RW torque.

At least three RWs are required to fully control the attitude of a spacecraft.
Such actuators are limited in terms of rotation speed. If the maximal rotation
speed is reached, the wheel can only decelerate, hence producing a torque about its
axis in the wrong direction. Another actuator is necessary to desaturate the RW,
which means lowering its angular velocity to its normal operating range. MTQs and
Attitude Control Thrusters (ACTs) are usually operated for wheel desaturation.
The performance and characteristics of some available wheels are displayed in table
IV.2.
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Table IV.2: Performance and characteristics of available reaction wheels (RWs) for Cube-
Sats.

Model Control
Maximum
torque [mN.m]

Power [W] Mass [kg]

CubeWheel Small
[124]

1-axis control 0.32 0.72 0.060

CubeWheel
Medium [147]

1-axis control 1 1.5 0.130

CubeWheel Large
[148]

1-axis control 2.3 2.2 0.200

NanoTorque
GSW-600 [149]

1-axis control 2 2.5 0.180

SatBus 4RW0
[150]

1-axis control 3.2 3 0.137

IV.1.5.3 - Attitude Control Thrusters

As seen in section II.2.2, reaction jets are the main actuators for orbit control.
While this work is mainly interested in the disturbances due to thrusters misalign-
ment with the COM, it is also worthwhile to note that the torques created by
thrusters are also used to control the attitude of the spacecraft. As a matter of fact,
a single thruster producing the thrust vector Fth also generates a torque Tth about
the COM of the spacecraft

Tth ✏ r✂ Fth, (IV.38)

where r is the position of the thruster in the body-fixed reference frame.
Compared to orbit control, the inverse drawback comes from using ACTs, that

is to say that the orbit of the spacecraft is modified as a side effect. To solve this
problem, ACTs can be positioned with opposite directions in order to cancel their
action on the COM, hence generating pure torques. Otherwise, the same set of
thrusters can be operated for both the attitude and orbit control of a spacecraft.
This is the purpose of the configuration illustrating section IV.1.7. Such concepts
are very promising for CubeSats, where volume and mass are very constrained.

IV.1.6 - Attitude Control Strategies

Control laws are an essential part of attitude control. Their purpose is to trans-
form a difference between nominal and measured attitudes into commands for the
actuators presented previously. Attitude control strategies not only vary from one
spacecraft to another, they are also mode dependent. Hereafter, I introduce and
develop three control strategies.
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Figure IV.7: Block diagram representation of the closed control loop of the attitude of the
spacecraft.

IV.1.6.1 - Control Law Using Quaternion Error

The objective of a control law is to make a measured value reach a reference one.
The closed-loop control with output feedback presented in figure IV.7 is proposed.
The reader should be reminded that our work is based on quaternions to represent
rotations because it is common for real-time implementations.

Linearization of Attitude Control Model

Most physical systems are fundamentally nonlinear and so are the physical equa-
tions describing the attitude control of a spacecraft. Nonlinear controllers exist and
can guarantee the global stability of the system as well as increase the control per-
formance.

The behavior of a control system such as a spacecraft attitude control system is
based on a feedback loop (see figure IV.7). Feedback loops are part of control theory,
which is a strategy to select the most suitable input to a system so that its output is
controlled. Attitude control loops shall produce a stable control of the spacecraft’s
attitude, based on operational constraints (response time, overshoot, etc.) and both
external and internal perturbations. A feedback loop compares at each time step
the measured state vector and the set state vector, then proposes controls that will
reduce the gap between the two. An introduction to the mathematical tools used in
this work regarding control theory is available in appendix C.1.

Automatic control theory can only provide analytical solutions for linear systems.
However, attitude dynamic equations are generally second-order nonlinear equations.
Therefore, equations have to be linearized to apply standard automatic control tech-
niques. Usually, engineers define domains of linearity in which the plants1 can be
approximated by linear equations. Nonlinear attitude control can be based on pas-
sivity, sliding mode and feedback linearization. The objective is to linearize equation
IV.23 around an arbitrary point of operation x ✏ ♣ω, q0,q1:3,hq in order to perform
stability and performance analysis. The nonlinear system shown in figure IV.7 can
be expressed by

1In control theory, the plant is the combination of processes and actuators, and referred to with
a transfer function.
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✾x♣tq ✏ f♣x♣tq,u♣tqq, (IV.39)

where f is expressed in equation IV.23 and recalled here,

d

dt

☎
✝✝✝✝✆

ω

q0

q1:3

✾h

☞
✍✍✍✍✌✏

☎
✝✝✝✝✆

I✁1

✁
✁ω ✂ Iω ✁ ω ✂ h✁ ✾h�Tc �Td

✠
✁1

2
ω

T q1:3

✁1

2
ω ✂ q1:3 �

1

2
q0Iω

✁TRW

☞
✍✍✍✍✌.

The deviation from steady state of the angular velocity and internal angular
momentum are expressed by

δω ✏ ω ✁ ω , δh ✏ h✁ h. (IV.40)

The quaternion representation of attitude is more complicated and we need to
linearize the kinematic equation (equation IV.13). We express the orientation at
time t� dt relative to the orientation at time t using equation IV.1

δq ✏

☎
✝✝✝✝✆

dq0

dq1

dq2
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☞
✍✍✍✍✌. (IV.41)

It is now possible to linearize the kinematic equation (equation IV.13) for δq,
noticing that d

dt
q0 ✏ 0 and ω ✂ δq1:3 ✏ 0,

d

dt
δq ✏

d

dt

✄
δq0

δq1:3

☛
✏

✄
0

✁1

2
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1
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δq0I3✂3

☛
✏

✄
0

1

2
I3✂3ω

☛
. (IV.42)

Our final linearized model will have a state vector x of the form

x ✏

☎
✝✆

δω

δq1:3

h

☞
✍✌ (IV.43)

and a control input u ✏ Tc.
Equation IV.39 becomes the state-space equation

✾x♣tq ✏

☎
✝✝✝✝✆

✾δω

✾δq0

✾δq1:3

δTRW

☞
✍✍✍✍✌✏ Ax♣tq �BuTc♣tq �BdTd♣tq, (IV.44)

where
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x♣tq ✏

☎
✝✝✝✝✆

ω

q0

q1:3

h

☞
✍✍✍✍✌ , Tc ✏ ♣TRW TP S TMT Qq , (IV.45)

and

Aij ✏
❇fi

❇xj
, Bu,ij ✏

❇fi

❇uj
. (IV.46)

Thanks to the Jacobian linearization described in appendix C.2, we can now
linearize our system. Through symbolic manipulation, equation IV.46 becomes

A ✏

☎
✝✆

I✁1Aω,ω 0 I✁1A
ω,h

1

2
I3✂3 0 0

0 0 0

☞
✍✌, (IV.47a)

Bu ✏

☎
✝✆

I✁1 I✁1 I✁1

0 0 0

✁I3✂3 0 0

☞
✍✌, (IV.47b)

Bd ✏

☎
✝✆

I✁1

0

0

☞
✍✌, (IV.47c)

where the columns of Aω,ω are

Aω,1 ✏

☎
✝✆

ω2I31 ✁ ω3I21

✁ω3I11 ✁ 2ω1I31 ✁ ω2I32 � ω3I33 � h3

2ω1I21 ✁ ω2I22 � ω3I23 � ω2I11 ✁ h2

☞
✍✌, (IV.48a)

Aω,2 ✏

☎
✝✆
ω1I31 � 2ω2I32 ✁ ω3I33 � ω3I22 ✁ h3

ω3I12 ✁ ω1I32

✁ω1I22 � ω1I11 ✁ 2ω2I12 ✁ ω3I13 � h1

☞
✍✌, (IV.48b)

Aω,3 ✏

☎
✝✆
✁ω2I33 ✁ ω1I21 � ω2I22 ✁ 2ω3I23 � h2

✁ω1I11 � ω2I12 � 2ω3I13 � ω1I33 ✁ h1

ω1I23 ✁ ω2I13

☞
✍✌, (IV.48c)

and the expression of A
ω,h is

A
ω,h ✏

☎
✝✆

0 ω3 ✁ω2

✁ω3 0 ω1

ω2 ✁ω1 0

☞
✍✌. (IV.49)

The attitude control state-space equation (equation IV.44) represents our linear
model of the spacecraft attitude. Assuming that all the matrices are invariant, we
have a Linear Time-Invariant (LTI) system (see appendix C.1.1). This model allows
controller design as well as sensitivity analysis around specific points of operation.
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Quaternion Feedback Regulator

This section is dedicated to the design of control laws based on the linearized
model from section IV.1.6.1. Based on the book of Sidi [151], I use a Proportional
Derivative (PD) quaternion error controller

u ✏ ✁Kp

☎
✝✆
q1eq0e

q2eq0e

q3eq0e

☞
✍✌✁Kd

☎
✝✆
ω1e

ω2e

ω3e

☞
✍✌, (IV.50)

where Kp and Kd are proportional and derivative gain matrices respectively, ωe

is the angular velocity vector error and qe is the error quaternion. Let qs be the
quaternion describing the rotation to go from inertial axes to satellite body coordi-
nate system axes and qt the rotation to go from inertial axes to the target coordinate
system axes. The quaternion error in equation IV.50 is

☎
✝✝✝✝✆
q0e

q1e

q2e

q3e

☞
✍✍✍✍✌✏

☎
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q0t q1t q2t q3t

✁q1t q0t q3t ✁q2t

✁q2t ✁q3t q0t q1t

✁q3t q2t ✁q1t q0t

☞
✍✍✍✍✌

☎
✝✝✝✝✆
q0s

q1s

q2s

q3s

☞
✍✍✍✍✌ (IV.51)

and the angular velocity vector error is

ωe ✏ ωs ✁ ωt. (IV.52)

The sign "✁" in equation IV.50 differs from some identical controllers available
in literature. This difference is compensated by the fact that the scalar part of qs in
equation IV.50 is positive.

Our goal is to set the two gain matrices Kp and Kd by using the linear model in
equation IV.44. For small angles, and taking q0 positive, the quaternion error qe is

qe ✔

☎
✝✝✝✝✆

1

q1s ✁ q1t

q2s ✁ q2t

q3s ✁ q3t

☞
✍✍✍✍✌. (IV.53)

As u in equation IV.50 is the control torque Tc, the equation can now be rewrit-
ten

Tc ✏ ♣Kd Kpq

☎
✝✝✝✝✝✝✝✝✝✆

ω1t ✁ ω1s

ω2t ✁ ω2s

ω3t ✁ ω3s

q1t ✁ q1s

q2t ✁ q2s

q3t ✁ q3s

☞
✍✍✍✍✍✍✍✍✍✌
✏ K♣yt ✁ yq, (IV.54)

73



IV.1. ATTITUDE DETERMINATION & CONTROL SYSTEM

where the two gain matrices have been regrouped in the same matrix K. y and yt

are the measured and reference vectors, respectively,

y ✏

✄
ω

q1:3

☛
, (IV.55a)

yt ✏

✄
ωt

q1:3 t

☛
. (IV.55b)

They can be seen in figure IV.7, together with the state vector x introduced in
equation IV.43.

All that is left to do is to identify the transfer function of our control loop, from
the reference to the measured vector. To this end, we make use of the Laplace
transform (see appendix C.1.2). The state vector is obtained from figure IV.7

x ✏ ♣sI9✂9 ✁Aq✁1
BuTc, (IV.56)

where s is the complex frequency. Introducing equation IV.54 and noting that
y ✏ Cx provides the transfer function

H♣sq ✏
y♣sq

yt♣sq
✏ C ♣sI9✂9 ✁A�BuKCq✁1

BuKyr♣sq. (IV.57)

It is possible to identify the terms of the transfer function by comparing it to
the standard form in equation C.8. We define

Acl ✏ A✁BuKC, (IV.58a)

Bcl ✏ BuK, (IV.58b)

Ccl ✏ C, (IV.58c)

Dcl ✏ 06✂6. (IV.58d)

Hence, the transfer function is

H♣sq ✏ Ccl♣sI✁Aclq
✁1Bcl �Dcl (IV.59)

For a realistic system, the closed-loop system is unstable when its transfer func-
tion H has poles in the complex right half-plane. A closed-loop stability analysis
therefore boils down to determining where the poles are located.

IV.1.6.2 - Momentum Dumping Using Magnetorquers

Attitude control with RWs requires excess momentum management from other
actuators. This is called momentum dumping. MTQs are often used for this task
in LEO, especially on CubeSats. Indeed, small platforms (few CubeSat units) make
it very complicated to carry and power both RWs and ACTs, not to mention that
several of them are needed for 3-axis attitude control.

We consider the excess momentum ∆h ✏ h ✁ hnom, where h is the momentum
vector of the RW and hnom is its expected nominal momentum vector. A basic
control law proposed in Sidi [151] is

74



CHAPTER IV. SIMULATION ENVIRONMENTS

T ✏ ✁ku∆h, (IV.60)

where ku is called the unloading control gain. Inserting equation IV.60 in IV.36
yields

✁ ku∆h ✏ mMT Q ✂ B. (IV.61)

The same problem arises once again with MTQs, that is to say the impossibility
to dump the momentum in the direction parallel to the local magnetic field. The
following strategy is adopted. We apply the cross product of B on both sides of
equation IV.61

B ✂ ♣✁ku∆hq ✏ B2mMT Q ✁ B♣mMT Q ☎ Bq. (IV.62)

We now suppose that the applied magnetic moment is perpendicular to the
ambient magnetic field; hence equation IV.62 simplifies to

mMT Q ✏ ✁
ku

B2
♣B ✂ ∆hq. (IV.63)

One can see that this control magnetic moment is not proportional to the excess
momentum. Indeed, the torque produced is

T ✏ ✁
ku

B2

�
B2∆h ✁ B♣B ☎ ∆hq

✟
. (IV.64)

IV.1.6.3 - ✾B-Controller

The detumbling controller is in charge of canceling the current tumbling of a
satellite. It is usually operated to slow down the unknown initial spin of a satellite
due to its separation from the launcher. The ✾B-controller in particular is very robust
and has been successfully operated in orbits on both classic satellites and CubeSats.

Disturbance torques play a marginal role during detumbling; therefore they are
neglected. The variation of the magnetic field in the body frame is due to two
separate movements:

• the rotation of the body frame relative to the inertial frame,

• the position of the satellite in space, which is related to the orbital change of
the local magnetic field.

When detumbling, it is assumed that the first term prevails. It means that
the rotational frequency is supposed to be higher than the orbital frequency. The
controller can then despin the spacecraft relative to the magnetic field down to the
rate of change of the ambient magnetic field.

The ✾B-controller is used for satellites with MTQs and magnetometers. The
information from magnetometers is directly used to control the MTQs. Although
the instantaneous information given by a magnetometer is irrelevant in this case, the
time derivative of the measurements is directly proportional to the rate of change
of the satellite’s attitude. Therefore, generating magnetic torques proportional to
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the derivative of the magnetic field is common practice. In that sense, the following
magnetic control moment is proposed

mMT Q ✏ ✁K ✾B, (IV.65)

where K is a positive gain factor and ✾B is the rate of change of the local magnetic
field. The resulting torque is then

TMT Q ✏ ✁K ✾B ✂ B. (IV.66)

An easier control method, based on the bang-bang logic, consists in using the
maximum MTQ capacity mmax. It can be stated as

mMT Q ✏ ✁mmax sign
✁

✾B
✠
. (IV.67)

RWs and ACTs can also be used to despin the satellite. As such, they need
information from gyrometers to monitor the current rotation velocity. Although
magnetometers could be used as in the ✾B control, satellites carrying RWs or ACTs
usually fly with gyrometers.

IV.1.7 - Command Distribution to Actuators

The control laws defined in section IV.1.6 generate control commands in the
body-fixed reference frame without considering the geometry of the actuators. How
the control torque must be distributed to the actuators is addressed in this section.
This last step consists in adapting the command in the body frame to a command
for each actuator expected to control the spacecraft’s attitude.

We are only interested in command distribution to sets of identical actuators, this
means only RWs, MTQs or ACTs. Indeed, we consider that for a specific attitude
control mode only a set of the same type of actuators is used.

IV.1.7.1 - Command Distribution to Reaction Wheels

Let us consider the case where three RWs are positioned with their axis of
rotation in random directions. If the torques delivered by the wheels are called
Ti ♣i ✏ 1, ..., 3q, they can be obtained from the torque command Tc through a
body-to-wheel transformation matrix☎

✝✆
T1

T2

T3

☞
✍✌✏

☎
✝✆

eRW1
☎ eb1

eRW2
☎ eb1

eRW3
☎ eb1

eRW1
☎ eb2

eRW2
☎ eb2

eRW3
☎ eb2

eRW1
☎ eb3

eRW2
☎ eb3

eRW3
☎ eb3

☞
✍✌
☎
✝✆

Tcx

Tcy

Tcz

☞
✍✌. (IV.68)

When a 3-axis attitude control is required, the simplest configuration is three
RWs with each one’s rotational axis parallel to a body axis. However, any failure
would be fatal for the AOCS. For this reason, a fourth RW is usually added, whose
axis is not collinear with any of the others. In this way, this new RW can provide
small torques about any one of the body axis, allowing the replacement of the first
three RW in case of malfunction. For instance, a pyramidal configuration of four
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RW that can fit in half a CubeSat unit is developed by NanoAvionics [150]. Because
of the lack of space, such a redundancy is rarely possible on CubeSats.

If a RW is not aligned with a body axis, a projection of its angular momentum in
the body reference frame is necessary. Let Cbw be the transform matrix transforming
the wheel momentum vector along the wheel axes hw

RW to the total wheel momentum
hb

RW along the body axes:

hb
RW ✏ Cbwhw

RW . (IV.69)

Reversing equation IV.69 requires to inverse the transformation matrix Cbw.
Unfortunately, if there are more or less than three reaction wheels on-board, this
matrix is rectangular (3✂ nRW ) and its pseudo-inverse is

C�
bw ✏ CT

bw

�
CbwCT

bw

✟✁1
, (IV.70)

where we assume that the inverse of matrix CbwCT
bw exists in the considered ap-

plications. For instance, it would not exist for a configuration where all the RWs
would be located at the same position and with the same orientation, which would
correspond to an error of configuration.

The expected rate of change of the RW angular momentum ✾h
w

RW is expressed
from the known control torque Tc using the pseudo-inverse matrix from IV.70

✾h
w

RW ✏ ✁C�
bwTc. (IV.71)

IV.1.7.2 - Command Distribution to Thrusters

The command distribution to thrusters follows the same logic as with RWs. In
this simulation, its implementation with ACTs is based on the book of Sidi [151].
To present how it works, we need to consider a given configuration. Hence, we will
use a configuration proposed to provide both attitude and orbit control, displayed
in figure IV.8.

The torques produced by the various thrusters Thi in the body reference frame
Tth can be expressed as [151]

Tth ✏

☎
✝✆
♣Th3 � Th4 ✁ Th1 ✁ Th2qGx

♣Th2 � Th3 ✁ Th1 ✁ Th4qGy

♣Th2 � Th4 ✁ Th1 ✁ Th3qGz

☞
✍✌, (IV.72)

where Gi is the torque constant defined by the thrust level F and the torque arm
ri, with i ✏ ♣x, y, zq. The normalized torques are

T̂i ✏
Ti

Gi
. (IV.73)

Regrouping equation IV.72 and equation IV.73 gives
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Figure IV.8: Schematic of a 4-thruster configuration on a 3U CubeSat. The blue arrows
represent the thrusts that apply to the CubeSat.

T̂ ✏

☎
✝✆
✁1 ✁1 1 1

✁1 1 1 ✁1

✁1 1 ✁1 1

☞
✍✌
☎
✝✝✝✝✆
Th1

Th2

Th3

Th4

☞
✍✍✍✍✌. (IV.74)

As in section IV.1.7.1, the pseudo-inverse matrix is requested, leading to☎
✝✝✝✝✆
Th1

Th2

Th3

Th4

☞
✍✍✍✍✌✏

1
4

☎
✝✝✝✝✆
✁1 ✁1 ✁1

✁1 1 1

1 1 ✁1

1 ✁1 1

☞
✍✍✍✍✌T̂. (IV.75)

To ensure the positivity of the command (i.e., a thruster can produce a torque
only in one direction), one must add an arbitrary vector in the null space of the
pseudo-inverse matrix [152].

The use of equation IV.75 ensures that the thrusters corresponding to the max-
imum maneuver efficiency will be fired.
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IV.1.7.3 - Command Distribution to Magnetorquers

As explained in section IV.1.5.1, the CubeSat can only be controlled in the planes
perpendicular to the ambient magnetic field at a specific time due to the geometry
of the magnetic torque. Hence, the spacecraft is underactuated. During the orbit,
the axis of underactuation varies following the Earth magnetic field. If at a specific
time the angular momentum of the spacecraft is controllable in only two directions,
at the end of one orbit all the directions will have been controllable at some point.

Similarly to the method presented in section IV.1.6.2, a procedure for calculating
the best magnetic moments from the required vector torque and the surrounding
magnetic field is proposed in [153]

mbest ✏
B✂Tc

B2
. (IV.76)

IV.2 - Guidance Navigation & Control

Now that attitude control simulation environment is introduced, we shift our
attention to orbit control. The trajectory of a spacecraft is controlled by the GNC
subsystem. It is in charge of determining the position, computing the trajectory
maneuver and realizing it. In our scientific cases, the IFOD is responsible for the
first step and a control logic on-board the satellite will have to compute the required
maneuver given the current position and the expected one. Then, the on-board
propulsion provides the orbital thrust.

When it comes to the Earth-orbiting scenarios proposed in section III.5, we can
imagine that less autonomy is necessary and that commands are computed by the
ground segment and sent to the satellite. Hence, the GNC is composed of a ground
segment part, hereafter simulated by the trajectory solver, and the flight segment
made of the on-board propulsion system that produces the required thrust.

IV.2.1 - Trajectory Solvers

Solving trajectories is a common task in GNC theory. The purpose of our tra-
jectory solver is to compute a trajectory optimizing the duration and propellant
consumption, to go from an initial orbit to a final one. These two parameters are
the translation of the propulsion system’s thrust force and specific impulse into
mission drivers.

A natural approximation for trajectory solving is to consider instantaneous ma-
neuvers. A famous case is the Hohmann transfer orbit between two circular orbits
[154], proposed by Walter Hohmann in 1925. This approximation does not hold
when the thrust of the propulsion system is too weak, which is generally the case
with electric thrusters. Hence, one has to compute continuous thrust profiles that
optimize performance parameters. Various methods exist in the case of long-term
low-thrust transfers around a central body [155]. Among them, one could men-
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elementary maneuvers over the COEs that need to be modified is performed. As
a result, the user will get sets of thrust directions and efficiencies corresponding to
elementary maneuvers. The trajectory solver is detailed hereafter.

IV.2.2.1 - Modifying One Classical Orbital Element

Using the Lagrange Planetary Equations, the two-body problem, modified with
the addition of a disruptive acceleration f , is solved

da

dt
✏

2a2

h

✁
e sin ν fq �

p

r
fs

✠
, (IV.77a)

de

dt
✏

1
h
♣p sin νfq � ♣♣p� rq cos ν � req fsq , (IV.77b)

di

dt
✏
r cos♣ν � ωq

h
fw, (IV.77c)

dΩ
dt

✏
r sin♣ν � ωq

h sin i
fw, (IV.77d)

dω

dt
✏

1
he

♣✁pfq cos ν � ♣p� rqfs sin νq , (IV.77e)

✁
r sin♣ν � ωq

h sin i
cos i fw,

dν

dt
✏

h

r2
�

1
eh

♣p cos ν fq ✁ ♣p� rq sin ν fsq , (IV.77f)

where h is the specific orbital angular momentum, p is the semilatus rectum and
r is the radial distance from the central body. The thrust acceleration vector is
given in the body-fixed "qsw" reference frame. This reference frame is defined in
such a way that the radial vector q is collinear with the geocentric position of
the satellite, w is collinear with the orbital kinetic momentum thus normal to the
orbit plane and s completes the right-handed triad of unit vectors. This reference
frame is represented in figure IV.2, together with other usual reference frames. The
expression of the acceleration is

fq ✏ ⑤f ⑤ cosβqsw sinαqsw (IV.78a)

fs ✏ ⑤f ⑤ cosβqsw cosαqsw (IV.78b)

fw ✏ ⑤f ⑤ sin βqsw. (IV.78c)

The thrust direction maximizing the Rate Of Change (ROC) of each COE is
found by setting to zero the partial derivatives of equation IV.77. An efficiency
parameter measuring the efficiency of the thrust is now derived, in order to allow
the propulsion system to thrust only at efficient locations [159, 160]. This param-
eter ηCOE is the ratio between the instantaneous ROC of a specific COE and the
maximum obtainable COE variation

ηi ✏
dCOEi

dt

▼dCOEi

dt

✞✞✞
max

. (IV.79)
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Similarly to the thrust angles, the location on the orbit providing the maximum
ROC in a COE is obtained by taking the partial derivatives of Eq IV.77 with respect
to the true anomaly, considering the optimal thrust angles found previously.

One can now produce a thrust profile that optimizes the maneuver efficiency. All
one needs to do is to set an efficiency threshold. A trade-off between maneuver du-
ration and propellant consumption must be found on a case-by-case basis. However,
equation IV.79 falls short of taking into account the range of efficiency values dur-
ing a maneuver. Therefore, another method to appraise the efficiency is proposed in
[161]. In what follows, I have decided to modify this method by using the cumulative
distribution function of the maneuver efficiency over the current osculating orbit.
Hence, the cumulative distribution function of ηCOE♣νq over one orbit is estimated
at the current true longitude using the probability P

wi
eff ✏ P

�
ηi

COE♣νq ↕ ηi
COE

✟
. (IV.80)

IV.2.2.2 - Modifying Several Classical Orbital Elements

All that is left is managing the cases where more than one COE has to be
modified between the initial and targeted state vectors. We will show how the
optimal acceleration vector is obtained by applying a couple of weightings. The first
weighting is the maneuver efficiency presented earlier and the second is dedicated to
appraise where the satellite stands in the correction of a specific COE. Therefore, it
is based on the relative value of a COE compared to its starting and targeted values,
respectively COE0 and COEf

wi
pos ✏

COEi
f ✁ COEi

⑤COEi
f ✁ COEi

0
⑤
. (IV.81)

The resulting optimal thrusting vector can now be determined by summing the
weighed thrust vectors corresponding to the COEs that need to be modified. We
get

T ✏
N➳

i✏1

wi
effw

i
posTi, (IV.82)

where N is the number of COEs that are being modified, Ti is the optimal thrusting
vector for the modification of each COE and T is the resulting thrust vector. The
in-plane and out-of-plane angles of thrust, respectively αqsw and βqsw, are then
extracted from this vector

αqsw ✏ arctan
✂

Tq

Ts

✡
, (IV.83a)

βqsw ✏ arctan

☎
✆ Tw❜

Tq
2 � Tc

2

☞
✌. (IV.83b)

A comparison of this trajectory optimizer with other methods presented in [155]
is available in [161] and confirms its relevance.
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Figure IV.10: Structured Analysis & Design Technique (SADT) representation of the atti-
tude and orbit simulation environment. The block A1 represents the maneuver computation
on the ground. It is executed once per orbit, determining the optimal thrust direction for
the whole osculating orbit. Blocks A2 and A3 represent the flight system part.

IV.3 - Attitude & Orbit Control System

The Structured Analysis & Design Technique (SADT) is used to depict the whole
simulation. The first level is represented in figure IV.10, including the on-ground
computation of the TCM law, the ADCS and the on-board GNC blocks. Here,
we consider that the ground segment computes and sends commands for TCM,
including the necessary pointing and thrust profile. Similarly, our TCM control
block determines in advance the thrust profile and direction for a certain duration
(typically once per orbit), following the logic in section IV.2.1. Attitude and thrust
profiles are instructions sent to the ADCS and on-board GNC. Sensors and filters
are not simulated in this work and are therefore replaced by a unitary gain.

The attitude control block provides an attitude, based on the command and its
own actuators and control law, and feeds the GNC block that propagates the orbit
according to the commanded thrust profile and the provided attitude. The thrust
produced by the GNC is an input of the ADCS to simulate the perturbation due to
alignment errors.
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CHAPTER V

Application to Relevant Cases

The simulation environment detailed in section IV is now used to investigate the
mission scenarios presented in section III.5, and recalled here:

• deorbiting from a Low Earth Orbit (LEO),

• escaping the Earth attraction from a Geostationary Transfer Orbit (GTO).

V.1 - Attitude & Orbit Control Coupling in Earth

Orbit

The two case studies representative of contexts requiring orbit control in Earth
orbit with CubeSats will allow us to feed our analysis about the importance of
mutual impacts between Attitude Determination & Control System (ADCS) and
Guidance Navigation & Control (GNC) at CubeSat scale. The study proposed in
this section comes from Quinsac et al. [162], a manuscript submitted for publication.

First, the common Commercial Off-The-Shelf (COTS) approach is applied to
identify actuators compliant with the proposed mission concepts. An analytic tra-
jectory solver (see section IV.2.1) provides idealistic mission-level performance in-
dexes typical of what can be found in the literature. Its purpose is to compute a
trajectory optimizing the duration and propellant consumption, to go from an initial
orbit to a final one. These two parameters will be the mission drivers in our case
studies. Then, we use the Attitude & Orbit Control System (AOCS) simulation (see
section IV.3), gathering the trajectory solver and the attitude control simulation, in
order to obtain more realistic indexes. The results are compared with those obtained
while ignoring ADCS requirements during thrust maneuvers.
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Table V.1: Performance of the propulsion systems selected in the two fictional case studies
in Earth orbit. The first two are dedicated to orbital maneuvers, whereas the Cold Gas
Thruster (CGT) is used for Reaction Wheel (RW) desaturation in our second case study
(see section IV.1).

Manufacturer Model Dry mass [kg] Power [W] Thrust [mN] Isp rss

Mars Space Ltd. PPTCUP 0.280 5 0.09 670

Accion Systems TILE 5000 1.10 30 1.5 1,500

N/A CGT 0.5 ➔ 4 1 60

V.1.1 - Proposed Configurations

In both our case studies starting in Earth orbit, electric thrusters are required
because of the high Isp that the missions require. In the deorbiting case, I decide
to use a Pulsed Plasma Thruster (PPT) to provide orbital maneuvers. PPTs are
electromagnetic propulsion systems presented in detail in section II.2.2. They are
made of two electrodes positioned close to a fuel source, usually solid teflon. Hence,
only one vector of thrust is available per thruster. This means that several thrusters
should be placed in various directions if one wants to provide attitude control. PPTs
are popular electric thrusters because of their relative simplicity and low power con-
sumption, even though they have low thrust. High ∆V maneuvers, such as the one
in our second case study, require even more propellant-efficient thrusters in order to
fit in the spacecraft, as well as higher thrust for the maneuver duration to remain
feasible in the span of the CubeSat lifetime. Very few systems meet those two condi-
tions, as explained in section II.3.3. The TILE 5000 electrospray thruster1 designed
by Accion Systems is considered. Once again, no attitude control is possible with
one TILE 5000 thruster. Indeed, this technology relies on a conductive propellant
stored in a tank set to a high voltage when firing. Performance of the propulsion
systems selected for our two case studies are detailed in table V.1.

In terms of power, a common practice is to assess the Orbit Average Power
(OAP). To a first approximation, 60 % of the available peak power can be taken
(see section III.2.1.3). Considering that a 3U CubeSat with body-mounted solar
panels collects a maximum of 10 W in LEO, the PPT selected for the deorbiting
mission complies with the available power. The Earth escape scenario, based on the
electrospray thruster, is more complicated. Here, I select the lowest proposed point
of operation, which corresponds to 30 W. Yet, such a power demand can hardly be
provided by a 3U platform. Hence, a 6U CubeSat with deployable solar panels is
proposed. The mass of solar panels needed to continuously provide the 30 W of power
that the propulsion system requires can be calculated thanks to the mass-to-power
ratio αpow. At the moment, COTS deployable solar panels have αpow ✔ 22 kg kW✁1

[163].
Both cases will rely on three Reaction Wheels (RWs) to provide the main attitude

control during orbital maneuvers. The RWs are positioned to provide pure torques
about each axis of the spacecraft. Although a pyramidal configuration of four RWs if

1The data sheet used for this work [120] is no longer available.
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Table V.2: Selected actuators (see section IV.1.5) for the fictional case studies in Earth
orbit. The Reaction Wheels (RWs) are used in both our case studies, whereas the Magnetic
TorQuer (MTQ) and Cold Gas Thruster (CGT) perform Reaction Wheel (RW) desaturation
in the first and second case respectively.

Model Control
Magnetic
moment
rA m2s

Maximum
torque
rmN ms

Power [W] Mass [kg]

ISIS Magne-
torquer board

motherboard,
3-axis control

0.2
✒ 0.001 at
780 km

2 0.196

CubeWheel
Small

1-axis control
per RW

N/A 0.23 0.72 0.060

CubeWheel
Medium

1-axis control
per RW

N/A 1 1.5 0.130

CubeWheel
Large

1-axis control
per RW

N/A 2.3 2.2 0.200

CGT 3-axis control N/A ✒ 0.1 ➔ 4 0.500 (dry)

often preferred, it is not considered in this work for simplicity reasons. RWs tend to
saturate by reaching their maximal rotation speed, making it impossible to provide
any further torque in the saturated direction. Because of the unavoidable misalign-
ment of the principal motor mentioned earlier, RWs desaturation will periodically
be required during a long Trajectory Correction Maneuver (TCM), increasing the
maneuver duration. Selected COTS are presented in table V.2.

For RWs desaturation, other actuators shall provide momentum dumping. This
is the role of magnetorquers (MTQs) or Attitude Control Thrusters (ACTs). Re-
garding MTQs, they are available for our case study in LEO, but not for the escaping
case study. Indeed, the Earth magnetic field is too weak for the most part of the
orbit. Furthermore, MTQs can only control the spacecraft in the plan perpendicular
to the ambient magnetic field at a given moment, which, together with their low
torque capability, will result in lengthy desaturations. Many off-the-shelf MTQs are
available for CubeSats. The selected one is presented in table V.2.

Reaction jets are used as ACTs to off-load the RWs in the second case study. A
simple Cold Gas Thruster (CGT) is simulated, made of six thrusters placed at one
extremity of the CubeSat and directed as in figure V.1. This configuration is inspired
by Nehrenz and Sorgenfrei [164]. The performance of this CGT, representative of
identified devices in section II.3.1.1, is displayed in table V.1.

In the next sections, the AOCS simulation presented in section IV.3 is operated
to investigate our deorbiting and Earth escaping CubeSats.
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Table V.4: CubeSat parameters in the deorbiting case study.

Parameter Value

Initial spacecraft
mass [kg]

4

Initial inertia
matrix [kg m✁1]

☎
✝✆

33.3 0 0

0 33.3 0

0 0 6.67

☞
✍✌☎ 10✁3

Residual magnetic
dipole [A m2]

4 ☎ 10✁4

PD gains Kp ✏

☎
✝✆

33.3

33.3

6.67

☞
✍✌☎ 10✁5, Kd ✏

☎
✝✆

20.0

20.0

4.0

☞
✍✌☎ 10✁3

Momentum
dumping gain

ku ✏ 5 ☎ 10✁3

Optimistic Realistic Worst

COM position [m]

☎
✝✆

3.6

3.6

3.6

☞
✍✌☎ 10✁3

☎
✝✆

10

✁8

10

☞
✍✌☎ 10✁3

☎
✝✆

20

✁20

✁70

☞
✍✌☎ 10✁3

maneuvers, which may be considered as unfeasible.

• Realistic case: typical uncertainties during the integration and vibrations dur-
ing the launch phase have resulted in a COM 10 mm and 8 mm off the COM.
This time, three CubeWheel Small RWs are considered, because they are more
adapted to the limitations of a 3U CubeSat. The same set of MTQs is used.

• Pessimistic case: the satellite designer has chosen to simply respect the limits
imposed by the CubeSat Design Specification (CDS), that is to say 20 mm in
the transverse axes. The attitude actuators of the realistic case are kept.

The parameters used for this simulation are summed up in table V.4, while the
attitude actuators’ performance are listed in table V.2. The gains used in these
simulations were selected using the logic presented in sections IV.1.6.1 and IV.1.6.2.
The results of the simulations are displayed in table V.5 and discussed in section
V.1.4.
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Table V.5: Maneuver duration and propellant consumption in the six scenarios of the
deorbiting case study.

Scenarios Duration [day] mp rgs

Ideal - w/o eclipse 67.0 79.0

Ideal - w/ eclipse 89.2 82.0

Reference 109.7 84.8

Optimistic 110.5 85.0

Realistic 162.8 86.0

Pessimistic 355.7 93.6

Table V.6: Classical Orbital Elements (COEs) of the initial and targeted orbits in the
escaping case study.

Orbit a rkms e i r✆s Ω r✆s ω r✆s

Initial 24,630 0.716 7 170 178

Target 323,050 0.716 7 170 178

V.1.3 - Simulation of the Escaping Scenario

An Earth escape scenario is now investigated, with a 6U CubeSat deployed in
a GTO inspired by the Ariane 5 (Janin 19972). As a criterion, we choose that the
spacecraft is said to be interplanetary as soon as the semi-major axis of its orbit
reaches the first Earth-Moon Lagrange point (table V.6). The propulsion solution
TILE 5000 from Accion Systems is selected to provide the orbital thrust required
to perform the maneuver (table V.1). Deployable solar panels are mandatory to
provide the 30 W this propulsion system needs in addition to the power used by the
other subsystems. Yet, I neglect their impact on the inertia matrix.

V.1.3.1 - Ideal Maneuver

The same ideal maneuvers, with and without thrusting during eclipses, are sim-
ulated once again. As a result, 1.53 kg of propellant is required to perform the
175 day maneuver. As seen in section V.1.2, the in-advance computation of the
thrust profile by the trajectory solver for the next orbit causes a small increase of
the duration and the propellant consumed, still due to the progressive shift between
the osculating orbit that the thrust profile is calculated on and the modified one. It
follows that the impact of the imperfect ADCS should be compared to this reference.

Because the initial orbit is highly elliptical, the efficiency of the semi-major
axis modification is varying along the orbit. Therefore, we test ideal maneuvers
with various efficiency thresholds for the trajectory solver (see section IV.2.1). The
results displayed in figure V.4 clearly show that increasing the efficiency threshold

2We could not access the resource.
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the duration and the propellant consumed by both the orbital electrospray thruster
and the attitude control CGT for all the scenarios.

V.1.4 - Lessons Learned

In this section, we examine what we have learned from the two hypothetical
case studies. The deorbiting scenario highlights the important increase in terms
of maneuver duration as soon as a realistic set of attitude actuators is considered.
This increase in time is due to the necessary desaturation of the RWs from time
to time. Yet, the orbital propulsion only delivers 90 µN, which does not produce
a large amount of disturbance torque. In the case I consider to be very optimistic,
the duration of the maneuver is only marginally increased and the increase can
be considered negligible during the early phases of a mission design. In the more
realistic case, in particular with smaller RWs, the duration increases by almost 50 %.
When the CDS constraints are taken as requirements for the location of the COM,
the duration skyrockets to 355 days, representing an increase of ✒ 225 %. Such a
difference between the idealistic maneuver and the more realistic ones means that the
CubeSat may cease working properly before it successfully performed its end-of-life
maneuver.

In the second case study, from GTO to Earth escape, the impact of the propulsion
system on the ADCS is measured in terms of mass. Indeed, the more the RWs have
to compensate thruster disturbance torques, the more the cold gas ACTs must off-
load them and the more propellant they need. In return, the more propellant mass
has been used by the ACTs, the less the CubeSat weights, reducing the amount of
propellant needed by the orbital thruster. Obviously, this feedback effect should
not be seen as beneficial. As a matter of fact, the mission designer must focus on
reducing the propellant mass required by the propulsion system with the smallest Isp,
here by far the CGT. The total propellant mass consumed in the various scenarios
of our Earth escape study is displayed in figure V.5. The total mass of propellant
required to perform the maneuver is increased by ✒ 35 %, ✒ 90 % and ✒ 140 %
in our optimistic, realistic and pessimistic scenarios, respectively (compared to the
reference). Yet, the COM mismatches with the COG remain very small and hard to
respect on a CubeSat platform. Summing up the 2.5kg of propellant in the realistic
case (with 12.5 % efficiency), the dry masses of both the propellant systems, the
RWs, the dedicated solar panels and all the other vital subsystems, such a mission
might already be unfeasible. Also, from figures V.4 and V.5, one can see that the
propellant saved selecting efficient places to perform the orbital maneuvers is about
20 %.

These results suggest that there is more to be gained in terms of mass in min-
imizing the mutual impacts of the GNC and the ADCS than in selecting the most
favorable periods for performing the orbital maneuver. Obviously, this only ap-
plies for large enough integration uncertainties (although we have seen that they are
quite small in the proposed configurations) and for reasonable maneuver duration
(the more selective we are on the efficiency of the orbital maneuver, the longer the
maneuver lasts as seen in figure V.4).

In both cases, a non-negligible increase related to the in-advance computation of
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Table V.7: CubeSat parameters in the escaping case study.

Parameter Value

Initial spacecraft
mass [kg]

4

Initial inertia
matrix [kg m✁1]

☎
✝✆

33.3 0 0

0 33.3 0

0 0 6.67

☞
✍✌☎ 10✁3

PD gains Kp ✏

☎
✝✆

43.3

33.3

16.7

☞
✍✌☎ 10✁5 Kd ✏

☎
✝✆

26.0

20.0

10.0

☞
✍✌☎ 10✁3

Momentum
dumping gain

ku ✏ 5 ☎ 10✁3

Optimistic Realistic Worst

COM position [m]

☎
✝✆

1.5

1.5

✁1.5

☞
✍✌☎ 10✁3

☎
✝✆

3.6

3.6

3.6

☞
✍✌☎ 10✁3

☎
✝✆

6

✁5

✁10

☞
✍✌☎ 10✁3

Table V.8: Maneuver duration and propellant consumption in all the variants of the
escaping case study.

Case Efficiency [%] Duration [day] mp,OCT rkgs mp,ACT rkgs

Ideal - w/o eclipse 0 173.5 1.53 N/A

Ideal - w/ eclipse 0 176.6 1.53 N/A

Reference 0 187.8 1.61 N/A

Optimistic 0 193.0 1.54 0.63

Realistic 0 199.1 1.42 1.60

Pessimistic 0 201.5 1.32 2.53

Ideal - w/o eclipse 12.5 293.6 1.16 N/A

Ideal - w/ eclipse 12.5 290.5 1.16 N/A

Ideal - in-advance 12.5 324.2 1.34 N/A

Optimistic 12.5 308.9 1.27 0.54

Realistic 12.5 315.9 1.18 1.33

Pessimistic 12.5 335.7 1.10 2.12
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the orbital thrust profile was also observed.
Let us now review the limits of our approach. First of all, one can see that the

attitude determination part of the ADCS was not simulated. It is expected that its
impact is within the uncertainties of this work. Then, the orbital propulsion system
is positioned at one extremity of the longitudinal axis of the CubeSat and perfectly
centered in the transverse ones. It is also perfectly aligned with the longitudinal
axis. Consequently, the longitudinal shift in the COM position does not translate
in a more disruptive torque. Also, we have assumed that inertia matrices were
symmetrical. This is an important simplification because the initial COM shift
which provides the inertia matrices is far from being symmetrical. As the time
goes on, the decrease of the propellant should result in an asymmetric evolution
of the inertia. Because such a modification would result in less optimal control
laws, one can assume that our simplification led to conservative results. In terms of
propellant, a larger increase should be expected. Indeed, the trajectory solver and
propagator use a Keplerian model. Hence, when no orbital thrust is applied (i.e.,
when the RWs are being desaturated), no external force perturbs the trajectory. A
more realistic propagator, including the Earth flatness, third bodies, Solar Radiation
Pressure (SRP) or atmospheric drag, would alter the ∆V budget. However, such
perturbations are not expected to be dominant.

There are several ways to mitigate the negative mutual impacts between the GNC
and the ADCS at CubeSat scale. Although the philosophy behind this standard
promotes fast and low cost developments, a careful integration and test campaign
is vital when designing spacecrafts with orbital maneuvers. Setting the spacecraft
spinning before orbital thrust is applied is also an efficient technique to lower the
demand on attitude actuators. However, it was not sufficient in the case of the
D-Sat mission [84]. Integrating a thrust vector control is often proposed to actively
compensate inherent thruster disturbance torques [35, 73], but it is at the cost of
simplicity and reliability. Finally, the concept of Unified Propulsion System (UPS),
with several thrusters fed by the same propellant tank and providing multiple thrust
vectors, is promising (see section VI).

V.2 - Implications for the Scientific Cases

Going back to the scientific applications motivating this work, several conclusions
can be made. First of all, the interplanetary environment limits us in terms of
available actuators. Only RWs, ACTs and solar actuators may be considered. Hence,
two main scenarios must be assessed:

• a single-thruster propulsion system is dedicated to orbit control, similarly to
the fictional study cases;

• a multi-thruster Unified Propulsion System (UPS) is in charge of providing
both attitude and orbit control.

The large impact of having a single thruster to perform orbital maneuvers was
extensively investigated in the previous section. In interplanetary missions, it will
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slowly saturate the RWs, if any, or consume propellant from dedicated attitude con-
trol thrusters. In addition, the cost at system level of having two separate propulsion
systems is too high. Solar actuators, such as solar sails or solar panels, are hard
to operate and perform very slow maneuvers, likely to be incompatible with the
required autonomy in both missions.

A multi-thruster system seems like the most promising solution. From the in-
vestigation of thruster concepts compatible with UPS (see section II.4.1), we can
see that compatible thrusters are usually fed by gaseous or liquid propellant. As a
matter of fact, among identified CubeSat propulsion systems, only CGTs, several
mono-propellant systems and the L-µPPT already provide multiple thrust vectors.
In the cruise context, where the CubeSat must correct its Hohmann transfer tra-
jectory, the small ∆V budget (✒ 10 m s✁1) is compliant with what many CGTs can
provide. In contrast, proximity operations, based on the proposed TCM loop (see
section III.3.1), are more demanding. Therefore, the L-µPPT is the best solution,
thanks to its high Isp (1,000 s).

The attitude control required in both missions must also be considered in the
propellant budget. The cruise context has very low requirements in terms of attitude
control, and the UPS can easily be in charge of pointing maneuvers outside of orbital
maneuver windows. Once again, the proximity operation case is proving to be more
challenging. As seen in section III.1, performing pointing with thrusters is prohibited
because it may harm scientific measurements. Consequently, RWs will be in charge
of attitude control, at least during scientific phases, and the liquid PPT will off-load
the RWs probably during TCMs.

In both cases (cruise and proximity operations), the amount of propellant con-
sumed for attitude control, whether it is to point the spacecraft or to desaturate RWs,
must be assessed. In this regard, the simulation environment developed in section
IV will be used. The major modification concerns the trajectory solver, currently
optimized for Earth-orbiting spacecrafts. Unfortunately, the realistic simulation of
trajectory maneuvers in the two scientific cases could not be covered in the frame
of my thesis. Such simulations are identified as the main next step regarding the
design of the AOCS for BIRDY-T.
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CHAPTER VI

New System Performance Index
for Thrusters

The need of relying on mission-relevant performance indexes when designing
CubeSats with low-thrust propulsion is present all along this work. The limits
of the current approach to CubeSats with propulsion design were investigated in
section II.4, while the functional requirements of an Attitude & Orbit Control System
(AOCS) for interplanetary CubeSats, in the frame of the BIRDY-T project, were
listed in section III.4. Yet, such performance indexes are not easily accessible from
Commercial Off-The-Shelf (COTS) designers who mainly rely on low-level indexes.
This observation is especially true when dealing with electric propulsion systems for
CubeSats. To overcome this difficulty, C. Koppel and I have proposed a selection
criterion [163], which is the topic of this section.

For clarity, we recall here that three main performance indicators are currently
provided by thruster designers:

• the thrust F ,

• the specific impulse Isp,

• the power consumption.

Depending on the data sheets, the dry mass of the system mdry (mass of the system
with empty tanks), the propellant mass mp, or the system wet mass mwet ✏ mdry �
mp may also be provided.

VI.1 - Power Impact for Electric Propulsion

The specific impulse (Isp), is widely used to compare thrusters’ performance.
Based on this index, electric propulsion systems are by far superior to chemical
systems. Yet, when using the specific impulse for electric propulsion, its dependency
on the electric power must be taken into account. As a matter of fact, Isp can be
seen as an indicator of the power Pel needed by the thruster
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Pel

F
✏
Ispg0

2η
rW N✁1s, (VI.1)

where η is the efficiency of the thruster (efficiency of the process of conversion
from electrical power to mechanical power). From this expression, one can see that
the high specific impulses permitted by electric thrusters come at the cost of more
power demand for the same thrust. This increase in power demand does not appear
explicitly in the current Isp expression which is hence misleading.

VI.1.1 - Example of an Electric Thruster Concept

In order to illustrate the need for a strong power supply, we now focus on a
specific example of electric thruster: the IFM Nano Thruster from Enpulsion [112,
111]. At one point of operation, the thruster is said to consume 40 W and deliver
3,770 s of Isp. For a 3 kg CubeSat at Beginning Of Life (BOL) (mass proposed
in the data sheet), the manufacturer translates this Isp into 2,204 m s✁1 of ∆V .
Disregarding every other consideration, one could imagine that this amount of ∆V
may be sufficient for a CubeSat released in Geostationary Transfer Orbit (GTO)
to escape the attraction of the Earth and perform an interplanetary mission. The
purpose of the following study is to assess the relevance of this question for such
small CubeSats.

The propulsion system dry mass and the propellant mass at BOL are said to be
mdry ✏ 0.75 kg and mprop ✏ 0.25 kg, which results in a wet mass mwet ✏ 1 kg. As a
consequence, only 2 kg are left to use for the CubeSat. Operating this thruster for
orbital maneuvers requires long continuous thrusting. Indeed, the propulsion system
delivers a nominal thrust of 350 µN, incompatible with impulsive maneuvers even
with CubeSats. Except during eclipses, where the power must come from on-board
batteries, the electrical power is delivered by solar panels. From section III.2.1.3,
we know that, at BOL, a 3U CubeSat covered with solar arrays produces 4.1 W of
Orbit Average Power (OAP). Such power is incompatible with the 40 W required by
the thruster. Hence, deployable solar panels must be added, which will come with
an added mass.

Here, we propose to estimate the mass impact of additional solar panels introduc-
ing the mass-to-power ratio αpow. Investigating available solar panels for CubeSats,
and the solution proposed by ISIS in particular [135], we find αpow ✏ 22 kg④kW. In
Koppel and Quinsac [163], the OAP at midlife is calculated for a spacecraft able
to rotate around its thrust axis (to maximize the area of solar panels on the sunlit
side), with the Sun line-of-sight in the orbital plane. It results that the OAP is 34 %
of the peak power at BOL. Taking this value into account, the mass-to-power ratio
of solar panels increases to αpow ✏ 64 kg④kW.

One can now easily measure the mass of solar panels required to continuously
power the electric thruster: msol.pan. ✏ 2.56 kg. One notices that the required mass
for the thruster to operate is 3.56 kg (mwet � msol.pan.), which is already higher
than the proposed satellite mass at BOL. As a result, interpreting Isp as a ∆V
of 2,204 m s✁1 for a 3 kg CubeSat is misleading, and a bigger platform is required
to profit from the high level of performance enabled by this propulsion solution.
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Yet, it must be mentioned that the added mass that we have just computed is
underestimated. Indeed, the mass of the batteries is not considered, and neither is
the impact of such high power on the Power Management And Distribution (PMAD)
system. The required mass to handle increased thermal loss and provide the required
attitude control are also neglected.

VI.1.2 - System Specific Impulse

In 1997, Erichsen [2] proposed a new index called the system-specific impulse
(Issp) to improve the deficient specific impulse, which is essential as proven in the
previous section. By noting that Isp only considers the mass of propellant, the
system-specific impulse is defined1 as a function of the total mass of the thruster
mP S , as

Issp ✏
Itot

mP Sg0

rss. (VI.2)

Thus defined, Issp necessitates introducing the thruster mass for chemical and
electric thrusters. In the case of chemical thrusters, this mass is

mP S ✏ mH④W �mP SS rkgs, (VI.3)

where mH④W is the mass of the propulsion system’s hardware (including the thruster,
valves and piping), and mP SS is the mass of propellant with its corresponding tank-
age.

For electric propulsion, the mass of the propulsion device is adapted to take the
mass of the power supply and electric control system mEl into account

mP S ✏ mH④W �mP SS �mEl rkgs. (VI.4)

If applied to the example from the prior section, the system-specific impulse from
Erichsen is Issp ✏ 238 s. This value is only 6 % of the previous Isp, which translates
in less than 200 m s✁1 of ∆V .

VI.2 - Proposition for an Improved System Specific

Impulse

VI.2.1 - Identified Criteria

The limits of the specific impulse, mentioned on several occasions all along this
work, has been demonstrated for an electric propulsion system. Then, the system-
specific impulse, as proposed by Erichsen [2], was introduced. Despite the promising
handling of the power supply, the above form of Issp does not cover all the aspects

1Similarly to Isp, Issp can be expressed without the standard acceleration.
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that we consider essential when it comes to characterizing propulsion systems. Be-
low, we list thruster criteria that are of importance:

• Thrust system mass,

• Power needs,

• Management of simultaneous or sequential use of thrusters,

• Thermal discharges and ElectroMagnetic Compatibility (EMC), defined here-
after,

• System redundancy philosophy,

• Number of thrusters,

• Unified Propulsion System (UPS) compatibility (see section II.4.1),

• Continuous or intermittent use of propulsion,

• Thruster uptime, which transcribes the delay before the propulsion device can
be fully operated,

• Standby power,

• Operational total impulse (qualified lifetime),

• System worst case total impulse, related to end-of-life of one thruster before
the others, as detailed below,

• Attitude control capability and consistency with inherent disturbance torque,

• Thruster Technology Readiness Level (TRL).

This list is not exhaustive. Unfortunately, not all the above criteria could be included
in our concept of improved system-specific impulse (for example, thruster uptime
and TRL). Before expressing the new index, we develop some of these criteria, either
because they are relatively new or because they come with hidden interconnections.

Many electric thrusters require important amounts of energy to operate. Among
other negative consequences, the increased power demand comes at the cost of in-
creased thermal discharges, which can be seen as heat loads that must be dissipated
by the thermal management system. Similarly, high levels of electromagnetic energy
associated with some thruster concepts can harm surrounding equipment and yield
therefore EMC concerns. Solutions, such as shielding, result in more mass.

If one wants a spacecraft with redundant thrusters, the cost will be entirely
different depending on the compatibility of the with the UPS concept. For incom-
patible systems, the cost of redundancy may be to double every component required
for the thruster to operate, hence dividing Issp by a factor of two.

In section V.1, we have seen that the mutual impacts of attitude and orbit control
may be reduced if the same thrusters can provide both attitude and orbit control.
A UPS is perfectly suited to this need. Incompatible systems, however, suffer from
a great penalty related to the worst case total impulse design. Indeed, the offset
between the Center Of Mass (COM) and the Center Of Geometry (COG) results
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in a more important usage of one thruster at the expanse of the others. Because
each thruster has its own propellant, hence its own thruster total impulse, the end-
of-life is then defined by the first thruster running out of propellant. In Koppel and
Quinsac [163], a worst-case design based on the CubeSat Design Specification (CDS)
is proposed, leading to a total impulse reduced to about 50 %. Obviously, in case
there is no geometrical offset, the total impulse of the system is the sum of the total
impulse of each thruster.

Another aspect of the attitude control during Trajectory Correction Maneuvers
(TCMs) is the minimum number of actuators. In order to perform three-axis attitude
control in addition to the orbital control, a minimum of four actuators is required.
This means that, if only thrusters are considered, there should be at least four of
them on-board the CubeSat. In case those thrusters are meant to provide attitude
control outside of TCMs, they should be quickly available, and not have to wait a
long warm-up phase as it is the case with some thruster concepts. This is what we
mean by thruster uptime.

VI.2.2 - Definition of the New System-Specific Impulse

Here is the proposed definition for a new system-specific impulse:

Issp ✏
Itotk2

g0 ♣mp �mtankq k1 �mthrusterk3 � ♣mEl �mT heq k4 �mACSk5

rss, (VI.5)

where:

• Itot is the total impulse capability per thruster;

• mp is the propellant mass per thruster;

• mtank is the mass of the tank. For non-exotic and large systems, k ✏ mtank④mp

is almost constant;

• mthruster is the dry mass of one thruster;

• mEl is the mass of the electric system dedicated to one thruster, including
the thruster power supply, as well as the dedicated mass of solar arrays and
batteries if any;

• mT he is the mass of the thermal system dedicated to managing the thermal
discharges of one thruster (which includes its power system);

• mACS is the mass of the attitude control system dedicated to orbital maneuvers
if any.

Inserting equation II.7 in equation VI.5 allows us to rewrite the newly defined
system-specific impulse as

Issp ✏
Ispk2

♣1 � kqk1 �
1

mp
♣mthrusterk3 � ♣mEl �mT heq k4 �mACSk5q

rss, (VI.6)

where k is the structural index defined as mtank④mp. The coefficients in both equa-
tions VI.5 and VI.6 are explained in table VI.1.
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Table VI.1: Coefficients for the proposed system-specific impulse (Issp) in equation VI.5.

Coefficient Nominal value Comments

k1 1
Set to 2 for a mission requiring redundancy but
using a thruster concept incompatible with the
UPS.

k2 1

May be set to 0.5 in a mission worst case, when
several thrusters incompatible with the UPS are
firing in about the same direction (see section
VI.2.1).

k3 1 Set to 2 if the mission requires redundancy.

k4 1④N Set to 1 if the thrusters are all used
simultaneously.

k5 0
Set to 1 if the thrusters cannot provide the
required attitude control during orbital
maneuvers.

VI.2.3 - Application

A first application of the above new index is now carried on. Because an exhaus-
tive study of the thrusters reviewed in section II.3 including the possible configura-
tions and operation logic is unfeasible, the approach is simplified, considering two
following configurations of propulsion systems:

1. One single thruster system with short pulses. This case relates to the case
studies investigated in section III.5 where we have demonstrated how impor-
tant the impact of a continuous orbit control thruster is on the attitude control
system. Therefore, only short pulses, with respect to the orbital period, are
dealt with here. The case of a dedicated attitude control system (k5 ✏ 1 in
equations VI.5 and VI.6) is not explored.

2. A propulsion system made of four thrusters with a thrust approximately par-
allel with the main axis. Thrusters are operated sequentially, hence reducing
the mass and complexity of the power subsystem. Such a configuration al-
lows thrust orientation without the need for other actuators. For this case,
propulsion systems requiring a hot standby power must be treated carefully.
Although we have defined mEl and mT he as the mass of the electric and ther-
mal systems dedicated to one thruster (the multiplicity being taken care of by
the coefficient k4), the hot standby power concerns all thrusters at once.

We have considered that any system requiring more than 5 W needs a dedicated
power subsystem whose mass is computed with αpow ✏ 64 kg kW✁1. The results are
gathered in table VI.2.
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Table VI.2: System-specific impulses of identified propulsion systems. When computed
for four thrusters, it is assumed that they are aligned with the main axis of the CubeSat,
and that they are operated sequentially.

Type Model Isp [s]
Issp single
thrust. [s]

Issp 4
thrust. [s]

Cold gas

MEMS 68 15 15

NanoProp 3U 60 12 12

NanoProp 6U 60 9 9

JPL MarCO MPS 40 11 18

NEA Scout MiPS 40 8 15

CuSP 40 5 8

ACS 65 5 8

CNAPS 45 6 6

MEPSI MiPS 44 2 2

MiPS Standard 40 4 6

MiPS
End-mounted

40 7 11

C-POD 40 15 15

Palomar 50 8 8

Mono- & bi-
propellant

MPS-120 210 37 48

BGT-X5 220 21 32

ADN MiPS 200 38 52

ArgoMoon PS 190 24 33

Lunar Flashlight
PS

169 47 61

EPSS 200 39 50

MPS-130 244 38 59

PM400 285 74 84

PM200 285 48 58

HYDROS-C 310 54 76

Resistojets

XR-50-050 49 3 10

VHTR 100 4 12

MRT 150 19 28

PUC 0.25U 70 11 20

PUC 0.5U 70 17 27

PUC 1U 70 25 35

MVP 83 16 16

Continued on next page
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Table VI.2: Continued from previous page

Type Model Isp [s]
Issp single
thrust. [s]

Issp 4
thrust. [s]

Electroth. RF RFT 120 13 26

PPT & VAT

PPTCUP 670 14 7

NanoPPT 640 55 28

BmP-220 536 23 18

L-µPPT 1,000 308 308

µCAT 3,000 501 251

Plasma Jet Pack 5,000 150 159

Ion
RIT-µX 2,000 54 149

BIT-3 2,300 456 425

HET
HT-100 1,000 30 96

BHT-200 1,375 24 74

ExoMG-nano 1,200 90 179

Electrospray

IFM Nano 3,770 223 212

S-iEPS 1,160 264 132

TILE-50 1,250 111 56

TILE-500 1,250 226 157

TILE-5000 1,500 146 128

BET-100 2,104 20 24

BET-1mN 800 29 22

A comparison between thrusters’ Isp and Issp from the second case (four thrusters
operated sequentially) is displayed in figure VI.1, while figure VI.2 shows the power
as the function of Issp (to be compared with figure II.11). One can see that Issp is
often ten times smaller than Isp, highlighting the poor system performance of many
thrusters. On the contrary, some thrusters concept that may not be ideal when
looking only at Isp proves to provide excellent performance at the system level.
This is especially important for CubeSats, when the mass and power available are
so constrained. As a matter of fact, the discrepancies between Isp and Issp shown
by this study tend to reduce for larger platforms. This has to do with the high
structural index of CubeSats (mtank④mp).

In this application of the novel system-specific impulse, it is important to note
that we have been limited in several manners:

• The estimate of the mass required to handle thermal rejections mT he could
not be assessed.

• The fragmented information provided by designers’ data sheets sometimes pre-
vent us from computing accurately the proposed Issp.
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• The multiplicity of possible configurations forced us to propose two specific
configurations for this work. Now that the foundation of this index has been
laid, other configurations may be investigated by each CubeSat designers, so
as to select the system that suits his needs best.

Thus defined, the system-specific impulse can be used inside the well-known
Tsiolkovski equation (see equations II.5 and II.8). Yet, it must be mentioned that
the Issp is a function of the total impulse considered. Hence, if smaller total impulses
are required, the corresponding Issp is roughly proportional (as long as mp ✦ mP S).
It follows that a value in the range s0, Issp,maxs must be applied into the Tsiolkovski
equation.
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Conclusion

The first motivation of this work comes from the BIRDY-T (BIRDY Technology)
project. This project was born out of the necessity of providing an interplanetary
CubeSat with sufficient autonomy, notably in terms of Attitude & Orbit Control
System (AOCS). The key points of this technological development are the In-Flight
Orbit Determination (IFOD), covered by the thesis of Segret [9], and the orbit
control. BIRDY-T became a reality when two scientific mission concepts, based on
CubeSats, were proposed:

• to perform space weather measurements on an Earth-Mars-Earth trajectory
(cruise context),

• to investigate the gravity field of a system of asteroids (proximity operations
context).

These two missions are still at the heart of the project.
From the identification of the need for orbital maneuvers in the two mission con-

cepts, we started investigating current and under development propulsion systems.
Soon, the comparison made possible by common performance indexes proved to be
flawed. Then, we chose to change the initial low-level approach and perform a func-
tional analysis of the AOCS. Several key points were identified, the main ones being
the coupling between Attitude Determination & Control System (ADCS) and Guid-
ance Navigation & Control (GNC), and the need to establish a system-level index
for propulsion systems. Through the simulation of hypothetical, yet representative,
orbital maneuvers in Earth orbit, with the inclusion of active attitude control, we
showed how overly optimistic the literature can be. Finally, we proposed a new
performance index for systems, which proved to be very enlightening, especially at
CubeSat scale.

Results

A State of the Art of Propulsion Systems

The state of the art of propulsion systems that I conducted since the beginning
of my thesis leads to the same conclusions as recent studies, such as Tummala and
Dutta [31] (2017), Krejci and Lozano [24] (2018), or Silva et al. [165] (2018). The
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result is an extensive database of small propulsion devices, which can easily be used
to compare thrusters performance and characteristics.

More often than not, the comparison of reaction jets is commonly based on
three main performance indexes: the level of thrust, the specific impulse (Isp) and
the power consumption. As a matter of fact, those performance indexes, or ways
to compute them, are present in most thrusters data sheets, whatever the source
of energy. Mission designers rely on them to select a system and its point of op-
eration (set of thrust, Isp and power). For a mission requiring fast maneuvers,
chemical propulsion systems are favored, while large orbital maneuvers tend to be
accomplished with electric thrusters. But what is mainly left out is the inclusion of
the propulsion inside the wider Attitude & Orbit Control System (AOCS). Studies
proposing a more high-level approach rarely investigate both the necessity of atti-
tude control during propulsive maneuvers and the inherent disturbances caused by
the thruster [30, 128, 27].

Need for a High-Level Approach

For all these reasons, I derive the requirements of an AOCS for two interplan-
etary CubeSat missions which motivated this thesis, through a functional analysis.
Ensuring that nearby surfaces are not contaminated by thrusters’ plume or that
ElectroMagnetic Compatibility (EMC) is respected are some shared requirements
that one may retrieve on most spacecrafts with propulsion, although they are rarely
taken into account in the early stages of the mission design. The more conventional
compliance with the external environment requires the assessment of external per-
turbations, such as disruptive torques. Both our missions will be exposed to external
torques of the order of 1✂ 10✁8 N m, which is well within the capabilities of CubeSat
actuators. Actually, the disruptive torque produced by the on-board propulsion is
the major factor. It is shown that, considering the specifications imposed to 3U
CubeSats by the CubeSat Design Specification (CDS) [6], currently available re-
action wheels (RWs) cannot provide attitude control for every chemical thrusters,
with the exception of some Cold Gas Thrusters (CGTs). The situation is even worse
with magnetorquers (MTQs), whose maximum torque is incompatible with any of
the identified propulsion systems.

The ∆V budget in the proximity operations context depends on the identification
of trajectory correction maneuvers (TCMs) required by the CubeSat, while being
compliant with the autonomy concern. A so-called TCM loop is proposed, taking
profit of a useful mathematical property. I derive the control law behind the TCM
loop and assess the associated ∆V ✔ 140 m s✁1 for a three-month mission. Although
this budget allows me to constrain the selection of a propulsion system, the resulting
attitude control budget is still to be estimated. This estimation will, among other
things, necessitate a modification of the attitude and orbit control simulation from
this work, as explained hereafter.

In order to assess the mutual impacts between ADCS and propulsion, or with
GNC in general, I come up with hypothetical study cases in Earth orbit. The first
one is a CubeSat performing a deorbiting maneuver from a 780 km-altitude Sun
Synchronous Orbit (SSO). In the second one, a CubeSat deployed in Geostationary
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Transfer Orbit (GTO) must escape the Earth attraction on its own. The choice
of Earth orbits stems from two aspects: the willingness to suggest case studies
representative of the needs for propulsion on-board CubeSats, and the significant
amount of literature on the topic of trajectory solvers for Earth-orbiting spacecrafts
[156, 157, 158, 159].

Investigating Mutual Impacts Between Attitude & Orbit Control

Then, I design a simulation environment to be used, ultimately, not only in the
Earth environment. The simulation of spacecraft attitude takes into account the
four external perturbations and simulates main CubeSat actuators, namely RWs,
MTQs and Attitude Control Thrusters (ACTs). The principal control strategy,
based on the quaternion error, is adapted from Sidi [151]. Other control laws are also
implemented, which allow simulating operational modes such as RW desaturation
or satellite detumbling. Although the whole control part is simulated, the attitude
determination aspect is omitted in this work. Regarding the spacecraft trajectory,
it is simulated using a propagator from the literature. More specifically, TCMs
are computed and propagated thanks to the Lagrange Planetary Equations, which
means that only the attraction of the Earth and the disruptive force represented by
the thrust are considered. Effects such as the Earth flatness (J2), atmospheric drag
or third bodies are neglected. One can assume that results obtained without those
effects are conservative. As a result of my PhD, the entire attitude and orbit control
simulation that I designed using Matlab is available for further studies at the Paris
Observatory. As a matter of fact, its adaptation to the Python language started few
months ago with an internship under my supervision, in order for the simulation to
be integrated into a wider simulation tool called DOCKS, and currently developed
at C2ERES.

The fictional cases proposed are simulated using my attitude and orbit con-
trol simulation. I compare several realistic cases with their references that do not
consider attitude control. In a case of deorbiting, I find that a realistic scenario
yields �50 % increase in maneuver duration. While matching the CDS requirements
strictly, the duration is at least �225 % longer than expected, meaning that the
CubeSat is lost. In an Earth escape case, I show that the mass of propellant is
�100 %, although the configuration is still optimistic. The propellant mass is even
increased by more than 200 % in our pessimistic scenario. A final result is the dom-
inant impact of inherent thruster disturbance torque over the efficiency thrusting
locations.

Escaping the Earth orbit to reach interplanetary trajectories is an even more chal-
lenging case. From GTO, an efficient and powerful orbital propulsion is necessary.
In order to keep the mission feasible in terms of mass assigned to the propellant, very
strong requirements must be imposed to orbital propulsion integration and ADCS
design. Indeed, the fuel mass is already doubled when the Center Of Mass (COM)
is located on a sphere of 5 mm around the Center Of Geometry (COG), reaching
2.5 kg for an 8 kg CubeSat. Adding the dry mass of both the propulsion devices, the
RWs, the dedicated solar panels and all the other vital subsystems, such a mission
might already be unfeasible. Finally, the fuel that can be saved by adjusting the
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moments on the orbit when the maneuver is performed is several times lower than
the mass lost to counteract undesired mutual impacts between GNC and ADCS.

When it comes to the two scientific missions inspiring BIRDY-T, we recommend
using a Unified Propulsion System (UPS). Because the proximity operation context
is also quite demanding in terms of ∆V (142 m s✁1), few propulsion devices meet
these requirements. At the moment, the system called L-µPPT is the most promising
option, although it is only at Technology Readiness Level (TRL) 3.

Overcoming the Specific Impulse: the System Specific Impulse

Building on all the previous reflections about integrating a propulsion system on-
board a CubeSat, it is clear that a new performance index is necessary to help mission
planners select the thruster that will meet their requirements and constraints. By
taking the example of an efficient thruster design, the demonstration is made that
working only in terms of specific impulse omits considerations such as the increase
in mass required to power an electric thruster, which may greatly mislead mission
designers. A promising improvement to Isp was proposed by Erichsen [2], in par-
ticular for including the impact of the power demand: the system-specific impulse
(Issp).

From the original idea of Christophe Koppel, together we recommend exploiting
further the concept of Issp by including every hidden impact coming with the in-
tegration of a propulsion system [163]. Out of these impacts, one can mention the
number of thrusters, the UPS compatibility and the operational total impulse or
the attitude control capability. Another interesting feature is the index dependency
on the thruster configuration and concept of operation. The expression of this new
performance index is recalled here:

Issp ✏
Itotk2

g0 ♣mp �mtankq k1 �mthrusterk3 � ♣mEl �mT heq k4 �mACSk5

rss.

This equation takes into account the masses of all the necessary components for
the propulsion system to operate, together with ad hoc coefficients, as defined in
section VI.2.2.

When applying this index to previously identified propulsion systems, it results
that some thruster concepts, originally disregarded when only focusing on Isp, are
now more appealing. It is essential, especially when considering small platforms such
as CubeSats, where any large demand - whether it is power, thermal dissipation,
dedicated attitude control, etc. - immediately translates into additional mass. Issp

should be thought as a more viable selection criterion than Isp, the latter being more
of an indication regarding the power need of electric thrusters.

It must be pointed out that the proposed application of Issp is not complete be-
cause the impact of thermal loads and electromagnetic interference were too difficult
to assess at this stage. The lack of data from thruster designers is sometimes also
an issue when trying to apply the proposed system-specific impulse.
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Future Work

This thesis lays the groundwork of the design of low-thrust propulsion for Cube-
Sats at the Paris Observatory - Paris Sciences & Lettres (PSL). The tools developed
as well as the gained experience will benefit to both ongoing and future CubeSat
missions supported by C2ERES, the space pole of PSL.

Regarding BIRDY-T, a propulsion system, namely L-µPPT, was identified as
a promising solution. However, its development is currently in standby at TRL
3✁ 4. Based on the approach proposed in this work, other systems may be selected,
especially if the concept of UPS disseminates.

The attitude and orbit control simulation environment is, at the moment, limited
to the Earth environment. The simulation of parasite torques is easily transposable
to interplanetary missions, provided that the local environment is known (magnetic
field, atmosphere, ejecta, distance to main bodies). Similarly, propagating interplan-
etary trajectories can be done using techniques based on the three-body problem, or
more complex ones. The main difficulty lies in the computation of the orbital ma-
neuver command, which makes the difference between a trajectory propagator and
a trajectory solver. In the proximity operations context, because the control law is
already known (TCM loop), all that is left to do is to implement the aforementioned
propagator in the simulation environment. The task is more complex for the cruise
context, because the TCM will depend on the shift with respect to the reference tra-
jectory as well as when it is performed during the Hohmann transfer trajectory to
Mars. This brings us to the next milestone of the BIRDY-T project: an end-to-end
simulation of the autonomous AOCS including the IFOD developed by B. Segret.
The purpose here is to simulate the interactions between the autonomous determi-
nation of the position and the rest of the AOCS, to assess further its feasibility in
the proposed mission contexts. We estimate that another full-time year is necessary
to link those two aspects of BIRDY-T.

The results of the hypothetical case studies (deorbiting from a 780 km altitude
orbit and escaping Earth orbit) may serve the CubeSat community interested in
gaining orbital autonomy in Earth orbit. Indeed, the proposed maneuvers and
CubeSat configurations are typical of what can be seen in the literature. Now,
however, the mutual impacts between ADCS and GNC have been assessed. With-
out any modification, other maneuvers/configurations can be investigated in the
Earth environment. Among the possible improvements, the simulation of the atti-
tude determination is not the most decisive one, contrary to what one might think.
In fact, the time evolution of the spacecraft inertia matrix is probably the major
impact currently left out, because it is expected to result in less optimal control.
Here, I should recall that a non-negligible increase of the maneuver duration due
to the in-advance computation of the orbital control law was observed. Further
investigations of that matter should be considered.

Finally, the system-specific impulse proposed as new performance index has the
potential to, if not replace the system impulse, at least be a more meaningful al-
ternative for selecting propulsion systems for very small platforms. Many thruster
designers, mainly focused on improving the specific impulse of their system, may
hopefully start considering more aspects that are essential to mission designers (uni-
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fied propulsion concept, worst-case design, interactions with the attitude control
system, thermal system or power system, etc.). At least, this new index will benefit
to mission designers to properly select a propulsion system. The proposed formula-
tion may not be definitive, and some improvements may come from its application
to a large number of systems. As a matter of fact, some aspects are still difficult to
assess and to integrate in the equation, in particular the additional mass associated
with thermal dissipation, EMC, or dedicated attitude control.
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APPENDIX A

Fundamentals of Attitude
Representation

The most fundamental way of describing the orientation of two frames relative
to each other is to describe their basis vectors in the other frame. Let two reference
frames N and B be defined in R

3 with three orthonormal base vectors n̂1,2,3 and
b̂1,2,3. We define the direction cosine αij as the angle between a particular base
vector b̂i from B and the corresponding base vector from N . Hence, we can express
b̂i in terms of the base vectors n̂1,2,3 as

b̂i ✏
✁

b̂in̂1

✠
n̂1 �

✁
b̂in̂2

✠
n̂2 �

✁
b̂in̂3

✠
n̂3

✏ cosαi1n̂1 � cosαi2n̂2 � cosαi3n̂3.
(A.1)

The Direction Cosine Matrix (DCM), also called rotation matrix or attitude
matrix, is the 3-by-3 matrix that transforms arbitrary vectors from one frame to
another. The elements forming the DCM are the unsigned angles between one
frame and the other. The transformation from a vector vn in N frame to a vector
vb in B frame is expressed using the DCM, such as

vb ✏

☎
✝✆

cosα11 cosα12 cosα13

cosα21 cosα22 cosα23

cosα31 cosα32 cosα33

☞
✍✌vn ✏ Cbnvn. (A.2)

The DCM Cbn describes the orientation of B relative to N and it is also called the
rotation matrix or coordinate transformation matrix to B from N . The DCM being
orthogonal, its inverse is its transpose so that CT

bn ✏ Cnb describes the orientation
of N relative to B. Another interesting property is the composition, which means
that successive rotations can be described as matrix multiplications of individual
matrices. Despite these advantages, DCMs are not the most suited representation.
Indeed, they use nine parameters to describe orientation, of which only three are
independent.

Euler angles are a set of three successive rotations that describe the attitude of
a reference frame B relative to a reference frame N . The three successive rotations
are about the sequentially displaced axes of B. Each rotation must be about an
axis that has not been used for the previous rotation. Therefore, 12 transformation
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sets exist. However, aircraft and spacecraft orientations are commonly described
using the Euler angles yaw, pitch and roll (ψ, θ and φ). This specific set of Euler
angles is usually referred to as the (3-2-1) set. Euler angles determine a unique
orientation, which is generally an advantage over the rotation matrix. However, a
given orientation can be described by several sets of Euler angles.
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APPENDIX B

Models for Attitude Control
Simulation

The Attitude Determination & Control System (ADCS) simulation that was
presented in this thesis is based on several models, introduced in this appendix.

B.1 - Earth Magnetic Field Model

Although the Earth’s magnetic field is complex, it can be modeled as a dipole
(30 % errors are usually considered). In this simulation, we use data from the 12th

generation of the International Geomagnetic Reference Field (IGRF) [166]. This
model provides a field model up to 2015 and a linear annual predictive variation
model for 2015-2020. Therefore, using the simulator at times after 2020 is not
recommended because it would require to extrapolate available data. The magnetic
field on and above the Earth’s surface is defined in terms of a magnetic scalar
potential V

B ✏ ✁∇V, (B.1)

where the scalar potential is approximated in spherical polar coordinates at a specific
time t by a finite series expansion

V ♣r, θ, φ, tq ✏ a

N➳
n✏1

M➳
m✏0

✁a
r

✠n�1 ✁
gm

n ♣tq cosmφ� hm
n ♣tq sinmφ

✠
Pm

n ♣cos θq, (B.2)

where r is the radial distance from the center of the Earth, a ✏ 6371.2 km is the
geomagnetic conventional Earth’s mean reference spherical radius, θ is the geocentric
co-latitude and φ the east longitude. The model provides the gm

n ♣tq and hm
n ♣tq to

compute the magnetic scalar potential.
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B.3 - Earth Atmospheric Density Model

Modeling the local atmospheric density is essential for the computation of its
effects on the spacecraft’s attitude and orbit. [143] provides a description of existing
models with their assumptions in order to help the reader select the model that
suits his mission the best. Our simulation is based on the empirical density model
called NRLMISE-00 [169] because it is said to be more accurate for altitudes above
500 km, which corresponds to our domain of interest.
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APPENDIX C

Modeling and Designing Attitude
Control with Quaternions

This appendix introduces the mathematical tools that have been used to design
the attitude control, based on the book of Sidi [151] and the lecture note of Blanke
and Larsen [170]. First of all, a brief presentation of control theory is made, includ-
ing the importance of Linear Time-Invariant (LTI) systems and some insights into
the controller design process and stability test. Then, a linearization technique is
presented.

C.1 - Classical Control Theory

The purpose of control theory it to design controllers for continuous operating
dynaicl systems. This discipline overlaps many other fields such as electronics and
aerodynamics.

Control theory is used when someone wants to control the output x♣tq of a system
receiving an input u♣tq. The objective of the control system design is to optimally
control the output, according to criteria like delay or overshoot. Two fundamental
types of control logic can be made: the open-loop and closed-loop control. Open-
loop control is the simplest one because the process output is not taken into account.
It is the case of a dish washer where the control is simply a fixed duration of the
washing cycle. If the duration did depend on the evolution of the cleanliness during
the cycle, this would be a closed-loop control. Block diagrams of those two types of
control are displayed in figure C.1.

A system analysis is performed to ensure that a system has the expected be-
havior. Indeed, it must be stable under expected conditions, prevent oscillations or
have a good enough response time and steady-state error.

The most important characteristic of our system is probably its stability. A
system is considered stable if the output remains finite for finite inputs. Practi-
cally, it means that the satellite remains under control. Stability analysis is usually
performed through the transfer function representation where all the poles of the
transfer function must have negative real parts.
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QUATERNIONS
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Figure C.2: Block diagram of the classic state-space representation.

Table C.1: Basic Laplace transforms.

f♣tq F ♣sq

δ♣tq 1

x♣tq X♣sq

x✶♣tq sX♣sq ✁X♣0q

x✷♣tq s2X♣sq ✁ sX♣sq ✁X ✶♣0q

LTI systems can be solved, making them fundamental in control theory. Their
stability and natural response characteristics can be investigated by studying the
eigenvalues of the matrix A. The objective is to simplify our system so as to make
it linear and study its stability.

Impulse responses are of importance because the response of a system is obtained
by summing the impulse responses. The summation in the time domain to get the
output is called convolution and is expressed

♣f ✝ gq ♣tq ✏ f♣tq ✝ h♣tq ✏

➺ �✽

✁✽
f♣t✁ τqh♣τqdτ, (C.3)

where f♣tq and h♣tq are two real or complex functions.

C.1.2 - Laplace Transform of a Linear Time Invariant System

Laplace transforms operate in the complex frequency s ✏ σ � iω, with real
numbers σ and ω. The Laplace transform L of a function f♣tq, defined for t P R�
is the function F ♣sq

F ♣sq ✏

➺ �✽

0

f♣tq exp♣✁stqdt. (C.4)

Other useful transforms can be found in table C.1.
The complexity of equation C.3 is reduced using the Laplace transform L and

introducing the transfer function. A transfer function H♣sq is the impulse response
of a LTI system when all the initial conditions are set to zero. It transforms the
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convolution in the time domain into a simple multiplication in the complex frequency
domain:

H♣sq ✏
Y ♣sq

X♣sq
✏

L♣y♣tq
✟

L♣x♣tq
✟ . (C.5)

C.1.3 - Procedure for Stability Analysis and Design of Feedback Control

Systems

The transfer function releases us from solving the complete differential equations.
Because we are interested in the roots of the numerator and the denominator, it
is more convenient to factor them into polynomials, respectively N♣sq and D♣sq.
Hence, the roots of N♣sq are the system zeros, whereas the roots of D♣sq are the
system poles. Together with the gain K they fully characterize the differential
equation and our system

H♣sq ✏ K
N♣sq

D♣sq
. (C.6)

The stability of the linear system lies in its transfer function. The system is
asymptotically stable if all its poles have negative real parts. Any unstable pole,
that is to say with a positive real part, will cause the system response to increase
without bound. The more negative the real part is, the quicker the response will
decay.

The Laplace transform is now applied to the state-space model in equation C.2:

sx♣sq ✏ Ax♣sq � Bu♣sq � x♣t0q

y♣sq ✏ Cx♣sq � Du♣sq.
(C.7)

Introducing the identity matrix I P R
n✂n, the transfer function of our system

described in equation C.7 is

H♣sq ✏ C♣sI ✁ Aq✁1B � D. (C.8)

The stability of our system is investigated evaluating the poles of equation C.8.
They are the roots of the denominator, i.e., the determinant of sI ✁ A ✏ 0 or
the eigenvalues of A. Control theory tells us that these poles must have a strictly
negative real part for the system to be asymptotically stable.

C.2 - Jacobian Linearization of a Nonlinear Model

As mentioned in section C.1.1, LTI systems are very important in control theory
because they can be solved. However, practically no real-world system meets the
requirements of LTI systems, i.e., being linear and time-invariant. Therefore, the
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objective is to simplify the systems as LTI systems and thereby use the classical
control theory.

Here is some theory about the Jacobian linearization of a nonlinear system about
an equilibrium point ♣x,uq. Let a nonlinear differential equation be defined by:

✾x♣tq ✏ f♣x♣tq,u♣tqq, (C.9)

where x P R
n is the state vector, u P R

m is the control input. We now define the
deviation variables to measure a small deviation from a reference:

δx♣tq ✏ x♣tq ✁ x♣tq

δu♣tq ✏ u♣tq ✁ u♣tq.
(C.10)

Let’s apply a Taylor expansion and truncate it after the 1st order:

δ ✾x♣tq ✓ f♣x,uq �
❇f

❇x

✞✞✞✞ x ✏ x

u ✏ u

δx♣tq �
❇f

❇u

✞✞✞✞ x ✏ x

u ✏ u

δu♣tq. (C.11)

Equation C.11 can be simplified using the definition of an equilibrium point,
f♣x,uq ✏ 0n. The derivation of a vector with respect to a vector in equation C.11
is performed using the Jacobian

❇f

❇x
✏

❇fi

❇xj
✏

☎
✝✝✆

❇f1

❇x1
☎ ☎ ☎ ❇f1

❇xn

...
. . .

...
❇fn

❇x1
☎ ☎ ☎ ❇fn

❇xm

☞
✍✍✌. (C.12)

For small deviations, the differential equation expressed in equation C.11 approx-
imately governs the deviations’ behavior. What is remarkable about this equation
is that it is linear and time-invariant. Indeed, the derivatives of δx are linear com-
binations of the state vector deviation δx and the input deviation δu . Moreover,
the matrices

A ✏
❇f

❇x

✞✞✞✞ x ✏ x

u ✏ u

P R
n✂n , B ✏

❇f

❇u

✞✞✞✞ x ✏ x

u ✏ u

P R
n✂m, (C.13)

are constant matrices. Finally, we write the linear system using the matrices A and
B that we have just defined:

✾δx♣tq ✏ Aδx♣tq � Bδu♣tq. (C.14)
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APPENDIX D

Mathematical Model of the TCM
Loop

The Trajectory Correction Maneuver (TCM) loop proposed in section III.3.1,
and displayed in figure D.1, is based on the parametric curve called rosette. In this
appendix, we present its mathematical model.

Let M be a point on the curve, representing the position of an object. The
curvilinear abscissa s is given by

ds2 ✏ ⑥dM⑥ ✏ dx2 � dy2. (D.1)

Such a curve is parametrized by

OM ✏ r sin kθ

✄
cos θ

sin θ

☛
. (D.2)

The velocity of the object is derived from its position, leading to

v ✏
dOM

dθ

✏ rk cos kθ

✄
cos θ

sin θ

☛
� r sin kθ

✄
✁ sin θ

cos θ

☛
.

(D.3)

Same goes for the acceleleration

a ✏
d2OM

d2θ

✏ 2rk cos kθ

✄
✁ sin θ

cos θ

☛
✁ r

�
1 � k2

✟
sin kθ

✄
cos θ

sin θ

☛
.

(D.4)

The length of a petal of the rosette ∆s, which represents distance traveled during
one full TCM described earlier, is obtained by

∆s ✏ 2r
➺ π

2

0

❞
1 ✁

✂
1 ✁

1
k2

✡
sin2♣tqdt. (D.5)

To get a quatrefoil, we have to set k ✏ 2, hence
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