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Abstract

The ability of certain materials to change its ground state due to laser
excitation has arisen a lot of opportunities for light-control of material prop-
erties. The field of photo-induced phase transitions counts a rich variety of
chemical and physical processes triggered by light-matter interactions in-
volved during the phase transition process. Recently it was reported that
elastically driven cooperativity leads to the amplification of spin state in
molecular crystals and prolonged the lifetime of the transient state with an
ultra-short laser pulse. The cooperative response appears during the prop-
agation of non-linear coherent strain waves, in other words shock waves,
coupled with the order parameter field. Shock waves can be seen as a new
challenging pathway to achieve a permanently switched state with appro-
priate excitations.

The main objective of this thesis was to establish if a shock wave can lead
to a permanent phase change in materials undergoing photo-induced tran-
sitions. First, we introduce time-resolved single-shot imaging combined
with the laser shock focusing technique that makes it possible to generate,
acoustically focus, and directly visualize under a microscope shock waves
propagating and focusing along the sample surface. The spatial separa-
tion of the laser-influenced and strain-influenced regions make it possible to
disentangle the material changes produced solely by the shock waves. Sec-
ond, we present experimental results of applying the shock-focusing tech-
nique to materials undergoing phase transitions linked with a macroscopic
change of their volume (spin-crossover systems, Mott insulators). Post-
mortem analyses of the samples confirm permanent phase transition under
specific experimental conditions. These innovative results open doors for a
generic elastically driven cooperativity.

Keywords: laser ultrasonics, shock waves, phase transition, bi-stable
materials, elastic cooperativity.
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Résumé

La capacité de certains matériaux a changer d’état fondamental sous ex-
citation laser a ouvert un champ de recherche autour de la manipulation de
leurs propriétés par la lumiere. Les processus chimiques et physiques mis
alors en jeu sont riches et complexes. Dans ce contexte, le role prédominant
de la coopérativité élastique pour 1’amplification et la stabilisation de la
transition a été mis en évidence récemment dans un matériau a transitions
de spin irradié par laser. Ces observations font apparaitre la perspective de
commuter de facon permanente certaines propriétés des matériaux par des
ultrasons non-linéaires, des ondes de choc excitées par laser.

Le principal défi de cette these a concerné la démonstration expérimentale
du role important, voir prédominant, des ondes de choc lors des proces-
sus de transitions de phase photo-induites dans divers matériaux. Dans
un premier temps, nous introduisons le dispositif expérimental d’image-
rie mono-coup résolu en temps, associée a la technique de focalisation des
ondes de chocs excitées par laser au niveau de la surface de 1’échantillon.
La séparation spatiale des régions irradiées par le laser et influencées par
les ondes de choc propagatives permet de discerner clairement les change-
ments du matériaux induits uniquement par les ondes de choc. Dans un se-
cond temps, nous présentons nos résultats expérimentaux en lien avec cette
technique innovante, aux matériaux dont les changements de phases im-
pliquent un changement de volume macroscopique (systémes spin-crossover,
isolants de Mott). Des analyses post-mortem des échantillons ont permis de
confirmer, dans certaines conditions expérimentales, une modification per-
manente de la phase du matériau par action de I’'onde de choc. Ces résultats
ouvrent de nombreuses perspectives pour la généralisation a de nombreux
matériaux du phénomene de coopérativité élastique donnant lieu a des
transitions de phases permanentes.

Mots-clés : ultrasons générés par laser, ondes de choc, transitions de
phase, matériaux bi-stables, coopérativité élastique

iv



Contents

Abstract
1 Introduction

2 Linear and nonlinear acoustic waves
2.1 Wavesinelasticmedium . . .. ... ... ...........
2.1.1 Waves in infinite medium: bulk waves . . . . . . . ..
2.1.2  Waves in semi-infinite media - surface acoustic waves
2.2 Non-linear case - shock wave formation . ... ... .....
221 Rankine-Hugoniot relation . . ... ..........
2.2.2  Shock wave attenuation due to rarefaction wave . . .
2.3 Laser acoustic wave generation . . ... ............
231 General principles . . . ... ... ... ... . ...
2.3.2 Laser generation of converging acoustic waves . . . .
2.4  Acoustic waves in layered samples . . . .. .. ... ... ..
25 Conclusion . . . . .. . ... e

3 Shock wave real-time observation
3.1 Principle of a pump-probe experiment . . . . . ... ... ..
3.2 Experimentalsetup . ... ......... ... ... ....
321 Lasersystems . ......................
3.22 Optical pathforpump . . ... ... .. ... .....
3.2.3 Probe part of the experiment . . . ... ... ... ..
3.3 Samplecellassembly . . ... ......... .. ... .. ...
3.3.1 Liquid sample construction . . .. ... ........
3.3.2 Solid samplemount . ..................

iv

e 00

10
14
15
19
21
21
23
25
28



CONTENTS

3.4 Laser induced acousticwaves . . .. ... .. ......... 41
3.5 Propagation of a converging acousticwave . .. ... .. .. 41
3.5.1 Cylindrical acoustic waves inwater . . ... ... .. 41

3.5.2 Shock wave propagation in ethanol . . .. ... ... 46

3.5.3 SAW induced failureinglass . .. ... .. ... ... 47

36 Conclusion . . . . . . . . . e 49

4 Spin crossover phase transition 51
4.1 Spincrossover transition . . . .. ... ... ... 51
42 [Fe(NHy —trz)s](Br)scompound . . ............. 57
4.3 Shock wave propagation in SCO suspension . . . . . ... .. 60
43.1 Samplepreparation. .. ... ... ... ... ..... 60

43.2 Temperaturecontrol . ... ... ... ......... 61

4.3.3 Shock wave observation . ... ............. 64

434 Sample behaviour at high temperature . . . . . . . .. 68

44 [Fe(HB(tz)3)2Jcompound . . . ... .............. 69
4.5 Preliminary investigation of SCO thin films . . . .. ... .. 70
46 Conclusion . . . . ... . ... e 73

5 Shock wave in correlated materials 75
5.1 Insulator-to-metal transitions in correlated materials . . . . . 75
5.2 Semiconductor to metal transitionin 7305 . . . . ... ... 80
52.1 Sample characterization . . .. ... .. ... ..... 82

5.2.2 SAW observation on powdered samples . . . . . . .. 83

5.3 Insulator-to-metal transition in (V;_;Cr;)203 . . . . . . . .. 85
5.3.1 Non-linear surface acoustic wave observation. . . . . 88

53.2 Post-mortemanalysis. . . .. ... ... ........ 91

533 Discussion . . . . . . ... ... e 96

54 Conclusion . . . . ... ... .. 98
General conclusion 101
Annexe 103
References 109

Vi



Chapter 1

Introduction

We do not see the shock waves in everyday life but they can be easily
found in the nature. The simplest way to generate a shock wave is using
a bull whip. We all hear a “crack” sound when snapping a whip. This
happens when a disturbance wave traveling down the whip exceeds the
speed of sound. While snapping, the momentum from the motion at the
handle is conserved. Because the rope used in the bull whip narrows from
the handle to the tip, the wave speed increases as it travels down the whip.
When the velocity of the wave crosses the speed of sound, it generates a
sonic boom that we hear as a crack.

Such events, as volcano eruption i.e. a rupture in the crust of the Earth,
that allows hot lava, volcanic ash, and gases to escape from a magma cham-
ber below the surface happening because of pressure changes within the
volcano due to the movement of tectonic plates) leads to the formation of
the shock waves. They can be used to get information about eruption dy-
namics [1, 2].

When planets collide with each other or other space particles, the gravi-
tational acceleration causes high-velocity impacts that launch high-pressure
and often long-duration shock waves [3, 4]. Shock waves also can be gen-
erated by strongly ablating meteorites with the size greater than a few mil-
limetres [5]. For example, during 2013 Russia meteor event, a meteor en-
tered into the Earth’s atmosphere. The meteor’s shock wave produced dam-
ages as in a supersonic jet’s flyby (directly underneath the meteor’s path)
and as a detonation wave, with the circular shock wave centred at the me-
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CHAPTER 1. INTRODUCTION

Shock collar

/

Figure 1.1 — Illustration of aircraft moving at supersonic speed and a vapor cone
formed due to the shock wave.

teor explosion, causing multiple instances of broken glass in the city of
Chelyabinsk and neighbouring areas.

Shock waves appear due to a sudden instantaneous pressure/temperature
change in the environment and whenever the different elements of a fluid
or solid approach one another with a velocity higher than the local speed of
sound (see Figure 1.1). The shock wave physics always was a part of a small
branch of physics and through the ages, it became an important interdisci-
plinary science that gained increasing interest in the scientific community
at the beginning of the 19th century. In 1808 Poisson mentioned an intense
sound wave as the case ‘where the molecule velocities can no longer be re-
garded as very small’. Stokes (1848) used the term ‘surface of discontinuity”’
and Riemann (1859) introduced the modern term of ‘shock compression’
and ‘compression wave’ to illustrate a jump like steepening of the wave-
front. However, Toepler in 1864 was the first to use the term shock waves in
the today’s sense after he successfully visualized a shock wave during an
electric spark discharge process using a stroboscopic method. The whole
historical evolution of this field of science can be found in the book of P.
Krehl ‘History of Shock Waves, Explosions and Impact’ [6].

Classical illustrations of the formation of a steep front in a discontin-
uous medium is a cartoon ‘a train of skiers” from Courant and Friedrichs’
book on supersonic flow [7] (Figure 1.2). The skiers in a line go down the
narrow run. If the first one skier gets wrapped around a tree and then the

2



Figure 1.2 — An example of a receding shock wave: a train of skiers formed when
the first skier crashed into the tree and had no time to warn the next one, represents
a steep front that moves faster than the medium can respond to new conditions [7].

next skier crashes into him before being warned, they start to pile up in a
heap. Analogously to a receding shock front, the pileup of humans creates
a steep front moving up the slope away from the tree. The fact that the first
skier didn’t have time to warn the next one to slow down is crucial. It repre-
sents the condition of the ‘supersonic’ flow in the sense that it moves faster
than medium (skiers) can not respond to a new boundary condition (first
crushed skier).
The experimental methods used to generate planar shock waves in the
laboratory conditions are:
e explosive devices based on condensed high explosives;
e gas-type launchers, such as powder guns, light-gas guns and ballistic
shock tubes;
e devices using a laser source make it possible to produce a high shock
pressure at the nanosecond timescale.
High energy pulsed laser allows for the generation of the shocks at sig-
nificantly high pressure but of shorter durations in contrast with the other

3



CHAPTER 1. INTRODUCTION
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Figure 1.3 — Characteristic shock pressure and duration ranges according to differ-
ent shock generation methods. Adapted from [8].

methods (Figure 1.3). Comparing to conventional generators of shock, these
particular characteristics offer the possibility to study, reproduce and anal-
yse in the laboratory environment the materials behaviour under extreme
conditions at previously unexplored timescales (shorter than ns).

Shock waves have a variety of applications. First and obvious one is us-
ing shock waves to produce a strong level of traction leading to the damage
of the material or spallation [9]. Effects associated with the shock phenom-
ena such as the combination of strong temperatures and pressures are used
to carry out the synthesis of new materials. Materials processing uses a pro-
cess called laser shock peening to increase a material’s resistance to failure or
fatigue over time [10].

Shock wave destructive feature causes the creation of a variety of appli-
cation for example, in medicine - extracorporeal shock wave therapy. Nowa-
days shock waves are the first choice to treat kidney and urethral stones
through disintegration [11]. They used a shock wave, generated outside
the body, for example, to destroy a kidney stone. Dose-dependent stimulus

4



from shock waves is seen to engender tissue regeneration and restoration
in various pathologies [12]. Such a method is safe, effective and allows no
surgical invention.

In recent years plenty of investigations were made in the field of shock
waves: influence of shock wave on properties of materials [13-21], shock
wave loading [22-24], medical treatments [25, 26], cavitation and sonolu-
minescence [27-29], etc.

Dynamic compression feature of the shock wave makes them very at-
tractive method for the investigation of different types of phase transitions
[30-32]. For example, Jones et al. [33] investigate a o — w phase transi-
tion in shock-loaded titanium. They revealed a conversion of the ~65%
of initially « into w phase due to shock propagation. Zhao et al. in [34]
studied the amorphization of silicon single crystals under high-powered
short-duration laser-driven shock compression. Kraus et al. have observed
a transition to a diamond for pyrolytic and polycrystalline graphite under
shock compression in [35].

This thesis presents an investigation of the shock wave influence on the
materials exhibit multistability at certain conditions - spin crossover and
Mott insulators. Both types of materials undergo a photo-induced tran-
sition and volume is one of the parameters to control. A shock wave, in
its turn, represents a dynamically propagated pressure package that can
change the volume of the mater potentially used for investigation of phase
transition in volume-changing materials. The main goal of this work was to
demonstrate if a single shock wave can lead to a permanent transformation
of the material with multistability.

The manuscript contains five chapters.

After a brief description of different types of acoustic waves, Chapter
2 introduces all types of acoustic waves that can be generated, the theory
behind the formation of the shock waves and a laser generation method
that was used in this work. Excitation with a shaped laser beam allows us
to separate the shock-influenced and laser-influenced regions which makes
it possible to investigate changes produced only by the wave.

The experimental and instrumental development are provided in Chap-
ter 3. The general concept of the imaging methods as well as a technical
description of an all-optical single-shot time-resolved imaging system are
introduced. The experimental setup makes it possible to generate, focalize

5



CHAPTER 1. INTRODUCTION

and record a shock wave propagation on the sample surface. We describe a
daily procedure of the sample assembling depending on the nature of the
investigated material. Finally, we demonstrate typical results and informa-
tion that we can get using our experimental method and its connection to
the multistable materials.

After an introduction to a spin-crossover transition and precise descrip-
tion of the specific compound, Chapter 3 shows a developed method and
technical aspects of the performed experiments. Special attention in this
section is devoted to a new developed sample cell that makes it possible to
control the temperature of the sample in the range 0 °C - 120 °C°C. Towards
the end, we demonstrate preliminary results and a future investigation di-
rection.

Chapter 4 is devoted to another type of phase transition material - Mott
insulators. At the beginning, we introduce a principle of the insulator-to-
metal transition in the canonical Mott system - vanadium oxide, V20s3. It
represents a first study of Mott insulators” behaviour under shock loading.
A post-mortem analysis of shocked regions opens a door to a big discussion
on the nature of the permanent insulator-to-metal transition induced by a
purely elastic process.



Chapter 2

Linear and nonlinear acoustic
waves

An acoustic wave is a type of mechanical wave where pressure variation
propagates through a material. Typically, this term is associated only with
sound waves, but in general it also covers all the mechanical vibrational mo-
tions of the medium. Acoustic waves in solids are periodic oscillations of
molecules that propagate in the material due to the action of elastic forces.
The velocity of this motion is called the speed of sound and depends on the
material. Depending on the nature of the material (gas, liquid or solid) dif-
ferent types of acoustic waves can be excited: longitudinal, shear, Rayleigh,
etc. If pressure variation of these waves is relatively small we have to deal
with the linear acoustics. But in the case where this variation is significantly
large, we have a non-linear acoustic wave that is called shock wave. We will
take a quick look at both cases and describe all waves that can be excited
with a laser pulse. Also, we will present a possibility to focalize generated
waves to obtain amplification of propagating pressure, as well as our ap-
proach that was used in this work.



CHAPTER 2. LINEAR AND NONLINEAR ACOUSTIC WAVES

2.1 Waves in elastic medium

2.1.1 Waves in infinite medium: bulk waves

For a 3D medium the mechanical displacement can be expressed in
terms of the displacement vector @ = u;i; and the deformation by the strain
tensor:

1
€ij = 5( i+ Uji) (2.1)

where i,j = z,y, 2. For the sake of simplicity, let us consider a homoge-
neous isotropic elastic medium. This medium is described by its density p
and by two Lamé constants A and p, which may be related to another elastic
constants: Young’s modulus E and Poisson’s ratio v by:

1A

V= ——

2 A\

Application of the external stimuli on elastic material will create a de-

formation and stress generation but when the forces vanish, it returns to its
initial size. The stress vector ¢ is defined as the force applied on the surface

E=2u(1+v) (2.2)

area: & = dF /ds. According to Hooke’s law, for a non-piezoelectric body,
the stress is related to strain by:

0ij = Cijricrl (2.3)

where C}j,; is the elasticity tensor of the medium. The material called elasti-
cally homogeneous if the coefficients C;;1; are constants and elastically isotropic
with no preferred direction in the material. The elastic constants are the
same whatever the orientation of a coordinate system is. Elastic isotropy
indicates that the elasticity tensor can be expressed as:

Cijrr = NijOp + (601 + didin.). (24)
Thus, strain-stress relation can be re-written as:
Oij = NegkOij + 2p€ij. (2.5)

By substituting the (2.1) into (2.5) we will get equation of motion (Navier’s
equation) for the displacement in absence of external forces:
0%

(A + p)ugij + pug ji

8



2.1. WAVES IN ELASTIC MEDIUM

Direction of propagation

N
N
N
N
N
N
N
N
N;

Figure 2.1 — Longitudinal (right) and shear (left) waves propagating in the same
direction (\ represents the wavelength) [36].

The equation of motion in vector notation can be written as:

0%

Por
Using Helmholtz’s theorem, we can represent a displacement vector as a
sum of a gradient of scalar ¢ (irrotational part) and a curl of a zero-divergence
vector ¥ (solenoidal part):

A+ p)VV -+ puV3i = (2.7)

T=V®+VxU. (2.8)
These potentials satisfy the wave equation (2.7) if:
1 0%® - 10%
2p= o —— W= 2.9
v 2 Ot? v 2. ot? (29)

where ¢, and cr represent the phase velocities of the bulk elastic longitu-
dinal (compression) and transverse (shear) waves, respectively:

A+ 240 7 cr 1—2v
cr = cr =4/ — =4/ = 2.10
L=y r=t Ty e

Poisson’s ratio for all real media set in a range 0 < v < 0.5, s0 ¢, > cr:
the longitudinal waves travel faster than the transversal ones. The acoustic
displacement of the medium is parallel to the direction of the propagation
in the case of longitudinal waves and perpendicular to the propagation di-
rection in the case of shear waves (Figure 2.1).

9



CHAPTER 2. LINEAR AND NONLINEAR ACOUSTIC WAVES

2.1.2 Waves in semi-infinite media - surface acoustic waves

In case of an unbounded medium only longitudinal and shear waves
can propagate. But if a boundary is introduced and the medium is able
to maintain both longitudinal and shear waves, the third type of waves - a
surface waves that propagate along the boundary, can be generated. Surface
waves combine both longitudinal and shear motion - particles moves in an
ellipsoidal trajectory near the surface of the solid.

There are several types of surface waves.

Rayleigh waves. Surface acoustic waves (SAW), also known as Rayleigh
waves, were discovered by Lord Rayleigh in 1885 [37]. He studied their
contribution to earthquakes and showed that they decrease rapidly with
depth and travel at lower velocities than bulk waves.

Let us consider the case of a free interface at the surface of a semi-infinite
solid substrate (Figure 2.2). Let us assume that Rayleigh wave propagates
along the z-axis and so that all parameters are independent along y-axis.
All derivatives with respect to y will be zero. Displacement vector (2.8) in
this case can be write as:

@ = ugi + uy3+ uk; (2.11)

where

on ov, v v ob. ov,
Yz = "5 9z T o2 or T oz or

(2.12)
We can see that potentials ® and ¥, appear in displacement components
u, and u,, and ¥,, ¥, - in component u,. Consequently, the wave motion

in (x, z) plane (combination of longitudinal and shear motion polarized
vertically) is independent from motion along y (shear motion polarized

A

Figure 2.2 — Coordinate system for free interface of a semi-infinite solid [ 38].

v

10



2.1. WAVES IN ELASTIC MEDIUM

horizontally). Thus, we can decompose the potential ¥ into two parts re-
spectively:

V=0, +7,,; (2.13)
v, = (0,9,,0); (2.14)

We will look only at particle motion in (z, z) plane, so vector ¥ has only one

non-zero component ¥,. Two potentials  and ¥ that form a displacement
vector @ can be described as:

® = f(z)eilka—wt) (2.16)

U, = h(z)elke=wt), (2.17)

Substituting equation (2.16) and (2.17) into (2.9) we will get:

2 2 2 2
ﬂ:]{?_% M:k@—w—?h (2.18)
dz c7 dz ch

The solutions are waves with exponentially decreasing and increasing parts:

b — Ae—azei(k:p—wt)7 \ij _ Be—ﬁzei(kz—wt) (219)
where
a=k-- B=k— 2 (2.20)
CL cr

Using the equation for the displacement vector (2.8) and stress (2.5) and
applying to them the boundary conditions at the free surface .., = 0., =0,
we will get two homogeneous equations for constant A and B:

(B> + k*)A+ 2iBkB = 0 (2.21)
—2iakA+ (8% + k%) =0 (2.22)

These give us an equation for surface waves:
(B2 +kH? —4aBk* =0 (2.23)

11



CHAPTER 2. LINEAR AND NONLINEAR ACOUSTIC WAVES

Direction of particle
motion
I W W

Direction of propagation

Figure 2.3 — Particles motion of a Rayleigh wave during propagation

By introducing a wave velocity v = % and some rearrangements, we will
get the so-called Rayleigh equation:

Y2 Ve g Ve _ 160 v _la_
(o PI) =80+ (20— g) ()P =160 - ) =0 (224)
with 201 )
fzﬁ (2.25)

It’s easy to see, that (2.24) is a reduced cubic equation in (%)2 and the roots
are dependent on Poisson’s ratio v through &. There will be three roots to
the Rayleigh equation that depend on the value of the Poisson’s ratio:

v < 0.263 - 3 real roots (2.26)
v > 0.263 - 1 real root and 2 complex conjugate roots. (2.27)

Complex roots will not be accepted because they result in attenuation with
time, such if damping was present. An approximate expression that has
been developed for Rayleigh velocity as a function of the Poisson’s ratio is
given by:
vg  0.87+1.12v
cr 1+v

Rayleigh waves are the combination of shear-compressional movements
which results in elliptic trajectory of molecules (Figure 2.3). The vertical
component of the displacement is greater than the horizontal component
at the surface. The penetration depth into the material is on the order of

(2.28)

12



2.1. WAVES IN ELASTIC MEDIUM

the wavelengths of the Rayleigh wave. The motion decreases exponentially
in amplitude with depth and becomes negligible for depths more than a
few wavelengths. Additionally, because Rayleigh waves are confined to the
surface and propagates only in 2D plane, they spread as 1/r in intensity
while bulk waves spread as 1/ r2, making surface waves dominant over bulk
waves at the distance far from the generation point.

Other types of surface waves. Other types of surface waves exist, how-
ever they will only be mentioned here. A full description of all types of
surface waves can be found in [39].

When dealing with interface, Rayleigh wave is referred to other types of
waves: for interface formed by liquid-solid contact it is Scholt wave [40] and
for solid-solid contact it is Stoneley wave (Leaky Rayleigh Waves) [41]. Both
are similar to the Rayleigh waves, i.e. are guided by the interface, have the
maximum intensity at the interface and decrease exponentially with depth.

When dealing with a material of a few wavelength thick we talk about
plate waves. They include two waves: Love waves with particles motion par-
allel to plate layer and perpendicular to the propagation direction [42] and
Lamb waves with particle motion perpendicular to the layer surface [43].

Sometimes a bulk wave can satisfy the boundary conditions on a surface
and sliding along the surface. This kind of wave is called Surface skimming
wave and it combines properties of SAW and bulk waves. The velocity of
these waves is less than the velocity of a bulk shear wave [44].
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2.2 Non-linear case - shock wave formation

The elastic waves considered above leads to the particles oscillations
near their equilibrium position. Shock waves occur commonly in super-
sonic gas flows and can also occur in solid materials exposed to strong dis-
turbances. During the elastic wave propagation in an elastic material, the
stress is not greater than its elastic limit and there is no entropy change,
which is not the case for the shock waves. During shock wave propagation,
the material is stressed far beyond its elastic limit and there is an entropy in-

crease.

Shock front

P
/,/154

x-ct

Figure 2.4 — Self-steepening of
a finite-amplitude sound wave.
In the region where the state
variables of the wave (pressure)
would become multivalued (at
t3), irreversible processes dom-
inate to create a steep, single-
valued shock front [45].

A shock wave can be described as a propa-
gating surface with a discontinuous jump
in the material properties. The thickness
of the shocked layer is negligibly small as
compared with other physically relevant
dimensions. For example in atmospheric
air it is about 0.25 nm.

The problem of shock discontinuities
was firstly investigated in the frame of gas
dynamics by Stokes, Earnshaw, Riemann,
Rankine, Hugoniot and Lord Rayleigh. In-
finitesimal pressure changes generate lin-
ear compression longitudinal wave that
travels with the local speed of sound ¢ =
\/ (0P/0p)s. However if the amplitude of
compression wave is significantly large, we
will have the situation described in Figure
2.4. At the time t; we have the pressure
variation )P = P. Variations in pressure
imply variations in sound speed, thus each
point of the waveform propagates with its
local speed greater at the peaks than in
trough. With time the waveform steepens
as shown at ¢9. Instead of eventual brakes
(shown at t3 ) to produce multiple values

for the state variables, nature inserts a shock front just before the wave
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2.2. NON-LINEAR CASE - SHOCK WAVE FORMATION

breaks to maintain state variables single-valued (shown at ¢4). This de-
scription means that all types of acoustic waves that were described above
can become a shock wave with sufficiently applied force.

2.21 Rankine-Hugoniot relation

Assuming that heat conduction and radiative losses within the shock
discontinuity can be considered negligible, all thermodynamic changes are
adiabatic and reversible. Let us consider the situation where a piston sud-
denly compresses a gas (Figure 2.5), this will cause an increase in entropy
and generate a shock wave.

Material before shock front is in its initial state with well defined density
po, internal energy ey, pressure I, and particle velocity u, = 0. Material
after shock front is compressed with density p;, internal energy e, pressure
Py and particle velocity u, # 0 which is equal to speed of the piston. At time
t, shock front is at A and propagates to S at time ¢+ dt. The particles located
initially at time ¢ at A are moved to position B at time ¢ 4 dt. The equation
of conservation laws for mass, momentum and energy can be derived as
follows:

POI QOJ €o, UP:O
A
t Plf Ql ’ Usgpy PO/ QO/
€, up¢0 €o, Up=
A B S
|
t+dt | lzlp Ugp
| —_— —_—
|
|

Figure 2.5 — Schematic showing a sudden compression of a material and a discon-
tinuity at the shock front. Adapted from [46].
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e Conservation of mass. At time t, mass of the material in defined cylinder
A — S'is pouspdt and after time interval dt this region is compressed
to B — S with mass p; (ug, — up)dt. As a result we obtain

potish = p1(Ush — Up) (2.29)

or
Viugy = Vo(ush — up) (2.30)

where V' = % is a specific volume .

o Conservation of momentum. Mass pousp, acquires momentum pouspu,
which by Newton’s law is equal to the impulse of pressure forces. The
resulting force acting on the compressed gas is equal to the pressure
difference:

P1 — PO = poushup (231)

where pousy, is the shock impedance.
o Conservation of energy. The compressive work done in dt equals the
sum of the kinetic energy and the increase in internal energy:

2
POUsh Uy
2

Piu, = + pousn(e1 — eop) (2.32)
By eliminating u,;, and u, in equation 2.32 using 2.30 and 2.31, we can
easily obtain the Rankine-Hugoniot relation :

e] —ey = (Vo = V1)2(Pl ) = ( ;PO) (plo - pll) (2.33)

When the initial state (15, Py) ahead of the shock front and P; behind
the shock front are given and we know the equation of state (e = ¢(P, V)) of
the material, the Rankine-Hugoniot relation can be used to plot the Hugoniot
curve, as shown in Figure 2.6.

This curve corresponds to all of the possible thermodynamic states that
can be achieved for a given material in a well-defined set of initial condi-
tions. A line joining the initial and final states represents the jump condi-
tion. It is called the Raleigh line (Figure 2.6). It means that states along
the Hugoniot curve cannot be reached in any other way than during shock
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1 Shock front

Pressure

Pinitial =Pfinar| -

Vs Vo v,
Specific volume

Figure 2.6 — Hugoniot curve. The passage of a sound wave is a pressure and density
oscillation along an adiabat, which is a reversible path. In contrast, the passage of
a shock front causes the state jump along an irreversible path from point 1 to point
2, that is to higher pressure, density and entropy. The curve connecting these two
states is called Hugoniot. 1t is followed by relaxation to point 3 along an adiabat,
the, returning to its original pressure but higher temperature, entropy and a lower
density.

propagation. If we eliminate the particles velocity term w, by manipulat-
ing the mass and momentum conservation equations(2.30-2.31), we get the
following equation for the Rayleigh line:

u2 u2
Pl —Py= V: - Vzgvl (2.34)

The slope of this line is u?, / V. If we know the initial and final states of the
shock, we can calculate the shock speed from the Rayleigh line slope, and
conversely, knowing shock speed and initial state can determine the final
state.

Experiments have shown that for the majority of solid materials, the
shock velocity us, and the particle velocity u, can be empirically described
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Figure 2.7 — Hugoniot elastic limit for a shock in elastic-plastic material. Adapted

from [50].

in the regions where a substantial phase change in the continuum does not
occur, via the following equation:

Ush = Cq + M. (2.35)

where ¢, is the ambient acoustic velocity and A is an empirical parame-
ter. Tables with the parameters values of c,, h can be found in literature
for many materials. As it was mentioned before, to fully characterize the
thermodynamic states of a material, we also need to know the equations of
states (E£0S). It can be, for example, Mie-Griineisen equation for shock-
compressed solids [47, 48] or the Tait equation for fluids [49].

An important assumption for deriving the Hugoniot relations is the ne-
glect of material rigidity. For solids, material rigidity cannot be neglected
since solids do not flow like fluids. Most solid materials undergo plastic de-
formation when expose to strong shocks. The point on the shock Hugoniot
at which a material transition from a purely elastic state to an elastic-plastic
state is called the Hugoniot elastic limit (HEL) (Figure 2.7) and pressure at
which this transition takes place is denoted Pypgr. Values of Pypr can
range from 0.2 GPa to 20 GPa and depend on the types of material. Above
the HEL, the material loses much of its shear strength and starts behaving
like a fluid.
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2.2. NON-LINEAR CASE - SHOCK WAVE FORMATION

2.2.2 Shock wave attenuation due to rarefaction wave

A single shock pulse that represents a compression wave, is followed
by so-called rarefaction wave that is an expansion wave. The expansion of
the high-density material to a lower density does not take place instanta-
neously. The rarefaction wave will be generated by gas decompression.

When a material is shocked, its internal energy is increased, as expressed
in Rankine-Hugoniot equation 2.33. To reveal the stress of the shocked ma-
terial and to return it to the ambient pressure state we can apply a rarefac-
tion wave on it. From thermodynamics we know that the energy change is
equal to the difference between the entropy change at the absolute temper-
ature and the work done:

dE = TdS — PdV (2.36)
a ) T b ) i Hugoeniot
Paf P
! P, to P, Rayleigh line
. P, ; P,, : 2 1 hayleig)
E P Q1, - Qo/ i Shock front Rayleigh line
§ 1p===-= ey, €o, P; !
#0 =0 |
E YUp Up i P, to Py Rayleigh line
1
Pof——— - L
1
> l
Distance, x v
c)
g
=]
n
e}
g
=W

Distance, x

Figure 2.8 — Schematic representation: a) square shock pulse with pressure drops
in 2 steps: Py — Py and Py — Py ; b) Hugoniot and Rayleigh lines for two rar-
efaction steps; c) the progress of the shock front and 2 rarefaction wavelets. Adapted

from [50].
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Let assume that this process is adiabatic dQ) = T'dS = 0 since we didn't
carry out this process at absolute zero, dS = 0. This means that during the
process, the entropy must be constant, so the path of the changes in our
state variables P,V must be along an isentrope. This means that we can
rewrite 2.36 as:

dE = —PdV (2.37)

Since we don’t have the equation of states we refer to the Hugoniot.

The rarefaction unloads isentropically and we assume that the isentrope
is the same as the values along the Hugoniot.

Here, we will treat the rarefaction as if it was a shock. Let us consider
a shock pulse illustrated in Figure 2.8. We will apply the jump equations
such that we will let the high-pressure material jump” down to a lower
pressure state in two steps. The first step relieves the material from state
Py, Vi (shock pressure) to P», V, (halfway down to ambient). The second
wavelet drops the pressure from P, to Py (ambient). Look at the Rayleigh
line for each of these jumps. Remembering that the slope of the Rayleigh
line is proportional to the shock speed, we see that the first wavelet has a
higher slope than at the shock front which means that it is travelling faster
than the shock. Consequently, the second wavelet is travelling slower than
the shock front. If we let the steps get smaller and smaller, approaching
zero, then indeed we can unload right along the Hugoniot. As soon as each
of these infinitesimal steps approach a shock front, it will lose in amplitude.
Consequently, the shock wave will attenuate during propagation due to rar-
efaction wave.
Stability of the formed shock front during propagation, discussed in [51-
54], will not be discussed in the frame of this thesis but has to be studied in
all following investigations.

To conclude, depending on the material, due to an external stimuli we
can excite a variety of elastic waves. Each of them can become a shock
wave with applying an appropriate amount of pressure. A shock wave, as
an abrupt change in material properties, can dramatically change the ma-
terial behaviour. Among all possible ways of acoustic wave generation, we
will address those that involve lasers.
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2.3 Laser acoustic wave generation

2.3.1 General principles

Laser ultrasonic techniques are based on the generation of acoustic waves
as a result of laser pulse interaction with a material surface. An overview of
generation mechanisms can be found in [55, 56]. Here we will only address
some basics.

Two regimes of ultrasonic generation depending on the laser energy are
identified:

e Thermoelastic regime: generation occurs through homogeneous ther-

mal expansion of the lattice after laser excitation.

e Ablation regime: generation occurs through an expansion of created

plasma on the sample surface.

Thermoelastic regime. The absorbed light energy is converted to ther-
mal energy, causing a local thermoelastic expansion of the material near the
impact point (Figure 2.9(a)). The significant temperature rises occur only
within the ‘skin depth’ (typically 1-10 nm for metals in the visible range)
and the formed stresses will exist primarily in parallel to the surface (the
ideal case boundary conditions imply no stress at the free surface).

Ablation regime. It occurs when high fluence (starting from 0.1.J/cm?
for some materials in case of picosecond pulses [57]), short wavelength

a) b)
Material
ejection
Stresses due to Stresses due to
thermal expansion momentum transfer

Figure 2.9 — Photo-thermal generation of acoustic waves: a) Thermoelastic regime:
local thermoelastic expansion of the material gives a rise to stresses and strains on
the surface layer; b) Ablation regime: rapid heating and ionization of the material
creates a high temperature plasma. Its expansion induces stresses and strains in
depth of the material. Adapted from [56].
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laser radiation interacts with attenuating materials. In this case, a thermoe-
lastic effect is accompanied by the ablation of electrons and ions, forming a
plasma that expands away from the surface (Figure 2.9(b)). The resulting
momentum pulse is transmitted into the material and causes stresses nor-
mal to the surface. This method leads to permanent damage of the material
surface.

The efficiency of the acoustic waves generation can be increased by us-
ing a sacrificial layer on the top of the sample. Another way is to cover the
surface with a glass or liquid that will modify the boundary conditions and
stop expansion causing further amplification. The stress-free boundary at
the surface no longer exists and this results in the development of normal
stresses.

The thermoelastic method, contrary to the ablation method, is a non-
destructive and, in mechanically isotropic materials, is responsible for the
generation of longitudinal waves. Shear waves are more difficult to deal
with and often imply using materials with broken axial symmetry. All sur-
face waves can be generated by both regimes with typically higher ampli-
tudes in the case of the ablation.

The laser fluence deposited on top of the material is the key parameter
that allows to divide two regimes of generation. It is not only the energy
of the laser pulse that plays a role but the pulse duration as well. Depend-
ing on the pulse duration, different physical processes are involved in the
laser-matter interaction that induce acoustic waves. The overview of differ-
ent processes can be found in [58-60]. For a laser pulse of fs duration the
dominant process during the ablation is multi-photon ionization and tun-
nel effect: energy cannot be transferred from the electron gas to the ion net-
work instantly (two-temperature model). For a long pulse duration (ns),
the ablation process is dominated by heat conduction, melting, evapora-
tion and plasma formation. The energy of the laser pulse is absorbed on
the surface and heat conduction leads to the formation of a temperature
field. A ps laser pulse involves the combination of these two regimes and
is usually called "intermediate regime’. This work is focused on the impact
of acoustic waves on materials, and the generation process of such waves is
only touched upon. However, it should be mentioned that for the further
investigations this part would deserve dedicated investigations.
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2.3.2 Laser generation of converging acoustic waves

In the frame of this thesis, we have used another method to increase the
acoustic pulses amplitude. It applies performing acoustic focusing. The
first observation of laser generation of converging acoustic waves was shown
in [61, 62]. Authors excited an aluminium sample with the annular laser
beam (Figure 2.10) in order to obtain larger ultrasound pulses without
reaching the surface damaging ablation regime. They detected propaga-
tion of convergent and divergent surface acoustic waves (SAWs) using in-
terferometer and confirm the increase in amplitude by a factor of 20. Also
they noticed a variation of the SAW waveforms at different positions along
the radial coordinate of the ring: at the position of ~ 10 SAW wavelength
from the focal point, they observed a phase difference of m between the
Fourier components of the SAW going towards the focus and the one that
passed through the focus and going away from it. Such approach was inves-
tigated in [63] where authors discussed focusing of bulk waves generated
by ring-shaped laser beams on aluminium plates. Wang et al., experimen-
tally showed a strong focusing effect at the center of the laser ring due to
constructive interferences between waves generated by different parts of
the excitation ring. Numerical simulations on this subject were performed
in [64, 65] where finite element model (FEM) were used to simulate prop-
agation of ultrasonic waves on aluminium plates generated by laser rings.
These simulations confirmed the strong focusing and wavefront superpo-
sition at the center of the laser ring, both on top of the sample and in depth
i.e. for both surface acoustic waves and bulk waves. In [66, 67], the authors

Excited region

Figure 2.10 — Sketch for ring-shaped laser pattern that induces waves for acoustic
focalization.
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Figure 2.11 — Numerical simulations of pressure profiles of laser induced shock
waves at different times: a) profile changes with propagation before converging at
the ring centre; b) profile changes with propagation after focalization: appearance
of the tensile tail for inner wave coming from acoustic discontinuity at the centre.
Adapted from [68].

discussed the thermoelastic regime in case of annular excitation of acoustic
waves. On thick samples, a ring patterned source generates simultaneously
SAWs and bulk waves. SAWs travels outwards the laser ring and inwards
towards the center of the laser ring, as it’s shown in Figure 2.10. Authors
indicated a difference in the acoustic profile between the initial SAW (go-
ing towards the center of the laser ring) and the secondary SAW (going
back after focusing at the center): the secondary SAW is much broader in
appearance and reduced in amplitude, which is the indication of the Gouy
phase shift which will be discussed later in this section.

D. Veysset et al. [68] performed simulations of the shock wave propa-
gation in thin liquid layer confined between two glasses induced by ring-
shaped laser pulse. The simulations were done through solving a single
component Euler equation with the stiffened equation of state for water
[69]. They assume that the laser energy is deposited on a ring with ra-
dius R = 50 ym, 1.6 pym width and initial pressure pulse of P = 2 GPa.
Figure 2.11 shows the time evolution of the pressure profile of the shock
wave. It indicates a decrease in amplitude for diverging wave and a large
increase of the shock pressure for the converging wave at the focal point.
This amplification cause by spacial overlap and geometrical confinement of
the shock wave. Initially unipolar pulse of the inner wave transforms into

24



2.4. ACOUSTIC WAVES IN LAYERED SAMPLES

bipolar after converging centre. This bipolar pulse has a positive pressure
front and negative pressure tail. It forms due to the discontinuity at the
focal point and the occurrence of the Gouy phase shift. This phase shift
was first observed by Gouy in 1890 and was shown to exist for any waves,
including acoustic waves, that pass through a focus. In [70] R. Boyd ex-
plains the Gouy phase shift in terms of the difference in propagation of
the Gaussian beam and a plane wave. A Gaussian beam can be considered
as a super- position of plane waves with different propagation directions.
Those plane waves components with propagation directions different from
the beam axis experience smaller phase shifts in the z direction; the overall
phase shift arises from a superposition of all these components. In other
words, Gaussian beam acquires a phase shift along the propagation direc-
tion that differs from that of a plane wave propagating with the same opti-
cal frequency. This difference is known as the Gouy phase shift. The same
phenomena was observed in [66, 71, 72], not only for SAWs but also for
converging bulk waves. Gouy phase shift should be taken into account
for all the converging waves.

In all the examples described above, ring-shaped laser beams were ob-
tained by using a conical lens Axicon. There are different ways to induce
converging acoustic waves in a sample, for example, by using a spatial light
modulator (SLM) instead of an Axicon to shape the laser beam into a ring
[73], or by using a double line irradiation pattern described in [74] where
authors exited a shear-vertical wave which produced a convergence effect
at the central axis with a fixed angle.

2.4 Acoustic waves in layered samples

A laser pulse focalized on the sample surface can generate a variety of
different acoustic waves. With an enough powered laser pulse we can reach
the shock front formation and the acoustic wave becomes a shock wave.
By using an approach of converging waves generation we can amplify the
shock pressure at the focal point. Technical details of the experiment and
sample preparation will be presented in Chapter 3. Here we want to sum-
marize all information.

In this thesis, we used a ring-shaped laser pulse for the generation of the
acoustic waves. Depending on the sample nature (liquid or solid) different
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Figure 2.12 — Sketch of possible excite acoustic waves in different samples: a) thin
liquid layer; b) thin film on the substrate.

sample configurations were used. In addition, based on the sample nature
we also expect different types of acoustic waves to be generated.

In case of thin liquid layer sandwiched between two glass substrates,
the main exciting wave will be a cylindrical bulk shock wave. Depending
on the power of laser pump pulse we can expect to generate surface waves
on the solid/liquid interface. Also, we will generate bulk waves in both
substrates (Figure 2.12 (a)).

In case of a thin film deposited on top of the substrate, we can excite
surface waves, that will propagate on the interface between thin film and
substrate; body wave that will propagate in the substrate; and blast wave
that will propagates in the air near thin film surface (Figure 2.12 (b)).

Our main interest is to observe the effect of the in-plane propagated
waves (in case of different samples can be SAW, shock wave in a liquid,
surface skimming wave) on the sample behaviour and surface morphology.

Because we will be using a laser excitation technique, the wavelength of
the generated acoustic waves will be in order of the width of the excitation
ring [55]. In this work, the width of the laser ring is in the order of ten
microns. The characteristic time of acoustic wave propagation (,.) and
characteristic time of heat diffusion (t¢4:) towards the center of the laser

26



2.4. ACOUSTIC WAVES IN LAYERED SAMPLES

Table 2.1 — Physical properties of materials [77]

| Material | Speed of sound | Thermal diffusivity |

Water 1.45km/s 1.43-10"m? /s
Glass 5km/s 3.4-107"m?/s
Sapphire 10km/s 1.5-107°m?/s
Ethanol 1.14km/s 7-107%m?/s
Ti305 10 km/s [78] 4-107%m?/s[78]
V203 6km/s [79] 1.4-107%m? /s

ring can be calculated using following formulas:
tae = R/Uac theat = RQ/X (238)

where R is the ring radius, v, - the speed of sound in the media and  is
the thermal diffusivity of the material. Table 2.1 illustrates the acoustic and
thermal properties of different materials that were used in the experiments.
Ti305 and V203 are the samples that will be discussed in Chapter 5. Ther-
mal diffusivity for V503 was obtained from thermal conductivity [75] and
specific heat capacity [76].

According to a simple calculation acoustic waves reach the centre of the
ring in tens of ns time, depend on the size of the excitation ring, that can
vary from 100 to 400 microns with different axicon conical angles. Heat
diffusion will reach the centre of the ring later. Since water and glass have
low thermal diffusivity (see Table 2.1), it takes up to ten’s of ms for the heat
wave to reach the centre. Thus, shock influence is not only separated in
space but also in time. In case of thin films deposited on top of substrates
the heat wave diffusion obviously depends on the substrate but it certainly
diffuses toward the centre in a slower timescale than the acoustic waves. In
case of glass or sapphire substrates, it will also require ms for the heat to
diffuse away from the ring. In case of post-mortem analysis, we should also
account for the heat diffusion that can influence on the final transition.
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2.5 Conclusion

This chapter presented a brief overview on all types of acoustic waves
that can be laser generated within the materials (longitudinal and shear,
bulk waves) and at the surface of the materials (Rayleigh waves, Scholt
waves, surface skimming waves etc.). A theory of the shock front formation
under a shock perturbation of the material as well as a short introduction
to laser acoustic wave generation method was also presented.

The speed of the different acoustic waves is the distinguishing criterium
in this work. All the acoustic waves that can be generated within the mate-
rial have their unique speed following:

VL, > VT > VSAW (2.39)

where vy, is the longitudinal speed, vris the shear wave speed and vgaw
is the speed of the surface acoustic waves. This relationship is still valid in
the non-linear regime where shock wave front propagates faster than its
linear counterpart.

An experimental approach of converging shock waves generated by us-
ing an annular laser excitation was also described. Such method gives us a
possibility to amplify the amplitude of the laser generated acoustic waves
due to focalization and also to separate spatially laser-influenced regions
from shock-influenced regions. All the types of waves that can be gener-
ated using the ring-shaped technique in all sort of samples were described
at the end of this chapter.
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Chapter 3

Shock wave real-time
observation

‘Seeing is understanding’ said once Ernst Mach and till now the direct
observation is the first step to understand any physical phenomena. Just
looking at the object was enough for some period of history. With science
development and necessity to observe the ultrafast complex phenomena
especially at the micro-scale, we need to use something more powerful than
anaked eye. Today we have a variety of methods that help researchers to see
the dynamics of ultrafast phenomena. Till now, optical methods are the first
thing to have in mind for ‘visualization’. They are whole-field non-contact
diagnostic methods that do not destroy sample and usually are simple to
build.

This chapter presents the technical aspects of our quotidian shock ex-
periments. The ring-shaped approach was used to generate a converging
shock wave that propagates in-plane on the sample. Illumination of the
sample surface with another laser pulse makes it possible to observe and
image this shock wave propagation. From the images sequence we can ob-
tain information about the speed of the generated shock waves and from
the Hugoniot parameters of the material it is possible to estimate generated
pressure. Post-mortem analysis of the sample gives an indication about
permanent structural modifications. The last part of this chapter highlights
the typical results and explains information that can be obtained with this
technique.
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3.1 Principle of a pump-probe experiment

Pump-probe techniques are a class of ultrafast methods for perturbing
(pumping) a system with light and watching (probing) the following re-
sponses as a function of the delay time between the pump and probe pulses.
The result is a sort of movie of the system evolving with time. An exam-
ple of capturing dynamics is the photo series of a galloping horse and rider
by a photographer Eadweard Muybridge (Figure 3.1). He performed these
series in order to find out whether all horse legs left the ground during
a gallop or not. Muybridge captured the horse’s motion using a series of
cameras in a line; each camera snapped a shot as the horse rode by. Ultra-
fast pump-probe measurements are usually made by the same principle.
At first, a pump pulse excites the material inducing a change of state (the
horse is set in motion). A probe pulse that arrives sometime after the first
one, snaps the current state of the system (a single photo is taken). In this
way, step-by-step, by changing the time delay between pump and probe, it
is possible to reconstruct a real-time movie of the system evolution. A sin-
gle snapshot acquisition results from the average of the system evolutions
monitored within the duration of the probe pulse. Thus, the shorter is the
pulse, the quicker is the interaction and all slower processes are observed
as frozen. In this work we used a pump-probe imaging technique with a
femtosecond time resolution.

Figure 3.1 — Series of photographs ‘Sallie Gardner at a Gallop’, also known as
"Horse in motion’, made by Eadward Muybridge (1878).
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3.2 Experimental setup

Here we introduce all necessary parts for our all-optical single-shot time-
resolved imaging setup. Schemes containing the features of pump-probe
system are shown in Figures 3.2 - 3.3. The experiment has to be single-
shot because shock generation process is going through the ablation which
leads to permanent damage of the sample. A simple in-plane displacement
of the sample allows us to go to the ‘fresh’ region of the sample and repeat
the experiment at different conditions, such as different time delays or dif-
ferent pump fluences. Evolution in time was monitored by changing the
delay time between pump and probe pulses. A femtosecond illumination
probe pulse was used for achieving short exposure time to ‘freeze’ the shock
wave propagation with characteristic timescale in nanosecond region. The
2D spatial images of the perturbed sample surface were recorded with a
two-lens imaging system and a high-sensitive CCD camera.

Several experimental setups were developed to record images in two
different configurations: transmission or reflection. The nature of the sam-
ple determines which one is used. Both configurations are easily exchange-
able one to another. The difference between the two is the way the probe
pulse interacts with the sample:

e in transmission mode, the probe pulse arrives to the sample from
the opposite side to the pump pulse, going through the sample, re-
flects from the dichroic mirror and finally arrives to the camera (Fig-
ure 3.2(a));

e in reflection mode, the probe pulse comes from the same side as the
pump pulse, illuminates the surface, reflects from the interface and
goes to the camera (Figure 3.2(b)).

Due to this difference, the transmission mode is sensitive in depth of the
sample while the reflection mode is sensitive at surfaces and interfaces.

An interferometer can be added to each setup configuration. The trans-

mission mode can be extended with a Mach-Zender interferometer (Figure
3.3(a)), and the reflection mode - with a Mickelson interferometer (Figure
3.3(b)). Interferometry is more sensitive to density changes and surface
displacements, so the shock front can be detected easier. Fringes bend when
a shock wave propagates on the sample surface and the density change can
be extracted from the interferograms [80].
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3.2.1 Laser systems

In our experiments we used the single-shot pump-probe technique that
applied two laser pulses: a pump to excite our sample and a probe to mea-
sures the optical changes delayed by a certain time from the pump. The ex-
periments can be performed using just one laser or by synchronizing two
lasers with an external trigger. Here we will present short description of
each configuration.

Experiments were set with one laser, i.e one-box ultrafast laser Solstice
@ Spectra Physics. The Solstice system consists of 4 independent blocks: a
mode-locked Ti:sapphire MaiTai “seed” laser, a stretcher/compressor, a re-
generative amplifier and an Empower pump laser that energizes the ‘seed’
pulses. The Empower is a Q-switched, frequency-doubled laser that pro-
vides the optical energy used to amplify the pulses. This laser system emits
a train of pulses with a Gaussian temporal profile with a FWHM of about
150 fs at a repetition rate of 1 kHz tuned to a central wavelength of ~ 800 nm.
This laser also can output the amplified but non-compressed pulses at 800 nm
wavelength and 300 ps pulse duration with a repetition rate 1 kHz. Shock
experiment was always performed using picosecond pulse for the pump
and femtosecond pulse for the probe. Delay between pulses was changed
using a motorized and static optical delay line. The longest time delay that
can be achieved in this case was less than 100 ns.

To reach a longer time scale, a second laser has been inserted to the
setup: a nanosecond high power Minilite @ Continuum. The Minilite is a
Nd:YAG laser system that outputs laser pulses of 1064 nm wavelength and
5 ns with adjustable repetition rate from single shot to 15 Hz. This laser sys-
tem uses traditional flashlamp pumping and can be triggered externally.
For single-shot experiment we provide a TTL pulse to the flashlamp and
Q-switch which allows us to synchronize the laser output with the Solstice
laser and reach a delay of more than 1 ys.
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Figure 3.2 — Scheme of the experimental setup in two configurations: a) trans-
mission and b) reflection. The pump pulse goes through an Axicon, to form a ring
pattern which is focalized on the sample. The probe pulse arrives from a)) the back
side of the sample or b) front side of the sample and illuminates the region of inter-
est. After going through or reflecting from the sample surface, the probe pulse goes
to the CCD camera that records a snapshot.
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Figure 3.3 — Schematic representation of the interferometric experimental setup
in two configurations: a) transmission with Mach-Zender interferometer and b)
reflection with Mickelson interferometer. The excitation pulse is shaped into a ring
at the sample by using Axicon. The surface is imaged using a variably delayed
probe pulse and the interferometer to obtain interferometric images of the shock

propagation.
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3.2.2 Optical path for pump

The annular excitation of the shock waves was performed by shaping
the pump laser pulses into a ring, using an Axicon (a conical lens) and a
lens combination (Figure 3.4) that focalize a laser ring on the sample sur-
face. Usually, we have used a 3 cm focal lens (AC254-030-B, Thorlabs) or
two microscopic objectives (Mitutoyo M Plan Apo) with different magnifi-
cations (x10 or x20).

Laser ring size and thickness can be adjusted in two ways: a) by chang-
ing the Axicon angle «, that means changing the Axicon or b) by changing
the focal length of the lens. At the sample level laser ring generates two
counter-propagating shock waves: one wave is a diverging wave that will
quickly attenuates and another that focalizes at the geometrical center of
the laser ring where a discontinuous point will be created which, in return,
generates other diverging wave. For being able to control the pump flu-
ence a simple combination of half-waveplate and a polarized beam-splitter
(PBS) was used. A motorized sample stage was used to laterally move the
sample to a new undamaged position from shot to shot.

Diverging Sample )
wave > Lens Axicon

Converging
wave

Yy
Laser ring

2

Figure 3.4 — Schematic representation of ring-shaped pattern for the generation
of a converging shock wave. The laser spot is transformed into a ring thanks to
a conical lens Axicon and focalized by a 3 cm lens onto the sample surface. Such
pattern generates two counter-propagating waves: converging and diverging.
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3.2.3 Probe part of the experiment

Optical methods for imaging can be divided into two basic techniques:
shadowgraphy and interferometry.

Shadowgraphy is an optical technique which projects the shadow of an
optical image onto a viewing plane for image capture. The method of col-
lecting shadowgrams is similar to visualization of fluctuations in air den-
sity by human eyes, e.g. from the hood of an overheated car or gas ris-
ing from a barbecue grill. Shadowgraphy is the simplest visualisation tech-
nique which requires a minimum of instruments: a light source and a flat
screen to project shadowgrams for observation.

Def\ect@d 1
Light source ﬁun deﬂectedmy
Perturbation
Recording plane

Figure 3.5 — Schematic representation of direct shadowgraph imaging. Image rep-
resents a shadowgraph image of a fired bullet [81].

Figure 3.5 shows a ray-tracing schematic of the refractions that gener-
ate the direct shadowgraph images. Shadowgraph imaging requires only
a fast change of refractive index for the object, and so, it does not require a
collimated imaging source. In fact, the curvature of the phase front for non-
collimated imaging light typically enhances the contrast in images collected
using shadowgraphy, as the curved phase front causes the light to refract
further. The intensity of shadowgraphy images is proportional to second
derivative of the refractive index. This technique is the standard method in
ballistic testing and was used in this work for shock wave visualization.

Interferometry is a family of techniques that uses the interference phe-
nomena to obtain information. Historically, interferences were used to study
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the nature of light but soon people realised that it is also a powerful di-
agnostic tool. Since interferometers measure the difference in the optical
path in two branches, they are widely used for measurement of small dis-
placements, changes of refractive index and surface peculiarities. From all
variety of available interferometers, in this work we used just two: Mickel-
son and Mach-Zender interferometers. However, all of them work with the
same basic principle but vary by their technical realisation: Mach-Zender
interferometer is more apropriate for visualization in transmission and Mick-
elson is more for observation in reflection.

Typically, one coherent light beam is splitted in two different pathways
and are recombined at some point. Phase difference between two initially
identical beams will create an interference pattern. The intensity of the in-
terference pattern for the case presented in Figure 3.6, can be described as
follows:

2
I(z,y) = I + Is + 2/ 11 Iscos(Ad(y)) = I1 + I2 +2\/11]2005(77Tay) (3.1)

where 1, I; are the light intensities of two beams, ) is the light wavelength,
« is the angle between the two optical fronts. The appearance of a supple-
mentary phase shift in one arm of the interferometer results in a fringes
deformation. L. Mach as the first visualized in 1896 the flow around super-
sonic flying bullet and saw the shock front on the interference pattern.

In our experiments, the probe pulse is used to illuminate the sample
surface and to record a time-resolved image. Usually, as a probe pulse
we used a 150fs, 800 nm pulse with frequency doubled in a birefringent
B — BaB;04 (BBO) non-linear crystal. Let us follow the beam path for the
probe illustrated in Figure 3.2(a). The probe pulse arrives to the sample at
some time delay after the pump pulse, and illuminates the pump-modified
region, then it reflects from the dichroic mirror used in order to separate
the pump and probe pulses of different wavelengths and goes to a cam-
era, here Hamamatsu CCD (9100 — 01. The camera records images of the
sample surface at a finite-time delay after the pump modification. Com-
bination of half-waveplate and polarized beam-splitter (PBS) was used to
control the intensity of a recorded image.

In case of using an interferometer (Figure 3.3), the incoming probe beam
is splitted in two: one of which is going through the sample, the other one is
the reference probe. Overlapping both probes again after the sample leads
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Figure 3.6 — Principle of Mach-Zender interferometer: a light beam is split into
two beams propagating their own path. Their recombination on a screen gives rise
to an interference image. The interferogram is the original one recorded by L.Mach
representing a travelling bullet [82].

to an interferogram image of the sample surface. By adjusting the reference
beam mirror we can tune the density of the obtained fringes.

The full shock propagation history is recorded by changing the probe
time delay. This delay can be controlled in different ways, in case of using
one laser system or two. A motorized linear translation stage with dual
retro-reflectors mounted on it is used as a delay stage that gives us a delay
of around 6 ns. In order to obtain longer delays, we have stretched out the
probe beampath by adding multiple reflections between two large mirrors
separated by about 50 cm. This simple manipulation increased the delay
up to 70ns. The inconvenience here is that the probe pulse loses intensity
and quality while it goes through this ‘static’ delay line. The advantage of
adding a second laser is that the time delay can be controlled electronically.
In this case two TTL pulses were used to trigger the flashlamp and Q-switch
of Minilite laser. Another TTL pulse was used to trigger the gate mode of
Solstice laser to obtain just one laser pulse on the output. The synchroniza-
tion between the two laser systems was done by a time/delay generator DG
535 @ Stanford Research system.
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3.3 Sample cell assembly

In this section we present different sample assemblies, depending on
whether the samples is liquid or solid. In both cases, the sample is main-
tained vertically by a sample holder respectively mounted to a 3D stage.
This allows us to move the sample after each laser shot unperturbed.

3.3.1 Liquid sample construction

All experiments with liquid samples were performed in transmission
mode. Schematic representation of the sample is shown in Figure 3.7 (a).
A thin liquid layer is sandwiched between two glass substrates. All of them
have a ring shape. The thickness of the liquid layer depends on the used
spacer thickness and the inner ring radius regulates the volume of the liquid
that can be used. Figure 3.7 (b) shows a liquid sample of distilled water
doped with carbon nanoparticles.

We used different types of spacers:

e aluminium foil (20 pm),

e deposited polymer (10 pm),

e parafilm (17 pm).

The laser beam shaped into a ring pattern is focused directly into the

Glass substrate
a) (5 mm) b)

Glass substrate
(1 mm)

Figure 3.7 — Liquid sample: a) Schematic illustration of the sample geometry -
the liquid of interest is sandwiched between two glass substrates with a spacer; b)
Prepared sample of carbon nanoparticles from ink diluted in distilled water with
transducer ring as a spacer.
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liquid layer from the thinner substrate side. The laser beam is absorbed
by the liquid and gives rise to two shock waves which propagate later-
ally within the liquid. The inward-propagating wave converges at the cen-
ter and the outward-propagating wave diverges and decreases in ampli-
tude. The shock confinement in the liquid was ensured by relatively large
impedance mismatch between the liquid and the solid glass substrates ( Zqzer
=1.45Pa-s/mand Zy,ss = 11.3Pa-s/m).

3.3.2 Solid sample mount

Solid samples were most often studied in the reflection mode. For the
solid sample, we are looking at the surface waves propagation. This kind of
samples were mounted in a specially designed metallic mount (see Figure
3.8) which requires a square formed sample. We have a different sample
shapes that cannot fit the mount, therefore we simply glued the sample to
a glass substrate (BK7, diameter of 25 mm) with a piece of double-face tape
(3MC Scotch Brand).

Figure 3.8 — Holder for the solid sample.
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3.4 Laser induced acoustic waves

Table 3.1 illustrates the types of acoustic waves that we have observed in
the different categories of sample structures. By measuring experimentally
the speed of the generated wave, we can assign the nature of the acous-
tic wave that is measured. If the measured speed vy, is equivalent to the
longitudinal speed of sound (in case of a liquid layer) or to the speed of
surface acoustic waves (in case of solid samples), we are dealing with a
linear acoustic wave and the Rankine-Hugoniot relations cannot be used.
The non-linear case i.e. shock wave regime, appears when the measured
speed exceeds the corresponding linear acoustic velocity. In this case, the
Hugoniot relations can be used, even in the case of cylindrical waves, at a
position far from the focal point. In the specific case of solid samples and
non-linear surface acoustic waves that includes formation of a shock front
along the interface the Hugoniot cannot be used.

Table 3.1 — Sample type vs observed acoustic waves

| Sample | Measured speed vy, | Type of wave | Hugoniot |
Liquid Uy, = V[, Longitudinal wave -
layer U > UL Cylindrical shock wave +
. Um = USAW linear SAW -
Solid U, > USAW Non-linear SAW -

3.5 Propagation of a converging acoustic wave

This section is just the illustration of typical results that can be obtained
by the shock visualization technique set up by me in Le Mans.

3.5.1 Cylindrical acoustic waves in water

Linear acoustic waves.

Shock experiments were performed on distilled water with absorbing
suspended carbon nanoparticles made from ink (Tusche a drawing ink, Pe-
likan, black) diluted 10x. The sample was assembled in a layered configu-
ration, described above. The sample consisted of a 200 pm thick liquid layer
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CHAPTER 3. SHOCK WAVE REAL-TIME OBSERVATION

sandwiched between two glass substrates. The laser pulse was absorbed by
carbon nanoparticles (ink) that undergo photoreactive energy release and
vaporization to generate high pressure. The impedance mismatch between
the windows and the water sample confines a shock wave laterally in the
sample plane. Knowing the speed of this wave we can clearly distinguish
this bulk shock wave from the other non-linear waves in the substrates or
at the interfaces.

Experiments were performed in transmission mode using 300 ps pulse
duration, 800 nm wavelength as a pump and 150 fs pulse duration, 400 nm
wavelength as a probe (both taken from Solstice laser system). To form
a laser ring, 0.5° Axicon (Doric Lenses, Inc.) and a microscopic objective
x10 (Mitutoyo M Plan Apo) were used. Width of the formed laser ring
was 10 pym and the diameter was 85 pm. Figure 3.9(a) shows propagation
of the acoustic wave from excitation laser ring to the acoustic focus. The
converging wave focalizes in the center within 59 ns for 0.06 mJ excitation
pulse. From these images we can estimate the average shock speed of the
generated shock wave. The speed of the cylindrical shock wave is almost
constant along the ring radius and only change at the very close point to
the ring center that was predicted mathematically in [83-85] and observed
experimentally in [86]. As shown in Figure 3.9(b) the average speed of the
shock wave at this fluence is 1.45 km/s, that matches the longitudinal speed
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Figure 3.9 — Shock waves in water: a) Single-shot frames recorded for an excitation
pulse of 0.06 mJ, 300 ps and a laser ring of 85 ym radius; b) Converging shock
speed vs distance from the acoustic focus.
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of sound. Error bars includes error for time measurement (At = £5ns)
and error for length measurement (Al = +5 pm). Repeated measurements
with the same time delay showed no significant variation of shock wave
speed. At this low laser fluence we get a linear acoustic wave.

Shock waves.

The same experiments were performed using 5 ns, 1064 nm laser pulse
as a pump, coming from the Minilite laser system. The 0.5 Axicon and a
3 cm lens were used to form the laser ring with a width 10 pym and a diam-
eter 350 pm. Figure 3.10 shows the time history of converging shock wave,
that focalizes at the ring center in 85 ns. Laser fluence was 1.5 mJ.

At about 45ns delay after shock focalization we observe the on-set of
bubble cavitation and growth (dark spot at the center), while the inner
shock diverges toward the annular laser-induced bubble cloud. It comes
from the tensile part of the bipolar shock pulse appearing after focaliza-
tion [68]. The following frames show the appearance and evolution of a
nucleated secondary bubble cloud due to the inner shock being reflected
at the annular laser-induced bubble. Finally, the secondary bubbles dis-
appear within a few hundreds of nanoseconds whereas the central bubble
collapses in a timescale longer than 1ys which is correlated with results

Figure 3.10 — Single-shot frames recorded for an excitation pulse of 1.5mJ, 5ns
and a laser ring of 175 ym in radius.
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Figure 3.11 — a) Dependence of the inner shock wave position from the ring center
on time delay; b) Hugoniot data for water [87].

observed in [68].

Figure 3.11(a) represents the shock wave position from center versus
time delay extracted from snapshots in Figure 3.10. By fitting this data
with linear approximation we can get the speed for inner converging shock
wave 1.92km/s and inner diverging shock wave 1.73km/s. This method
gives us a reliable estimation of the shock wave speed with the error bar of
+0.3 km/s but don’t allow us to explain the difference in shock wave speed
for converging wave (before focus) and diverging one (after focus).

The shock wave peak pressure P in water is related to the propagation
speed ug;, through the equation of state and is calculated using the Hugo-
niot data from the literature [87]:

Ush — €O
P = Poushw (3.2)
where u,y, is the shock speed, ¢y is the acoustic velocity in water (1.45km/s)
and py is density of the undisturbed water at room temperature ( 0.998 g/cm?).
This dependence is presented in Figure 3.11(b) and the estimated average
pressure for the two experiments can be found in Table 3.2. The shock wave
speed as well as shock wave pressure increase from an increase of the exci-
tation fluence. Pezeril et al. [86] showed dependence of shock speed and
pressure as a function of pump pulse energy.
Here we have an opportunity to compare shock wave excitation with
two different laser wavelengths and pulse durations. The duration of the
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Table 3.2 — Shock wave generated pressure for two different pump powers

| Pulse duration | Pump fluence | Shock speed | Peak power |

300 ps 0.06 mJ 1.45km/s 7.32 MPa
ons 1.5mJ 1.9km/s 0.42 GPa

excitation pulse determines the regime of ablation and creation of plasma
at the laser ring region, as it was mentioned in section 2.3.1, this is out of
scope in the frame of this work.

Sample will have different optical properties at two wavelengths that
were used in this work for excitation. Figure 3.12(a) shows transmission
spectra for fused silica glass (5 mm thick substrate) and BK7 glass (1 mm
thick substrate). As we can see, glass properties remains the same at both
wavelengths - high transmission of about 90 % observed for both types of
glass. Water, instead, has a variation in transmission (Figure3.12(b)) of
about 10 % between 800 nm and 1064 nm. But on top of all that, the parti-
cles of black carbon (CB) made from India ink has the lowest transmission
for both excitation wavelengths that leads to a dominant absorption of the
laser pulse. The main reason of adding ink into water was to increase the
efficiency of laser pulse absorption that leads to increasing in efficiency of
shock wave generation.

a) 100 D) el
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Figure 3.12 — Transmission spectres: a) fused silica glass (one of substrates) [88]
and BK?7 glass window (another substrate) [89]; b) water and Carbon Black (CB)
nanoparticles made from ink [90].
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3.5.2 Shock wave propagation in ethanol

The very same experiments were performed on another well known
liquid: ethanol. The sample configuration was the same as in previous
case: 200 um thick ethanol layer doped with suspended absorbing carbon
nanoparticles made from ink (Tusche a drawing ink, Pelikan, black) diluted
10x and sandwiched between two glass substrates. Imaging experiment
were performed in transmission mode with using 5ns pulse of 1064 nm
wavelength as pump and 150 fs pulse of 400 nm wavelength duration as
probe pulse. Laser ring diameter in this case was 175 pm with 10 pm.

Figure 3.13 shows the time history of the converging shock in thin ethanol
layer. The inner shock wave focalizes at the ring center in 110 ns which gives
us an average shock speed of about 1.6km/s. After converging at the ring
center, shock wave reflects and diverges towards the excitation laser ring. At
a delay longer than 140 ns we observe a multibubble cavitation at the center
of the ring (dark region). Further delays show a secondary bubble cloud
appearing and disappearing after hundreds of nanoseconds. The central
bubble cloud stays longer than 1ms. The creation of a wider secondary
bubble region and slightly longer lifetime in comparison to the water case,

Figure 3.13 — Single-shot frames recorded for an excitation pulse of 1.5mJ and a
laser ring of 175 pm radius.
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Figure 3.14 — a) Dependence of the inner shock wave position from the ring center
on time delay; b) Hugoniot data for pure Ethanol [91].

are clearly observed.

The shock wave position from center versus time delay is shown in Fig-
ure 3.14(a). Linear fit of this data gives us the average speed for inner con-
verging shock wave 1.54km/s and inner diverging shock wave 1.35km/s.
This method gives us a reliable estimation of the shock wave speed. The
shock wave peak pressure P is related to the propagation speed u, through
the equation of state and can be estimate using the Hugoniot data found in
literature [91] and shown in Figure 3.14(b). For the 1.8 J/cm? pump fluence
we generate a shock wave with an average speed u,;, = 1.54 km/s when the
speed of sound in ethanol is of ¢y = 1.14km/s. This shock speed corre-
sponds to P ~ 5 GPa of generated shock pressure.

3.5.3 SAW induced failure in glass

Converging shock waves can be used for studying material damage,
fractures, cracks under dynamic pressure. Recently, Veysset et al. [92]
observed material failure from gold-coated glass substrates upon surface
acoustic wave focusing using the same method os generation. They demon-
strated that the focus of SAWs results in the gold layer delamination from
the glass substrate and the fraction at the center. At higher laser excitation
energies the damage was extended to the glass substrate and more dramatic
breakdown of glass at the center was observed. In addition to the crack for-

47



CHAPTER 3. SHOCK WAVE REAL-TIME OBSERVATION

(TR -

10 prn

Figure 3.15 — Laser-scanning confocal microscope images of typical glass damage
for a laser energy of 1 mJ. a) Large view showing excitation location, parts of
remaining gold film, and central crack. b) Zoomed-in image of the central dam-
age[94].

mation, the entire gold film initially present inside the excitation ring was
removed from the substrate. In order to clarify the result of crack formation
on glass, we made the same experiment with shock wave propagating on a
bare glass substrate.

This part was done in Le Mans in collaboration with D. Veysset and S.
Kooi (Keith Nelson group, Massachusetts Institute of Technology). Sample
consisted of a 300 pm - thick borosilicate glass substrate (D263 Schott) with
a 160 nm-thick metallic ring. This metallic ring, so-called gold ring, con-
sisted of 10 nm chromium, in contact with the glass, and 150 nm-nm gold.
The gold ring had a diameter of 200 pym and 80 pm width. The laser fo-
cus was shaped as a 200 pm - diameter, 5 pm - waist ring using a 0.5° Axi-
con and a 3 cm focal-length lens. The sample was positioned so that the
laser focus and the gold ring were overlapped before each experiment. The
experiments were performed in reflection mode with an Michelson inter-
ferometer and with using 300 ps pulse of 800 nm wavelength as pump and
150 fs pulse of 400 nm wavelength duration as probe pulse. The fringe den-
sity was adjusted to be about 200 fringes/mm by tilting the reference mirror.
The Michelson interferometer was added in order to perform density mea-
surements [93].

Contrary to the experiments on gold layer deposited on glass substrates
[92] where large amplitude of SAWs at the focus caused delamination and
damage of the film at low laser energy (~ 0.1 mJ) and glass substrate frac-
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ture at high laser energy (~ 2mJ), in our case of a gold rings we could
observe surface displacements even at high laser energies and, after post-
mortem sample examination, we could confirm glass fracture at laser ener-
gies above 0.75mJ. Film damage did not obscure the imaging of the SAW
at higher laser energies enabling the evaluation of the absolute surface dis-
placements leading to glass fracture.

Figure 3.15 shows an example of the damage observed at the center of
the ring at 1 mJ laser energy. Laser-scanning confocal microscope indicates
damage of about 15 — 20 pm in diameter and about 5 ym in depth. For all
studied energies, no damage observed between the laser excitation area and
the central crack. More details and numerical simulation, can be obtained
in [94] (see Annexes).

3.6 Conclusion

This chapter describes a method for generating converging shock waves
and investigating the behaviour of material under dynamic pressure. These
methods confirm our ability to investigate behaviour of material under con-
ditions far from equilibrium. This methodology can be an alternative tool
for testing material strength and film adhesion.

From images sequence of shock wave propagation we can easily esti-
mate a generated shock speed and, if the equation of states for the material
of interest is known, estimate the pressure. Therefore, we can control shock
pressure and direct the pressure on the sample where it can be applied.

Experimental setup can be easily modified from reflection to transmis-
sion mode, allows studying different types of samples (liquids and solids).
Converging shock wave propagation in liquid leads to cavitation and gen-
eration of additional bubble clouds. In solid samples, shock wave propa-
gation leads to a permanent damage of the sample, not only at laser ring
region, but also at the acoustic focal point, i.e. at the center of the ring, es-
pecially at pump energies higher than 1mJ. At this energy a cracks on a
glass were observed.

Further chapters will present results of laser induced shock waves in
materials showing phase transitions with significant volume change in or-
der to see if a single dynamic pressure pulse can drive a phase transition.
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Chapter 4

Spin crossover phase transition

4.1 Spin crossover transition

This chapter is devoted to shock wave propagation, and whether it can
drive spin transition, in iron-based spin crossover materials. The spin crossover
(5CO) is a phenomenon when a spin state changes due to external stimuli.
This occurs usually in complexes that consist of a metal ion and organic lig-
ands. Such compounds are prototypes of molecular bi-stability in the solid
state. Changes in the spin state trigger changes of the molecular structure
(bond length, angle) and consequently, cause changes of other macroscopic
physical properties like volume, color, etc.

Lets take Fe!! compounds as an example. The free ion Fe!! has an
electronic configuration d°. Being placed in an environment of octahedral
symmetry (O, ), the degeneration of its five d-orbitals is raised to form lev-
els of lower energy (to,) gathering three orbitals and of higher energy (e,)
gathering the other two orbitals. The energy difference between these two
levels is determined by the strength of the ligand field and denoted as 10Dq.
The six electrons can then be divided in two different ways (Figure 4.1).
If the ligand field is strong, the six electrons stay in the ¢, orbitals and
the resultant electronic spin is then zero (diamagnetic state). The elec-
tronic repulsion linked to the presence of two electrons in the same orbital
is less than the separation energy of orbitals 5, and e,. The rule of Hund
is not respected and this is the case of the Low Spin (LS) state (5=0). In
a weak ligand field configuration, the electrons occupy the d-orbitals fol-

51



CHAPTER 4. SPIN CROSSOVER PHASE TRANSITION

Low spin High spin

Koo

e

'H"H'H by H__I__I_ 10 DgHs

Figure 4.1 — Representation of two spin states of ion Fel!
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lowing Hund’s rule. Therefore, there are four single electrons, the result-
ing electronic spin is S = 2 (paramagnetic state) and this is the High Spin
(HS) state. In that case, the anti-bonding orbitals are occupied; thus caus-
ing elongation of the Fe - ligand distances in comparison to the LS state. In
addition to the bond elongations other structural aspects, such as angular
distortions, can be involved during the transition. Such changes of molecu-
lar geometry lead to the change of lattice cell parameters. New cell param-
eters are of higher values and explain the occurrence of crystal expansion.
The typical values for Fe!! system are 5 % increase of unit cell volume and
10 % increase of the bond length. For Fe!!! compounds these values are
smaller but still present [95].

The equilibrium state of the material is determined by the free energy,
G, which must take the lowest value. The potential energy form is complex
in the case of solid-state materials. There may exist numerous minimas of
local free energy that allow in certain cases, occurrence of different macro-
scopic phases with completely different structural and electronic orders.
This leads us to the concept of multi-stability where solid-solid phase trans-
formation exist in the same compound. Various materials exhibit transition
between two phases with completely different physical properties like para-
to ferromagnetic or insulator-to-metal transitions. By triggering the transi-
tion in such systems with an external stimuli we are able to control physical
properties of the material in question.

The notion of spin transition has been introduced after a number of ex-
periments that appeared firstly as surprising. In 1931, Cambi showed for
the first time an abnormal magnetic behaviour during his study of a series of
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Fe(III) compounds with dithiocarbamate as a ligand [96]. Subsequently,
in 1956, the notion of spin equilibrium is evoked for the first time in a com-
pound of ferrihemoglobin hydroxide [97]. In 1964, Baker and Bobonich
demonstrated the first spin transition of the Fe(II) ion in the solid state for
the [Fe(Phen)2(NCS)2] compound [98]. The fundamentals and applica-
tions of SCO complexes have attracted growing interest in a wide range of
relevant research fields. In 2013 two comprehensive reviews on SCO were
published: a book edited by Halcrow [99] and a review by Giilich and co-
workers [100]. Moreover, a large number of reviews on specific subjects
relating to SCO complexes have been published to date.

Possibility to control numerous physical properties of SCO systems by
light is one of the topical issues of field of Photo-induced phase transition
(PIPT). Firstly, the term PIPT was used to describe the appearance of a
macroscopic domains formed after relaxation of the optically excited state
[101]. These domain have a structural order different from the initial ones.
In 80’s researchers observed short-lived molecules in their HS states gener-
ated by light excitation of the Fe!!! complexes in solution [102]. The same
year, Decurtins etal. [103] discovered that the SCO complex [Fe(ptz)s|(BFy)2
(ptz is 1- propyltetrazzole) exhibits light-induced HS to LS relaxation and
is named as Light Induced Excited Spin State Trapping (LIESST). But once the
irradiation is stopped, system goes back to its thermal equilibrium. At the
solid state, the ultrafast LIESST dynamics were studied mostly for Fel!l-
based SCO compounds using femtosecond optical spectroscopy [104-107].
The idea behind PIPT in spin crossover materials is to reach a false ground
state on the potential energy surface. If this state has potential energy bar-
rier high enough to trap the excited state for relatively long time (several
days), this state can be treated as metastable and can represent different
lattice structure compared to original one.

It is extremely important to study if the structural feedback during a
solid deformation has the ability to amplify and stabilize photoinduced
transformations. Recently, Bertoni et al., [108] demonstrated a cooperative
self-amplified feedback in SCO material during its delayed volume expan-
sion. Authors used a time-resolved optical spectroscopy to study [Fe!!!(3—
MeO — SalEen)| PFs compound that exhibits a 3 % of crystal volume ex-
pansion during the thermal transition from LS to HS state.

Figure 4.2 (a) shows a time evolution of high spin state fraction X g af-
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Figure 4.2 — Femtosecond laser induced response of spin crossover crystals in LS
state: a) high spin fraction X g of (1) nanocrystals, (2) microcrystals and (3) a
single crystal. Photoinduced hv, elastic El and thermal Th steps are indicated by
blue, green and red arrows. The big green arrow highlights the shift of the elastic
step toward shorter times with respect to the sample size; b) time evolution of pho-
toinduced X g due to two different excitations (blue arrows). Relaxation (pink
arrow) was observed for low energy of excitation (2%, grey, scaled by a factor of
two) and amplification (red arrow) - for high excitation energy (7 % , black) [108].
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ter a laser excitation in three types of samples: single crystal, microcrystals
and nano-crystals. Three steps can be identified for the evolution of Xgs:

e photoinduced step (hv) is related to local switching of molecules from
LS to HS with laser excitation. It is accompanied by a molecular swelling
within hundreds of femtoseconds and is indicated by blue arrows;

e clastic step (El), a second increase of the HS fraction on the nanosecond
timescale - green arrows in Figure 4.2, associated with the establish-
ment of mechanical equilibrium with the environment;

e thermal step (Th) indicated by red arrows in Figure 4.2 and accompa-
nied by energy redistribution leading to a global temperature rise in
the crystal: the HS population thermally equilibrates at X5 level.

Micro- and nano-crystals were dispersed in polyvinylpyrrolidone (PVP)
and sufficient heat transfer from crystals to polymer explains decreasing of
XTI with sample size reduction. Thermal step position in time is defined
by energy barrier between LS and HS spin states and does not depend on
sample size.

Elastic step position depends on the crystal size and takes 1-2 orders
of magnitude faster to populate Xgg in nanocrystal than in single crys-
tal. This corresponds to the propagation of an elastic wave over typical
crystal dimensions. Time evolution of X£L generated with different exci-
tation densities (Figure 4.2 (b)) shows that the elastic step appears above a
certain threshold - approximately 3.5 % of photo-induced molecules. XEL
increases by 20 % during the elastic step at higher excitation which is the
confirmation of non-linear character of the process.

Bertoni et al. [108] proposed a mechanism that can explain non-linear
behaviour of elastic step in spin crossover material - see Figure 4.3. During
photo-excitation some molecules are switched from LS to HS state. Molecules
in HS state have bigger volume thus they provoke lattice expansion and at
the same time are pushed back by surrounded LS lattice. Then, the evo-
lution depends on the number of switched molecules: when the X is
small, HS molecules relax back to LS state in less than 1 us (Figure 4.3 (a)).
When the X is big enough, lattice expansion establishes new mechanical
equilibrium and pulls LS molecules to HS state quicker than the relaxation
of the latter (Figure 4.3 (b)). This triggers feedback mechanism : the more
molecules switch, the more volume expands, and so on. i.e. non-linear re-
sponse after photo-excitation.
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Figure 4.3 — Scheme of the switching mechanism proposed by Bertoni et al. [108]:
a) at low excitation energy, a few HS molecules (red), that were photo-switched,
relax back to the LS state (blue) due to the pushing lattice forces (blue arrows on
inset); b) high excitation energy provoke lattice expansion that pulls LS molecules
(red arrows on inset) to cooperatively switch to the HS state (red) with higher
molecular volume.

Recently developed mechanoelastic model [109-111] confirms the pro-
posed mechanism. Elastic interactions in this ball-and-spring model result
from lattice distortions that occur because of volume difference between
molecule in LS and HS states. The key role of the concept is played by
pushing/pulling forces between LS and HS molecules. With the increase
of switched molecules, pulling forces applied to LS molecules also increase;
this denotes the non-linear response to photo-excitation. The response from
simultaneous absorption predominates over a sum of individual responses
from molecules that points to cooperative effects induced by laser.

Appearance of the elastic step at a time corresponding to the propaga-
tion of a strain wave over the crystal size makes the elastic wave a key point
in understanding cooperative effect. In the following sections, we aim to
launch elastic waves directly into the SCO crystals and investigate whether
PIPT can be thus achieved. To our knowledge, only static pressure stud-
ies have been so far carried on SCO materials, hence the attempt to drive
SCO with dynamical pressure on ns timescales in nano-crystalline material
remains interesting.
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4.2 [Fe(NH, — trz)s|(Br); compound

[Fe(NHy — trz)s|(Br)s (with N Hy - trz = 4-amino-1,2,4-triazole) [112]
is a spin crossover compound with bi-stability close to room temperature.
Figure 4.4 illustrates measured by Fouché et al. magnetic susceptibility and
diffusive reflectivity of polycrystalline powder with average crystals size of
~ 1 pm [113].Two experiments indicate a thermal hysteresis loop at around
305K (32°C) and of about 15K (15°C) width. It was shown that when
the sample undergoes Low Spin — High Spin phase transition, its diffuse
reflectivity increases.

Authors in [113] also reported a photo-induced phase transition for this
compound induced by nanosecond laser pulse (A = 400 nm). Figure 4.4(c)
displays image of the sample in its Low Spin (pink) and High Spin (white)
states respectively. The second image in Figure 4.4(c) shows the state of the
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Figure 4.4 — Experimental plots of temperature dependence of (a) magnetic sus-
ceptibility and (b) diffused reflectivity on the polycrystalline powder; and c) pic-
tures of the sample 1) in the LS state, 2) in the LS after photo-excitation by a laser
pulse that brings the system in the HS state, as well, 3) in the HS state [113].
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Figure 4.5 — Extracted wavelength dependence of n (a) and k (b) in the HS state
(at 353K) and in the LS state at (263K’) [114]. An absorption band in UV spec-
tral range is presented for Low Spin state and totally gone in High Spin state.

sample at 36 °C within its hysteresis loop when it is excited by a single pulse
at 400 nm with a pump fluence ~ 5mJ/cm?. It was demonstrated that the
part of the sample impacted by the laser pulse becomes whiter. The sam-
ple remains in this configuration as long as its temperature is kept within
the hysteresis loop and recovers its original pink color once cooled down
to 10°C. This indicates that within the hysteresis loop, microcrystallites
excited by the laser pulse are switched to the HS state.

The optical properties of this compound were measured by a spectro-
metric ellipsometry on a pellet in the HS and LS states by Loutete-Dangui
et al. [114]. The extracted dispersion coefficient n and absorption k are
shown in Figure 4.5. In the LS state, the sample exhibits a pronounced ab-
sorption band centred at 300 nm that disappears in the HS state. This ab-
sorption band has been assigned to the metal-ligand charge transfer tran-
sition (MLCT). In the visible spectral range, irrespective of the spin state of
the compound, optical properties vary smoothly [114].

In our studies we used [Fe(NHy — trz)s](Br)2 nanoparticles with an
average size of ~ 50 nm that we provided by research group ‘Molécules et
matériaux commutables’ from Institut de Chimie de la Matiere Condensée
de Bordeaux. These nanoparticles are relatively stable in ethanol; accord-
ing to visual tests, they are stable for two weeks. Therefore we have used a
suspension of these nanoparticles in ethanol in sandwiched sample config-
uration (as explained in Chapter 3).
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The converging shock wave, described in section 2.3.2, undergoes a pro-
file change while propagating: the initially unipolar pulse becomes bipolar
after focal point. Therefore, two possibilities to switch the spin state of the
[Fe(N Hy — trz)s](Br)2 molecule exist.

The main goal is to induce a transition from HS state that has a bigger
volume to LS state with smaller volume using a shock wave propagation
(Figure 4.6(a), red arrow). The only possible way to induce HS — LS tran-
sition can be obtained within the hysteresis loop around the room temper-
ature is by applying pressure to the molecule. This situation corresponds
to the positive pressure part of the shock wave. Instantaneous increase in
temperature that appears when a shock front forms doesn’t play a role here

because molecules in HS state remain in the same state with pressure in-
crease.
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Figure 4.6 — a) Illustration of a possible transition in [Fe(N Hy — trz)s3](Br)s
compound: positive pressure part of the cylindrical shock wave can induce HS — LS
transition (red line) and negative pressure part that appears after focus can induce
LS — HS (blue line); b) shock wave profile after focalization: tensile (negative)
pressure part appears for a shock wave induced with a laser ring [68].

Another opportunity comes from the shock wave propagation after fo-
cus. The tensile pressure part of the shock after focus will stretch out molecules
that can induce LS — HS transition (Figure 4.6(a), blue arrow). Instanta-
neous increase in temperature induced by a shock front itself has to be taken
into account in this case since it could also influence the final state.

Obviously, while working with a liquid suspension of spin crossover
and dealing with cylindrical shock waves only a time resolved experiment
could disentangle the happening transformation of the molecules.
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4.3 Shock wave propagation in SCO suspension

4.3.1 Sample preparation

To prepare the suspension we took a certain amount of nanoparticles
and a respective volume of ethanol and mixed them together in the ultra-
sonic bath or by stirring for 30 min. Then, using micropipette, we took a few
drops of obtained suspension and put it onto a glass substrate with a 10 pym
spacer (polymer deposited on the substrate) and covered this cell with an-
other glass substrate. We obtained regular liquid sample (see Figure 3.7).
Thus prepared liquid sample was placed directly in the sample mount to
hold it vertically.

Suspension concentration plays a big role in the imaging experiment
because it influences on scattering and transmission of light. The criterium
to find the optimal concentration was a compromise between obtaining a
speckle less image at low concentration and a highly absorptive solution
that can efficiently absorb the laser at high concentration. When the con-
centration of the solution was lower than 5 % we can not excite the shock
wave due to low laser absorption but the image quality is the highest. At
higher concentrations the solution efficiently absorb the laser for shock gen-

Ultrasonic bath/
magnetic stirrer
30 min

Figure 4.7 — [Fe(N Hy — trz)3|(Br)q suspension preparation routine for shock
experiment: 50 mg of nanoparticles are dispersed in 1 mL of ethanol and mixed in
ultrasonic bath or magnetic stirrer for 30 min. Then a few drops of obtained liquid
suspension are sandwiched between two glass substrates separated with a spacer.
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Low spin

High spin

Figure 4.8 — Color changes of thin layer of experimental suspension of [F'e(N Hy —
trz)s](Br)s2 due to temperature change. The thin layer of prepared liquid suspen-
sion undergoes a color change from pink (LS) to white (HS) with temperature.
Also, a decrease of liquid volume due to heating caused by ethanol evaporation is
observed.

eration but the solution becomes very dispersive and full of speckles that
makes the obtained image very unclear. The suspension with concentration
of 5% (50g/1) can be obtained if we took 50 mg of [F'e(N Hy — trz)s](Br)a
nanoparticles and dispersed it in 1 mL of ethanol.

To reveal fundamental properties of these nanoparticles we carried out a
preliminary test, simply by heating the liquid cell with a heating plate. The
color of compound changed due to its spin state induced by temperature
as demonstrated in Figure 4.8. The suspension from initial pink color (LS)
becomes white (HS) and then remains white at room temperature. The
initial pink color can be reversed only by cooling the sample back to 0°C.
The same results are obtained by repeating cycle.

4.3.2 Temperature control

We have modified the sample holder to be able to change and measure
the exact temperature of the sample (Figure 4.9) and ultimately perform
experiment in both spin states. Copper tubes (1) wrapped around sam-
ple are connected to chiller (RTE-111). Water circulates around the sample
and, thanks to controlling the water temperature, we can change the tem-
perature of the sample. To verify sample temperature we use a multimeter
with a thermocouple (2): the end of thermocouple is placed close to the
sample surface. This system allows to change temperature of the liquid
from —30°C to 150 °C. To cool the sample to the temperature below 0°C,
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Figure 4.9 — New elaborated temperature control system: sample holder contains
copper tubes that allow water circulation around the sample. These tubes are con-
nected to a chiller (RTE 111) with plastic tubes. This allows for a change of sample
environment temperature from —5°C to 120 °C. The sample temperature is mea-
sured by thermocouple connected to multimeter. The thermocouple probes temper-
ature at the border of the sample placed in the centre of the sample holder.

Figure 4.10 — Dry air circulation system. A plastic cover of a sample holder protects
a sample chamber from external environment. This cover is connected to a dry air
filter and an air pump. This allows to avoid water condensation on sample surface
during the cooling process and improves stabilisation of sample temperature.
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we used a ethylene-glycol mixture as coolant, because of its low freezing
point: -13°C.

During cooling down to 0 °C, we observed a condensation of water from
air on the sample holder and glass windows. In order to thermally isolate
the sample from laboratory environment we placed a dry air circulation
chamber around sample (Figure 4.10). An air pump EHEIM 200 equipped
with two air outlets, both connected to a cartridge with air dryer. Then this
filter is connected by tubes to the sample cover. Sample cover is a plastic ring
which is mounted directly on a focusing lens or microscope objective. This
ring closes the sample chamber from the pump side. From the other side
a plastic hat is put on the sample holder in order to close sample chamber.
This cylindrical hat has a glass window to open a path to probe laser pulse
arriving from back side of the sample. Such system allows to cool sample
down to —2 °C with no perturbation due to the condensation.

Temperature dependence of the transmission was measured for the ob-
tained suspension of [Fe(NHy — trz)s](Br), in ethanol in order to verify
the presence of hysteresis loop. For this we used a simple set-up of a white
light that illuminates our sample from the back side. All transmitted light
is collected with a fiber connected to an UV-VIS spectrometer. This way, we
were able to measure a transmitted spectrum of the sample at different tem-
peratures. Results, obtained for the wavelength of 300 nm, are presented on
Figure 4.11. The spin state changes can be observed at 300 nm because there
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Figure 4.11 — Transmission of [F'e(N Ha — trz)s](Br)2 in ethanol measured with
temperature change under 300 nm light excitation.
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is an absorption band in LS that disappears in HS. The LS — HS transition
occurs at 40 °C and reverse HS — LS transition appears at 5 °C.

4.3.3 Shock wave observation

Shock wave experiment was performed in transmission mode with Mach-
Zender interferometer (see Chapter 3). Asa pump we used a 300 ps, 800 nm
pulse; and 400 nm, 150 fs pulse was used as a probe; both were taken from
Solstice laser system. A 0.5° Axicon (Doric Lenses, Inc.) was used to form
a laser ring with a width of ~ 10 pm and diameter of 200 pym. Images were
obtained with black/white CCD camera, so we can not judge on the color
of the system.

Figure 4.12 demonstrates propagation of a shock wave generated with
pump energy of 1.8 mJ in time. Images were recorded at room temperature
when [Fe(N Hy — trz)s](Br)s2 solution was in LS and had a pink color. We
could clearly observe two shock waves: converging and diverging one. The
outer shock wave is going far away from the excitation ring and become
less and less clear with time due to attenuation. A converging shock wave
is propagating toward the centre of the laser ring and focalizes at 49ns,
which gives us a shock speed ~ 2km/s. This speed is different from one
obtained in Chapter 3 in case of ink diluted in ethanol (1.54 km/s) due to
different pump energies: 1.5 mJ for ethanol-ink solution and 1.8 mJ here.

Images of shock wave propagation due to different pump fluence are
shown in Figure 4.13 (a). Pump fluence was controlled by a combination
of polarized beam-splitter and half-wave plate. This study was performed
at different temperatures in order to compare the shock speed in two states.
Knowing a time delay we can estimate a shock speed for different pump
powers. Figure 4.13 illustrates a shock wave position due to different pump
powers. It indicates a bigger propagation distance for higher pump energy
which is a typical feature of the shock wave. It was mentioned above that
concentration of the solution is 5 %, so the shock wave propagates mainly in
the solvent and its behaviour is determined by ethanol. It explains, why we
did not see difference in shock speed at two different spin states. Knowing
the average speed of the excited shock wave and using the Hugoniot curve
for ethanol [91], we can also estimate the applied pressure. At the lowest
pump fluence, it is 5 GPa and for the highest fluence - 15 GPa.
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Diverging
shock wave

o

Figure 4.12 — Time dependence of shock wave propagation in [Fe(NH; —
trz)s](Br)s thin layer suspension at ambient temperature generated with a laser
energy of 1.8 mJ. Inner shock wave focalizes within 49 ns and then goes back to
excitation region.
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Figure 4.13 — Power dependence of shock wave propagation in [Fe(NHy —
trz)s](Br)s thin layer suspension in HS and LS states.
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Figure 4.14 — Experimental plots: a) Shock wave speed in thin layer of [F'e(N Hy—
trz)s](Br)2 suspension in ethanol due to different pump fluences; b) Hugoniot
curve for ethanol ([91]). At max pump fluence we can generate 15 GPa.
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T=0°C T=47°C

Figure 4.15 — Comparison of the fringes profile for the [F'e(N Hy — trz)s3](Br)s
suspension at two temperatures: 0°C (LS) and 47 °C (HS).

An interferometric imaging method was used in this experiment in or-
der to be sensitive to changes in the real part of the refractive index of
the compound. As it was shown in Figure 4.5(a) the real part of the re-
fractive index of the [Fe(NHy — trz)s](Br)2 compound changes for An =
0.1 between LS and HS. We wanted to see if we can induce such change
due to shock wave propagation and shock-induced spin modification of
the nanoparticles. Zoom on the recorded images in Figure 4.15 show us
an indication of different behaviours of the fringes bending at two different
temperatures i.e. for two states. Also, it should be noticed that the intro-
duced bending of the interferometry fringes was created not only due to a
phase transition but also due to the shock wave itself i.e. An = Angpocr +
Angpin . Knowing, that by applying pressure to this compound in LS it is im-
possible to excite HS, the fringes shift at 0 °C can be used as a reference for
the Angpocr and so we can determine the Angy;, from images at high tem-
perature (0 °C, HS). Unfortunately, recorded images made it impossible to
tell something precise and repeated experiments should be made in order
to access accurately this information.
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4.3.4 Sample behaviour at high temperature

First and foremost, ethanol was chosen because it does not alter the mag-
netic properties of [F'e(N Hy — trz)s|(Br) crystallites. However, its boiling
pointis 78 °C. We observed a rapid evaporation of ethanol with the increase
of temperature. To solve this problem we use a silicon gel on the edges of
prepared sample for tight sealing. But then we observed an aggregation of
diluted nanoparticles (see Figure 4.16) thus homogeneity of the sample was
severely altered at high temperature. Unfortunately, this sample can not be
run through thermal cycles. In order to simplify the working process with
this kind of materials and avoid problems with ethanol (evaporation, ag-
gregation), we decide to switch to a thin film solid dispersion in a polymer.
However, we are faced with a different problem: unfortunately, this com-
pound is not stable in all polymers and loses its properties in few hours.

r

Figure 4.16 — Image of the aggregated nanoparticles in suspension due to high
temperature T=47 °C. Image recorded with a 400 nm illumination pulse.

It is worth to mention that the working process brought a number of
challenges, some of which were dealt with, but a decision was made to put
on hold further work and move on to a sibling compound, morphologi-
cally more resilient and stable (see following chapter). Nevertheless, the
[Fe(NHy—trz)s|(Br)2 compound opens a well founded perspective for in-
vestigation of shock induced phase transition. Obviously, from black/white
images it is impossible to judge whether or not the transition took place. It
was mentioned that this compound has a strong absorption band at 300 nm
in LS state. The use of this particular wavelength as a probe for time-resolved
shock imaging will help us to determine a color change related to spin tran-
sition, and not only shock propagation.
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44 [Fe(HDB(tz)s3)2] compound

[Fe(HB(tz)3)2] (tz=1,2,4-triazol-1-yl) compound has very similar prop-
erties to the previous one - [F'e(N Hy—trz)3](Br)2. Crystals of [Fe(H B(tz)3)2]
are known to exhibit an extremely abrupt first-order, isostructural spin tran-
sition above room temperature (61 °C). Recently, this complex was success-
fully deposited on different substrates by thermal evaporation allowing to
obtain high-quality, nano-crystalline thin films [115]. Finite size effects on
the spin-state switching dynamics of these films were recently reported by
Ridier et al. [116].

Figure 4.17 (a) shows the UV-Vis absorbance spectra of the 100 nm thick
film at various temperatures between 20 °C and 120 °C. At room tempera-
ture , i.e. at LS state, the films exhibit intense absorption bands in the UV
range between 250 and 340 nm, which completely disappear with heating
and transition to HS state. The temperature dependence of the HS frac-
tion, extracted from the variation of the optical density with A = 317nm, is
shown in Figure 4.17 (b). The films of different thickness exhibit a similar
spin transition around 64 °C with a narrow thermal hysteresis of ~ 0.8°C
width.
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Figure 4.17 — Characterization of [Fe(HB(tz)3)2| thin films: a) Optical ab-
sorbance spectra of the 150 nm thick film at two different temperatures: 20 °C (LS)
and 120 °C (HS); b) temperature dependence of the HS fraction at A = 317nm
during one heating—cooling cycle at 1°C/min scan rate for the three films [116].
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Ridier et al. [116] investigated photo-induced switching dynamics in-
duced by a femtosecond laser pulse in [F'e(H B(tz)3)2] thin films. They ob-
served photo-induced and elastic steps that follow a low spin to high spin
transition initially induced by femtosecond laser pulse. Figure 4.18 shows
different photo-responses in the 100 nm thick film due to various excitation
energies. Authors clearly observed a threshold phenomenon: for fluences
below 4 pJ the photo-switched molecules return to the LS ground state
through a single-step relaxation process occurring within 100ns. Above
an excitation threshold of 6 uJ a second increase of HS molecules fraction
is observed on nanosecond timescale.

4.5 Preliminary investigation of SCO thin films

Investigated sample was 200 nm thin film of [Fe(H B(tz)3)2] deposited
on the glass substrate provided by research group ‘Matériaux moléculaires
commutables” from Laboratoire de Chimie de Coordination de Toulouse.
We verified a thermal hysteresis loop the same way as we did for [F'e(N Hy—
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Figure 4.18 — Photo-response of the thin films of [Fe(HB(tz)3)2] on the ns-ms

time range: Time evolution of Angs at room temperature in the 100 nm thick film
following a femtosecond laser pulse with various excitation energies.
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trz)s](Br)s in ethanol. Figure 4.19(a) shows the optical transmission mea-
sured at A = 308 nm. We clearly observe transmission changes with temper-
ature. These results correlates with results presented above: slightly bigger
width of the hysteresis is due to the way we measure the temperature (see
section 4.2.3). These measurements show that above 80 °C our thin film is
in HS state and below 50 °C - in LS state. Transmission change for over 50 %
between LS and HS at 308 nm.

Ring shaped excitation experiments were performed on 200 nm thin film
of [Fe(HDB(tz)3)2] compound with 800 nm pump and 400 nm probe. Be-
cause we work with the solid sample thus we will excite a surface acoustic
waves (see Chapter 2). The very first try to generate SAW in direct abla-
tion failed because of low optical density of this sample at 800 nm. Figure
4.19(b) illustrates an image of shock wave propagation. In these experi-
ments however, we did not observe a laser irradiated region, not even a
shock front.

To increase the amount of energy deposited by a pump pulse we de-
posited on top of a thin film the gold rings as done by Veysset et al. [92].
Gold has a high absorption in Vis-range which allows for easier generation

N
~

Transmission, a.u.

40 50 60 70 80 90
Temperature, °C

Figure 4.19 — Results: a) Measured temperature hysteresis of 200nms
[Fe(HB(tz)s3)2] thin film sample recorded at 308 nms; b) image of SAW excited
at 800 nm with a fluence 1.8 mJ on [Fe(HB(tz)s3)2] 200 nm thin film at 18 ns
delay. A small absorption of 800 nm lies to a weak SAW wave. We hardly observe
a small damage even at a laser ring region, which usually is the most damaged.
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Figure 4.20 - [Fe(H B(tz)3)2] thin film intensity changes with temperature.

of the surface acoustic waves. I carried out these trials during my short
stay at Massachusetts Institute of Technology (Cambridge), where iden-
tical experimental setup I used at IMMM (Le Mans) was available. The
advantage of the MIT experiment resides in broad wavelength tunability
for time-resolved imaging. However, the first attempts were hindered by
the limits of chemical deposition process, also carried out at MIT. The films
turned out to be very sensitive to a lift-off process following the deposition
of gold rings.

Also, a 400 nm wavelength was used as a probe light for all of shock
experiments discussed in this section. [Fe(NHy — trz)s](Br)2 in ethanol
as well as [Fe(H B(tz)3)2] have weakly varying absorption between LS and
HS states at this wavelength. In UV range, more precisely at 300 nm, both
compounds reveal strong absorption band only in LS state. Subsequently,
we should switch to this wavelength to probe a phase change during shock
wave excitation and propagation. Switching the wavelength can be done
by using Optical Parametric Amplifier (OPA). It is a well-known non-linear
optical process occurring in second-order non-linear crystals and involving
energy transfer among beams at different frequencies. I used OPA TOPAS-
C @ Light Conversion output for imaging at different temperatures: at 20 °C
(LS) and 80°C (HS) for thin films sample. Results are presented in Fig-
ure 4.20. The strong contrast is a strong difference in the image intensity
for low spin state and high spin state. This intensity difference is a valu-
able parameter to investigate changes in real-time upon, and in-the-wake
of shock propagation.
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4.6 Conclusion

This chapter has addressed the appearance of self-amplified elastic steps
after photo-excitation of different spin-crossover compounds. The appear-
ance of the elastic step at a nanosecond (acoustic) timescale indicates a cou-
pling between the LS/HS switching and the elastic wave. That leads us to
the question: can an elastic wave alone drive this transition?

Here we demonstrate successful generation of shock waves in thin layer
of Fe(NHy — trz)s](Br)2 suspension in ethanol. The speed of the shock
wave and the pressure are determined by ethanol, because the concentra-
tion of Fe(NH, — trz)s](Br)2 nanoparticles in suspension was just 5 %.
Knowing the Hugoniot properties of the ethanol and the shock wave speed,
extracted from imaging, we can estimate the pressure: at highest pump flu-
ence which is 15 GPa. Unfortunately, at high temperature the sample is
unstable: the nanoparticles start to aggregate and subsequently the homo-
geneity of the sample is altered.

[Fe(HB(tz)3)2] thin films are more promising. They show so far the ex-
istence of an elastic step at a nanosecond timescale after photo-excitation.
The first shock wave experiments failed so far due to low absorption in the
Vis range. It can be improved by depositing on the top of the thin film sev-
eral gold rings. Future experiments are already in preparation. We plan to
perform shock wave experiments on [Fe(H B(tz)s3)2] thin films with gold
rings; this will allow us to increase the efficiency of the SAW generation.
Imaging in the UV range (particularly at 300 nm) will allow us to directly
detect changes in absorption between HS—LS. Following post-mortem dif-
fused reflectivity or spectral ellipsometry measurements of 'shocked’ re-
gions will indicate whether there was phase transition or not.

Another important point is the duration of the generated shock wave
(non-linear SAW). LS and HS states are separated by local energy barriers
and ultimately the time required to overcome the barriers is determined
by thermo-elastic processes: while pressure can reduce the barrier imme-
diately, the temperature changes need some time to change the probability
of molecules to reside either in LS or HS. So we need to introduce a new
parameter - the latency time between the elastic propagation and HS/LS
switching. This means that not only the amplitude of the shock but also
the duration may be a critical parameter. Thus, we plan to perform the
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shock wave experiment with different pump pulse durations (picosecond
and nanosecond).
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Chapter 5

Shock wave in correlated
materials

5.1 Insulator-to-metal transitions in correlated mate-
rials

By Correlated materials we call all systems for which the interactions be-
tween different degrees of freedom have to be considered in order to de-
scribe their properties. Among correlated materials, the large class of 3d
transition metal oxides (i.e. oxides containing elements between titanium
Z = 22 and copper Z = 29) is particularly attractive. In these materials,
the coexistence of various relevant degrees of freedom — spin, charge, or-
bital and lattice — leads to an extraordinary variety of phases in competition,
as illustrated in the representative example of manganites shown in Figure
5.1. It is noteworthy that some of these phases are metallic while others are
semiconducting or insulating. Application of external stimuli such as tem-
perature, pressure or electronic doping (modification of the average num-
ber of electron per transition metal) can easily induce insulator-to-metal
transition in such materials.

We will not discuss here all possible situations leading to insulator- to-
metal transitions (IMT). We will rather focus on the simple case of IMT’s in
Mott insulators. The Mott insulator state is ubiquitous in transition metal
oxide. One of the reason is that 3d electrons have a small radius of the wave
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Figure 5.1 — Illustration of the variety of phases in competition existing in a typ-
ical transition metal oxide, the Lay—_,Ca,MnOs3 family. By varying the average
number of 3d electron per Mn — from 3d* in LaMnOjs to 3d® in CaMnOs —and
temperature, several insulating or metallic phases with various charge or magnetic
order can be stabilized. Adapted from [117].

function compared to the crystal lattice parameter, which leads to two im-
portant consequences. First, there is only a moderate overlap of the 3d or-
bitals with the 2p orbitals of oxygen ligands, leading usually to a moderate
or small bandwidth W. Second the electrostatic (Coulomb) repulsion be-
tween unpaired 3d electrons confined in the small volume of the 3d wave
function is dramatically enhanced compared to uncorrelated materials —
such as silicon with its [Ne] 3s23p? electronic configuration — where va-
lence electrons lie in large s or p orbitals. This repulsive energy U between
electrons located on the same transition metal is neglected in the standard
band theory. This has led to dramatic failures of this theory in the case of
correlated materials.

In 1937, De Boer and Verwey pointed out that the transition metal ox-
ides with partially filled 3d and 4d orbitals behave as insulators, whereas
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Figure 5.2 — Basic concept of Mott insulator: a)lower and upper Hubbard bands
created from a partially filled band W due to Coulomb repulsion U; b) schematic
phase diagram of half-filled compounds: Mott insulator and metal phases are sep-
arated by first order transition line. Arrows indicate possible transitions due to
different external stimuli: pressure (red arrow) and temperature (blue and green

arrows). Transition along green arrow happens with the change of symmetry.
Adapted from [121].

the standard band theory would predict a metallic state [118]. These ob-
servations led N.F. Mott to propose that repulsive electrostatic interaction
between electrons might explain this discrepancy [119, 120]. This illumi-
nating idea allowed to define a new class of insulating materials beyond the
well understood class of band insulators, the Mott insulators.

As mentioned above, the Mott insulator state is ubiquitous in 3d transi-
tion metal oxides. However, it exists only if a specific condition is fulfilled:
the average number per 3d transition metal has to be an integer. This situa-
tion is encountered for example in V203 (V3+, electronic configuration 3d?,
hence two unpaired 3d electrons per vanadium), but not in Ti305 (aver-
age valence 7333, electronic configuration intermediate between 3d° and
3d" with two 3d electrons for three titanium: 0.66 3d electrons per titanium
on average). Let us consider for simplicity a compound with a single band
close to the Fermi energy, partially filled with one electron. In this so-called
half-filled situation (only one electron is in a band that can contain two elec-
trons), such a material should be metallic according to the conventional
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band theory because its Fermi levels lie exactly in the middle of the band
(Figure 5.2(a) ). However when the Coulomb repulsion energy U becomes
greater than the bandwidth IV, this band splits in two sub-bands: so-called
lower and upper Hubbard bands. An energy gap created between LHB and
UHB is roughly equal Eg = U — W. In a Mott insulator the valence elec-
trons are localized on the transition metals ions therefore the conductivity
is significantly low. This can be viewed as a competition between the kinetic
energy of the electrons and the Coulomb repulsion.

Numerous transition metal oxides exhibit this kind of Mott insulating
state, for example titanium oxides, vanadium oxides, or copper oxides [122—
124]. As expected from the above discussion, increasing the bandwidth (i.e.
decreasing the U/W ratio) can lead to a transition between the Mott insu-
lating state and a metallic state. The classical phase diagram: temperature —
U/W of Mott materials (Figure 5.2(b)) shows this almost vertical first order
transition line between insulating and metallic phases. This line ends with
a critical point at high temperature. Classical IMT occurs without symme-
try breaking. There are three main ways to initiate IMT in Mott insulating
systems:

e bandwidth control: thanks to application of an external pressure which
enhances the orbitals overlap and increases the bandwidth W (red ar-
row);

e temperature control: done in a narrow band of U/W ~ 1.15 around
transition line between high temperature insulator and low tempera-
ture metal (blue arrow);

e filling control: chemical doping will change a number of electrons per
transition metal and can induces a Mott insulator-to-metal transition.

There also exists a fourth way (green arrow) which in theory is possible
if material exhibits a long-range order at low temperature (insulating or-
dered phase, Figure 5.2(b)). In reality, this transition usually happens with
crystallographic symmetry breaking, thus this process involves some mech-
anism additional to competition between the kinetic energy of the electrons
W and the Coulomb repulsion U. An overview of Mott insulator com-
pounds can be find in the article of Janod et al. [121].

As mentioned above, a bandwidth-controlled insulator to metal transi-
tion is induced by application of pressure in canonical Mott insulators. This
transition is accompanied by compression of the unit cell volume. In the
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canonical Mott system V203, the volume decrease at the pressure-induced
IMT is around —1.4 %.

Conversely, the Ti305 system can also undergo a pressure-induced metal-
insulator transition (see next section), but with an opposite unit cell volume
change : the unit cell volume of the metallic A — 7305 phase is larger than
the one of the isostructural and semiconducting 3 — T30s. In this context,
this makes these two systems, V203 and T'i305, very promising case study
for shock wave application. This section concentrates on these two solid
materials. We will discuss the propagation of non-linear surface acous-
tic waves (SAW) that could possibly initiate volatile or non-volatile phase
transition. The variation of laser fluence will reveal a clear non-linear be-
haviour of the generated SAWs which is the signature of the shock wave.
Regions of the sample that undergo SAW influence will be called ‘shocked”
in all following discussions. Examination of these ‘shocked’ regions gives
us an indication if phase transition took place or not.
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5.2 Semiconductor to metal transition in 730

T'i305 compound is a correlated material undergoing of semiconductor
to metal transitions. Ohkoshi et al. [125] found a unique metallic phase of
titanium oxide, A — T'i305. Heating this phase to 367 °C causes a second
order phase transition to a @ — 74305 - high temperature metallic phase.
By applying a static pressure to a flake sample A — Ti305, part of the crys-
tals can be converted to 3 phase which is semiconductor with a bandgap of
0.14eV. By application of pressure we can convert up to 80 % of the sam-
ple (Figure 5.3(b)). X-ray diffraction measurements showed appearance
of B phase peak and decreasing of A peak intensity (Figure 5.3 (a)) with
pressure increasing.

Ohkoshi et al. [125] also demonstrated a photoinduced transition from
A — Ti305 to B — Ti305 (Figure 5.4(a)). When the flakes of A — T'i305
were irradiated six times with 532nm, 6 ns laser pulse with fluence 1.5 *
10~°(m.J/wm?) pulse at room temperature, the irradiated area changed from
black A — T'i305 to brown 3 — Ti305 (Figure 5.4(b)). Subsequent irradi-
ation with 410nm (8 * 1073mW/um?) caused irradiated spots return to
black. The X-ray diffraction measurements showed that brown area was
a -phase. Hence, the color change from black to brown indicates a transi-
tion from A —T'i305 to  —T'i30s5. Recovering initial black color after second
irradiation confirmed the reverse transition from 8 —T'i305 to A\—T'i30s5. Ir-
radiation with different nanosecond-pulsed laser at 533 or 1064 nm, caused
a similar phase transition.

Figure 5.4(b) describes all possible ways to induce a phase transition in
T'i30s5. Transition from a metastable A —Ti305 (red line) to a true stable 3 —
T'i305 (blue line) phase can be generated by nanosecond pulse (blue arrow
pointing downwards and a top inset). The reverse transition from 5—T"i305
to A — T'i305 can be excited in two waves: directly by nanosecond pulsed
laser irradiation (blue arrow pointing upwards and a middle inset) or by
continuous wave laser irradiation system firstly pass through oo — T'i305 to
give A — T'i305 (dotted blue arrow and bottom inset).
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Figure 5.3 — The pressure induced phase transition of Ti3Os in its flake form:
a) X-ray diffraction diagram of the flake before (gray) and after (black) applying
external pressure of 0.3 GPa; b) The increase of the fraction of § — T'i305 by the
external pressure [125].
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Figure 5.4 — a) A mixed flake sample of X\ and ( phases (\/3 = 2/1) irradiated
with 532 nm pulsed laser light at various laser-power densities [125]; b) Mech-
anism of the photo-induced phase transition in Ti3Os. Red, pink and blue lines
indicate different phases of T'i3Os: A\, o and [3 respectively. Reversible A — T'i305
to 8 — T'i3Os transition can be achieved by excitation with ns laser pulse. Transi-
tion 8 — T'i30s—a — Ti305 can be induced by cw laser and then it's thermally
stabilizes into A — T'i305 phase.
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5.2.1 Sample characterization

For studies, we took a 3 — T'i305 pellet made with a nanocrystals of
~ 1ym size and prepared from A — Ti305 flake by applying pressure of
2.7 GPa. Inresults, our sample consisted of 70 % of f— phase and 30 % of A—
phase. This sample was provided by Ohkoshi and Tokoro research group
from the University of Tokyo. White light microscopy images (Figure 5.5(a-
b)) illustrate the color difference of our samples: majority 5 — T'i305 and
pureX — T'i305 phases. The majority  — T'i305 phase pellet is darker than
the pellet of A—T"i305 phase. Histograms shows that RGB components have
an equal contribution to color of a final image. By comparing histograms
(Figure 5.5(c)) of f— and A— phase, it indicates darkening in case of 3 —
Ti305. We clearly see that the intensity distribution for 5— phase is sharper
and asymmetric compare to the A— phase. We observe a shift of the median
to lower pixel values in case of 5 —T"i305. We used these RGB color changes
and looked at histogram treatment for the sample post-mortem analysis in
order to reveal a phase of the ‘shocked’ regions.

250 p

L—

Intensity Intensity Intensity

Red Green Blue A -majority

Intensity Intensity Intensity

B -majority

Figure 5.5 — Sample characterization: a) surface of the mixture of 70 % B —T'i305
and 30 % X — Ti30s flake sample; b) color difference between two states: pure
X — T'i305 and majority B — T'i30s; c¢) histograms of RGB components for both
B— and \— phases.
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5.2.2 SAW observation on powdered samples

A shock wave experiment in reflection described in Chapter 3 was per-
formed on 3 — T'i305 pellet. Because our sample is solid the waves we ob-
served are surface acoustic waves (SAWs). SAWs were excited with 300 ps,
800 nm laser pulse and images of their propagation were observed at 150 fs,
400 nm laser pulse; both coming from the Solstice @ Spectra Physics laser sys-
tem. We recorded several shots at various time delay and pump energies.
The laser ring diameter was set to 200 pm.

A sequence of images of surface acoustic waves excited with power of
2mJ registered at different time delays is shown in Figure 5.6(a). Ring ra-
dius was ~ 105 pm and laser ring width ~ 10 ym. SAWs appear as a broad
dark region that makes it more challenging to determine the SAWs propa-
gation compared to all previous shock observations (see Chapters 3-4). It
can be explained by high inhomogeneity of the sample: nanoparticles size
is of the same order as the laser wavelength (hundreds of nm). As we can
see, at 58 ns the inner SAW is still not focalized at the centre of the laser ring
that allows to determinate an average speed of ~ 1.75km/s. Figure 5.6(b)
shows the SAW position at the same delay (33 ns) but at different excitation
powers.

Figure 5.6 — SAW propagation on T'i3Os sample surface: a) at different time delays
with pump power of 2mJ; b) Images taken with 33 ns after laser excitation at
different pump powers.
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Figure 5.7 — White light microscopy image of T'i3Os after SAW propagation. We
can notice some color change on 'shocked’ regions, which are darker than the non-
'shocked” sample regions.

White light microscopy performed on the sample indicates slight color
change between non-perturbed region and the ‘shocked’ regions. Histogram
analysis of the RBG components of post-mortem image (Figure 5.7) shows
the results clearly different from Figure 5.5(c). Here we can see that non-
perturbed (mixture of — and A— phases in proportion 3 : 1) sample has
distribution shape similar to the 3— phase but shifted towards higher pixel
intensity. The "shocked’ region, in contrary, is more similar to the 3— phase
case. It seems that the ‘shocked’ region is more 3 — T'i305 than the initial
mixture. This can happen only if we convert 30 % of A — Ti305 initially
present in sample to 3 — T'i305 due to SAW propagation.

Figure 5.4(b) illustrates the switching pathway from X to 5 - phase that
can be obtained only by pressure: heating of A-phase leads to high-temperature
a-phase and then, by relaxation, back to initial phase. Compression of 3-
phase due to SAW propagation will not give us A - phase: compound will
stay in its initial S-phase. Therefore, the only possible explanation of the
observed color change is the transition of 30 % of A — T"i3Os initially present
in sample to 8 — T'i30s.

Because the observation of the surface acoustic waves wave is failed due
to a surface morphology of the sample, we decided to switch to similar
compound - canonical Mott insulator, V20s.
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5.3 Insulator-to-metal transition in (V;_,C7r,)205

Discovered in 1946 by Marc Foéx [126], V203 compound has attracted
a lot of interest and become a textbook example of Mott-Hubbard physics.
Over the years many theoretical and experimental efforts have been devoted
to understand in detail the behaviour of this compound.

Phase diagram. Vanadium sesquioxide has a sharp first-order insulator-
to-metal transition. Three regions can be determined in pressure - tem-
perature - composition phase diagram for V>O3 system: paramagnetic metal
(PM), paramagnetic insulator (PI) and antiferromagnetic insulator (AFI) (Fig-
ure 5.8). Pressure origin that induced phase transition in V503 can be ex-
ternal (hydrostatic) and internal (chemical). In a simplified view, chemical
pressure can be introduced with substitution of vanadium by some other
isovalent elements like chromium.

The pure compound V203 is a metal with corundum structure. Tran-
sition from PM to AFI phase can be observed at around 7' = 160 K with
a seven orders of magnitude resistivity jump. This transition is accom-
panied by a crystal symmetry change contrary to a classical IMT transi-

Pressure, GPa

0 1 2 3 P(Gpa)

Temperature, K

Antiferromagnetic
insulator (AFI)

0 1
0,05 0,025 0
xin(V;,Cr.),03

Figure 5.8 — Pressure-temperature-composition phase diagram of VoOs compound.
Adapted from [127].
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tion. For Cr-doped V203 compound a new insulating phase appears with
the same corundum structure but with slightly different lattice parameters.
This transition (PM-PI) is a true Mott transition since there is no symme-
try breaking. The resistivity of the insulating phase drops by almost two
orders of magnitude compare to the metallic phase. The transition can also
be crossed using hydrostatic pressure starting from PI phase. The transition
PI-AFI can be observed with a temperature decrease at around 7' = 180 K.
The transition from PM to AFI displays a much stronger change of resistiv-
ity: ajumps 6 orders of magnitude. The first order transition line presents a
large temperature hysteresis ending at a second order critical point. Above
the critical endpoint at 450 K, there is no longer a transition, but a continu-
ous crossover between the Mott and the correlated metal phases.

Crystal structure. The AFI phase is
monoclinic and we will not concentrate on
it. In the PI and PM phase the material has
a corrundum structure with a rhombohe-
dral unit cell (Figure 5.9). The most strik-
ing structural parameter signing the Mott
transition is the vertical V; — V5 - distance
along the c-direction between two adjacent
vanadium atoms (Figure 5.9).

Table 5.1 shows the lattice parameters
and V; — V distances for different Cr con-
centrations in (V1_;Cr;)203. Despite the
drop of the c parameter from PM phase
V203 to the PI phase (V1_,C7;)203, an in-
ture showing the hexagonal unit crease of the V; — V5 distance appears. This
cell (black line) and the primitive overcompensation effect is due to the posi-
rhombohedral cell (blue lines), tion shift of the vanadium inside the crystal

Figure 5.9 — V2,03 crystal struc-

with four vanadium atoms (blue lattice.
circles) in the centre. Adapted Raman spectra. Figure 5.10 shows
from [128] Raman spectra for the insulating phase

((Vb.985Cr0.015)203) and the metallic phase
(V203) [130]. These measurements were
performed on 30 pm single crystals.

Seven Raman-active modes are expected: two Aj, modes and five E,
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Table 5.1 — Unit cell parameters and Vi — Va distances for Cr-doped V203 [129].

H Sample ‘ Phase ‘ a(A) ‘ b (A) ‘ c(A) ‘ dv, —v, H

V203 PM 4.95 495 | 14.00 | 2.697
(V0.089C'70.01)203 PI 4.99 499 | 1393 | 2.747
(Vo.972C'7r0.028)203 P1 4.99 499 | 1391 | 2.747
(V0.944C'r0.056)203 PI 5.01 501 | 13.89 | 2.747

modes. Two A;, modes and three £/; modes have been identified. The Ra-
man signatures of undoped metallic and Cr-doped Mott insulator V503 are
rather similar which is expected since they are isostructural. Cr doping is
accompanied by an increase of the frequencies w by several cm ™! (see Fig-
ure 5.10). The biggest shift is for A;, modes at 246 nm and 501 nm. We can
also see that the intensity of the £/, mode at 234 nm, dramatically decreases
in Cr-doped V20s.

1.2

pure V203
Cr-doped V203

Intensity, arb. units

200 300 400 500 600 700

w, cm™

Figure 5.10 — Raman scattering spectrum of pure VoOs (metallic phase) and
(Vb.085Cr0.015)203 (insulating phase). Adapted from [130].
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Optical properties. Reflectance measurement on differently doped
(Vi—zCr;)20s3 single crystals in their various phases were performed by Lo
Vecchio et al. [127]. Pure 1,203 is in its metallic phase at 7' = 300 K and
shows significantly higher reflectance in mid-infrared region compared to
Cr-doped samples, which are in the insulating phase at room temperature.
The reflectance change of 25 % can be an indication of insulator-to-metal
transition.

Because we are looking at our sample with optical methods in Vis re-
gion, we should look at its optical properties in these wavelength range.
Our pump wavelength (800 nm) and Raman probe measurements (785 nm)
have the same penetration depth (~ 60nm). There is a slight difference
(about 10 nm) in penetration depth for these wavelengths for insulating and
metallic phases, but we can most probably neglect it.

One way of controlling IMT in Cr-doped V»0O3 is to apply a static pres-
sure. When the crystal volume is compressed, two vanadium atoms get
closer to each other and the gap between two Hubbard bands becomes
smaller, thus the material becomes more metallic. This process is always
reversible: with releasing the pressure the system goes back to its initial
insulating phase. This material has been chosen for the study of non-linear
SAWs that will be discussed in the next section.

5.3.1 Non-linear surface acoustic wave observation

Samples. We performed experiments on samples of (Vj.95C70.05)203
thin films of 100 nm, 150 nm and 250 nm thickness deposited on a sapphire
substrate. These films consist of nanocrystals with average size of 30 nm and
were provided by research group ‘Physics of materials and nanostructures’
at Jean Rouxel Institute of Materials in Nantes.

For characterization of the initial state of our samples we check the Ra-
man spectrum on each of them (Figure 5.11). Raman spectrum of the non-
perturbed surface of the deposited thin films indicate two main peaks: an
intense Aj, at 250 cm ™! which corresponds mostly to a stretching mode of
the Vi — V5 atom and a weaker peak A, at 516 cm~ . We observed a shift
of Ay, at 250 cm~! between pure metal (V203 without chromium). A small
peak at 413 cm ™! which is clearly observed for a very thin sample of 100 nm
corresponds to the peak from the sapphire substrate. A, peaks position
remains the same for all samples regardless the thickness which confirms
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Figure 5.11 — Raman spectra of: a) different thickness of (Vp.95Cr0.05)203 thin
films deposited on a sapphire substrate. Insert graph illustrates the Raman shift for
selected A1, peak; b) sapphire substrate [131].

that all samples are in the insulating phase. We will look at the shift of the
Raman peak A;, as an indication of creation of the metallic phase.
Experiment. Generation of SAWs and observation of its propagation
were done in reflection configuration of single shot experiment, previously
described in Chapter 3. We used a Solstice @ Spectra Physics laser system:
300 ps, 800nm laser pulse was used for the excitation and 150fs, 400 nm
laser pulse was used for SAW observation. Black-and-white CCD camera
was used to record images at the same time delay of 15 ns but for different
pump fluences. Diameter of the excitation ring was 200 pm width 10 pm.
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0.5 m ] Excitationring 0.5 m] Area damaged
by laser ring

15 ns 100 um PM 100 um

Figure 5.12 — Representative image showing shock wave propagation on
(Vo.95C70.05)203 thin film sample (left). This image was recorded at the laser
energy of 0.5 mJ and at time delay of 15 ns. Post-mortem image of ‘shocked’ region
is displayed on the right.
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Figure 5.13 — SAW speed of the diverging wave as a function of the pump fluence
for different sample thickness. The speed of the generated SAW does not depend on
the thickness of the sample because it is determined by the substrate.
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Figure 5.12 illustrates an image of the (V(.95C70.05)203 sample surface.
We clearly observe diverging and converging SAWs on the image recorded
at the 15ns delay. Each shot causes permanent damage to the sample sur-
face delaminated by the ring-focus. Post-mortem image shows the area that
was modified due to SAW propagation. At a low pump energy, like 0.5mJ,
the only damage is observed at the laser ring region. We will look closer at
this region for post-mortem surface analysis.

We can estimate the SAW speed by knowing the time delay and the
propagation distance. As we can see, even for low pump fluence at 15ns,
inner SAW is almost focalized at the centre of the ring. At high fluence it
was difficult to determine the speed of the converging wave. The one we
clearly observe is the divergent wave. We can estimate its speed which is
surely lower than the one of the converging wave. Figure 5.13 shows SAW
speed dependence on pump fluence. In such configuration the wave that
we observe is the wave that propagates at the interface between V503 thin
film and sapphire substrate, the so-called Stoneley wave (see Chapter 2).
Because V503 is extremely thin compared to the SAW wavelength in the
order of 10 um, the characteristic speed and pressure of this surface wave
are determined by the sapphire substrate. The speed of the surface acous-
tic waves on sapphire is 5.97km/s [132]. Our calculation of the diverging
SAW speed shows a non-linear dependence on pump fluence that indicates
a non-linear behaviour of the waves. Once again, the wave we observe is
non-linear surface acoustic wave that propagates at the interface between
the film and the substrate.

5.3.2 Post-mortem analysis

Figure 5.14 shows a 3D tomographic reconstructed image of the sur-
face height of the ‘shocked’ region for the 250 nm (V(.95C70.05)203 film on
sapphire. The image indicates the laser ablated region at the laser ring
(blue zone) and modification of surface morphology due to the propagat-
ing SAW. Depending on the pump fluence used for SAW generation, the
surface morphology changes dramatically. For example, the Figure 5.14
(a), that correspond to a weak pump energy, shows a tiny modification of
surface color at laser ring. At high pump fluence, all internal region of the
laser ring is modified as it is shown in Figure 5.14(b). Region near, the ex-
citation ring also shows a height changes that can happen due to ablation
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Figure 5.14 — Optical tomographic images of shocked sample of 250nm Cr-doped
VO3 thin film for excitation fluences of a) 0.9 mJ and b) 3mJ. Color indicates
the height of the surface.
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Figure 5.15 — Measured profilometry of the 250 nm thin film of Cr-doped V503,
shocked at different pump energies.

92



5.3. INSULATOR-TO-METAL TRANSITION IN (V;_,Cr;)203

process, but more importantly we will examine only the region near the
centre of the ring at the acoustic focus.

We have performed profilometry measurements of the ‘shocked’ re-
gions as well. We have looked at the topography of the sample surface along
the diameter of the laser ring. Results presented in Figure 5.15 indicate a
dramatic change on the inner part of the laser ring at high pump fluence.
We observed creation of periodic peaks on the surface that are radially con-
centrated. Athigh fluence we also observe formation of a crater at the centre
of the laser ring due to high pressure at the acoustic focus. Conversely, low
pump fluence does not change the surface morphology and sample surface
remains unperturbed. Profilometry measurements confirms that ablation
process used for SAW excitation completely removes the thin film from the
substrate.

As it was mentioned above, we examine the Raman spectrum in order
to track a shift for the peak A;, at 250 cm™" in the insulating phase. We
scanned the ‘shocked’ region using a Raman Microscope. Laser wavelength
for Raman Microscope was 785 nm with spatial resolution of 1 pm.

Figure 5.16 shows an optical image of the ‘shocked” region that was
taken at 3 mJ pump pulse. The color circles indicate the positions at which
the corresponding Raman spectra were recorded at the vicinity of the Ay,
peak at each spatial position. Pristine (unperturbed) spectrum was taken
on the outside position and it correlates with initial Raman spectrum, shown
above. We clearly observe a shift of about 18 cm ™! for all internal positions.
This leads us to the conclusion, that the inner region is transformed from
the initial insulating phase to the metallic phase. This change is obviously
permanent (non-volatile). At low fluence of 0.9 mJ (Figure 5.17) we ob-
serve Aj, peak shift just in the centre of the laser ring. Profilometry shows
no damage or material removing at the centre of the ring. Therefore, fo-
calization of weak SAW (that leads to amplification) is enough to initiate
permanent switching from insulator to metal.

If we analyse the Raman measurements done on a sample of 150 nm
of (Vo.95C70.05)203 thin film on sapphire (Fig.5.18), we observe almost the
same behaviour. The difference here is that the transited region is clearly
seen on the optical image: it is located close to the ring centre and is sepa-
rated from laser irradiated region by non-transformed region. If we com-
pare the Raman peak A, for the pristine position (Figure 5.18, blue) and
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Figure 5.16 — Post-mortem optical image of the shocked” sample region of 250 nm
Cr-doped VO3 thin film obtained at 3 mJ pump energy is presented on the left
image. Right graph indicates a position of A1, Raman peak for different positions
at the sample surface, marked with different color circles.

the same from inner non-transformed region (Fig. 5.18, green), there is no
shift. Instead, on the central part for which on the optical image has a differ-
ent color, we clearly observe a shift for this peak of about 18 cm™! (Figure
5.18, red). This leads us to a conclusion that only the central part has trans-
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Figure 5.17 — Post-mortem optical image of the ‘shocked’ region of 250 nm thin
film obtained with 0.9 mJ pump energy (left). Right graph indicates a position of
A1y Raman peak for different positions at the sample surface, marked with different
color circles.
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Figure 5.18 — Post-mortem optical image of a ‘shocked” regions of 150 nm thin film
of (Vo.05C10.05)203 obtained at 3mJ pump energy (left). Right graph indicates
a position of A1y Raman peak for different positions at the sample surface, marked
with different color circles.

formed from insulator to metal phase. As we can see, the A;, peak shift for
the 18 cm™! in cases of 250 nm and 150 nm sample thickness (SAWs were
generated with the same fluence). This means that thickness of the sample
does not influence on the phase transition.

One can notice not only change in the Raman peak position but also
change in its form. This spectrum change can be explained as following. In
the 150 — 280e¢m ! range, V203 and (V;_,Cr;)203 have two Raman modes
(Figure 5.19): one E, mode around 210 — 220cm ™! (red dashed line) and
the A1, mode around 250 cm™! (blue dashed line). The intensity of the
E, mode is very low in the insulating phase, but strongly increases in the
metallic one. This E; mode can be seen in insulating phase only in polar-
ized Raman measurements (Figure 5.19, bottom spectrum). In the case of
unpolarized Raman spectrum (or Raman measured on a polycrystal film
like in our case), the mode is much broader in the metallic state, because it
is actually the sum of two peaks of similar intensities. That’s why we see
not only shifting of the peak position but also broadening of the A, peak.
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Figure 5.19 — Raman scattering spectrum of pure VoOs (metallic phase) and
(Vb.085Cr0.015)203 (insulating phase) [130].

5.3.3 Discussion

Our experiments have shown a creation of a metallic phase due to the
propagation of non-linear surface acoustic waves. From static pressure mea-
surements, we know from literature that Cr-doped vanadium oxide under-
goes an isostructural insulator to metal transition at around 1.5 GPa - 2 GPa
for sample with 5% of chromium (see phase diagram Figure 5.20). How-
ever, the transition is volatile and returns to its initial state when the static
pressure is released. In our experiments, under non-linear SAW influence,
the transition becomes permanent. This surprising result leads to a new im-
portant question: what is the mechanism driving non-volatile transition?

It is known that under high strain, either extensive or compressive, duc-
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Figure 5.20 — Phase diagram of V203 compound. White line indicates transition
from PI to PM by passing through crossover region above critical point while blue
line indicates direct isostructural IM transition.

tile materials enter into plastic domain. Unlike the elastic domain where
the macroscopic deformation under strain is cancelled as soon as the strain
stops, in plastic domain, the mechanical changes are not reversible. In this
plastic regime, atomic planes can slide and create dislocations. The elas-
tic modulus or the frequency of the Raman mode, which characterizes the
stiffness of the chemical bonds, are kept unchanged by a plastic deforma-
tion.

To explain our shock-wave-driven irreversible transition, an additional
ingredient is required. A possible picture is that the convergence of sur-
face acoustic waves generates a pressure high enough for Cr-doped 1203
to pass from insulator to metallic state but also to bypass Hugoniot elas-
tic limit (HEL). In this plastic regime, one might argue that a high density
of dislocations is created, which could act as traps preventing the metallic
compressed domain to relax to their Mott insulator thermodynamic equi-
librium state. In other words, the key ingredient to explain this shock-wave-
driven irreversible IMT could be a compression effect allowing to cross the
first order Mott line; and a plastic deformation creating dislocation prevent-
ing the compressed domain to relax and hence maintaining the metallic
state. Temperature rise that appears due to non-linear SAW propagation
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will also affect the processes involved in the insulator-to-metal transition
observed in this section. If the temperature change is small, we observe a
direct transition from paramagnetic insulator to paramagnetic metal (1st
order transition without symmetry change, indicated in Figure 5.20, blue
line). But if temperature change is high enough to pass the critical point at
450 K, the final metallic state can be obtained by passing through crossover
region (Figure 5.20, white line). But even in this case, the temperature will
play insignificant role in the transition process, because by simple heating
of an insulating phase we can not obtain the metallic phase.

5.4 Conclusion

In this chapter we demonstrate the possibility to initiate IMT with con-
verging non-linear surface acoustic waves propagating on the surface of
two correlated compounds: the strongly correlated compound 7305 and
the canonical Mott insulator (V;_,Cr,)20s3.

Laser induced converging SAW were generated at the sample surface of
both compounds. In case of Ti305, the sample was a pressed pellet without
any substrate. Thus, the surface acoustic waves were generated and guided
by the material itself. Due to high dispersivity of the sample, it was hard to
observe a SAW front. White light microscopy and image treatment indicate
the formation of a pure semiconductor phase. The further investigation
should be done on samples with different morphologies, for example, thin
film.

In case of Cr-doped V203 thin films, the SAW is generated and prop-
agates at the interface between the thin film and the substrate. Its prop-
erties is determined by the substrate because of the small thickness of the
film. Time-resolved imaging at different pump fluences indicates a non-
linear character of the SAW that makes it a shock-like wave. Post-mortem
analysis of the ‘shocked’ regions show destruction of the sample surface at
high fluences. It also indicates a permanent Mott insulator-to-metal transi-
tion. A possible explanation of the permanent character of the transforma-
tion might involve plastic deformation and stabilization of compressed do-
mains by dislocation. However, further investigation, like X-ray diffraction
of ‘shocked’ regions are obviously necessary to clarify the physical mech-
anism behind this transition. X-ray diffraction measurements give us the
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information of the unit cell parameters that are unique for each phase in
both cases: T'i305 and Cr-doped V203. Also, in case of the vanadium ox-
ide, one can imagine the resistivity or conductive AFM measurements to
find out the conductivity difference between undisturbed and ‘shocked’ re-
gions. The main difficulty for this kind of experiments is the small size of
the transformed region that requires micro-metric resolution.
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General conclusion

The present thesis is focused on the study of phase transitions induced
by converging shock waves in two types of materials: Mott insulators and
spin-crossover. An all-optical setup for generation and observation of con-
verging shock waves was built. The used technique of shaping a laser beam
in a ring pattern allows us to directly generate converging shock waves and
spatially separate laser-influenced and shock-influenced regions. This per-
mits to study changes induced only by shock wave propagation.

Mott insulators are a family of materials that undergo a transition with
significant volume change without symmetry change. In this thesis, we
observed a successful permanent insulator-metal transition in two com-
pounds: 7305 and V203 induced by converging non-linear surface acous-
tic wave. In the case of the first one, we observed a transition from metal to a
semiconductor at the inner part of the laser ring. This change was detected
by simple RGB image analysis. The observation of non-linear SAW was less
successful because of the high inhomogeneity of the sample. In contrast,
the surface of Cr-doped V203 thin films has a good optical quality, so we
clearly observe the SAW propagation. Images of propagation reveal a non-
linear character of the generated SAW. The samples reside initially in the
insulating phase and postmortem investigation of ‘shocked’ regions shows
a dramatic change of the sample’s surface after propagation of the shock
wave at high pump fluences, including the formation of a crater at the cen-
tre of the laser ring. Raman measurements at the inner region of the laser
ring, both at high and low fluences, indicate the formation of a permanent
metallic phase. We demonstrate a non-volatile nature of such transition
and provided a tentative explanation of the stabilizing mechanism. Future
X-Ray diffraction measurements will provide insights into the structure of
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the “shocked” regions, whether they bear signatures of long-range metallic
order.

We successfully generated shock waves in a thin layer of Fe(NHy —
trz)s](Br)2 spin-crossover suspension. The experimentally determined max-
imal shock had an amplitude of 15 GPa, and a speed of 3km/s. Unfortu-
nately, we did not observe any indication of phase transitions due to existing
experimental conditions. Performed experiments indicate the importance
of imaging by transition sensitive wavelength (here 300 nm). Another non-
trivial aspect was the stability of the sample during the experiment. In the
case of Fe(NHy — trz)s|(Br)s suspension, the sample behaviour at high
temperature precluded further investigations due to permanently altered
sample morphology. However, a sibling compound, [Fe(H B(tz)s3)2], that
was successfully deposited in the form of the thin film is more stable and
promising for future investigations. Preliminary investigations indicate a
huge potential of this compound, but the experimental conditions need
modifications due to low absorption. Absorption can be dramatically in-
creased by lithographic deposition of a gold ring on the [Fe(HB(tz)3)s]
film. The new attempts are ongoing. Another important parameter is the
duration of the shock pulse: as the spin states are separated by local energy
barriers a certain time is required to overcome these barriers. Thus, the du-
ration of dynamic pressure should be in the time range of such a process.

This work did not address all questions about the driving mechanisms
and the nature of studied transitions, but it paved the way for further inves-
tigations of different compounds that exhibit phase transition with signif-
icant volume change. Laser-induced shock waves are very promising new
stimuli for driving such transitions on ultrafast timescales at the nanomet-
ric level. In this work specifically, we shed light on how irreversible IMT
are generated by structural, rather than electronic excitation. In the case of
spin-crossover systems, despite a limited amount of experimental data, we
explored a range of control parameters, sample morphologies and imaging
conditions that will facilitate the ongoing and future studies.
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Dynamic fracture of borosilicate glass through focusing of high-amplitude nanosecond surface acoustic waves
(SAWs) at the micron scale is investigated in an all-optical experiment. SAWs are generated by a picosecond
laser excitation pulse focused into a ring-shaped spot on the sample surface. Interferometric images capture
the SAW as it converges towards the center, focuses, and subsequently diverges. Above a laser energy threshold,
damage at the acoustic focal point is observed. Numerical calculations help us determine the time evolution of the
stress distribution. We find that the glass withstands a local tensile stress of at least 6 GPa without fracture.
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The dynamic fracture of glassy materials is of great importance for a
wide range of technologic applications, from cracked mobile device
screens or car windshields hit by rocks on the road to the International
Space Station's windows subjected to space debris impacts [1]. Glasses,
despite being intrinsically among the strongest man-made materials,
are vulnerable through their defects, which can reduce the static tensile
strength by orders of magnitude [2]. While the theoretical tensile
strength limit of silica glass is about 20 GPa [3], experimentally-
measured static tensile strength can be as low as 0.1-0.2 GPa in bulk
specimens [4]; in nanoscale specimens that sample few or no flaws
much higher tensile strengths exceeding 10 GPa can be measured [5].
When dealing with high strain rate situations (e.g. an impact of a micro-
meteorite on a spacecraft), static material properties offer only limited
insight into materials resistance to crack initiation and propagation
[6]. Dynamic fracture of silicate glasses on the microsecond time scale
has been extensively studied in shock spallation experiments under
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plate [7-10] or laser-induced shock [11]. These measurements, in
which spallation is caused by tensile stresses in release waves, reveal a
much higher tensile strength under dynamic loading, typically in the
few GPa range. For example, the reported spall strength of soda lime
glass ranges from 2.2 to over 5 GPa [7,9,11]. The interpretation of tensile
strength measurements in plate impact experiments is complicated by
the fact that the material is initially subjected to compression; above
~4 GPa many studies report an apparent structural degradation under
compression (“failure waves”) [8-10,12-14], which reduces the subse-
quently measured tensile strength on release. It is evident that the dy-
namic strength of glass is not a material constant; rather, it depends
on the duration of the tensile stress and on the entire loading history.
Whereas laser shock experiments on metals such as aluminum and cop-
per [15] indicate that under very short (sub-nanosecond) shock pulses,
the spall strength approaches the theoretical limit for those materials, it
remains an open and practically relevant question whether the theoret-
ical limit can be approached for silicate glasses.

In this work, we describe a methodology for studying glass failure on
the nanosecond time scale using focusing laser-generated surface
acoustic waves (SAWs). High amplitude SAWs have already been
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proven capable of causing fracture in brittle materials [16,17]. In those
prior works [16,17] fracture was caused by the formation of “surface
shock waves” accompanied by a sharp increase of the stress at the sur-
face; the measurements could only provide a lower bound estimate of
the peak stress value. In a recent study [18], we proposed an alternative
approach, based on focusing SAWSs. The short SAW propagation distance
(100 pm) prevents shock front formation, and the high stress that oc-
curs where the SAWs are focused is essentially achieved in the linear
elastic regime. These measurements are very different from traditional
shock spallation studies in that the tensile phase of the SAW pulse
lasts only a few nanoseconds and is not preceded by a significant pre-
compression. In experiments on gold-coated glass, we observed failure
of the gold coating and, at higher laser energies, of the glass substrate.
However, the early failure of the gold layer prevented measurements
of the SAW pulse profile at high amplitudes and complicated the inter-
pretation of the observations of the glass damage. In the current work,
we report experiments in a modified arrangement, wherein a gold coat-
ing is still used to generate SAWs but their focusing occurs on a bare
glass substrate. Above a certain SAW amplitude threshold, glass failure
at the focal point and the formation of a crater due to the ejection of
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Fig. 1. (a) Experimental setup. The excitation beam is shaped as a ring with an axicon/lens
combination. Interferometric imaging is achieved using a Michelson interferometer.
(b) Schematic of the sample configuration. The excitation pulse is focused on the gold
ring, generating focusing and diverging surface acoustic waves. (c) Interferometric
image showing surface displacement caused by focusing and diverging SAWs. This
image was taken for a laser energy of 0.25 mJ] with a delay of 21.3 ns between the
excitation and the probe pulses. Thedashed ring indicates the laser excitation area.
Circular fringes appearing at the bottom of the image comes from a defect on one of the
imaging optics. See supplementary material for images taken before laser excitation and
post mortem.

the fractured material are observed. Numerical calculations matching
experimentally measured displacement profiles in the focused SAW
allow us to characterize the dynamics of the stress distribution in the
sample.

The experimental setup, shown schematically in Fig. 1, follows the
design developed by Veysset et al. [18]. A laser excitation pulse, derived
from a Ti:sapphire amplifier, with a 300-ps duration, 800-nm wave-
length and adjustable energy (from 0.15 m] to 1.50 m]), was focused
onto the surface of a 300 pm-thick borosilicate glass substrate (D263
Schott) to ablate a 160 nm-thick metallic ring. The metallic ring, hence-
forth referred to as the gold ring, consisted of 10-nm chromium, in con-
tact with the glass, and 150-nm gold. The gold ring had an inner
diameter of 160 pm and an outer diameter of 240 pm (see supplemen-
tary material for sample fabrication). The laser focus was shaped as a
200 pm-diameter, 5 pm-wide ring using a 0.5° conical prism (axicon)
and a 3 cm focal-length lens, as described by Pezeril et al. [19] and
Veysset et al. [20,21] Multiple rings were fabricated on the same sub-
strate and the sample was translated to move the laser focus to a new
ring for each laser shot, with the laser focus and ring overlapping as in
Fig. 1b each time. Imaging of the sample surface was achieved using a
variably-delayed, 150-fs duration probe pulse reflected from the surface
of the sample. The probe pulse, derived from the same amplifier system,
was frequency-doubled to 400-nm wavelength. Interference fringes of
equal thickness obtained using a Michelson interferometer configura-
tion were recorded by a CCD camera.

For each laser shot, stress waves were produced following
ablation—therefore destruction—of the metallic film and a single
image was recorded with a set time delay between the excitation and
the probe pulses. Because of the ring shape of the excitation, focusing
and diverging surface waves were generated and propagated on the
surface of the bare glass (see Fig. 1b and c). Bulk waves were also gen-
erated but were not imaged in the present configuration. As the surface
was displaced under SAW propagation, the phase of the reflected pulse
shifted (the phase shift is denoted as Ap) causing fringes to shift on the
CCD image (see Fig. 1c). By measuring the fringe shift, we could deter-
mine the corresponding out of plane surface displacement u,(r) through
the relationship u, = AA@/4m, where A = 400 nm is the probe pulse
wavelength. After each shot, the sample was positioned to a new ring
and different time delay and laser energy could be set.

We recorded images such as that shown in Fig. 1c¢ for multiple time
delays and laser energies and extracted the surface displacements along
aring diameter. More details regarding the image analysis can be found
in Veysset et al. [18]. Fig. 2a presents surface displacement profiles
showing the propagation of the focusing SAW for 7 delays at a laser en-
ergy of 0.25 mJ, corresponding to a laser fluence of 4.5 J/cm?. The SAW
focused around 30 ns after being generated and subsequently diverged.
Fig. 2b shows the surface displacements obtained for a laser energy of
0.75 mJ. Around this laser energy, the image quality was degraded at
longer times and the surface displacements closer to the focus or right
after the focus could not be accurately extracted. Fig. 2c shows the
peak-to-peak amplitude of the SAW taken at a delay of 12.7 ns for vary-
ing laser energies and shows that the SAW amplitude started to saturate
at laser energies above 1 mJ.

In our previous work, with the same experimental design but with
the sample surface uniformly coated with a gold film, the large ampli-
tude of the SAW at the focal point caused delamination and damage of
the film at low laser energy (~0.1 m]) and glass substrate fracture at
high laser energy (~2 mJ) [18]. The film damage obscured the imaging
of the SAW at higher laser energies making it impossible to evaluate
the absolute surface displacements leading to glass fracture. Here,
with no metal film inside the ring, we observe surface displacements
even at high laser energies and, after sample examination under laser-
scanning confocal microscope and atomic force microscope, can confirm
visible glass fracture at laser energies above 0.75 mJ. The substrate visi-
bly fractured at the center in about 10% of the cases for a laser energy of
1.00 mJ and in 100% of the cases for a laser energy of 1.50 m] (see Fig. 2c,



D. Veysset et al. / Scripta Materialia 158 (2019) 42-45

(a) (b) 1500
3000 —Exp. ===-Simul. 1250
1000
E 750
£ 500
S' 250
0 -
-250
-500
80 -60 -40 20 O 20 40 60 80
Distance from center (um)
€ 600
¢ 7 100
E 400 | I/} —’{ 8=
£ Tt € g
\ - £ 200 - !/ 140 _3
500 L L I I L L L I I q? /i/ - 20 %
80 60 -40 20 0 20 40 60 80 1 5 80 60 40 -20 0 20 40 60 80

Distance from center (um)

0.00 0.25 0.50 0.75 1.00 1.25 1.50

Distance from center (um)

Laser energy (mJ)

Fig. 2. (a-b) Experimental and simulated surface displacements, u,, as a function of time delay for two laser energies: (a) 0.25 mJ and (b) 0.75 mJ. (c) (left axis) SAW peak-to-peak
amplitude experimentally measured after a delay of 12.7 ns with varying laser energy. The data points represent the average between the left and right lobes of the SAW and taking
into account different shots. The error bars represent the standard deviation on the peak-to-peak amplitude. (right axis) Visible occurrence, in % of observed cases, of glass fracture as a
function of laser energy. (d) Simulated non-zero stresses 0, and 0y, at the sample surface (z = 0) corresponding to the last three simulated surface displacements shown in (b) and

for the delay corresponding to the maximum tensile stress at the center (27.8 ns).

right axis). When visible damage was observed, a laser-scanning confo-
cal microscope revealed a crater of about 10-20 pm in diameter and
about 4-5 um in depth, as shown for example in Fig. 3. In rare instances,
the ejected piece of glass was found near the central pit (see Fig. 3b and
the corresponding elevation profile in Fig. 3c). It is interesting to note
that the removed piece is a single piece of glass. For all studied energies,
we observed no damage between the laser excitation area and the cen-
tral crater.

In order to estimate the stress levels that were reached through SAW
focusing, we implemented a 2D axisymmetric finite element model (see
supplementary material for more details on the model) and simulated
the linear SAW propagation following a Gaussian distribution impulse
at the laser focus position. The amplitude and the width of the initial
pressure distribution were calibrated to match the experimentally-
measured peak-to-peak amplitudes of the SAW for laser energies of
0.25 and 0.75 m]. The simulated surface displacements and stresses ;-
and oy at the surface are shown in Fig. 2a, b and d. The reasonable
agreement between the experiments and the simulations confirms the
linear propagation of the SAW. The good agreement after the focus is
consistent with the absence of the visible damage.

As shown in Fig. 4a, at the focal point and at the surface of the sample
(r =0,z = 0), after the passage of the longitudinal surface skimming

Elevation (um)

ANONAO

wave (SSWL), the material experienced a high level of tension, then a
high level of compression, and finally a lower level of tension brought
by the SAW. Fig. 4b and ¢ show the principal stress profiles, o, and
0, at the center of focus, as a function of depth (with z = 0 being the
surface of the substrate) for three delays 27.8, 31.7, and 35.1 ns, corre-
sponding to the three stress extrema of the SAW. We assume that dam-
age is initiated by the initial tensile phase of the SAW pulse at the
sample surface, where the radial tensile stress is the highest. We note
that during this initial tensile phase the surface velocity at the focal
point is directed outwards, which can explain the ejection of the frac-
tured material.

Despite a simulated equibiaxial tension as high as 6.6 GPa at the cen-
ter of focus at the surface (Fig. 4b, depth z = 0) at a laser energy of
0.75 mJ, we observed no sign of failure of the substrate at this laser en-
ergy. It is well known that in a variety of materials the high strain rate
strength can exceed the static strength by orders of magnitude
[15,22-24] and the present value is higher than what has been previ-
ously reported in the literature for the dynamic fracture of glass. The
high stress value can be justified by a combination of factors pertaining
to the experimental method. First, the glass experienced an ultra-high
strain rate, up to 10% s~', upon the passage of the nanosecond-
duration SAW, which is shorter than the typical microsecond time
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Fig. 3. Laser-scanning confocal microscope images of typical glass damage for a laser energy of 1.00 mJ. (a) Large view showing excitation location, parts of remaining gold film, and central
crack. The black arrow points to the central crack and the white arrow to the removed piece. (b) Zoomed-in image of the central damage and corresponding delaminated piece.

(c) Elevation profile along the dashed line shown in (b).
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Fig. 4. (a) Non-zero principal stresses 0;, (solid line) computed at the center of focus (r =
0) and at the surface (z = 0) and o, (dotted line) at the center of focus (r = 0) and below
surface (z = 7 um, corresponding to the depth of maximum value) as a function of time.
(b-c) Principal stresses, 0, and 0, at r = 0 for three delays, corresponding to stress
extrema, as a function of depth for a laser energy of 0.75 mJ.

scale of spallation experiments. Second, in the present experiments, the
initial tensile phase is not preceded by a compression (except of the
much weaker SSLW), whereas in spallation experiments the pre-
compression by an intense shock wave influences the spall strength
[25,26]. Third, with the very small volume of material being loaded in
the present experiments, there is a reduced possibility of surface defects
being present, permitting a tensile strength approaching the theoretical
limit [5]. Finally, as with more conventional methods, we cannot rule
out the possibility that some degree of fracture has occurred at the
nanoscale in any of our experiments, but leaves no visible trace with
our methods of observation.

In summary, high stresses were locally attained using focusing laser-
generated SAWSs, and stress histories were determined from a combina-
tion of interferometric measurements and axisymmetric finite element
simulations. We found that under nanosecond tensile loadings up to
~6 GPa with no pre-compression, no visible damage or fracture was ob-
served on samples of glass. At higher excitation laser energies, we ob-
served damage at the focal point in the form of a crater left by the

fracture and ejection of a piece of material. The present method is appli-
cable for a wide range of materials and opens prospects for ultra-high
strain rate dynamic failure testing of novel materials with limited avail-
able volumes and for refining fracture models.

See supplementary material for sample fabrication, before-
excitation and post-mortem images, laser-induced damage, simulation
details, effects of non-linearity, temporal and spatial evolutions of the
stress at the center of focus, and laser asymmetry considerations.
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Investigation de transitions de phases déclenchées par ondes de choc laser focalisantes

Mots clés : ultrasons générés par laser, ondes de choc, transitions de phase, matériaux bi-stables,

coopérativité élastique

Résumé : La capacité de certains matériaux a
changer d'état fondamental sous excitation laser
a ouvert un champ de recherche autour de la
manipulation de leurs propriétés par la lumiére.
Les processus chimiques et physigques mis alors
en jeu sont riches et complexes. Dans ce
contexte, le rdle prédominant de la coopérativité
élastique pour 'amplification et la stabilisation de
la transition a été mis en évidence récemment
dans un matériau a transitions de spin irradié par
laser. Ces observations font apparaitre la
perspective de commuter de facon permanente
certaines propriétés des matériaux par des
ultrasons non-linéaires, des ondes de choc
excitées par laser. .

Dans un premier temps, nous introduisons le
dispositif expérimental d’imagerie mono-coup
résolu en temps, associée a la technique de
focalisation des ondes de chocs excitées par
laser au niveau de la surface de I'échantillon.

La séparation spatiale des régions irradiées par
le laser et influencées par les ondes de choc
propagatives permet de discerner clairement les
changements du matériaux induits uniguement
par les ondes de choc. Dans un second temps,
nous présentons nos résultats expérimentaux
en lien avec cette technique innovante, aux
matériaux dont les changements de phases
impliquent un changement de volume
macroscopigue  (systémes  spin-crossover,
isolants de Mott). Des analyses post-mortem
des échantillons ont permis de confirmer, dans
certaines conditions expérimentales, une
modification permanente de la phase du
matériau par action de l'onde de choc. Ces
résultats ouvrent de nombreuses perspectives
pour la généralisation a de nhombreux matériaux
du phénoméne de coopérativité élastique
donnant lieu a des transitions de phases
permanentes.

Investigation of phase transitions triggered by laser-induced focusing shock waves

Keywords : laser ultrasonics, shock waves, phase transition, bi-stable materials, elastic

cooperativity

The ability of certain materials to change its
ground state due to laser excitation has arisen a
lot of opportunities for light-control of material
properties. The field of photo-induced phase
transitions counts a rich variety of chemical and
physical processes triggered by light-matter
interactions involved during the phase transition
process. Recently it was reported that elastically
driven cooperativity leads to the amplification of
spin state in molecular crystals and prolonged the
lifetime of the transient state with an ultra-short
laser pulse. The cooperative response appears
during the propagation of non-linear coherent
strain waves, in other words shock waves,
coupled with the order parameter field. Shock
waves can be seen as a new challenging
pathway to achieve a permanently switched state
with appropriate excitations. .

First, we introduce time-resolved single-shot
imaging combined with the laser shock focusing
technique that makes it possible to generate,
acoustically focus, and directly visualize under a
microscope shock waves propagating and
focusing along the sample surface. The spatial
separation of the laser-influenced and strain-
influenced regions makes it possible to
disentangle the material changes produced
solely by the shock waves. Second, we present
experimental results involving the shock-
focusing technique to materials undergoing
phase transitions linked with a macroscopic
change of their volume (spin-crossover
systems, Mott insulators). Post-mortem
analyses of the samples confirm permanent
phase transition under specific experimental
conditions. These innovative results open doors
for a generic elastically driven cooperativity.
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