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Foreword - About this thesis

My work at the Observatoire de Paris was mostly instrumental and observational. I tried to
find new ways to observe the young 3 Pictoris stellar system, in order to better understand
the origin of its giant planet 8 Pic b.

Since the discovery of its circumstellar disk, the 8 Pic system has been extensively studied.
The literature on this astronomical object is abundant, with more than 100 dedicated papers
published. In Part I of this thesis, I propose a review of the § Pictoris system, in which I go
through what I think are the most important studies and discoveries made so far, and what
are the current major open questions.

Initially, my work was supposed to be exclusively centered on PicSat, a three-unit CubeSat
whose goal was to monitor the photometry of 5 Pictoris, and to observe the transit of 8 Pic
b. T took the role of the instrument scientist for the mission during the first ~ 2 yr of my
Ph.D. The team working on PicSat was small (~ 5 people), and desigining a satellite, be it a
small one, involves many different activities. So, I ended up working on several aspects of the
mission, which spaned many different sub-fields of science and engineering (control theory,
electronics, embedded programming, optical modeling, data analysis, database design and
management, etc.). This heterogeneous work on PicSat is presented in Chapters 2 to 9 of this
thesis, all grouped together under Part II.

Chapters 2 and 3 give a general introduction to the mission, and to its on-board instrument:
a fibered photometer.

In Chapter 4, I present my solution to what is certainly one of the main problem of single
mode photometry from space: how to maitain a stable injection in the fiber in the presence
of residual satellite pointing errors?

There is an entire world between a conceptual algorithm to stabilize the injection in a
single-mode fiber, as presented in Chapter 4, and an actual fibered instrument capable of
tracking a target. This world is the world of embedded programming. When I started my
Ph.D., registers, peripherals, linker scripts, SPI and I2C protocols were so many words foreign
to me. Even a microcontroller was nothing more but a vague concept. I had to learn, and
this took me quite some time. So much time, in fact, that I wanted to inflict to my reader
some of the horrible details of progamming the STM32F303RT6 microcontroller of the PicSat
instrument. So I wrote Chapter 5.

Chapter 6 focuses on the question of the data reduction, a topic probably more familiar
to the astronomer. I spent some time studying how variations of the thermal environment of
the satelilte could affect the optical quality of the instrument, how this optical quality was
related to the photometric stability, and how to filter the data to guarantee its quality. The
PicSat mission did not produce any science data, so this work remains a purely theoretical
exercice. I decided to include it in this lengthy thesis anyway, as I think it can be of interest
to some readers.

In Chapter 7, I give some details about the test campaigns which were performed on the
PicSat instrument, and in which I was strongly involved. The goal of these test campaigns
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was to verify that the instrument could withstand the launch, and the harsh conditions of the
space environment. I also included my work on the optical alignment of the PicSat instrument
in this chapter, simply because I did not know where else to include it.

I spent most of my time working on the science instrument, but I was also involved in
the development of the ground segment for the mission. I was intially brought to it by
necessity, simply because I needed a reliable format to send data in and out of the payload
microcontroller. I started to dig into space communication protocols, and got a foothold in
the ground segment. I then jumped into it when we later decided to involve the amateur radio
community and the general public in the project, to retrieve data from the satellite. 1 got
my amateur radio licence, which was required to operate the satellite, and I started to work
on the mission website. This website rapidly became an important part of the colaboration
with the amateur radio community, and since it was used to retrieve and display the satellite
data, it was directly connected to the database. Before I realized what 1 was doing, it was
already too late: I had become the official webmaster and database manager for the mission.
I quickly present my activties on the ground segment in Chapter 8. This chapter severely
deviates from the general astronomical topic of this thesis, and the reader can safely skip it
if he or she wishes.

Chapter 9 is definitely shorter than I would have liked. In this chapter, I present the
operation phase of the mission, which unfortunately lasted only 10 weeks. I give some details
about the end of mission, and point to some of the possible causes. The reader will also find
a conclusion about CubeSats, astronomy, and future perspectives at the end of this chapter.

The clear objective of this entire Part II was to answer key questions about the potential
transit of S Pictoris b. I was also hoping that by producing a high-quality and consistent
dataset over ~ 1 yr, PicSat would also help shed new light on the circumstellar disk and its
current dynamics. But the harsh reality is that it did not work out that way.

A direct consequence for me was that I had to find another way to study § Pic b. 1
was fortunate enough to have the opportunity to observe the giant planet with the long-
baseline interferometer GRAVITY at the Very Large Telescope. This observation, as well as
the observation of HR 9799 e [Gravity Collaboration et al., 2019], were the first of their kind,
and I had to develop a new method to reduce them. Part III, which contains Chapters 10
to 13 of this thesis, is dedicated to these long-baseline spectro-interferometric observations of
g Pic b with VLTI/GRAVITY. This part is completely independant from Part II, and the
reader does not need to read them in any particular order. In fact, she or he does not need
to read both of them at all.

Chapter 10 is a general introduction to the role played so far by interferometry in exo-
planet science, and Chapter 11 is a detailed introduction to interferometric observations in
general, and to the GRAVITY instrument in particular. The reader already familiar with
VLTI/GRAVITY can probably skip this chapter.

The observing strategy and the data reduction used to observe exoplanets with GRAVITY
are detailed in Chapter 4. I developed the entire data reduction algorithm in a complex linear
algebra formalism, which I believe is well suited to interferometry. This formalism makes use
of complex random variables, which are presented in Annex B. The data reduction method
itself is presented in Sections 12.4 and 12.5, in all its lengthy mathematical details.

The results obtained on 8 Pic b are presented in Chapter 13. This chapter arguably
contains the main astrophysical contribution of this thesis. In particular, Section 13.5, which
present a possible interpretation of the 8 Pic b observations in terms of formation history, is
a direct attempt to contribute to some of the key questions outlined at the end of Part I.

Finally, a short general conclusion is given in Part IV.
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1.1 A black swan in the sky?

It is estimated that our galaxy, the Milky-Way, contains about 250 billions stars. And al-
though its exact shape is hard to determine precisely, we know that it is roughly a flat disc,
with a diameter of about 200 000 light-years (ly), and a thickness ratio of 1/100th!. This
represents a volume of about 6.3 x 103 1y® (cubic light-years), leading to a stellar density of
3.9 x 1073 stars/ly® in our galaxy.

Stellar density in the Milky-Way: pr = 3.9 x 1073 stars/ly*

The first planet outside of our Solar System was discovered in 1995, and since then, the
number of confirmed exoplanets has steadily increased over the years. A few thousands are
known today, suggesting that planet formation is not a rare phenomenon. In fact, a statistical
analysis of microlensing data gathered during the period 2002-2007, and reported in Cassan
et al. [2012], suggests that the majority of stars host at least one planet of any kind, with up
to 20% hosting at least one giant planet.

Fraction of stars with a giant planet: fp =02

As a general rule, small stars live calm and long lives (> 100 Gyr), whereas massive stars
live spectacular but short lives (<« 1 Gyr). Let’s take 10 Gyr as the lifetime of a star. The
typical duration of planet formation processes (from the formation of a planetary core, to the
end of the cooling phase) is estimated to be a few tens of million years, say 50 Myr. If we
consider that the total lifetime of a planet is the same as its host star, then the fraction of
planets still in their cooling phase is ~ 0.005.

Fraction of systems in cooling phase: fe =10.005

Considering a planetary system anywhere in the galaxy, what is the probability of being
able to observe it in transit? The answer depends on the exact shape of the “planetary
system”. If we consider the entire protoplanetary or debris disk, studies suggest extensions of
~ 100 AU, with thickness increasing with radius, to reach ~ 10 AU at the external edge. As
such, a debris disk would cast a shadow covering ~ 0.6 sr. The system is seen “in transit” if
the Earth lies in these 0.6 sr, which should happen with a probability of 0.6/47 = 0.05.

Fraction of transiting planetary systems: ft =0.05

So, what is the probability of having a system seen edge-on (in transit), with a young giant
planet orbiting around the star, close-enough to be easily detectable even with the naked eye
(mag < 4.0)? To estimate this probability, we first need to take into account the fact that
stars are not created equal, and that brighter stars can be detected from farther away. An
estimate of the distribution of stars per magnitude in the solar neighborhood can be found in
Ledrew [2001]|. For each magnitude, we can calculate the maximum distance allowed for the
star to have an apparent magnitude < 4:

Abs. mag. 0 1 2 3 4 5 6 7 <8
Fraction fi 0.001 0.003 0.005 0.01 0.015 0.03 0.03 0.03 0.876
Max dist. Dmax,m (ly) 190 120 77 49 30 19 12 7 <5

The probability of having a star with a planet seen edge-on with a magnitude < 4 is then
given by:

1

47
P:Zg(pmaxﬂn)gxfmxp*Xprfoftgm

And yet, such a system does exist in our Galaxy: [ Pictoris. Are we really that lucky?

!Picture a DVD...
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1.2 Beta Pictoris

With a visible band magnitude of My = 3.86, 8 Pictoris is the second brightest star of the
Pictor constellation (Figure 1.1), and can easily be seen with the naked eye, under medium
conditions. It is a star of the Southern sky, though, inaccessible to an observer in the Nothern
hemisphere.

The basic parameters of the star are relatively well constrained (see Table 1.1). It is an
A6V star |Gray et al., 2006], with a temperature of ~ 8000 K, a surface gravity of log(g) ~
4.1 to 4.2, a near Solar metalicity of [Fe/H] ~ 0.05 [Lanz et al., 1995, Gray et al., 2006]), and
a mass of ~ 1.8 My [Lanz et al., 1995, Crifo et al., 1997]. It was also noted by Crifo et al.
[1997] that 8 Pictoris was a very young star, which was recently confirmed by a study of the
B Pictoris Moving Group [Mamajek and Bell, 2014], setting the age of the star to 23 +3 Myr.
The diameter of 8 Pic has been measured by long baseline interferometry: Di Folco et al.
[2004], Kervella et al. [2004] found and angular diameter of 0.84+£0.04 mas with VLTI/VINCI,
whereas a more recent observation with VLTT/GRAVITY is reported in Defrére et al. [2012],
who obtained an angular diameter of 0.736 +0.019 mas. Given the distance of 5 Pic (19.3 pc,
from Hipparcos measurements), this translates to a physical radius of ~ 1.5 to 1.7 Rg,.

The star is also a 6-Scuti variable, with frequencies ranging from ~ 30 d~! to ~ 70 d—*
[Koen, 2003, Galland et al., 2006, Mékarnia et al., 2017].

Interestingly, if the overall metalicity of 8 Pictoris seems to be well constrained, its chem-
ical composition, and in particular its Carbon-to-Oxygen ratio, which is of prime interest
for the study of the planetary system, remains to be determined. The only estimate of the
chemical composition of § Pic currently available in the literature comes from Holweger et al.
[1997], who determined via spectroscopic observations that the abundances of C, Ca, Ti, Cr,
Fe, Sr, and Ba were all solar. The O abundance is still unknown.

Magnitude  Age  Distance Diameter Temperature Surface grav. Mass Metalicity
(Vband)  (Myr)  (pc) (Ro) (K) log(g/g0)  (Mo) _[Fe/H]
3.86 23+3 19.3 1.5 to 1.7 8000 4.1 1.8 0.05

Table 1.1: Main characterestics of § Pictoris

1.3 Circumstellar-disk around beta Pictoris

1.3.1 Initial discovery

Initial clues for the presence of circumstellar material around S Pictoris were found in 1984
when observations with the Infra-Red Astronomical Satellite (IRAS) led to the discovery of
infrared excess emission around many nearby stars. In 1984, it was announced that circum-
stellar material had been detected around S Pictoris, as well as three other stars: Vega,
Fomalhaut, and € Eridani (see Aumann [1985]). In the case of Vega (a Lyrae), the same
investigators also suggested that the detected circumstellar material could be associated with
planet formation.

In 1984, no exoplanet had ever been detected. The first planet outside the solar system
was only discovered in 1995 [Mayor and Queloz, 1995]. Thus, the idea of being able to connect
the infrared emission detected with IRAS with the presence of potential planets sparked the
interest of a few different teams, and in 1984, Smith and Terrile started to look for an optical
counterpart to the infrared excess detected around g Pictoris. They reported that “using a
special optical instrument known as a coronagraph”, they were “successful in obtaining optical
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Figure 1.1: The small Pictor constellation (reproduced from the Sky & Telescope’s Pocket
Sky Atlas)

images of the disk [around § Pictoris|”. This was the beginning of a quest to understand the
origin of the disk which is still ongoing, more than three decades after this initial discovery.

To satisfy the undoubtedly curious reader, this first image of the 8 Pictoris disk, ob-
tained by Smith and Terrile with their optical coronagraph mounted on the 2.5 meter Dupont
Telescope is presented in Figure 1.2, along with a more recent picture, obtained with STIS,
on-board the Hubble Space Telescope (HST)

1.3.2 General structure

The general structure of the circumstellar material around g Pictoris is that of a circumstellar
disk oriented North-East (NE) to South-West (SW) (position angle of ~ 29°, Apai et al.
[2015]), extending to about 400 AU [Smith and Terrile, 1984], and rotating toward us on the
SW side [Olofsson et al., 2001].

The first series of observations of the circumstellar disk around g Pictoris were mainly
aimed at determining the origin of the detected emission, as well as the disk radial profile (in
terms of emission and density). It rapidly became clear that the detected emission was light
from the star scattered by dust grains, which had to be relatively large (> 1um) to explain
why the scattering was achromatic [Paresce and Burrows, 1987]. Some peculiar characteristics
were also found in the photometric radial profile, with abrupt changes in the profile detected
by Golimowski et al. [1993]. Lagage and Pantin [1994] also reported a dust-depletion region
within 40 AU of the system, which had already been suggested by Backman et al. [1992].
Lagage and Pantin suggested that this depletion zone could be linked to the presence of at
least one planet orbiting in the system.

As observational capabilities progressed, images also started to unveil a set of asymmetries
in the disk. Kalas and Jewitt [1995] observed  Pictoris in R band with a 2.2 m telescope
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log-scaled Reduced STIS Image (2012)

25 arcsec
—_——

- 500 AU

Figure 1.2: Left: the historical image of the 8 Pictoris circumstellar disk obtained by Smith
and Terrile [1984] in optical light, with a 2.5 meter telescope and a coronagraph. Right panel:
a more recent image, obtained in 2012 with STIS, on-board Hubble, and presented in Apai
et al. [2015]. In both images, North is up, East is left.

and a coronagraph. They reported a total of 5 different asymmetries, consistently observed in
their images: a size asymmetry, the NE size of the disk being more extended than the SW side;
a brightness asymmetry, with the NE side brighter than the SW side; a width asymmetry,
with the SW side becoming larger than the NE side beyond 7 as (arcsecond); a butterfly
asymietry, which is a more complex axial asymmetry around the mid-plane; and a wing-tilt
asymmetry, with a 1.3 deg offset between the two sides of the disk. They suggested that the
wing-tilt asymmetry was due to the fact that the disk was not seen exactly edge-on from the
Earth, but with a slight tilt of ~ 2 to 4 degrees. But the other asymmetries could not be
explained by any effect other than intrinsic asymmetries of the disk structure. The butterfly
asymmetry was explained ten years later, with the discovery of a secondary disk inclined by
5 degrees with respect to the primary disk [Golimowski et al., 2006].

A set of three planetesimal belts, located at approximately 6, 16, and 30 AU were found
by Okamoto et al. [2004], and another larger one at 90 AU was later found by Wilner et al.
[2011]. These belts are thought to act as reservoirs, continuously enriching the disk in gas
and dust, and are thus arguably the main structuring elements. Some of these planetesimal
belts also seem to be co-located, or at least very close to, the dust rings found by Wahhaj
et al. [2003] (at 14, 28, 52, and 92 AU). Although the 52 AU ring does not seem to have a
planetesimal belt counterpart, Telesco et al. [2005] reported observations of a dust clump on
the SW side, at the same radial distance. They suggested that this large clump could either
be due to the grinding of a group of planetesimals resonantly trapped, or the consequence
of a cataclysmic breakup of planetesimals. In either case, the clump seems to indicate the
presence of planetesimals at ~ 50 AU, even though no belt was reported by Okamoto et al.
The presence of this bright clump of dust particles on the SW side can also explain the
brightness asymmetry initially reported in Kalas and Jewitt [1995].

The location of the giant planet § Pictoris b, determined via an extensive orbital survey,
is somewhere in between the 6 and 16 AU belts, the best estimate for the semi major-axis
being ~ 10 AU [Lagrange et al., 2019]. The presence of a planet between the 6 and 16 AU
belts was actually already suggested by Okamoto et al. in their 2004 paper (see Figure 1.3).

More recently, Matra et al. [2019] found that the external Kuiper belt at ~ 100 AU was
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Central star

Planetesimal belts

Figure 1.3: A depiction of the three inner planetary belts around § Pictoris, with a suggested
planet orbiting between the first and second belts. The giant planet 5 Pic b was not known
at the time, although the general structure of the disk was highly suggestive of the existence
of such planets. The planet was discovered a few years later, and its semi major-axis was
estimated to be ~ 10 AU, in perfect agreement with the general structure shown here. Figure
taken from Okamoto et al. [2004].

actually made of two different populations of objects, with different orbital inclinations. They
reported the discovery of a “dynamically hot” population with an inclination of ~ 8.9°, and a
“dynamically cold” population, with an inclination of ~ 1.1°.

1.3.3 Dust in the disk

The disk orbiting around ( Pictoris is known to be a debris-disk, in which planetesimal
collisions is the main source of dust. In fact, according to Wilner et al. [2011], the outer belt,
located at ~ 90 AU is the main reservoir of dust.

In a debris disk, the dynamics of the dust is constrained by a few mechanisms. Dust is
produced through a collision cascade in planetesimal belts: collisions between large objects
create smaller objects which collide to create even smaller debris, etc. The size distribution
resulting from such a cascade has been shown to follow a power-law:

p(D) x D~

with p(D) the density of particles of size D.

The evolution of a dust particle is mainly governed by two different forces: the gravita-
tional force from the central star, and the radiation pressure. The radiation pressure can be
further subdivided in two components with opposing effects: the radial component of radia-
tion pressure tends to push the particles out of the system, whereas the tangential component
tends to brake the particles, and thus to drive them inward into the system. This tangen-
tial part of radiation pressure is known as Poynting-Robertson drag (PR drag), and can be
intuitively understood as the result of the dust particle moving into the photon flow: from
the particle’s point of view, light from the star is coming slightly from the forward direction,
effectively creating a drag.
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For a particle of typical size D orbiting at a distance R from the star, the gravitational
force is given by:

7GM,pD?

Fgrav = 6R2

with G the gravitational constant, M, the mass of the central star, and p the density of the
grain material.

Assuming that the grains perfectly absorb the light coming from the star, radiation pres-
sure is given by:

L,D?

Fog= 22
rad = 6 R2¢

with L, the bolometric luminosity of the central star, in Watts, and ¢ the speed of light.
The ratio between those two forces is usually denoted . It is independent of the orbital
distance R, and given by:

Fraa 6L Ly M, ! —1p1—1
b Fgrav 16mGeM, Dp . (LQ) (MG) e

with A ~ 1.1 x 1072 m?s—2kg .
Depending on the value of its associated parameter 8, a dust particle can have three
different behaviors:

e if 5 > 0.5, the particle is blown out of the system?.

e if B < 0.5, the particle remains on a bound orbit, although the effective gravitational
potential felt by the particle is reduced (multiplied by a factor 1 — 5 < 1 compared to
the normal case without radiation pressure). If the particle results from a collision in a
planetesimal belt, it will move to an eccentric orbit, with a perihelion located somewhere
in the belt. PR drag will then tend to circularize its orbit, while at the same time make
it fall inward.

e for f < 1 (large grains), the radiation pressure is negligible compared to the gravita-
tional force. These particles follow traditional Keplerian orbits. If the particle is created
from collisions in a planetesimal belt, it will stay in the belt.

Assuming a typical dust density p = 2500 gm~3 (silicate grains), in the 8 Pic system
where L, ~ 9 Lo and M, ~ 1.7 Mg, the critical size below which a particle is blown away
by radiation pressure is ~ 2 um. Depending on the exact density and optical properties of
the grains, this critical size might vary significantly, but we can still expect all grains of size
< 0.1 pm to be blown out of the system.

Despite this general theoretical understanding of how the dust behaves in a disk, it is
very difficult to obtain observational confirmations. Grains of different sizes tend to radiate

It may seem counter-intuitive that the limiting value is 0.5 and not 1. But this is because the initial
conditions must be taken into account. A particle initially at rest would indeed be blown away for 5 > 1,
and would fall on the star for 5 < 1. But if the particle is created by a collision between two planetesimals in
a belt, its initial velocity is the Keplerian velocity of said planetesimals (the collisional velocity is negligible
compared to orbital velocities). The belt being in a circular orbit, if we denote R its distance to the central
star, then the orbital velocity is vorb = \/GM, /R, whereas the escape velocity at the same distance R is
Vese = \/2GM/R. After the collision, the dust particle of given parameter § is moving at vorb, but because
of the radiation pressure, the gravitational potential it feels is reduced. The escape velocity of this particle is
now vesc = v/2(1 — B)GM, /R, hence the threshold at 8 = 0.5.
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at different temperatures, and thus in different parts of the spectrum. This thermal emission
adds to the scattered emission, and so far it proved very difficult to correctly predict both
emissions [Ballering et al., 2016|. The presence of multiple planetesimal belts also tend to blur
the situation. But some attempts were made to try to build a model of the dust distribution
and the associated emission in the S Pic system (see Ahmic et al. [2009], Ballering et al.
[2016]). The situation in the inner part of the system, were warm dust has been detected in
mid-infrared and hot dust in the near-infrared [Chen et al., 2007, Li et al., 2012, Defrére et al.,
2012] is even more complicated to study observationally, because it often remains unresolved
by our instruments.

Different minerals have been identified in the § Pictoris disk. Observing the disk in the
mid-infrared, Li et al. [2012] noted the presence of two components within the first 5 to 10 AU
of the disk: glassy olivine and crystalline forsterite. Small grains of olivine (~ 0.1 ym) were
observed on the two sides of the star, but not in the central part, while 2 pm grains were found
in the central part. This was already noted by Okamoto et al. [2004], who suggested that
this was indicative of the presence of a belt at 6 AU, which would be the origin of the glassy
olivine. In this scenario, small particles are ejected out of the belt, while bigger particles
spiral inward, creating the observed distribution. Li et al. [2012] confirmed that this was a
plausible scenario, although not the only one. They also suggested alteration and destruction
of the dust grains by sublimation as a possible explanation to some of the observed structures.
They show that smaller grains of olivine tend to reach higher temperatures when exposed to
stellar radiation, thus making them more susceptible to destruction in the inner part of the
system. This can potentially create a deficit of small grains, leading to a similar distribution
as the planetesimal belt scenario.

Trying to model the dust in the outer parts of the system, Ballering et al. [2016] found a
quite different composition, with a large amount of silicates and astronomical organics, and
small amounts of water ice.

1.3.4 Gas disk

Observations of CO in the disk around 8 Pic [Dent et al., 2014] have shown that gas is contin-
uously being produced in the system, as the lifetime of CO (< 150 yr) is much smaller than
the age of the system (~ 20 Myr). Most of the gas which is observed today probably comes
from planetesimal collisions, photo-desorption, or other phenomena continuously creating it.
In fact, in their observations performed with ALMA, Dent et al. [2014] found a rather peculiar
distribution of CO, with a large clump located on the SW side of the disk, which could be a
sign of a recent cataclysmic collision (see Figure 1.4).

The disk around 8 Pic is seen almost edge on, which makes possible to observe the gas in
absorption spectroscopy. Many different species have been found using this technique, and we
know today that the gas contains C, O, Na, Mg, Al, Si, S, Ca, Cr, Mn, Fe, Ni [Roberge et al.,
2006]. But this is extremely puzzling, as some of those elements (like Na) are very sensitive
to radiation pressure, and should be blown out of the system too quickly to reach observable
concentrations. Yet Olofsson et al. [2001] found Na I in Keplerian orbit around (3 Pic.

The question of how metals could stay long enough to reach observable quantities in the
B Pic system has been a long-standing question. The most widely accepted explanation is
that these metals are subjected to another force which adds to gravity and radiation pressure:
Coulomb forces between gaseous ions and neutral atoms [Roberge et al., 2006, Fernandez
et al., 2006]. Some elements, like C and O are much less sensitive to radiation pressure. An
overabundance of carbon, ionized by the stellar radiation (observations of ionized carbon are
reported in Cataldi et al. [2014]), can effectively create an ionized disk which brake metallic
elements and keep them in the system.
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Figure 1.4: Two possible distributions of the CO gas detected with ALMA, and de-projected
assuming Keplerian circular orbital motion. The left-hand panel shows a distribution with
two clumps on opposite sides of the star, indicative of a resonance trapping mechanism with a
giant planet other than § Pic b. The right-hand panel shows the second possible distribution,
with only one clump, resulting from the cataclysmic collision of Mars-sized objects. Figure
taken from Dent et al. [2014]

Contrary to what was suggested by Roberge et al. [2006], it has been shown that C is
not the only element which seems to be overabundant in the disk. Using the Hershel space
telescope, Brandeker et al. [2016] observed Oxygen around § Pic and although they could not
provide a reliable estimate of the C/O ratio, they noted that it is present in large quantities.
Oxygen is also only weakly affected by radiation pressure [Fernandez et al., 2006], and its
presence in ionized forms can also participate to the braking of metallic elements.

To explain this apparent overabundance of C and O, Xie et al. [2013] introduced two hy-
potheses: preferential production of these two elements (for example if most of the gas comes
from the release of CO gas by solid bodies, see Kral et al. [2016]) or preferential depletion,
because other metallic elements can still be blown away more quickly by the radiation pres-
sure. An interesting argument in favor of the preferential production mechanism came from
observations with the Hubble Space Telescope reported in Wilson et al. [2019]. Using the
Cosmic Origin Spectrograph, they detected N gas, and estimated it to be in roughly Solar
abundance. Since N is also very weakly affected by radiation pressure, if the overabundance of
C and O is explained by a preferential depletion mechanism, N should also be overabundant,
which it is not.

In the same study, Wilson et al. also noticed that the N gas does not seem to be falling
onto the star, contrary to what they observed when looking at hydrogen gas (see Wilson et al.
[2017]). To explain this difference, they suggested that the gas was produced in the inner
system by the two different populations of comets reported in Kiefer et al. [2014]: in this
scenario, N gas is mainly produced by comets S, and H gas by comets D (see after).

1.3.5 The inner system

The fact that the circumstellar disk is seen almost edge-on around S Pic makes it much easier
to observe the inner part (< 1 AU) by absorption spectroscopy. Early-on, high-resolution
spectroscopic observations revealed the presence of transient changes in the red wing of the
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Figure 1.5: Spectrum of 8 Pictoris in the Ca 11 K-line (left), and Ca 11 H-line (right), showing
transient events. The red line represent the spectrum obtained when transient event are
subtracted (circumstellar disk only), and the black line represent the spectrum obtained with
transient events. Figure taken from Kiefer et al. [2014]

Ca K line (see Figure 2.2 for an example of a spectrum), which were interpreted as the presence
of kilometer sized bodies falling towards the star: the so-called “falling evaporating bodies”
[Beust and Lissauer, 1994, Beust et al., 1996]. Transient events in the blue wing of the line
were also discovered a few years later [Crawford et al., 1998|, which were again interpreted as
another population of comets falling onto the star.

It was shown by Kiefer et al. [2014] that two populations of transiting exocomets were
coexisting in the inner 8 Pictoris system. Some comets share very similar orbits, with pe-
riastron at ~ 0.15 AU, and constitute the population “D”, which most resemble the Kreutz
family of comets in our own Solar System. The other population “S” is made of bodies with
periastron < 0.1 AU, spread over a large interval of longitudes. Kiefer et al. suggested that
the population “S” could be made of exocomets trapped in a mean motion resonance by 3 Pic
b, and which could have slowly evolved to highly eccentric orbits. This scenario is supported
by the lower evaporation rate observed for this population, a result of exhaustion by numerous
passes at perihelion.

These falling evaporating bodies appear to be mainly composed of an icy core surrounded
by a refractory crust [Karmann et al., 2001]. They clearly seem to be the main component
driving the dynamics of the inner system, as they provide a source of constant gas enrichment
(Vidal-Madjar et al. [2017], Wilson et al. [2017, 2019], Kiefer et al. [2019]).

One last component which has been detected in the inner system is hot dust, radiating at
a temperature of 1500 K, seen via long-baseline interferometry in the H band [Defrére et al.,
2012].

1.4 Discovery and long-term monitoring of beta Pic b

1.4.1 Multiple hints from the disk structure

After the initial discovery of the circumstellar disk around S Pic, it rapidly became clear that
many of the observed structures and morphological asymmetries could be explained by the
presence of a planetary system. Golimowski et al. [1993], Lagage and Pantin [1994], Kalas
and Jewitt [1995] all reported anomalies in the shape of the disk, which could be linked to
the presence of a planet, and Roques et al. [1994|, Lazzaro et al. [1994], Mouillet et al. [1997]
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Figure 1.6: Potential planets proposed by Freistetter et al. [2007] to explain some of the
asymmetries seen in the f Pic disk (“Planet” dots). The gray area is the locus excluded
by radial velocity measurements available at the time [Galland et al., 2006]. The black line
corresponds to the planet suggested in Mouillet et al. [1997], while the gray dot was suggested
in Beust and Morbidelli [2000] to explain the falling evaporating bodies. For comparison, a
“Beta Pic b” dot has been added here which corresponds to the best estimate for 5 Pic b (semi
major-axis from Lagrange et al. [2019], and mass from Snellen and Brown [2018]). Original
figure from Freistetter et al. [2007].

started to investigate the hypothesis from a modeling perspective. Mouillet et al. suggested
the presence of a giant planet (up to 10 My,p) located below 20 AU.

But asymmetries in the disk were not the only elements indicative of the presence of a
potential planet. Lecavelier Des Etangs et al. [1995] reported observations of variations in the
photometry of 3 Pictoris, and suggested that this could be explained either be a transiting
dust cloud |Lamers et al., 1997|, or a transiting planet |Lecavelier Des Etangs et al., 1997|.

After more than two decades of study, no planet was found in the 8 Pic disk, but evidence
for the presence of a planetary system were pilling up. Heap et al. [2000], Wahhaj et al. [2003],
Telesco et al. [2005] uncovered new asymmetries and structures, and Freistetter et al. [2007]
proposed a model explaining several of them, as well as the presence of falling evaporating
bodies, under the assumption that at least one planet of a few Jupiter masses was orbiting g
Pic at ~ 12 AU. They also suggested that two other smaller planets were hiding at greater
distances from the star (see Figure 1.6).

1.4.2 High-contrast observations and confirmation

It is often the case in Astronomy that new instrumental technologies bring new discoveries.
Exoplanet science and debris disk study are certainly no exception. With the advent of
Adaptive Optics (AO) in the 1990s, and its rapid progress during the 2000s, it became possible
to observe faint targets at high resolution. Combined with coronagraphic instruments, this
technology also made possible to reach extremely high-contrast, enabling the detection of
faint companions to bright stars.

Lagrange et al. [2009a| reported on observations acquired in 2003 with NAOS-CONICA
(NaCo) on the Very Large Telescope, in which a faint point-like source was detected, close
to 8 Pictoris (Figure 1.7). In this initial publication, Lagrange et al. could not definitely
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Figure 1.7: First image of the giant planet 8 Pictoris b obtained with NAOS-CONICA on
the VLT, in 2003. The upper-left panel shows the image of g Pic obtained in L’ band. The
upper-right panel is a calibrator (HR 2435). The lower-left image is the divided image (8 Pic
divided by HR 2435), and the lower-right is a subtracted image (5 Pic minus HR 2435, with
a scaling factor applied to HR 2435). Figure taken from Lagrange et al. [2009a)].

rule out a possible instrumental contamination or a background source, and new observations
in 2009 did not show any point-source close to § Pic [Lagrange et al., 2009b]. But in 2010,
the planet candidate reappeared on the other side of the star, in agreement with a Keplerian
motion, and this confirmed that it was really a bound object [Lagrange et al., 2010].

1.4.3 Monitoring and orbit determination

After its discovery and confirmation, the giant planet S Pictoris b became the target of
an extensive monitoring to characterize its orbital motion. Since it had been suggested by
Lecavelier Des Etangs and Vidal-Madjar [2009] that S Pic b could be a transiting planet, a
key question quickly became: will it transit again, and when?

A transit of 8 Pic b in front of its bright host star would be extremely valuable to determine
its exact size, as well as to study its Hill sphere. Lecavelier des Etangs and Vidal-Madjar [2016]
showed that two families of orbits were compatible with the measurements obtained on 3 Pic
b and a transit in 1981. The planet could be on a 36 yr low-eccentricity, or on an 18 yr
high-eccentricity (0.3) orbit, respectively leading to a new transit in early 2017 or 2018. But
soon after, new measurements obtained with the Gemini Planet Imager (GPI, Macintosh et al.
[2014]) strongly disfavored the hypothesis of a transit of 5 Pic b [Wang et al., 2016]. A transit
of the planet’s Hill sphere, though, is still possible. In fact, Wang et al. predicted a transit
of the Hill sphere, starting in 2017, and ending in 2018 (see Figure 1.8).

This prediction sparked the interest of the exoplanet community, and triggered a large
international campaign to monitor the star during the 2017-2018 period. The work presented
in Part II of this manuscript was part of this campaign.
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Figure 1.8: Results of a Monte-Carlo simulation showing the posterior distributions of the
seven orbital parameters (including the mass of the central star), as well as the predicted
dates for the transit events. Figure taken from Wang et al. [2016].
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1.5 Atmosphere, physical characteristics, and formation of
Pictoris b

1.5.1 Model-dependent estimates of bulk parameters

Marley et al. [2007] and Fortney et al. [2008] showed that the two widely accepted possible
formation mechanisms for giant planets (“hot start” and “cold start”) should lead to different
evolution scenarios during the first few ~ 10 Myr of the life of said planets. This made
apparent that the measurements of bulk parameters, like temperature, mass, and radius,
could be used to determine by which mechanism a planet had formed. And although it was
obvious that this was not an easy task, as there were still a lot of uncertainties affecting
planetary evolution models, it brought considerable interest in the measurement of these
parameters.

A number of studies have been performed to try to estimate some of the most important
bulk parameters of the giant planet 8 Pic b. The general methodology behind all these studies
is similar: photometric data in different wavebands and/or spectra of the planet are compared
to atmospheric models, most commonly using model grids and a x? based approach. Given
a certain set of photometric and/or spectral data points ydatak,k € {1,...,n}, with there
associated error bars o, and a model ymodelx Which usually depends on temperature T,
surface gravity g, metallicity m, and possibly some other parameters, a x? grid is calculated
as following:

n 2
Z(ydt 1Y dl,l)

Xz(Tiagj,mk) — ata Ulzmo e
=0

where the indices ¢, 7, and k are used to represent the model grid sampling. From this, the
minimum of the x? can be extracted, as well as the area of 68% confidence, to give the best
estimate of the parameters and their error bars.

Quanz et al. [2010] used a different approach, in which they directly compared a color
magnitude (I’ minus a narrow band at 4.05 pum) with evolutionary models. They reported
the first estimate of the temperature of 8 Pic b: T ~ 1470 K. With another approach, in which
they compared the color magnitude to empirical data from field brown dwarfs, they found
T ~ 1700 K. Given their uncertainties, the two results were not necessarily incompatible.

Bonnefoy et al. [2011] also used a color magnitude (Kg — L), but they compared it to
atmospheric models rather than evolutionary models. They obtained 7' = 1600 4+ 300 K, but
could not constrain the surface gravity. Two years later, however, improving on the number of
datapoints in their analysis, Bonnefoy et al. [2013] provided the first estimate of the surface
gravity on 8 Pic b: log(g/go) = 4.0 + 0.5, with an improved temperature estimate 7' =
1700 £ 100 K

When using atmospheric models, the surface gravity is an important parameter, as it is
related to the pressure and temperature in the atmosphere. Changing the surface gravity can
affect the resulting atmospheric spectrum, which also means that it can be well constrained
by the model fitting. The surface gravity is given by:

M

9= 1nR?

which means that from the radius and surface gravity, it is also possible to extract an estimate
of the mass of the planet.

Now, considering that an atmospheric model predicts the spectral emittance, not total
luminosity, if the spectral shape can help to constrain the temperature and surface gravity,
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Reference Temperature log(g/go) Radius Mass Model used
K RJup M.]up
1600 £ 300 - - - BT
Bonnefoy et al. [2011] . ) i 7o 11 Evo. Track
1700 £ 100 4.0+£0.5 1.4+£0.2 - PHX
Bonnefoy et al. [2013] i i 10+2 Evo. Track
Currie et al. [2013] 1575 to 1600 3.8 +0.2 1.654+0.06 773 DUSTY
1650 £ 150 <47 1.5+0.2 - PHX
Bonnefoy et al. [2014] ) ) 112403 Evo. Track
Morzinski et al. [2015] 1708 £ 23 4.2 1.45+0.02 12.7+0.3 Evo. Track
Baudino et al. [2015] 1550 £ 150 3.5+£1.0 1.76 £0.24 - ExoREM
. 1600 to 1700 3.5 to 4.5 - - BT
Chilcote et al. [2015] i i i 10 to 12 Evo. Track
. 1724 £ 15 418 4+0.01 1.464+0.01 129+0.2 Evo. Track
Chilcote et al. [2017] 70001500 35 t0 4.0 - . DUSTY, BT, PHX

BT: BT-SETTL; PHX: PHOENIX; DUSTY: AMES-DUSTY; Evo. Track: Evolutionary Track

Table 1.2: Estimates of the main parameters for 8 Pictoris b available in the literature.

the absolute photometry can constrain the surface of the planet, and hence its radius. Thus,
it is possible to derive a mass estimate purely from atmospheric model fitting.

Following this approach, and using different datasets, Currie et al. [2013]| obtained the
following parameters: T = 1575 to 1600 K, log(g/g0) = 3.8 £ 0.2, R = 1.65 4+ 0.06 Ryyp, and
M =75 My,

Bonnefoy et al. [2014], Baudino et al. [2015], Chilcote et al. [2015, 2017] all reported other
estimates of the temperature, surface gravity, radius and mass of the planet. These values are
compiled in Table 1.2.

1.5.2 A model-independent measurement of the mass?

All the different mass estimates reported in Table 1.2 depend either on a radius and surface
gravity estimated using atmospheric modeling, or on a planetary evolution model. In either
case, this makes these estimates model-dependent.

In the case of § Pictoris b, there is only one parameter which was estimated using a
model-independent methodology: its mass. It was measured by Snellen and Brown [2018]
using astrometric measurements made with the Hipparcos and Gaia missions. If we denote
Mp the mass of the planet 8 Pic b, M, the mass of the star, a the semi major-axis, and
assuming a zero-eccentricity (circular orbit), and 90 degree inclination, the on-sky motion of
the star and planet are given by:

{a*(t) = — 5 sin (PA) x 2% x a x cos (274 + §)

8,:(t) = —1 cos (PA) x M*]Y;{*MP X ax cos (215 + ¢)

{ap(t) = 5 sin (PA) x 37245 X a x cos (275 + ¢)
6p(t) = Fcos(PA) x #FJ’WP X a x cos (2m5 + ¢)

Where D is the distance of the star, PA is the position angle of the planet (which does not
vary since the system is seen edge-on), P the orbital period, and ¢ and unknown phase at
the origin of time. To this motion, one should also add the system barycenter motion, and
the parallax effect to get the true on-sky displacement as seen from the Earth. A non zero
eccentricity or an inclination different than 90 degrees also need to be taken into account.



20 CHAPTER 1. THE BETA PICTORIS STELLAR SYSTEM

Pictoris b mass

=™

T T T

40

Jup)
w
=

T

A

Planet Mass (M

[ Hipparcos

0
18

0 22 24 26 28
Orbital Period (yr)

[AN]

Figure 1.9: Constraints on the mass and orbital period of 5 Pictoris b obtained by Snellen
and Brown [2018]. The lines show the 1o, 20, and 30 intervals (1o highlighted in blue).
The green area represents the constraint on orbital period from direct imaging available at
the time (Wang et al. [2016]). The hatched area has been added to the original figure and
represents the current best estimate from Lagrange et al. [2019], which takes into account the
post-conjunction observation. Original figure from Snellen and Brown [2018].

The orbital period, stellar mass, and semi major-axis are related: a = a(P, M,). The
distance D of the star is known from the Hipparcos parallax, and the stellar mass M, is
known from other studies. Thus, the only two unknowns in the problem are the orbital
period P, planet mass Mp, and phase ¢. Snellen and Brown [2018] performed a x? analysis
on a mass-period grid, to obtain their best-estimate of the planet mass: Mp = 11 £ 2 My,
in good agreement with model-based estimates.

There are two caveats to this study, though. First, looking at their Figure 3 (reproduced
here in Figure 1.9), one can see that there mass estimate goes along an orbital period estimate
of > 20 yr. Although this was compatible with the best estimate from direct imaging available
at the time (20.21 < P < 26.24 at 68% confidence, from Wang et al. [2016]), it seems to be in
disagreement with the current best estimate from Lagrange et al. [2019], which uses the last
post-conjunction data point from SPHERE (P = 20.291’8:2?). And secondly, their analysis
assumes a stellar mass of M, = 1.75 My, a value which was obtained using modelled stellar
evolutionnary tracks by Crifo et al. [1997]. One can wonder how “model independant” their
planet mass estimate really is, in the end. ..

1.5.3 Atmospheric composition

Determining the chemical composition of an exoplanet remains a challenging task, especially
for directly imaged planets. High-contrast imaging instrument, such as SPHERE, on the Very
Large Telescope [Beuzit et al., 2019], or the Gemini Planet Imager [Macintosh et al., 2014],
only provides low-resolution spectroscopic capabilities (R ~ 30), in a few wavebands (J, H,

In an attempt to demonstrate the possibility of detecting planets with their molecular
mapping technique, Hoeijmakers et al. [2018] obtained a medium resolution (R ~ 5000)
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spectral map of the 8 Pic system with VLT /SINFONI. They found a strong correlation of
the signal at the planet’s location with the spectra of HoO and CO, indicative of the presence
of these two species in large quantities in the atmosphere of 8 Pic b. They also noticed
that no significant correlation with CHy or NH3 could be detected, suggesting that these two
molecules are probably absent of the atmosphere.

Yes, the only thing we really know today about the chemistry of the atmosphere of
Pic b is that there is some water and some carbon monoxide, and probably no methane or
ammonia. And 8 Pic b is an easy target. ..

Interestingly, although we know very little about the composition of the atmosphere, we
do have an estimate of its rotation velocity. Measuring the rotational broadening of the
absorption signal of CO with VLT /CRIRES high-resolution spectroscopy (R ~ 10°), Snellen
et al. [2014] estimated an equatorial spin rotation velocity of ~ 25 km/s, for a day length on
B Pic b of ~ 8 hr.

1.5.4 The formation of beta Pictoris b

There are basically two competing scenarios to explain the formation of planets: core-accretion,
and gravitational instability (or gravitational collapse).

In the core-accreation scenario [Lissauer and Stevenson, 2007], an initial solid core forms,
and accretes gas and dust from the disk until it reaches a certain critical mass. At this point,
a phase of runaway gas accretion occurs, during which the planet accretes most of the gas
which will form its final atmosphere.

Gravitational collapse [Bodenheimer, 1974] is a more brutal mechanism, closer to what
happens when stars form. In this scenario, an entire region of the circumstellar disk becomes
unstable, and rapidly collapses to form a protoplanet, which then slowly contracts and cools
down.

It was initially thought that the core-accretion mechanism, in which a large fraction of the
entropy of the accreted material can be dissipated, would necessarily lead to colder planets,
with lower entropy. Thus, core-accretion is sometimes refer to as the “cold-start” mechanism,
as opposed to the gravitational instability “hot start” [Spiegel and Burrows, 2012].

Given this hot start/cold start distinction, it has been suggested by a few authors that
Pic b would have more likely formed through the disk instability planetary formation pathway
[Bonnefoy et al., 2014, Chilcote et al., 2017]. However, the main arguments supporting this
theory are the high bolometric luminosity of the planet and its high initial entropy, and recent
work have shown that both could also be possible in a core-accretion scenario [Mordasini et al.,
2017, Marleau et al., 2017|. Thus, the exact mechanism by which 8 Pic b has formed remains
largely unknown.

1.6 Key questions

The § Pictoris system has quite a unique place in exoplanet science: the proximity of the star,
combined with its high luminosity, its young age, and the fact that the circumstellar disk is
seen edge-on, all contribute to make this system a perfect target for studying the formation
of planets, the evolution of circumstellar disks, and disk-planet interactions.

Today, 8 Pictoris is arguably the best-known stellar system outside of our own. More
than three decades of study have revealed a highly structured circumstellar disk, with rings,
belts, and a giant planet. And yet, very little is known about how it came into being, and
several important questions remain unanswered.
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1 - How did the planet form? Where in the disk? Did it migrate? There are
still conflicting theories to explain planet formation, especially in the case of massive planets.
Core-accretion and disk instability are two possible scenarios which can explain the formation
of 8 Pic b, and there is still no definitive argument in favor of one or the other. We also know
that different mechanisms can change the orbit of a giant planet, but is is still unclear how
frequent these migrations are, and what consequences they can have on the rest of the system.
Today, we have no idea whether the giant planet S Pic b formed at its current location, at
~ 10 AU from its host star, or if it formed elsewhere in the protoplanetary disk and later
migrated to its position.

2 - What is the chemical composition of the planet? How can we link this com-
position to the formation history? A new body of research is currently emerging in
exoplanet science, and several authors now aim at linking giant planet and brown dwarf
formation processes to observable quantities like elemental ratios (e.g. Madhusudhan et al.
[2014], Mordasini et al. [2016], Molliére and Snellen [2019]). For example, it seems that
the carbon-to-oxygen number ratio (C/O) can hold crucial information about the fractional
content of solid and gaseous material accreted by the planet/brown dwarf. Beta Pictoris is
certainly an attractive target to test this idea, but some progress is required to first determine
its chemical composition.

3 - How did the disk around § Pic evolved? What was the original disk like? If
the current composition of the giant planet 8 Pic b is poorly known, the disk is a completely
different story. Numerous chemical species have been found, and our understanding of the
creation and destruction of these species is improving steadily. But it seems clear today
that the disk around S Pic which we currently observe is quite different from the original
protoplanetary disk. But if we want to understand the formation of planets, we also need to
understand the evolution of the disk in which they form.

4 - Is 8 Pic b a transiting planet? If not, what was the 1981 event? Is there
anything in the Hill sphere of the planet? The orbit of the giant planet 5 Pic b has an
inclination very close to 90 degrees. Although the most recent orbit determination seems to
exclude a transit of the planet, it also seems that the planet Hill sphere is transiting. If this
is the case, the question remains to know whether or not the photometric variations observed
in 1981 are related to such an event. And if there is something to be seen in the Hill sphere,
what is it? And what can it tell us about the planet itself?



Part 11

LIFE AND DEATH OF PICSAT






Chapter 2

Mission architecture

Content of this chapter

2.1
2.2

2.3

24

2.5

Half of an interferometer . . . . . . . . . ... ... . 0000 26
Science objectives . . v v v v v v i i i e e e e e e e e 26
2.2.1 The transit of beta Pictorisb . . . . ... ... ... ... ... 26
2.2.2 Exocomets in the beta Pictoris system . . . . . . .. .. .. ... .. 27
2.2.3 Single-mode photometry from space . . . ... ... ... ... ... 27
Satellite and orbit . . . . ... ... ... ... 0o 28
2.3.1 Science payload . . . . . . ... o 28
2.3.2 CubeSat platform . . . . ... ... 0L 28
2.3.3 Orbit . . . . e 30
Budgets . . . . . . i i i e e e e e e e e e e e e 31
24.1 Massbudget . ... . ... ... e 31
24.2 Power budget . . . . . .. Lo 32
24.3 Databudget . . ... ... ... 32

Schedule and costs . . . . . v v v v i i i e e e e e e e e e e e e e e e 32



26 CHAPTER 2. MISSION ARCHITECTURE

2.1 Half of an interferometer

Even for a small scale mission, assembling a team and getting the funds to design, develop,
build, and launch a satellite is not easy, and a solid science case is paramount to the success
of such an endeavor.

The science case for PicSat emerged during the workshop “Thirty years of 8 Pic and debris
disks studies”, held in Paris, from September, 8 2014 to September 12, 2014. During this
workshop, the astronomical community acknowledged the strong science interest of catching
the upcoming S Pic b transit. But high-precision photometry from the ground is notoriously
difficult to achieve, and it was very appealing to have a small telescope in space entirely
dedicated to the monitoring of S Pic.

At that time, the idea of developing a small satellite to demonstrate the feasibility of
space-based fiber-fed optical interferometry was also in the air at the Observatoire de Paris
[Lacour et al., 2014]. The FIRST-S mission had been deemed too risky and too difficult for a
first CubeSat mission, and it then appeared that by removing the interferometric combination
stage, and leaving only a single telescope, the FIRST-S interferometer could be transformed
in a fiber-fed photometer, which would make for a perfect first technological demonstrator,
and a perfect § Pic monitoring mission.

Yes, PicSat was born on the premise that half of an interferometer can be a photometer.

2.2 Science objectives

2.2.1 The transit of beta Pictoris b

The main science objective of PicSat was the detection and characterization of the transit of
8 Pic b. When the development of the mission started, the exact date and time of transit
was still largely unknown [Lecavelier des Etangs and Vidal-Madjar, 2016]. It was not even
clear whether or not the planet itself would transit in front of its host star, and there was a
possibility of a transit of the Hill sphere only |Lecavelier des Etangs and Vidal-Madjar, 2016,
Wang et al., 2016]. The orbital inclination of 8 Pic b is now estimated to be i = 89.044+0.03 deg
(see Chapter 13), and we know today that the planet itself did not transit.

A detection of a transit of the giant planet would have led to a model-independent mea-
surement of its radius, which is of significant interest to constrain the formation mechanism
[Baraffe et al., 2003]. But even if only the Hill sphere was actually transiting, this would have
been a beautiful opportunity to study the close-by environment of 5 Pic b. Kenworthy and
Mamajek [2015] had already shown with their observations of J1407B that it was possible to
infer information about a potential ring system from a transit event (see Figure 2.1).

Model-dependent estimates of the radius of S Pic b had already been derived from pho-
tometric observations of the planet. The radius was thought to be ~ 1.5 Ry, (see Table 1.2
in Part I). The angular diameter was known from measurements made by Defrére et al.
[2012]: 6, = 0.736 x 1073 arcsec, and the distance of 3 Pic was known from Hipparcos data:
d, ~ 20 pc. From this, it was possible to calculate the expected photometric variation for the
transit, given by the surface ratio between the planet and the star:

2
AF Rplanet
= ~1 2.1

Since 8 Pic b orbits at a ~ 10 pc from its host star, with an orbital period of ~ 20 yr, the
transit duration could be calculated using:

P
T:% ><9*d*~40 hr (22)
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Figure 2.1: Nested ring model (top panel) used to interpret the photometric data on J1407B
(bottom panel). On the top panel, the green line represents the path of the star behind the
ring system. The intensity of the red color is proportional to the opacity of the ring. The gray
area corresponds to unconstrained parts of the system. On the bottom panel, the red points
are the measured data points, and the line is the model fit. The ring system is thought to
occupy the Hill sphere of an unseen companion. Figure taken from Kenworthy and Mamajek
[2015].

In order to ensure a detection at the 5o confidence level, the instrumental photometric pre-
cision required is at least 0.01 x 571 x v/40 = 1%/hr. If we want to be able to measure the
diameter of the planet at a precision of 1% (at 10), then the required photometric precision
needs to be at least 0.01 x 1% x /40 = 630 ppm/hr (part per million per hour).

2.2.2 Exocomets in the beta Pictoris system

A second objective completed the astrophysical science case for the PicSat mission: exocomets
and debris disk science. Kiefer et al. [2014] detected and studied exocomets using transit spec-
troscopy. They detected exocomets by looking for variations in the calcium lines, which means
they detected the gas tails of the comets. An objective of PicSat was to detect exocomets in
the broad visible band, in order to observe their dust tails. Lecavelier Des Etangs et al. [1999]
modeled the photometric variations which could be expected from exocometary transits, and
found typical transit depths of a few 107, with durations of a few hours (see Figure 2.2).
To be able to detect such events, a photometric precision of 100 ppm /hr was required for the
mission.

The photometric precision requirements for exocomet detection was more stringent than
the requirement for the giant planet transit detection. But since exocomets are transiting on
a regular basis in the § Pic system, ensuring that PicSat could detect them was a way to
guarantee a science return even in the case of a no-transit scenario.

2.2.3 Single-mode photometry from space

In addition to its science objectives, PicSat also had a technical objective: demonstrate the
possibility of injecting starlight into a single-mode fiber, from a CubeSat platform. Single-
mode injection is a key technology for many applications, from optical communication to
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Figure 2.2: Models of two possible transits of an exocomet. The solid line gives the photo-
metric variation in red light (800 nm), and the short dashed line gives the variations in blue
light (400 nm). Figure taken from Lecavelier Des Etangs et al. [1999].

nulling interferometry, but it is notoriously difficult, as it puts serious constraints on the
pointing stability of the instrument.

To enable further developments toward space-based interferometry, PicSat should demon-
strate the possibility of achieving an on-target coupling ratio of > 10% with a stability of at
least 1%/hr, and maintain it for the entire orbit duration.

2.3 Satellite and orbit

2.3.1 Science payload

The scientific payload of PicSat was designed to achieve stable single-mode injection and
precision photometry on a bright star. The design, development, and tests of this payload
are discussed in details in subsequent chapters. A general overview of the system is given in
Figure 2.3.

2.3.2 CubeSat platform

PicSat was developed as a three-unit CubeSat (3U CubeSat). The total satellite footprint is
30 cm x 10 cm x 10 cm. In this reduced space, the platform hosts all the necessary subsystems:
power generation and power distribution, on-board computer, radio-communication system,
attitude control. A detailed view of the platform is given in Figure 2.4, along with a picture
of the satellite flight-model.

Satellite bus The mechanical 3U structure has a standard form factor, and comes from
Innovative Solutions in Space! (ISIS). Their standard product was slightly modified to accom-
modate the PicSat payload, and especially the bulky two-axis piezo stage. The communication
system is the ISIS TRxVU transceiver. Space-to-ground communication (downlink) occurs at
435.25 MHz, and ground-to-space (uplink) at 145.910 MHz. A cooperation with the amateur

! www.isispace.nl
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Figure 2.3: Overview of the principle of the PicSat payload. A small optical telescope col-
lects the starlight, which is injected into a single-mode fiber, and brought to a Single Photon
Avalanche Diode (SPAD). The head of the optical fiber is mounted on a two-axis piezo actu-
ator, which is used to lock the fiber position on the star image in the focal plane. The entire
payload is controlled by a small dedicated electronic board.

radio community allowed us to use these frequencies (see Chapter 8). The Electrical Power
System (EPS) is the GomSpace? P31U, with a GomSpace BP4 battery pack. The total ca-
pacity is 37.4 Wh, and the energy is provided by 32 solar cells, spread over 4 fixed panels, and
2 deployable panels. The on-board computer is the ISIS OBC, based on an ARM9 processor.
Two 32 GB SD cards are used to store science data.

Flight software The flight software for PicSat has been developed in-house at the Observa-
toire de Paris. The general architecture is based on the GERICOS framework [Plasson et al.,
2016]. This framework implements an active objects design pattern, in which different high-
level tasks correspond to different “active” objects. The processor time is shared between these
objects by a Real Time Operating System (RTOS). The framework, initially developed for
LEON architectures, was ported to the AT91SAM9G20 processor (ISIS on-board computer)
and STM32F303 microcontroller (payload electronic board). In the case of PicSat, GERI-
COS uses FreeRTOS, but other RTOS are available. The flight software is further splitted
into two levels, as allowed by the framework. Level-Zero (L0) contains the most critical parts
of the software (management of the electrical power system, memory, communications, and
detumbling). Level-One (L1) contains high-level non-critical tasks (target pointing, payload
management, SD Card management, etc.). The L0 part of the software is written once and
for all on the processor before the launch, while the L1 part can be updated remotely during
the mission.

Attitude determination and control system (ADCS) Single-mode injection comes
with serious constraints on pointing precision and stability. In order for the fine pointing
system of the payload to work properly, the main ADCS needs to provide a pointing precision
< 1 arcmin. The ADCS selected for the PicSat mission was the iADCS100 from Hyperion

https://gomspace.com
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Figure 2.4: Left panel: a detailed overview of the layout of the 3U platform. EPS: Electrical
Power System; OBC: On-Board Computer: TRxVU: communication system; HDRM: data-
handling; ADCS: Attitude Control System. Right panel: A picture of the flight-model.

Technologies?, featuring their ST200 star-tracker, and RW200 reaction wheels. A modification
to the base system was made for PicSat, in which the star tracker was deported next to the
optical telescope, and roughly aligned on the same optical axis. This system did not deliver
the expected performance (see Chapter 9).

2.3.3 Orbit

CubeSats are not typically the main payload of a rocket. They are piggybacked to orbit.
Consequently, CubeSat mission planners have limited freedom on the choice of the orbit.
PicSat was designed to accommodate many different orbits, ranging form Sun-Synchronous
Orbits (SSO), which are a kind of polar retrograde orbit widely used by Earth observing
satellites, to equatorial orbits. It was finally launched on a SSO, at 505 km altitude. The
two-line elements® for PicSat at the beginning of the mission were:

PICSAT
1 431310 18004W  18021.60551509 .00001940 00000-0 87505-4 0 9991
2 43131 97.5546 83.7702 0008572 247.1439 112.8892 15.22227881 1414

3www.hyperiontechnologies.nl

“Two-line elements (or TLEs, for short), are a standard way of specifying orbital elements
broadly used in the space industry. For a complete description of the format, please refer to:
https://www.celestrak.com/NORAD /documentation/tle-fmt.php
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The orbital period was ~ 90 min, with a maximum Sun-eclipse duration of ~ 20 min, and
a similar target eclipse duration. Figure 2.5 gives an overview of the satellite orbit around

the Earth.
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Figure 2.5: Overview of the orbit of PicSat around the Earth. The orbit is a Sun-Synchronous

polar orbit, at 505 km altitude.

2.4 Budgets

2.4.1 Mass budget

A simplified mass budget of PicSat is given in Table 2.1. The total mass of the satellite is
~ 3.5 kg, largely dominated by the power subsystem (~ 1.1 kg, in which 800 g accounts for
the solar panels), and the payload (~ 1.3 kg, in which 745 g accounts for the piezo actuator).

Mass Uncertainty Nominal Min Max

Subsystem
8 70 8 8 g

Structure 226 2 226 221 231
Communication | 223 2 223 218 228
Data handling 162 2 162 159 165
Power 1141 5 1141 1084 1198
ADCS 469 10 469 422 516
Payload 1333 5 1333 1266 1400
Total 3554 3370 3738

Table 2.1: Simplified mass budget for PicSat.
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2.4.2 Power budget

The power budget is given in Table 2.2. The total power consumption for the satellite,
including all margins, is 5730 mW. The 16 units of solar panel (4 x 3 on the sides of the
satellite, and 2 x 2 deployables) are enough to guarantee a power generation of 5860 mW on
the worst orbit, which leaves a positive balance of 130 mW.

Power Margin  Power+Margin Duty cycle Consumption
Subsystem oW % W % oW
Power System 210 2 214 100 214
On-board computer 380 2 388 100 388
Com. Reception 560 b} 588 100 588
Transm. 3000 5 3150 5 158
Payload Science 2040 5 2142 65 1392
Standby 150 5 157 35 55
Pointing 1800 10 1980 100 1980
ADCS Standby 200 10 220 0 0
Consumption 4775
Margin 10%
EPS efficiency 0.9
Total consumption 5730

Table 2.2: Power budget for the PicSat mission.

2.4.3 Data budget

The data budget for PicSat is given in Table 2.3. Considering that the raw science data are
generated at 1 kHz, the total amount of data generated on the satellite (450 MB/day) far
exceed the capability of the ground segment (2.2 MB/day).

This problem is solved by reducing the science data on-board the satellite. Only the
low-resolution science product is sent to the ground, which reduces the volume of the science
data in normal operations to 127 kB/day. All raw science data is also copied on the two
32 GB SD cards, with full redundancy (if one card fails, no data is lost). The two SD cards
allow the satellite to store 9 weeks of continuous raw science data. Some of this data can be
transferred to the ground station to verify the performance of the tracking algorithm and/or
the performance of the on-board data reduction software. In case of the detection of an
anomaly in the light-curve of the target star, part of this data can also be downloaded in raw
format, or reduced to a higher resolution, to improve the science data quality.

2.5 Schedule and costs

The idea of building a small CubeSat to monitor 5 Pictoris and study the transit of the giant
planet 8 Pictoris b emerged in 2014, and activity on the project started in early 2015, less than
3 years before the expected time of transit. The overall mission development schedule was
constrained by the need to have the satellite in orbit as soon as possible (mid 2017 best case,
early 2018 worst case). The general timeline is given in Figure 2.6, the cumulative budget in
Figure 2.7, and the cumulative number of FTEs (Full-Time Equivalents) in Figure 2.8.
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Satellite transmission
Rate  Margin  Rate+Margin Duty cycle Volume

Type b/s % b/s % kB/day
Science low-res 16 10 17.3 67 127
Payload monitoring 6 10 6.6 100 71
Satellite monitoring 32 10 35.2 100 380
Total a78
Ground station reception

Data rate 9600 b/s

Visibility per day 36 min

Error rate 5%

Link availability = 90%

Volume 2216 kB/day

On-board memory
Rate  Margin  Rate+Margin Duty cycle Volume

Type kb/s % kb /s % MB/day
Science raw 56 10 61.6 67 446
Monitoring raw 0.40 10 0.44 100 4.7
Total 450.7
9 weeks total 28.4 GB
Redundancy 28.4 GB
Available memory 64 GB
Margin 7.2 GB

Table 2.3: Data budget for PicSat.

In summer 2015, a first prototype of the payload was built and tested, to validate the
concept of doing photometry with a single-mode fiber. Early environmental tests on the
payload were performed in December 2015, and revealed a problem with the piezo actuator,
leading to a new and slightly bigger design of the payload. This new design was quickly
assembled to be tested again in vibration and thermal vacuum, in order to validate it, and to
move forward with the assembly of the complete engineering model. In October 2016, about
a year after the project had started, we passed a Critical Design Review, and two months
later, we performed a full engineering model vibration test. This validated the final design
of PicSat, and we moved on to the assembly of the flight model. We also started to work on
the ground segment (hardware and software) in early 2017. A Mission Readiness Review was
passed in mid 2017. At the time, the mission was not ready to fly, but the review helped
to clarify where to put the most effort in order to have a satellite ready to be delivered in
December 2017. The satellite was successfully delivered on December, 8, 2017.
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Figure 2.6: Timeline of the development of the PicSat project.
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Figure 2.7: Cumulative budget as a function of time for the PicSat project, in euros. The
budget is separated in salaries (blue), travels (orange), lab equipment (yellow), AIT activities
(green), payload hardware (red), satellite hardware (light blue), launch (dark green).
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Figure 2.8: Cumulative number of FTEs (Full-Time Equivalent) as a function of time for the
PicSat project.
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3.1 Concept

To answer its science and technical objectives, the PicSat mission required an instrument
capable of simultaneously demonstrating the use of a single-mode fiber in space, and achiev-
ing high-precision photometry. This lead to the design of a “fibered photometer”, in which,
contrary to all usual photometers, the 2 dimensional detector array is replaced by a Single
Photon Avalanche Diode (SPAD).

The light coming from the star is collected by a small optical telescope (the effective
diameter is 3.72 cm), injected into a Single Mode Fiber (SMF) placed in the focal plane of the
telescope, and brought to the SPAD for photon counting. The instrument operates between
400 and 700 nm, and the fiber has a core diameter of only ~ 3 pm, similar to the diameter of
the star image on the focal plane of the instrument (Point-Spread Function, PSF). Thus, to
properly inject light into this fiber, a specific tracking mechanism is required, to ensure that
the small fiber stays centered on the star, even in the presence of platform pointing errors
and/or jitter. This is done using a two-axis piezoelectric actuator on which the head of the
fiber is mounted. This actuator can move the fiber in the focal plane, over a 450 pm x 450 pm
area (about 10’ x 10 in terms of field of view). The ADCS performance level (30 as) ensures
that the satellite is able to point 8 Pictoris with sufficient precision so that its image always
falls into the accessible piezo range. The piezo actuator can then move the fiber to “scan” the
entire field, find the star, and track it.

To reach a level of precision of 100 ppm/hr on the photometry of the star, an excellent
tracking is not enough. Some variations of the PSF of the instrument are expected (mainly
due to thermal stress of the optics), and will result in instrumental variations of the pho-
tometry. To correct these, it is necessary that the tracking algorithm also regularly samples
the instrumental PSF at different positions, to be able to estimate some of its most critical
parameters (mainly its size in two orthogonal directions). To do so, the piezo actuator will
constantly modulate the position of the fiber around the central position of the star.

All payload activities are controlled and managed by a dedicated electronic board, which
embeds a 72 MHz STM32F303 microchip, and the overall concept is illustrated in Figure 2.3
of Chapter 2

3.2 Opto-mechanics and reference frame

3.2.1 Optical setup

For proper injection into the fiber, the aperture ratio of the telescope must match the one of
the fiber. Thus, the aperture ratio of the PicSat telescope is constrained to an F/D value
of 4. The telescope must also fit into a single CubeSat unit. The payload is thus based on
a compact 30 degree off-axis Newtonian design, with an effective diameter of 3.72 cm, and a
focal length of 14.84 cm. The primary off-axis parabola used is oversized (50 mm diameter)
to ensure optimum optical quality on the edges, and made of pure aluminum. The optical
tube and the baseplate on which the instrument is mounted are also made in aluminum. This
ensures homogeneous thermal dilation, making the position of the focal plane of the telescope
independent of temperature. The secondary mirror is a plane mirror, of 22 mm diameter. A
mechanical drawing of the primary mirror, containing the exact dimensions, and a rendering
of the optical path in the telescope are given in Figure 3.1.



3.2. OPTO-MECHANICS AND REFERENCE FRAME 39

Figure 3.1: Left panel: mechanical drawing of the primary parabola. Right panel: optical
path in the complete telescope. The telescope is an off-axis Newtonian design, with a 50 mm
diameter primary parabola (bottom left), and a 22 mm diameter plane folding secondary

(upper right).

3.2.2 Mechanical assembly and reference frame

The payload assembly is designed to fit into a single CubeSat unit. The primary parabola
is directly mounted on a baseplate, which comes on top of the piezo stage. The optical
tube encircles the parabola, and supports the secondary mirror assembly. This mechanical
assembly, integrated into a standard CubeSat unit is shown in Figure 3.2. The payload frame
of reference is superimposed to this image. The Z axis is parallel to the optical axis, and
points out of the telescope. The whole structure is made out of aluminum, so that thermal
variations are expected to produce homogeneous deformations, minimizing their impact on
optical quality of the system!.

One of the most critical part is the secondary mirror assembly, which is presented in
Figure 3.3. The M2 mirror is glued on a support element, (Figure 3.3d), which is itself
interfaced on the head block (Figure 3.3b) with three spacers. The exact height of these
spacers can be adjusted to align the telescope (tip, tilt, and focus). The head block is fixed
on top of the optical tube.

3.2.3 Piezoelectric stage

The fiber is mounted on the two-axis piezo actuator, and positioned in the focal plane of the
telescope. The piezo actuator is based on space qualified components, and made by CEDRAT
Technologies?. The two axes are controlled independently, with two different voltages gener-

L A posteriori, this design choice is. .. debatable, to say the least. It is true that an optical telescope fully
made of aluminum should be less sensitive to thermal variations, but only in the case were the instrument is
not subject to any thermal gradients, which is hardly the case in space. A better option may have been to
select materials less sensitive to thermal deformations. See Chapter 6.

https:/ /www.cedrat-technologies.com



40 CHAPTER 3. PAYLOAD OVERVIEW
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Figure 3.2: A 3D view of the payload integrated into its CubeSat unit, with the payload
reference frame.
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Figure 3.3: Mechanical assembly supporting the secondary mirror.



3.3. ELECTRONICS AND DETECTOR 41

ated via two dedicated DACs on the payload board. The two axes of the actuator are also
equipped with strain gauges, to measure the position of the actuator. The total range of the
piezo is ~ 450 pm on both axes.

3.2.4 Fiber

The fiber selected for the PicSat mission is the S405-XP, from Nufern®. These fibers have
pure silica cores, which make them resistant to the radiation environment of Low-Earth Orbit
|[Alam et al., 2017]. The overall characteristics of this fiber are compiled in Table 3.1.

Operatng wavelength  400-680 nm

Core NA 0.120

3.3 £0.5 pum at 405 nm
4.6 £0.5 pm at 630 nm
Cutoff 380 £+ 20 nm

< 30 dB/km at 488 nm
< 30 dB/km at 630 nm

Mode-field diameter

Core attenuation

Table 3.1: Main characteristics of the Nufern S405-XP single-mode fiber used in the PicSat
mission.

3.3 Electronics and detector

3.3.1 Architecture

The entire payload is controlled by a dedicated electronic board. The general architecture
of this electronic board is presented in Figure 3.4. All the electronics are controlled by an
STM32F3 microchip, running at 72 MHz. The board has two power-lines: a 3.3 V line feeding
the microcontroller and several sensors, and a 5 V line feeding the photodiode, temperature
control module, and the piezo stage (after up-conversion to 150 V). Several sensors are avail-
able on the board, to monitor voltages, amperages and temperatures. The board is connected
to the main computer of the satellite via a 400 kB/s UART-RS422 line.

3.3.2 Awvalanche diode

The detector used for the PicSat mission is the Single Photon Avalanche Diode (SPAD) ID101,
made by IDQuantique®. The detector operates in the visible band (350 nm to 900 nm), with
a wavelength response curve given in Figure 3.5.

The SPAD is powered by a regulated 5 V line. The bias voltage is created by a regulated
-25 V line. The output signal is linked to a hardware 2 bits binary counter, whose output
goes to one of the hardware counter of the microcontroller. The integration cycle is entirely
managed at the level of this binary counter, which can be activated/deactivated using a GPIO
of the microcontroller. A gate signal is created on the GPIO using a dedicated hardware timer.
This regulates the integration time. A delay is then introduced before the next integration
gate occurs, to regulate the total integration cycle. At the end of each integration, during the
cycle delay time, the counter value is read, and the coutner is reset for the next integration
gate. Figure 3.6 gives a diagram illustrating the acquisition sequence.

3https://www.nufern.com/
“https://www.idquantique.com
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Figure 3.5: Photon detection probability as a function of wavelength for the ID101 Single
Photon Avalanche Diode used in PicSat.
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3.3.3 TEC Controller

The SPAD used in the PicSat payload has a built-in thermo-electric device (TEC) which
can be used to regulate the temperature of the single pixel. The regulation is managed by
a dedicated TEC controller module, part of the payload board. The temperature setpoint
can be selected using a single 15-bit DAC. The effect of the temperature of the pixel on
the photometry measured by the diode has been calibrated during a thermal vacuum test
campaign, and the result is given in Figure 3.7.

3.4 Functional description

3.4.1 Payload modes

The payload has different modes, in which its subsystems are activated/deactivated as neces-
sary, to minimize power consumption. From a user perspective, only a subset of these modes
are accessible, and all other modes are internal to the software. The user-accessible modes
(also called “main modes”) are: Standby (SBY), Idle (IDL), Slave (SLV), Science (SCI), and
Busy (BSY). Within the payload software, the SCI mode is sub-divided into 3 different “ac-
quisition modes™ Imaging (IMG), Searching (SCH), and Tracking (TRK). The idea behind
this subdivision is that the user only needs to trigger a transition to the SCI mode. The whole
acquisition sequence (finding the star in the focal plane, acquiring it, tracking it) is taken care
of by the payload itself.

SBY — Standby mode

A low power consumption mode, in which the only action of the payload is to gather and
transmit house-keeping (HK) data to the OBC and beacons to the ground, if requested. The
payload board is powered-up, and HK data are automatically acquired and sent to the OBC
on a regular basis, if requested.
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IDL - Idle

Higher consumption mode, in which the SPAD and the piezo are active but not running.
The piezo is at a corner position, and the photodiode timer is never started. HK data are
automatically acquired and sent to the OBC, if requested. The photodiode temperature is
regulated in this mode.

IMG - Imaging

High power consumption, high data rate mode. In this mode, the fiber scans the focal plane
to create a 2D image of the field of view and look for the star. The photodiode is used to get
a measurement of the flux at different positions in the focal plane. The piezo sensors are used
to monitor the position of the fiber. The photodiode is regulated in temperature. HK data
are still acquired and transmitted to the OBC, if requested, along with photometric data and
piezo positions.

SCH - Searching

High power consumption mode in which the payload is looking for the star around a particular
position of the focal plane. This mode is used when the star has just been lost, to allow for
a fast recovery, and also as a transition between IMG and TRK, during intial acquisition.

TRK — Tracking

High power consumption, high data rate mode, which constitutes the main science mode.
The fiber is locked on the star, and science data are continuously acquired and transmitted
to the OBC. Different algorithms can be used to track the star. HK data are acquired and
transmitted to the OBC, if requested. The SPAD temperature is regulated.

SLV — Slave mode

Mainly intended as a test mode. The payload is passive and does not do anything on its
own. The photodiode and the piezo are active but not running. The board waits for specific
instructions from the OBC. By default, the photodiode temperature is regulated in this mode.

BSY - Busy

Mainly intended as a test mode, complimentary to the SLV mode. The payload will enter
this mode from SLV when a long duration operation is requested by the user (for example:
“get a 2D image of the focal plane”). The payload can still receive telecommands from the
OBC, and reply to short duration commands (“get HK”, for example), but it will not accept
any other long duration command until the current one if finished.

3.4.2 House-keeping data

A number of sensors are present on the electronic board, and can collect general data (voltages,
amperages, temperatures, etc.), used to check the health of the system. These are called
House-Keeping (HK) data (and HK sensors).

From a hardware point of view, most of these sensors use one of the numerous Analog-
to-Digital Converters (ADCs) of the STM32 microchip. Notable exceptions are: the three
temperature sensors (whose values are readily available on the I12C bus from the microcon-
troller), and the 3-axis gyroscope (also on the I2C bus). These ADCs are used in combination
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Data ‘ Sensor ‘ Accessible on
Voltage on 5 V line ADC2 Channel 12 | Memory
Amperage on 5 V line ADC2 Channel 8 | Memory
Amperage on 3 V line ADC2 Channel 7 | Memory
Voltage on High-Volt. line ADC2 Channel 4 | Memory
Amperage on High-Volt. line ADC2 Channel 3 | Memory
Amperage on TEC line ADC2 Channel 5 | Memory
Used for temperature of diode ADC2 Channel 11 | Memory

Error between diode temp. and setpoint | ADC2 Channel 6 | Memory
Reference voltage for TEC measurements | ADC2 Channel 9 | Memory

Temperature 1 IC1 12C bus
Temperature 2 I1C2 12C bus
Temperature 3 IC3 12C bus
Microcontroller temperature internal sensor Memory
Rotational speed Gyroscope I2C bus

Table 3.2: List of all House-Keeping data of the payload, with their associated sensors.

with one of the two Direct Memory Access controllers (DMA), so that when the House-
Keeping data acquisition starts, all ADCs related to HK data are continuously sampled and
their values are copied to specific memory addresses. This way, the freshest data is always
accessible with a simple memory read access. The three temperature sensors and the gyro-
scope work in a similar way, only they are independent of the main processor, and reading
their measurements requires an 12C read access. To provide higher accuracy, all HK data can
be binned by up to 16 points before being sent to the main computer.

A complete list of all the HK data and sensors can be found in Table 3.2. The position of
the three temperature sensors and of the gyroscope are given in Figure 3.8.

3.4.3 Science acquisitions

In science mode, the payload autonomously switches between the three acquisition sub-modes
(imaging, searching, and tracking).

3.4.3.1 Imaging phase

The imaging phase (IMG) is the initial phase of the science sequence. In this phase, the
payload has no clue where the star is located in the focal plane of the telescope. Thus, the
payload starts by scanning the entire field in search for some bright sources. When the scan is
finished, if a source bright enough has been found, its position is memorized, and the payload
switches to the searching phase.

1. The payload scans the entire field, starting at = 0 yum, y = 0 pm, up to x ~ 430 um,
y ~ 430 pum, with a given step (typically ~ 3 pm).

2. Denoting cpax the highest count value found, the payload determines whether or not
Cmax > Cstar/2, With cgar the typical count value expected for the target object, and the
given integration time. If it is, the position (xg,yo) of this maximum is memorized, and
the payload moves to the searching phase. If not, the payload starts over again at step
1.
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Figure 3.8: Top and bottom view of the electronic board, with the position of the three
temperature sensors.

3.4.3.2 Searching phase

In the searching phase, the payload has a rough idea of the location of the star in the focal
plane, but not precise enough to initiate the tracking algorithm. The payload will use a spiral
pattern to help narrow down the exact location of the star.

The equation of the spiral used to search for the star is:

x(t) = zp + a X bt X cos (\/E)

y(t) = yo +a X bt X sin (VE)

where t is the time, and a and b are parameters which can be modified to obtain a slow or
fast spiral, of the desired compacity.

The spiral extends in the outward direction up to a given maximum radius. If no star
is found at this point, the payload goes back to imaging. If a star is found (i.e. high count
values are detected at multiple successive positions), the payload immediately switches to the
tracking algorithm.

3.4.3.3 Tracking phase

In tracking mode, the payload knows were the star is located in the focal plane, and the
tracking algorithm keeps the fiber centered on it. It will continue to do so until the star is lost
(whichever comes first: end of target visibility, destruction of the satellite by advanced aliens,
destruction of the target star by very advanced aliens, or a bug in the tracking algorithm). A
detailed description of the algorithms used for tracking is given in Chapter 4.
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Noise source Noise level ‘ Note

Photon noise 60 ppm/hr | -

Readout noise 0 ppm/hr | Photon counting detector

Dark current < 1 ppm/hr | -

Gain stability 20 ppm/hr | 100 pV stability of bias voltage

Scattered light < 1 ppm/hr | from Moon or Earth, filtered by the fiber
Thermal noise 40 ppm/hr | Not including induced optical deformations
Pointing stability | 80 ppm/hr | One of my thesis objectives

Total 108 ppm/hr | calculated using \/ ST Ni2

Table 3.3: Photometric noise budget for the PicSat instrument.

3.5 Photometric budget

For PicSat to be able to achieve its science objectives, the science instrument needs to be able
to reach a photometric precision of ~ 100 ppm /hr. The complete noise budget can be broken
in different parts, discussed below. The total budget is given in Table 3.3.

Photon noise The visible apparent magnitude of 8 Pic is My = 3.86. Taking into account
the fiber injection ratio n, the transmission of the instrument 7', and the wavelength width of
the detector sensitivity curve A\, the total flux of energy propagating into the fiber is given
by:

3.86 2

D
F = Fyega x 107 25 xﬂTxnxTxA)\ (3.1)

Using a reference wavelength of Aeg = 545 nm for the visible photons, the photon flux is:

3

.86 2
Fyega X 10735 x ™2 5 x T x AN
P, =% — (3.2)
et

Using Fyega ~ 360 x 1071 Wem™2s7t ym™!,  ~ 0.8, A\ ~ 250 nm and 7' = 0.2 (which
includes optical transmission and quantum efficiency of the detector), we have:

F, ~ 16 x 10* photons/s (3.3)

In practice, though, the fiber will not be kept centered on the star image, but it will rather
be kept at a given offset (see Chapter 4 for details). The effective injection ratio will be closer
to ~ 0.4, and the photon flux will be F, .4 = 8 X 10* photons/s. The noise level is thus:

1

- 0~ h 4
Frox il 60 ppm/hr (3.4)

Nphoton =

Detector noises The detector noise can be broken down into three different contribu-
tions: readout noise, dark current, and gain stability. The payload uses a photon count-
ing detector, so there is no readout noise. The ID101 photodiode has a dark current of
Fyark = 1000 photons/s. The photon flux is given in Equation 3.3. The dark current noise

level is given by:
\/Fdark x 1 hr
Ngark = —————— < 1 h 3.5
dark Foxibr © ppm/hr (3.5)
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The gain of the SPAD depends on the bias voltage applied. The payload electronic board
was designed with the requirement of having a bias voltage stable down to 100 x4V, ensuring
a gain stability of 20 ppm. This is an absolute stability, independent of time.

Scattered light Estimating the impact of scattered light on the photometric measurement
of the PicSat instrument is difficult, mainly because it requires to calculate the coupling
between the single-mode fiber and the light scattered by the mechanical surfaces within the
instrument. An upper-limit order of magnitude can be proposed, though. Considering the
case of Figure 3.9, in which a surface element d.S of the primary mirror is illuminated by an
incoming flux F, and scatters a fraction @ of this flux, the total amount of power which is
scattered is simply given by:

Pycattered = QFdS (36)

In the case of an isotropic scattering limited to the half-space not occupied by the rest of the
parabola, the flux received at the fiber level is:

QF

Fat fiber =
We can make the pessimistic assumption that all photons hitting the head of the fiber core
are then guided into the fiber. The total amount of power that penetrates into the fiber is
given by the incoherent sum of the power from each surface element:

= QF (Ra\* o _ Q (Rw)’
"= //parabola 2 (f) s = 2 (f) FSParabda (3.8)

where Sparabola s the total area of the parabola. We can see that the total flux which pen-
etrates into the fiber is given by the flux received by the parabola F'Sparabola, attenuated by
a certain factor which depends on the focal-length of the parabola, and the core radius. The
fiber used for PicSat has a core radius of ~ 2um, and the focal length is f = 15 cm. Assuming
a scattering coefficient of 1%, the attenuation factor is:

Rer\ 2
Q <ﬁb) ~ x107"? ie. —120dB (3.9)
2\ f

With this, the ratio of the light scattered by the Moon (visual magnitude of -12.6) to the light
from 3 Pic is ~ 1078, In a single-mode instrument, scattered light is negligible.

Thermal stability The SPAD is also sensitive to temperature, which is why it is mounted
on a thermo-electric system to stabilize its temperature. The target temperature stability is
0.01°C, and the detector error is 0.4%/°C. Thermal noise thus accounts for ~ 40 ppm/hr,
assuming that temperature fluctuations occur on orbital timescales. This noise does not take
into account the photometric variations induced by thermal deformations of the optics, which
can be a serious source of concerns (see Chapter 6).

Pointing stability To limit the total photon noise to 100 ppm/hr, the noise from the
pointing stability needs to be below 80 ppm /hr. Limiting this noise was one of the main goals
of my thesis (see Chapter 4)
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Figure 3.9: An incident flux F' illuminates the primary mirror. The scattered light illuminates
the fiber located at a distance f.
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4.1 Fiber injection and photometric stability

4.1.1 Single-mode fiber injection in PicSat
4.1.1.1 Theoretical injection for PicSat

In the ideal case, when the instrument is perfectly pointed toward its target, the injection
ratio as a function of the fiber position (X,Y") is nearly Gaussian, with a Full-Width at Half-
Maximum (FWHM) which depends on the wavelength of the observation. In Figure 4.1, I
give the injection ratio as a function of the fiber distance to the center of the star image, for
a monochromatic observation at 500 nm, and a large band observation of § Pictoris (taking
into account the detector’s response and the stellar spectrum).

0.8

® A=500 nm numerical calculation
‘/:\\ —— A=500 nm Gaussian fit

0.7 / \ ® Visible band numerical calculation
% x —— Visible band Gaussian fit

Injection ratio

Fiber to PSF center distance (um)

Figure 4.1: Injection ratio as a function of the distance between the fiber and the center
of the Airy disk, calculated for the PicSat instrument. The orange dots correspond to an
observation at A = 500 nm, and the blue dots correspond to a large band visible observation,
taking into accounts the quantum efficiency of the detector, and for a target spectrum similar
to B Pictoris. The two lines corresponds to the best Gaussian fits to each series. These
calculations are valid for an on-axis target. For an off-axis target, a term accounting for the
astigmatism of the off-axis parabola needs to be added.

4.1.2 Tracking errors and photometric noise budget

The visible injection for the PicSat instrument is well approximated by a Gaussian function:

M) (41)

X,Y) = _
nv(X,Y) =mno x eXP< 572

where X and Y represent the positioning error of the fiber with respect to the center of the
star image, 19 ~ 80%, and ¢ = 1.14 pum corresponds to a FWHM of 2.69 pum. This injection
function can be converted to angular coordinates by dividing by the focal length f = 14.84 cm
and then to arcseconds. In angular coordinates, we have: ¢ = 1.58 as.
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I will explain later in this section that tracking the star image with the fiber requires
to modulate the fiber position around the center of the image. Thus, the fiber is never
centered on the star image, but is kept at a certain position X,,, Y,,, typically at a distance of
~ 0.5 x FWHM from the center. The injection is then ~ 79/2, and the derivatives are given
by:

anV 770Xm
377V 770Ym

Small pointing errors of standard deviations ox, oy will turn into a relative injection error
given by:

o Xmox)? 4+ Yoy )?
o Vi '+ (o) o

If we consider that the error is the same on the two axes (ox = 0y = 0pos), and assuming

VX2 +Y,,2 =~ FWHM/2, we have:

oy FWHM X 0pos  /2I0(2) X 0pos (45)
nv 202 a o .

In the photometric budget presented in Chapter 3, the noise induced by tracking errors
was assumed to be of the order of 80 ppm/hr, or 13% at 1 kHz (the frequency of the control
loop). Using the above equation, this number can be directly translated to an objective for
the tracking precision of about 0.13 um or 0.19 as, at 1 kHz. For a CubeSat platform, this
constitutes an ambitious objective.

4.2 A two stage pointing system for PicSat

4.2.1 Satellite attitude control

The orientation of the satellite in space, and the pointing of the science target, are done using
a dedicated system on-board the satellite: the Attitude Determination and Control System
(ADCS).

4.2.1.1 Sensors

Different sensors can be used to measure the orientation of a satellite in space. The most
common sensors are gyroscopes, magnetometers, star trackers, and Sun/Earth sensors.

Gyroscopes are sensitive to the rotation speed of the satellite, and are typically part of an
Inertial Measurement Unit (IMU) which integrates the measurements to provide an estimate
of the orientation. These sensors are usually very accurate and can acquire data at high
frequency (100 Hz or even more). The main drawback of IMUs is their sensitivity to drift
erTors.

Magnetometers and star trackers are two sensors which directly measure the orientation of
the satellite. A magnetometer measures the orientation of the magnetic field in the satellite
frame, which can be converted to an absolute orientation of the satellite by knowing the
absolute orientation of the magnetic field itself. Thus, magnetometer are usually reserved for
satellite orbiting in Low Earth Orbit (LEO), where the Earth’s magnetic field is strong enough
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to provide accurate measurements. A model of the Earth’s magnetic field and a good estimate
of the orbital position of the satellite are necessary to convert the magnetic measurement to
an attitude measurement.

Star trackers are by far the most accurate sensors available for satellite attitude control
systems. A star tracker is a camera which looks at the stars. An algorithm is used to
recognize the stars in the camera field-of-view, and to deduce the orientation of its line-of-
sight, and thus of the satellite. Star trackers have two important drawbacks: they usually
have a low refresh rate (a few Hz), and can only operate if the satellite is stable enough. If
the satellite is rotating too quickly, the stars are blurred on the images, and the algorithm
cannot recognize any pattern. For CubeSat star trackers, the maximum tolerated slew rate is
typically ~ 0.1 to 1 deg/s, and the accuracy of the attitude measurement is < 1 arcmin.

Finally, the last common type of sensor used in ADCS are Sun and/or Earth sensors. A
Sun sensor can be as simple as a set of photodiodes placed on different parts of the satellite,
and used to determine the direction of the Sun relative to the satellite. This measurement can
be converted to an estimate of the orientation of the satellite if the position of the satellite
relative to the Sun is known. Similarly, Earth sensors are used to detect the direction of the
Earth, usually using infrared detectors.

4.2.1.2 Actuators

On the actuator side, different options are available depending on the mission requirements.

The simplest actuators which can be used are probably the magnetorquers. Magnetor-
quers are coils which are used as electro-magnets: a current is sent in the coil to generate a
magnetic field, which will interact with the Earth’s magnetic field to generate a torque on
the satellite. Magnetorquers contain no moving parts, and are very reliable. However, they
can only generate small torques, and only in the plane orthogonal to the Earth’s magnetic
field, which is why they are not used for fast maneuvering and precise tracking. Furthermore,
these actuators are reserved to satellites in LEO, where the magnetic field is strong enough
to generate useful torques.

For missions in which precision pointing is required, reaction wheels can be used. A
reaction wheel is a wheel of high moment of inertia, which can be set in rotation by a motor.
Accelerating or decelerating the rotation of the wheel creates a reaction torque on the satellite.
The main drawback of such systems is that they are subject to saturation. If the system is used
to compensate for a constant external torque (residual atmospheric friction, for example), the
wheel will be constantly accelerated in one direction, and will saturate, i.e. reach its maximum
allowed speed. Another similar system which is not subject to this restriction is the control
moment gyroscope. This actuator is similar to a gyroscope, and uses a wheel rotating at
a constant speed. The rotation axis of the wheel can be changed to create a gyroscopic
torque to control the orientation of the satellite. Both reaction wheels and control moment
gyroscopes are also subject to potential vibrations, if the wheels are not perfectly balanced
(which they never are). Reaction wheels are much more common on CubeSat platforms than
control moment gyroscopes.

Finally, thrusters can also be used to control the orientation of a satellite. But these
systems are fairly uncommon on CubeSat missions.

4.2.1.3 1ADCS100 on-board PicSat

The attitude determination and control system selected for the PicSat mission is the iIADCS100
from Hyperion Technologies. This system uses a combination of magnetometers, gyroscopes,
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SPECIFICATIONS

Performance
Total momentum storage per axis +/-1.5,+/-3.0,+/-6.0" mN.m.s
Maximum torque > 0.087 mN.m
Nominal magnetic moment 0.2 (X,Y),0.1(2) Am?
Attitude determination accuracy 30 arcseconds (3a)
Pointing accuracy <<1 °
Slew rate >1.5? °/s
Radiation tolerance >45° krad (Si)
Operating temperature -45/-20to+40/ +857 °C
Dimensions
Quter dimensions 95x90x32 mm
Mass’ 400 /435 /470 g
Electrical specifications
Min. Typ. Max.
Supply voltage 4.0 5.0° 154 vV
Bus logic level voltage Referenced to Vsys® Vv
Power consumption:
Idle 1150 900° mw
Nominal’ 1400 mWw
Peak® 4000’ 4500° mw

! Depending on the reaction wheel models

2For a3U CubeSat with the RW210.15 reaction wheel complement, over all axes

*When using the 5V system power pins on the standard CubeSat header

“when using the VBAT pin on the standard CubeSat header

“Vsys can range from 3.3 to 5.1V for I?C applications.

®Tobe confirmed

’ Depends on use case

*Peak values are given tosize the power supply. Power consumption can be limited by the iADCS to match supply
? Not accounting for Star Trackers and Reaction Wheels used

Figure 4.2: Specifications of the iADCS100 used in the PicSat mission. Extracted from the
flyer HT-IADCS100-V1.02F, publicly available on Hyperion Technologies website.

and the ST200 star tracker for attitude determination, and a combination of 3 RW210 reac-
tion wheels, and 3 magnetometers for attitude control. The specifications of the system are
given in Figure 4.2.

4.2.1.4 ADCS of the ASTERIA mission

The Arcsecond Space Telescope Enabling Research in Astrophysics (ASTERIA) mission [Smith
et al., 2018] was deployed from the International Space Station in Q4 2017. The objective of
the mission was to demonstrate the feasibility of high pointing precision with a nanosatellite.
The ADCS selected for this 6U CubeSat mission was the Blue Canyon Technology (BCT)
fleXible Attitude Control Technology (XACT), which uses the same types of sensors and ac-
tuators as the iADCS100 selected for PicSat. Pong [2018] published on-sky results obtained
with ASTERIA, where they show that the XACT achieved a pointing precision of ~ 6 arcsec.
In particular, they give the power spectral density of the pointing errors obtained with this at-
titude control system. The power spectral density is reproduced in Figure 4.3. Since no such
data could be obtained with the iADCS100 on-board PicSat, this dataset from ASTERIA
remains the best reference dataset to simulate the PicSat payload performances.

4.2.1.5 A Matlab/Simulink ADCS model

Since the data from the ASTERIA mission were not available at the time of the development
of the PicSat mission, and since no other comparable set of data exists in the literature, I
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Figure 4.3: Power spectral density for the pointing errors obtained on-sky with the ASTERIA
mission (Figure taken from Pong [2018]).

had to resort to making my own ADCS model, in order to generate plausible realistic errors
to test the payload control loop. The simple model I developed is presented in Annex C. In
this model, the ADCS uses an IMU and a star tracker as its two sensors, and a set of reaction
wheels for which I neglected any vibrations due to a potential imbalance.

4.2.2 Conceptual payload control loop

The single-mode fiber in the PicSat instrument is mounted on a two-axis piezo actuator,
which can be used to control the fiber position in the focal plane, in order to correct the
pointing errors of the attitude control system. But since the detector used in PicSat has only
a single pixel, determining the best command to apply on the piezo stage in order to keep
the fiber centered on the star is tricky. Assuming that the center of the star image is located
at a position (Zstar, Ystar) i the focal plane, taking a measurement with the fiber located at
a position (zgp, yap) gives a count value proportional to the injection ratio:

(.Cli‘ﬁb - $star)2 + (yﬁb - ystar)2> (46)

c=cog Xnoexp [ —
0 Tlo €Xp ( 20_2
Assuming that the coefficient of proportionality cg, related to the stellar magnitude, is known,
as are the instrumental coefficients ng and o, this measurement ¢ can be inverted to obtain
an estimate of the quantity:
2 2
r? = (b — Tstar)” + (Yib — Ystar) (4.7)
which is the squared distance between the fiber and the star
Even ignoring any potential source of noise, a single measurement c is not enough to
determine with certainty the position of the star in the focal plane. Multiple measurements
obtained at different positions are required to infer the position of the star. In the PicSat
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instrument, the position of the fiber is constantly modulated around a central position:

zap () = 2o(tk) + Tmod (tr) (4.8)
yﬁb(tk) = yO(tk) + ymod(tk) (49)

where t, is a discrete time step, (xo,y0) the target central position, and (Zmod, Ymod) iS the
modulation applied on the fiber. The simplest modulation is a circular modulation of radius
Tmod and frequency fioq, for which:

xmod(tk’) = Tmod X COS (27Tfmodtk) (410)
ymod(tk’) = Tmod X sin (27Tfmodtk) (411)

The frequency of the modulation is typically ~ 100 Hz, and the radius is of the order of
half the FWHM of the injection ratio: rmeq ~ 1.35 pm.

Combining measurements made at different times, and thus at different points along the
modulation radius, it is possible to derive an estimate the position of the star in the focal
plane: (Zgtar, Ustar). This estimated star position can be used as the reference position for the
fiber: ($O>y0> = (i'starayAstar)-

In practice, the algorithm used to estimate the position of the star can take the form of
an extended Kalman filter (see Section 4.5), but this algorithm also needs an estimate of the
shape of the injection function 7, which can change slightly due to environmental variations.
Variations of the injection function are expected to be slow compared to pointing noise, and
a dedicated soft real time algorithm can be used to estimate these parameters. In practice,
this soft real time algorithm runs of the satellite’s main computer, and not on the payload
microcontroller.

Integrations with the photodiode are done at 1 kHz, which constitutes a reasonable upper
limit. Higher frequencies for data acquisition are difficult to reach for three different reasons:

e The flux expected from S Pictoris taking into account optical transmission, quantum ef-
ficiency of the detector, peak injection ratio, etc. is ~ 160 photons/ms (see photometric
budget in Section 3.5). Using a modulation radius of half the FWHM of the injection
function reduces this value to ~ 80 photons per integration. Higher integration frequen-
cies would reduce this value even further, making the tracking loop extremely sensitive
to photon noise.

e Running the Kalman filter at higher frequencies requires more calculation on the STM32F3
microcontroller, which can only run at 72 MHz maximum. In practice, while it might
be possible to run the filter at slightly higher frequencies (a few kHz), a speed test has
shown that the filter can take up to ~ 235 us to perform an integration, with a mean
time of ~ 200 us. Other tasks are also devoted to the microcontroller (gathering house-
keeping data, sending data to the main computer, etc.), and limiting the Kalman filter
frequency to 1 kHz seemed safe.

e The data link between the payload and the satellite main computer has a maximum
data rate of ~ 400 kb/s. A single photometric data point, which comes with a value
for the number of photons measured, two values for the command applied on the piezo,
two values for the position measured by the strain gauges, and a value to reference the
position on the modulation pattern, represents 9 bytes of data. Offloading photometric
data acquired at 1 kHz requires a data rate of at least ~ 100 kb/s, without counting
the overhead of the communication protocol, and the other types of data that need to
be sent to the computer (beacons, monitoring data, etc.). Again, 1 kHz for the data
acquisition seemed to be a safe limit to guarantee the availability of the OBC-payload
link for other types of data.
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Figure 4.4: Block diagram of the conceptual control loop used as a second stage fine pointing
system in the PicSat payload. The ADCS residual pointing errors are the input of this control
loop, whose objective is to correct them. To do so, the position of the fiber is modulated in the
focal plane, and multiple photometric measurements acquired at different positions along the
modulation pattern are combined in an extended Kalman filter to derive a real time estimate
of the star position. The loop is closed by using this best estimate of the star position as a
reference position for the fiber.

Finally, the 3-axis gyroscope embedded on the payload electronic board can be used to
estimate the rotation speed of the satellite, which provides a measurement of the drift speed
of the star in the focal plane. This measurement can also be fed to the Kalman filter for
improved accuracy.

A block diagram illustrating this conceptual control loop is given in Figure 4.4.

4.2.3 Testing strategy
ADCS test bench

Testing the two-stage control loop for PicSat in a realistic situation is difficult. The best way
to do so requires a working attitude control system to generate the pointing errors. At the
beginning of the PicSat project, a complete test bench was envisioned to test the control loop
in a realistic situation. The concept included an air-bearing table to simulate the frictionless
space environment, and a tablet to simulate the night sky.

In this setup, illustrated in Figure 4.5, the satellite is fixed on the air-bearing table, and
faces the tablet screen. The star tracker, which is the most accurate sensor of the attitude
control system, sees the tablet screen through a lens of appropriate focal lens to project that
screen at infinity. By illuminating certain pixels on the screen, it is possible to simulate a
night sky. The star tracker generates measurements which are fed to the attitude control



4.2. A TWO STAGE POINTING SYSTEM FOR PICSAT 59

Engineering model
Screen at focal \

plane of the lens

Figure 4.5: A 3D rendering of the test bench envisioned at the beginning of the project to
test the attitude control system of the satellite, and the payload control loop.

system. The system reacts and control the free axis of the satellite to keep it stable. In this
setup, the ADCS itself generates pointing noise on the free axis, and a collimated light source
can be used to illuminate the payload telescope and test the interaction between the ADCS
and the second stage system.

Unfortunately, balancing the air-bearing table, using the ADCS in a single axis mode, and
tricking the star tracker to act like if it was under the night sky proved to be too complicated.
This test bench never provided the expected performances, and although it proved to be useful
to test the star tracker itself, it could not be used to test the full pointing system.

Payload tracking test bench

Since I could not use the ADCS bench to test the payload, I had to set up my own bench
dedicated to the tracking loop. One of the main problem encountered in the development of
this test bench was the problem of the gyroscopes.

The payload electronic embeds a small 3-axis gyroscope, whose measurements can be
fed into the tracking algorithm to improve its performance. Simulating displacements of the
star in the focal plane of the telescope can be easily done using a tip/tilt mirror between the
collimated light source and the payload telescope. However, while doing so, the telescope itself
is kept fixed, and the measurements returned by the gyroscope are unrelated with the star
displacements. To properly simulate payload pointing errors, the telescope and the electronic
board themselves should be put on a tip/tilt mount. Although I attempted to set up such a
bench, it proved to be too time consuming, and could not be done within the imparted time.

Since it was not possible to set up a bench in which the telescope itself was moving to
test the complete payload algorithm, and because the time was limited to develop the bench,
I opted for a radically different strategy: I did not use the test bench to directly test the
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Figure 4.6: Payload test bench

algorithm, but rather to validate the MATLAB/SIMULINK model. This decision lightened the
requirements on the test bench, and made possible to build it rapidly.

A picture of the test bench is given in Figure 4.6. The payload telescope, mounted on the
two-axis piezo stage, is fixed on a square mount, and faces a 45 degree mirror on a tip/tilt
mount controlled by a piezo. A collimated light-beam is sent on the 45 degree mirror, and
illuminates the payload telescope. By controlling the tip/tilt piezo actuators, it is possible
to move the image created by the collimated beam in the focal plane of the telescope. To
simplify the development of the software used for the bench, a payload electronic board was
used to control the tip/tilt actuators. Using a payload board to control the tip/tilt actuators
came at a price, though, as it was not possible to inject arbitrary displacements. Since the
payload control loop operates at 1 kHz, the tip/tilt itself needs to be controlled at least at
this same frequency, and ideally at a higher rate. A total of 4 bytes are necessary to set the
values of the two high-voltage lines used to control the tip/tilt mount. Thus, a sequence of 1 s
of tip/tilt motion takes at least 4 kB of memory space, and ideally should take ~ 16 to 20 kB
(oversampling by a factor 4 or 5 compared to the payload board). The STM32F3 payload
microcontroller has only 80 kB of RAM, which can store 5 s of data at most.

To overcome this issue, the payload board was programmed to control the tip/tilt mount
using simple sequences generated by the microcontroller itself (sine waves, ramps, etc.). These
simple waveforms can be used to compare the performance of the tracking algorithm on the
test bench to results obtained with similar waveforms on the MATLAB/SIMULINK model. If
the results are similar for sinewaves of representative frequencies (0.1 Hz < f < 10 Hz), the
model can be considered to be reliable, and the results it generates can be trusted.

Finally, I also had to develop my own software to provide real time data visualization for
the payload on the test bench. The software, programmed in Python, reads and unpacks the
data packets from the payload. All quantities of interest for the user are then automatically
displayed in different graphs, to provide a real-time feedback to the user.
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Figure 4.7: Power spectral densities for the pointing residuals in the three test scenarios. All
curves have be normalized to the same standard deviation: 10 arcsec.

4.2.4 Testing scenarios

Since the exact performance of the Hyperion Technologies iIADCS100 were unknown, I decided
to use two different residual error profiles to test the tracking algorithm, to which I added a
third scenario when the data from the ASTERIA mission were released.

The first scenario uses the pointing errors generated using the MATLAB/SIMULINK ADCS
model I developed (see Annex C), normalized to a standard deviation of 10 arcsec, which was
the expected 1o error of the iIADCS100.

The second scenario simulates a case in which the attitude control system generates more
noise in the 1-10 Hz range. In this scenario, the power spectral density of the pointing residual
errors is represented by a low-pass filter of second order, with a cutoff frequency of fo = 1 Hz:

-t
H(f) O (%)2

In this scenario also, the sequence is normalized to a standard deviation of 10 arcsec.

(4.12)

For the third scenario, I used the power spectral density from the ASTERIA mission to
generate the residual errors. The power spectral density published by the ASTERIA team is
limited to frequencies < 10 Hz (higher frequencies could not be measured by ASTERIA), so
instead of using the ASTERIA spectral density directly, I used a first-order model for which
I adjusted the parameters to be as close as possible to the ASTERIA density. In this case
also, the sequence of pointing errors was normalized to a standard deviation of 10 arcsec.

The three power spectral densities corresponding to these test scenarios are shown in
Figure 4.7.
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4.3 Kalman filtering for PicSat

Kalman filters are used in a variety of fields, from control theory to statistics, parameter
estimation, data filtering, etc. The consequence is that there are probably as many ways to
present and understand Kalman filters as there are field in which they are used. I personally
tend to view Kalman filters as data fusion estimators, used to combine different sources of
information on a system to provide the best estimate of their state vector.

In the case of the PicSat payload, the quantity of interest for the control loop is the
position of the star in the focal plane. This position varies with time due to forces applied
on the satellite by the environment and the attitude control system. The evolution of the
star position could be described using a position-velocity-acceleration model. But since the
payload has no information on the forces applied on the satellite, including the acceleration
is of little interest, and increases the dimensions of the vectors and matrices manipulated by
the algorithm. Since computing power was a concern on the small STM32F3 microcontroller,
I adopted a position-velocity model.!

Integrations with the photodiode are done at a frequency f corresponding to a period dt,
a discrete time: t; = k x dt can be adopted. In a position-velocity model, the state vector
can be defined as:

Tstar (tk)
Ystar (tk)
Xp = Vst (t1) dt (4.13)
Uy,star(tk) dt

where the velocity has been multiplied by dt to simplify the state evolution matrix, and to
have all components with the same unit. The state vector at time tx41 can then be modeled
as a linear combination of the elements on the state vector at time ¢j:

X1 = AXy + e (414)

Where A is the state evolution matrix, and where € represents a source of “noise” applied on
the system. In reality, €; corresponds to the effect on the state vector of the different forces
applied on the satellite, and which are not taken into account by the evolution matrix A.
From the perspective of the payload, these unknown forces can be considered as a random
vector. This random vector € will be assumed to follow a normal law of mean 0, and of
constant variance-covariance matrix Q:

e ~ N(0,Q) (4.15)
The evolution matrix A have an important impact on the performance of the control

loop, and must be carefully selected. The choice of A will be discussed later. But a possible
example, corresponding to a constant velocity model, could be:

(4.16)

SO O =
S O = O
SO = O =
_— o = O

!Going from a state vector with 4 dimensions to 6 is a big deal: in the Kalman filter, it is necessary to
invert matrices of size n X n, where n is the length of the state vector. Since it was not possible to use external
linear algebra libraries, I had to program every matrix operation myself on the payload microcontroller (yes,
from matrix addition to inversion...). And it turns out that for n < 4, the inversion can still be calculated
using the Cayley-Hamilton formula. For n = 6, it is not the case anymore. ..
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The role of the Kalman filter is to provide a real time estimate the state vector: X To do
s0, two sources of information are used: the model of the system, and a direct measurement of
the position of the star. The basic concept behind the Kalman filter is to proceed in three steps:
first an a priori estimate of the state vector is obtained using model propagation; secondly, a
measurement is performed on the system, which depends linearly on the state vector, and the
result obtained gives new information on the true state vector; finally, the estimate obtained
with model propagation and the new information coming from the measurements are merged
together to provide the final a posteriori estimate.

4.3.1 State vector propagation

We assume that an estimate of the state vector at time t; is available. This estimate is not
perfect, and comes with a variance-covariance matrix Py describing the confidence interval.
Since we have some understanding of how the system behaves (via the matrix A), we can
propagate this previous knowledge of the state vector at time t; to estimate the new state
vector at time tj41:

X1 = AX), (4.17)

While propagating the state vector through the evolution matrix A, it is also necessary to
propagate the errors. The previous state vector estimate had a variance-covariance matrix
Py. The variance-covariance matrix of the propagated state vector is thus:

P, = AP AT (4.18)

Propagating the covariance matrix this way does not account for the fact that we know that
the evolution model represented by the matrix A is not perfect, and neglects the impact of
the process noise €. To take into account the impact of this noise, a second term needs to be
added to the new covariance matrix. The rigorous way of doing this is to add the covariance
matrix of the process noise e:

P = APAT +Q (4.19)
The model propagation equations can be written:

Xpy1 = AX), (4.20)

P = AP AT +Q (4.21)

Without any other source of information on the system, this propagation equations will
give an estimate of the position which evolves exactly as prescribed by the propagation matrix
A, with ever increasing uncertainties (limy_ oo || Pkl = 00).

4.3.2 Measurement

The second step in the Kalman filter is to obtain a measurement on the system. In some
cases, the state vector itself can be directly measured, but this may not always be the case.
For example, in the case of the PicSat payload, the position of the star in the focal plane
cannot be directly measured. In the Kalman filter formalism, the only assumption made is
that the measurement Z obtained on the system depends linearly on the state vector X:

Zpr1 = HXpy1 + Gep (4.22)

Where H is a matrix representing the linear measurement, and ( a random vector representing
the measurement noise:

o1 ~ N(0, R) (4.23)
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4.3.3 Optimal data fusion

Given the a priori estimate of the state vector X,jil, the expected measurement on the system
is:

Vi1 = HX2, (4.24)
And the difference between the real measurement value and this expected measurement is
related to the difference between the real state vector value and the a priori estimate:

Zyy1 — Y1 = H <Xk+1 - X;ﬁl) +¢ (4.25)

The above quantity is sometimes refer to as the “innovation”, in Kalman filter literature. If
we multiply this quantity by an arbitrary matrix K and add it to the a priori estimate, we
get:

R = XG0, + KH (Xpn - X2, ) + K¢ (4.26)

Since the expected value for )A(,jil is Xj+1, the expected value for Xk-i—l is also Xy41, no

matter what the value of K is. Xk+1 is an estimate of the state vector, whose covariance can

be minimized by carefully selecting the gain matrix K. Denoting P,?, the covariance matrix

on the a prior: estimate X,jﬂ)rl, the covariance matrix on X, k+1 1S given by:
Poy1=(I-KH)P? (I-H"K") + KRK" (4.27)

The diagonal terms of this matrix give the variances on the individual state vector components.
These variances are all minimum when the trace of the matrix is minimum. The trace of Py
is given by:

Tr (Peya) = Tr (PP,) — Tr (KHP™,) — Tr (P,jilHTKT) +Tr (K (HP;‘LHT +R)K")

Deriving with respect to the ij-the component of K leads to:

OTr (Pyey1) [

ot = - 11 PP ]ji _ [pap THTLJ_ + [K (Hpap HT+R)LJ_ + [K <HP2_‘;1HT+R)LZ,

k+1 k+1 k+1

And using the fact that covariance matrices are symmetric:

ITr (Ppy1)

0K, ; =2 [PI?EIHT]Z'j—i_z[K(HPI?EJHT"’_RH

ij

Setting all these derivatives to 0 to minimize the trace finally gives the optimal value for the
gain K (sometimes also refer to as the “blending factor”):

-1
K=pPP H" (HP? H" +R) (4.28)

4.3.4 Summary: Kalman filter equations

To summarize, the Kalman filter works in several steps:

State vector propagation The estimate of the state vector at time ¢ is propagated to the
next timestep t;11 using the following equations, which gives the a priori new state vector
estimate:
X = AXy, (4.29)
PP = APAT +Q (4.30)
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Innovation, or measurement update A linear measurement Z is obtained on the system,
and blended with the a priori estimate to give the final estimate of the state vector at time

tk+12

K = X2, + K (2 - HER,) (4.31)
With: X
K=pr® H' (HP® H" +R)" (4.32)
The covariance matrix is then:
Poy1=(I-KH)P? (I-H"K") + KRK" (4.33)
4.34)

Which can be simplified into?:

P = (I - KH)P™, (4.35)

4.4 Fast and simple: barycenter-based Kalman algorithm

4.4.1 Photometric barycenter as a position measurement

As explained in the last part of Section 4.2, there is no easy way to obtain a measurement of
the position of the star in the focal plane using the single pixel detector of the PicSat payload.
One possible way to go around this issue is to use multiple measurements made on different
points of the modulation cycle to “guess” the position of the star. The simplest way to do so
is to proceed in a similar way as what is usually done to find the position of a star using a
2D detector: calculate the photometric barycenter.

At a given timestep tx11, the last n data points are collected from the system’s memory, n
corresponding to the number of points on the modulation pattern. Each data point contains
the position of the fiber, set to the best star position estimate plus the modulation, and the
photometric count value obtained:

(ij + Tmod,js Qj + Ymod,js Cj) (436)

From this set of n data points, the barycenter estimate of the star position is calculated
using:

k A~
2 j=(k—n+t1) & () + Tmod.5)

k
Zj:(kfn+1) €

Thary,k+1 = (437)

K X
2 j=(h=n+1) G (Ui + Ymod5)

(4.38)
Z?:(k—nﬂ) G

Ybary k+1 =

2This simplification uses the definition of the gain matrix K:

Poyr =P —KHP?® - PH'"K" + KHP® H'K" + KRK"

k+1 k+1
=(I-KH)P?®, - P H' K"+ KHP® H" + R)K"
=({I—-KH)P® - P> H' K"+ P» H'K"

:(I_KH)PIS«I;I



66 CHAPTER 4. TRACKING ALGORITHM

In practice, the values of #; and §; comes from the control loop itself, and are changing
at each time step. At first approximation, they are evolving at constant velocity (Kalman
propagation), and we can approximate &; by &y — (k — j)0s dt, and write:

S ent1) € (B — (k= )00k dt + Timod 5)

Thary k+1 = L
D= (k—nt1) Ci
k A N k .
Zj:(kfn+1) ¢j (& + gk dt + Tmod,5) Zj:(kfnJrl)(k —Jj+1e
= — X UI7kdt

k k
2 j=(k-n+1) Ci 2 j=(k—n+1) i

with a similar equation for y.

Since &y + 7, j dt corresponds to the a priori estimate of the position of the star at ¢;,1, the
first fraction in the above equation is exactly the photometric barycenter calculated around
the estimated position of the star, and can be taken as a measurement of the position of the
star. The second term is a velocity correction. This measurement can be directly integrated
into the Kalman filter by using the following measurement equation:

Zk+1 - Hk+1Xk+1
1 O _ Z?Z(kfn+1)(k_j+1)cj O

k
Zj:(krfnﬁ»l) Cj

01 0 —

Hiq1= .
kt1 S (emntn) (k=i + 1)

k
2 5= (h—nt1) G

The fact that the measurement matrix H is not a constant and varies at each iteration
of the Kalman filter is not a problem. The reasoning and the proof of the optimality of the
Kalman gain proposed at the beginning of this section does not require the assumption of a
constant measurement matrix.

One last piece of information about the measurement which is required for the Kalman
filter to operate is the measurement noise covariance matrix R. When the measurements are
directly taken by sensors, the documented noise levels can be used in the covariance matrix.
In the case of the barycenter estimate, the precision depends on the shape of the injection
function, on the modulation pattern used, and on the photon noise level. Using integrations
of 1 ms with the detector, the maximum number of counts expected on a star like 8 Pictoris
is ~ 100. If the modulation pattern has 10 points spread over a circle of radius equals to half
the FWHM of the injection function, the expected count level for each integration is ~ 50.
The typical noise on the barycenter measurement is then:

N VI (V50 x FWHM/2)”
31l 50

This noise value corresponds to the ideal case for of a modulation pattern perfectly centered
on the star, with a fixed star, and a centro-symmetric injection function. If the star is moving,
if the injection function is not symmetric, and if the modulation pattern is not centered on
the star, the barycenter estimate can be biased, and higher noise values for the measurements
can lead to better performance of the Kalman filter. The exact value of the matrix R needs
to be adjusted empirically, but reasonable values could be:

2 2
n— (0.01 to 1 ym 0 pm > (4.40)

~ FWHM =~ 0.1 ym (4.39)

0 pum? 0.01 to 1 pum?
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4.4.2 Propagation matrix and process noise

The propagation matrix A, which is used by the Kalman filter to predict the evolution of
the system, needs to be carefully selected. Ideally, this matrix should reflect a physical
understanding of the system. However, in the case of the PicSat instrument, variations of the
state vector are induced by the ADCS residual pointing noise, which is largely unknown. The
Hyperion iADCS100 has never flown before the PicSat mission, and we do not have access to
on-sky data.

In this situation, the best way to proceed is to use an empirical model, which can be
adjusted during the mission. Based on the simulated ADCS presented in Section 4.2, and es-
pecially from the power spectral deunsity of the residual pointing errors presented in Figure C.2,
a second order model with damping seems adequate.

Such a model has been proposed for the Kalman filter used to operate the GRAVITY
Fringe Tracker [Menu et al., 2012]. It can be represented using an auto-regressive model of
second order:

Tyl = Q1T — A2Tp—1 + € (4.41)

With €, a random noise, and a1, as two coefficients defined from the damping coefficient ¢
and the cutoff frequency fy by:

a1 = 2exp (—27¢ fodt) cos <27rfodt\/ 1-— §2> (4.42)
ag = exp (—4n& fodt) (4.43)

Equation 4.41 for the second order auto-regressive model can be adapted to the state
vector representation used for the PicSat instrument by writing:

Tpt1 = a1T) — ag (T — Vyppdt)
= (a1 — ag)l’k -+ agvx,kdt

The equation for the velocity can be written:

Vg k108 = Tp 1 — T,
= (a1 —ag — 1)$k+1 + azvx7kdt

In the state vector representation selected for the PicSat Kalman filter, the second order
model leads to a propagation matrix A given by:

a; — az 0 as 0

B 0 al —a2 0 a9
A= a1 — ag — 1 0 a9 0 (4.44)

0 al—a2—-1 0 a9

Together with the propagation matrix, it is also necessary to select a process noise covari-
ance matrix, used to reflect the fact the the model is not perfect. This corresponds to the
matrix @ introduced in the Kalman filter propagation equation (Equation 4.30). Combining
the propagation matrix and the process noise covariance matrix, it is possible to simulate the
power spectral density generated by the model, by calculating a series of state vectors using:

Xo =0 (4.45)
X1 = AXp1 +N(0,Q) (4.46)
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Figure 4.8: Comparison between the power spectral density of an autoregressive model of
order 2 (AR2, fy = 0.05 Hz, £ = 0.4), and the power spectral density of the residual pointing
errors generated by the ADCS model, presented in Section 4.2 (z-axis only, normalized to a
standard deviation of 10 arcsec).

A propagation matrix corresponding to a frequency fy = 0.05 Hz, a damping coefficient
¢ = 0.4, and a process noise covariance matrix given by:

a 0
0 1 as? 0 0

Q= 0 0 1 as? 0 (4.47)
0 0 0 1 as?

leads to a power spectral for the two first components of the state vector (star position) close
to what the ADCS model generates (see Figure 4.8).

The two matrices A and @ can be adjusted empirically to get the best performance out
of the Kalman filter. Generally speaking, the propagation matrix A controls the shape of the
power spectral density, whereas the covariance matrix @) controls the level of noise (i.e. the
overall position of the power spectral density on the y axis).

4.4.3 MATLAB/SIMULINK implementation

To test the performance of the photometric barycenter/Kalman filter combination for track-
ing the position of the star, I implemented a control loop based on this algorithm in MAT-
LAB/SIMULINK. An overview of this model is given in Figure 4.9.

In this model, a central block is used to simulate the instrumental response. This block
is fed by a set of parameters used to describe the instrumental PSF (maximum flux, FWHM
in two directions to simulate a possible astigmatism, and orientation of the PSF in the focal
plane). These parameters can be set to their theoretical values, and time variations can be
added to simulate the effects of the environment (changes in the thermal environment can
impact the shape of the PSF). From the current position of the fiber and the values of these
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PSF parameters, the instrumental response block simulates integrations on the photodiode
which include photon noise.

The photometric measurements generated by the instrument simulator are sent to the
barycenter block which also uses the fiber position values to compute the barycenter position.
This position goes into the Kalman filter, which estimates the position of the star. This
position is used as the setpoint for the new fiber position.

The modulation frequency used is 100 Hz, which is well within the linear response range
of the piezo, and the typical modulation radius is < 2 pum, too small for the hysteresis to have
any impact. Thus, the response of the piezo is assumed to be perfect in this model, with no
delay or hysteresis.

ADCS errors are injected here

|
(=]
Optical .“
system e Tranlion
“ simulation =N
00—
- Rate Transition
£ ™I Photometry
—
[counts_nomed)|
e - To counts1
Modulation P wemT
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1
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" Ll
Vector
Concatenate Lovet2 MATLAB o xfibl
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Kalman filter Barycenter

This switch is used to use the
barycenter estimate directly,
or through the Kalman filter

Switch used to chose
among different algorihtms

Figure 4.9: Annotated view of the MATLAB/SIMULINK model developed to test the PicSat
control loop. This picture only shows the central part of the model, which includes the
modulation, the instrument simulator, and the barycenter /Kalman filter. The complete model
contains other blocks which will be described later in this Chapter.

4.4.4 Validation of the MATLAB/SIMULINK model

The MATLAB/SIMULINK model was validated on the testbench. Harmonic errors (pure
sinewaves) were injected using the tip/tilt mirror, and the experimental results were com-
pared to the prediction of the MATLAB/SIMULINK model. Figure 4.10 gives an example of
the results obtained, in terms of photometric precision achieved when the system was sub-
mitted to sinewave errors of 30 pm amplitude (peak-to-peak), with frequencies ranging from
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Figure 4.10: Validation of the MATLAB/SIMULINK model of the barycenter Kalman filter.
The upper panel gives the evolution of the photometric precision achieved when submitting
the system to a pure sinewave jitter (peak-to-peak amplitude of 30 pm), as predicted by the
model, and as obtained experimentally using the testbench. The lower panel gives an example
of a time series obtained using the model and the testbench, for a frequency of 5 Hz.

0.25 Hz to 5 Hz.

4.4.5 Simulation results

One of the main advantages of using simulations to study the performance of the tracking
algorithm is that it is possible to separate the photon noise from the pointing noise. The
instrument simulation block used in the model presented in Figure 4.9 has multiple outputs:
one of them generates photometric measurements affected by photon noise, while another one
generates the same photometric measurements without the photon noise. The tracking loop
is fed by the measurements affected by photon noise, as it would be in the real world. But
the other output, free of photon noise, can be used to determine the impact of the tracking
errors only on the photometry.

The modulation injected is a circular modulation of frequency fioq = 100 Hz, and radius
Tmod = 1.35 pm (half the FWHM of the injection function). In practice, this means that the
modulation added to the Kalman estimate of the star position oscillates between 10 different
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values®. These values are given by:

— 2km
Fmod = Tmod €05 (2;2 ) ke {0...9} (4.48)
Ymod = Tmod S1L (ﬁ)

The results obtained with this modulation pattern and the barycenter/Kalman filter to
control the position of the fiber are given in Figure 4.11, 4.12, and 4.13.

The Kalman filter control loop has no problem tracking the star in the two first scenarios,
but the precision is not sufficient to reach the target 13% injection stability at 1 kHz. In
the third scenario (ASTERIA errors, scaled up to 10 arcsec precision), the situation is even
worse, with a very unstable photometry (mean value: 77 ADU, standard-deviation: 35 ADU).
Although this algorithm can ensure that some light always reaches the detector, which may
be useful for some applications, it is not good enough to allow for precision photometric
observations.

4.5 Living the dangerous life: extended Kalman algorithm

4.5.1 Limits of the barycenter measurement

One of the biggest problems of the linear Kalman filter wich uses a photometric barycenter
as a position estimate is its lack of reactivity, which makes it sensitive to high velocities of
the star. Estimating the position of the star using a photometric barycenter of the points
acquired on the modulation always gives a good estimate of the direction in which the star
is moving, which makes the algorithm relatively robust. Even if the tracking performance
is not great, at least the algorithm always goes in the “right direction”. The downside of
the barycenter measurement is that it is strongly biased toward the natural center of the
geometric modulation pattern.

Figure 4.14 illustrates a situation in which the star is located at about 0.8 as away from
the reference position estimated by the Kalman filter (origin of the reference frame). The
Kalman filter takes 10 measurements along the modulation pattern, and combines them by
computing the barycenter. The result is the new measurement of the star position, which
is off by about 0.3 as. Even in this noise-free situation, the barycenter estimate of the star
position is not good: the estimator is biased.

A possible solution for this problem is to change the way the photometric points are
combined to give a measurement of the position of the star. The injection function is nearly
Gaussian, and a photometric measurement gives a count value ¢ described by:

(-Tﬁb xstar) +(yﬁb ystar) ) (4.49)

C(Ilfﬁb, Yfiby Tstar ystar) = Cmax €XP <_ 202
If the shape of the instrumental injection function is known (i.e. the parameters ¢pax and o),
this measurement can be inverted to give the value of the distance between the fiber positon
and the star. A single measurement thus gives a circle on which the star is located, and
multiple measurements along the modulation pattern can be used to trilaterate the position
of the star (see Figure D.6). The main difficulty of this approach is that the calculations are
difficult, especially if photon noise needs to be taken into account.

®Having an integration frequency which is an integer multiple of the modulation frequency guarantees that
the modulation will cycle between a number of points given by the ratio of the two frequencies. This is
particularly interesting, as it allows to pre-compute the modulation values before the algorithm starts, and
reduces the calculation burden on the payload microcontroller.



72 CHAPTER 4. TRACKING ALGORITHM

200

—— Simulated photometry (no photon noise)
Target 1o range (13% stability)

175

150

=
N
w

5
=}
<
» 100
i
c
=1
o
© 75
50
25
0 T T T T T 1
10 20 30 40 50 60
Time (s)
(a) Photometry
104
~—— Open loop —— Open loop X axis
—— Closed loop ) U —— Open loop Y axis
40 = 10 o —— Closed loop X axis |
NE N —— Closed loop Y axis
o 9] 0
[ [ 10
8 20+ g |
) s
-2
% ‘E 10
4 c
> 0 g Q
£ s 107 N !
[ E I
a g
T —201 g
o ; 106
2
| &
—40 10-8 -
| | —_— 10-10 ; ; ; !
—40 —-20 0 20 40 1073 102 1071 100 10! 102
Focal plane X axis (arcsec) Frequency (Hz)
(b) Residual errors (c) Error spectral densities

Figure 4.11: Results obtained with the MATLAB/SIMULINK model for the first test scenario
(simple ADCS model). The input errors (open loop) have been normalized to a standard
deviation of 10 as, and the maximum injection is 160 ADU (per ms). In this simulation,
the modulation used is a circular modulation running at 100 Hz, with a radius of 1.35 um
corresponding to half the FWHM of the injection function. The expected number of ADU per
integration is 80. Panel 4.11a gives the sequence of photometric points obtained during 1 min
of simulation, ignoring the first 1 s (convergence phase of the Kalman filter). Panel 4.11b gives
an overview of the star displacement in the focal plane (blue curve, open loop), compared to
the residual errors downstream of the control loop (orange, closed loop). Panel 4.11c gives
the power spectral densities of the pointing errors, in open and closed loops, for the two axes.
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Figure 4.12: Same as Figure 4.11 for the second scenario, in which the injected ADCS errors
are simulated using a second order low-pass filter with a cutoff frequency of 1 Hz. The injected
pointing errors have been normalized to a standard deviation of 10 as.
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A faster version of this same concept can be derived by linearizing the trilateration. If
we consider that the location of the star is “not too far from the Kalman estimate” (whatever
that means), Equation 4.49 can be linearized in (Zstar, Ystar). In the example considered here,
the origin of the reference frame is taken at the Kalman estimate, and the linearized version
of Equation 4.49 reads:

Tstar Lib Ystar Yfib
2 + 2
(o2 (2

c(Zfb, Yab, Tstars Ystar) = (b, Yab, 0,0) |1 + (4.50)

If the fiber stays on the 0.5 FWHM circle, we have ¢(zgp, yab, 0,0) = ¢max/2, and thus:

Tstar Lfib + ystar2yﬁb _ C(J)ﬁb, Yfib, Tstar, ystar) 1 (451)

o2 o Crmax

in which we recognized the equation of a line. In this linearized version of the star position
trilateration, each measurement is converted to a line on which the star is supposed to be.
These measurements can be combined to estimate the position of the star by finding the
point which minimizes the sum of the squared distance to all lines (potentially weighting the
different lines according to the photon noise). Since the problem is linear, the least-square
solution has an explicit closed-form.

Figure 4.14b illustrates the concept of linearized trilateration, and shows that the resulting
estimate of the star position is improved over the barycenter approach.

4.5.2 Linearized non-linear innovation

In the previous subsection, I proposed an intuitive explanation of how the control loop can be
improved by switching to a different type of measurement. The formalism of Kalman filters
actually provides a direct way to implement this approach, through what is known as an
extended Kalman filter.

Extended Kalman filters were developped as a way to control non-linear systems. In
the case of the PicSat instrument, the non-linearity comes from the measurements (Equa-
tion 4.49), which cannot be described as a linear operation on the state vector (Z = HX, as
in Equation 4.23). But if we assume that the a priori estimate of the state vector is close
to the real one, the measurement equation can be linearized around the a prior: estimate.
Denoting Zy+1 = Z(Xg41) the non-linear measurement made at iteration k + 1, when the
state of the system is Xj11, we can write:

Z(Xk+1) - Z(X]j_ﬁ).l + Xpq1 — X];l_ﬁ)q) (4-52)

The general linearized version of this equation reads*:

Z(Xpy1) = Z(X2 = (

ke1) T L?X XZPH)] [XZL} (4.53)

The expected measurement at iteration k + 1 is simply given by:

Vi1 = Zir1 (X2)) (4.54)
Which means that the difference between the real and the expected measurements is given
by:

Ziy1 — Y1 = [SJZ( (X;?il)} [Xk+1 — X;?ﬁl] (4.55)

4 Again, this is the equation of a hyperplane, in the system’s state space.
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Figure 4.14: Tllustration of the trilateration and linearized trilateration approach to the esti-
mation of the star position. In this illustration, the fiber is moved along a modulation circle
around the current best estimate of the star position (taken at the origin of the reference
frame), and ten photometric points are acquired. The true location of the star is set at
x = 0.8,y = 0.2 (orange star), and the results of the measurements are given next to each
blue point (no photon noise). In the true trilateration algorithm, each measurement can be
inverted into a circle of presumed location for the star, and the intersection point of all circles
is the true of location of the star. In the linearized version, each measurement is inverted into
a line, not a circle, and the best estimate is chosen to minimize the sum of the squared dis-
tances to this line (green dot on the left panel). For each case, the location of the barycenter
is also shown as a red dot.
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Equation 4.55 has the exact same structure as Equation 4.25, replacing H by the Jacobian
of Z. Consequently, the Kalman filter can be extended to directly take into account non-linear
measurements by using the linearized innovation equation:

87 /.
Hipr = 5 (%)) (4.56)
Xir1 = X2 + K (Zgs1 — Yir) (4.57)
Peyr = (I — KHyy1) Py (4.58)

In the case of the PicSat instrument, it should be noted that the function Z actually
depends on the iteration number k£ + 1, since it depends on the position on the modulation
pattern. Denoting (Zmod k> Ymod,k) the modulation at iteration k, we have:

o ( ) 0 0 0
H, — [ 9z \"'modk> Ymod,k 4.59
' ( 0 % (ImOd,k’ ymod,k) 0 0 ( )

with n(x,y) the injection function. The expected measurement is given by:

Yk - n(xmod,ky ymod,k) (460)

And the measurement noise matrix can be defined to take into account the photon noise, and
the impact of pointing errors on the photometry:

Ry = (Z), + (0.13 x Y3)?) (4.61)

The downside of the extended version of the Kalman fiter for the PicSat instrument is that
it requires a model of the instrumental response 7. Ideally, the gaussian injection function,
normalized to the proper intentisty (which depends on the target star and on the integration
time) should be used. However, the instrumental response can vary due to environmental
effects, and a soft-real time feedback of the estimated shape of the instrumental response
might be necessary. This can be provided by an algorithm running on the on-board computer.

4.5.3 MATLAB/SIMULINK implementation

The MATLAB/SIMULINK implementation of the extended Kalman filter is straightforward,
and is presented in Figure 4.15. The entire algorithm is implemented in a single Level-2
S-Function block. The filter does not work in physical units (microns or arcseconds), but
in ADU, corresponding to the piezo command space (0-65535 to represent the entire piezo
range). The block is fed by the fiber position (in ADU), a measurement of the star velocity
from the gyroscope (converted to ADU /iteration), the photometric measurements, and a set
of instrumental parameters used to describe the instrumental response.

Due to the fact that the gyroscope is embedded on the payload board, separated from the
optical system, the accuracy of its measurements in space is unknown. Thermal distorsion of
the satellite can bias the gyroscopic measurements. Consequently, the MATLAB/SIMULINK
implementation of the extended Kalman filter can be set to use or discard these measure-
ments, to test the two scenarios. In practice, the two versions (with and without the gyro
measurements) have been implemented in the payload flight software.

To simplify all calculations in the extended Kalman filter, the instrumental response is
modeled using an astigmatic gaussian function:

— sin 2 cos sin(6)z)?
n(x,w:noexp{—(”s“’)x in(@))* _ (cos()y +sinf0)e) }

4.62
20‘1 20‘2 ( )
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Figure 4.15: Annotated view of the MATLAB/SIMULINK implementation of the extended
Kalman control loop. The algorithm is implemented in a Level-2 S-Function block, which uses
the fiber position, the photometry, and possibly simulated measurements from the gyroscope.
The algorithm also needs an estimate of the shape of the instrumental response, which can
either be set to its theoretical value (open loop), or estimated by another block (closed loop,
see Figure 4.16).

The three instrumental parameters o1, 092, and 6 are used to describe the shape of the gaussian
function, and the last parameter 7y corresponds to the maximum number of counts.

These four parameters can be either set to their theoretical values (open loop), or estimated
in soft-real time by a dedicated least-square algorithm, implemented in another Level-2 S-
Function block (Figure 4.16). The instrumental response can be expected to vary over orbital
timescales (~ 90 min), and, in practice, these parameters could be estimated once every
~ 1 min by the satellite’s main computer.

4.5.4 Validation of the MATLAB/SIMULINK implementation

In a similar way as for the barycenter based Kalman algorithm, the MATLAB/SIMULINK model
of the extended Kalman filter was validated on the testbench, with sinewave errors injected
with the tip/tilt mirror. The results of these tests are given in Figure 4.17

4.5.5 Simualtion results

The results of the extended version of the Kalman algorithm, tested in similar conditions
as the barycenter Kalman (see Section 4.4.5), are given in Figure 4.18, 4.19, and 4.20. The
performance is better than with the barycenter algorithm, and, for the scenarios 1 and 2,
the photometric stability is close to the objective (17% versus 13%). However, for the third
scenario, the photometry is still too unstable (33%) to guarantee the scientific performance
of the mission.
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Figure 4.16: Annotated view of a MATLAB/SIMULINK implementation of the parameter esti-
mator used to describe the instrumental response.

4.5.6 A better modulation pattern

One way to improve the results obtained with the control loop is to change the modulation
strategy. The photometric variations resulting from a pointing error depends on the magnitude
of the error, and on the derivative of the injection function around the modulation points (see
Section 4.1.2). The derivative of the gaussian injection function is maxium at ~ 0.6 FWHM
from the center. Consequently, using a circular modulation of diameter equals to the FWHM
of the injection function makes all photometric measurements very sensitive to tracking errors.
From the perspective of the control loop, this means that the measurements which are fed to
the Kalman filter are more sensitive to the position of the star, which is a good point. But
from a science perspective, this sensitivity has a negative impact on the quality of the data.

The two conflicting requirements can be brought together using a modulation pattern
which alternates between parts of the injection function which are close to the center, where
the photometry is less sensitive to tracking errors, and parts at 0.5 FWHM, which are more
sensitive to the position of the star. The extreme case would be to alternate between positions
on the circle of one FWHM diameter, and positions at the center of the injection function
(see Figure 4.21a). However, in this case, every other measurements is useless for the tracking
loop (the derivative is zero), which means that the Kalman filter will effectively run at 500 Hz
instead of 1 kHz. A better alternative is to use a “star” pattern with positions alternating
between an inner and an outer circles, as in Figure 4.21b.

Using this modulation pattern yields similar results in terms of pointing stability. But the
photometric points obtained can be separated in two sets: the points obtained on the outer
modulation circle, and the points obtained on the inner modulation circle. For the same
pointing errors, the photometric stability for these two sets can be significantly different.

Of course, filtering half of the points (all points on the outer circle) effectively reduces the
integration time by a factor 2, and thus increases the photon noise. But the loss is partly
compensated by the better injection obtained on the inner circle, and the gain in terms of
photometric stability is substantial.

The results obtained on each scenario are given in Figure 4.22, 4.23, and 4.24. Even taking
into account the increased photon noise, the improvement in terms of photometric stability is
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Figure 4.17: Validation of the MATLAB/SIMULINK model of the extended Kalman filter.
The upper panel gives the evolution of the photometric precision achieved when submitting
the system to a pure sinewave jitter (peak-to-peak amplitude of 30 pm), as predicted by
the model, and as obtained experimentally using the testbench. The lower panel gives an
example of a time series obtained using the model and the testbench, for a frequency of 8 Hz
(the slight frequency offset between the experimental and the simulated curves is due a drift
of the RTC of the electronics controlling the tip/tilt mirror, and has been taken into account
when plotting the the upper panel figure).
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