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Titre : Analyse de sécurité de systèmes IoT à l’aide d’arbres d’at-
taques

Mot clés : Systèmes IoT, Sécurité, Arbres d’attaques

Resumé :
L’Internet des Objects (IoT) est un environne-

ment qui évolue rapidement et qui permet à des
utilisateurs d’utiliser et contrôler une large variété
d’objets connectés entre eux. Ces environnements
connectés augmentent la surface d’attaque d’un
système puisque, entre autre,m les risques sont
multipliés par le nombre d’appareils connectés.
Ces appareils sont responsables de tâches plus
ou moins critiques, et peuvent donc être la cible
d’utilisateurs malveillants. Dans ce travail de thèse
nous présentons une méthodologie pour évaluer
la sécurité de systèmes IoT. Nous proposons une
manière de représenter les systèmes IoT, cou-
plée avec des arbres d’attaques afin d’évaluer les

chances de succès d’une attaque sur un système
donné. La représentation des système est faite via
un langage formel que nous avons développé :
SOML (Security Oriented Modeling Language). Ce
langage permet de définir le comportement des dif-
férents acteurs du système et d’ajouter des pro-
babilités sur leurs actions. L’abre d’attaque nous
offre un moyen simple et formel de représenter de
possibles attaques sur le système. L’analyse pro-
babiliste sur les chances de succès des attaques
est ensuite effectuée via un outil de Statistical Mo-
del Checking : Plasma. Nous utilisons deux algo-
rithmes en parallèle pour effectuer cette analyse :
Monte Carlo et importance splitting.

Title : Security Analysis of IoT Systems using Attack Trees

Keywords : Security ; IoT systems ; Statistical Model Checking

Abstract :

IoT is a rapidly emerging paradigm that pro-
vides a way to the user to instrument and control
a large variety of objects interacting between each
other over the Internet. In IoT systems, the security
risks are multiplied as they involve hetero- geneous
devices that are connected to a shared network
and that carry out critical tasks, and hence, are tar-
gets for malicious users. In this thesis, we propose
a security-based framework for modeling IoT sys-

tems where attack trees are defined alongside the
model to detect and prevent security risks in the
system. The language we implemented (SOML)
aims to model the IoT paradigm in a simple way.
The IoT systems are composed of entities having
some communication capabilities between each
other. Two entities can communicate if (i) they are
connected through a communication protocol and
(ii) they satisfy some constraints imposed by the
protocol. In order to identify and analyze attacks on
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the security of a system we use attack trees which
are an intuitive and practical formal methods to do
so. A successful attack can be a rare event in the
execution of a well designed system. When rare,

such attacks are hard to detect with usual model
checking techniques. Hence, we use importance
splitting as a statistical model checking technique
for rare events.
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Chapter 1

Introduction

We often see the Internet of Things (IoT) as a revolution to come. We picture a
world in which information is accessible everywhere and human intervention on te-
dious tasks is made unnecessary.
On your everyday life it means that your house cleans itself and you don’t need
to worry about the weekly groceries anymore. Based on your consumption habits,
whether or not you are expecting guests and taking into consideration your guests’
tastes and the occasion, your fridge will order the products. Your errands will then
be delivered, regardless of your presence at home, thanks to your smart lock. If you
were to go shopping anyway, waiting lines would be old news. You can just go into
the store, take whatever you need and just leave. Your account is automatically
charged and you are notified, depending on your preferences. Driving to work isn’t
much of driving as we see it now: your smart car is doing the biggest part of the
job. You can prepare for your meetings of the day in the morning or finish your work
while checking your kids homeworks on your way back home. Being late because of
traffic is not possible anymore anymore since it is regulated by taking into account
the main patterns of commuting, extracted from the commuters personnal data. No
more getting slowed down by the waste truck. Garbage is now automatically routed
to the closest sorting centre and processed depending on its nature. Hospitals are
never crowded as a vast majority of patients are treated at home, via a real time
connection with the health staff. Your doctor has a continuous and real time access
to metrics such as your fitness routine and performances, your calory intakes, daily
activities, your sleep schedule and quality, etc.
On the industry side, smart farming allows fields to be ploughed and harvested with-
out human physical intervention, reducing costs, accidents and increasing efficiency.
Meanwhile, the humidity, air temperature, soil quality and real time forecasts data
would be analyzed to create an optimal treatment and watering schedule. Once the
cereals have been harvested, the inventories are distributed according to needs of use
and ready to be forwarded. The logistic chains being equipped with sensors, track-
ers and other appropriated devices, the merchandises are safely conveyed, using the
most optimal way. Real time monitoring enables users to track them at any time and
make sure that the storing conditions remain compatible with the constraints of the
product.
We tend to think of this possibility as a vague and distant utopia. But this world is
not a far-off future. In fact, it has already started and IoT is getting progressively into
our routine. Amazon provides a way for you to receive your deliveries indoors and to
allows your guests to get in even in your absence. No need to trust your neighbour
with a spare key or to hide it under a rock or a doormat for that: it is made possible
with the Amazon Smart Lock. Concerning supermarkets, the Amazon Go allows you,
once you have installed the application and registered, to come inside, pick whatever
you want and just leave the store without getting by the cashier. Once you have
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2 Chapter 1. Introduction

left, you receive the receipt on your mobile. A dozen of them are already operational
in four cities in the US, using as technology a mix of computer vision, sensor fusion
and advenced machine learning. The IoT has already entered the automotive market
with, for instance the semi project of Tesla. This project is about electric trucks and
is meant to reduce energy cost and increase security. It includes an enhanced autopi-
lot and other features such as calling 911 if the driver is not responding. Hospitals
are allowing more and more patients to take charge of their health condition at home.
They use connected devices and benefit from a real time connection with the hospital
staff which can check their metrics at any time.
All these systems provide adapted services with the aim of saving lives, time, money,
... More broadly, they share the willingness of improving the quality and efficiency of
user experience. In order to function correctly, the different devices that compose the
IoT need to have access to data and to be able to exchange them between each other.
The data can be directly provided by a user or a customer or collected through his
use of the service. But the data are not only user information, they can also concern
the environment. For instance, in the case of smart farming, the data concern the
direct surroundings of the crops and are collected by different types of sensors, before
being shared with other subsystems.
When talking about the Internet of Things, the innovative and beneficial aspects are
often the only highlighted ones. But security issues are real and, if exploited, can
cause serious damage. The IoT is composed of a variety of connected devices, and
the number of connected objects increase the attack surface of systems. In addition,
security experts often try to secure IoT systems the way we used to secure tradition-
nal devices. But these new objects have a different behaviour and other constraints.
For example, they can be memory constrained, which makes it impossible to install
software agents on them. But still, they are connected to the company wireless net-
work and receive and send sensitive data. Hospitals have been the target of numerous
attacks, including ransomware, Denial of Service attacks (DDos), etc. In their publi-
cation, Mirsky et. al. [51] show how, using penetration tests, they manage to inject
and remove lung cancer on computed tomography scans in an active radiology net-
work.
Another issue is that, sometimes, the side effects of a proper use of the system are not
taken into consideration. In other terms, new features offered by an IoT system can
generate adverse events. We can illustrate this with the use of a fitness tracking appli-
cation that disclosed the location of secret US army bases. It happened in November
2017 when Strava, a fitness tracking company, released a map of its user activities and
exercise patterns in different areas of the world. It showed the itineraries of military
personnel on active service, who didn’t turn off the tracking option of the application
when they went for a run. In this case, the device fullfills its mission perfectly, but
the scope of the data manipulated was not considered properly.
All the systems we described previously are built as an interconnection of various
kind of devices. These devices exchange data in order to reach a common goal. For
instance the different parts of the connected hospital will send each other information
in order to treat patients. The critical and confidential aspects of these data can differ
and are sometimes not taken into account. For instance, a data that doesn’t seem
sensitive can allow a malicious user to access other data which are highly confidential.
In an attempt to address these security issues we want to be able to calculate the
probabilities of success of an attack that is performed on a system by accessing dif-
ferent kinds of information. We then consider attacks where the attacker makes his
way towards highly sensitive data by collecting information from different parts of
the system that enable him to access his goal.
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Chapter 1. Introduction 3

To do that, we need to be able to model a system and more specifically the informa-
tion flow among its different subparts. We also need to be able to perform attacks
towards this system while carrying out statistical analysis to calculate their chances
of success.
The solution we propose can be divided in two parts: modeling IoT systems and
possible attacks and the statistical analysis performed on the model.
To model the IoT systems we specified a language: Security Oriented Modeling Lan-
guage (SOML). SOML is a high level language that allows us to model systems with
a certain number of specificities. Details of the model mainly include the commu-
nication between the subparts of the system and the data exchanged. The system
can also include malicious parties that attack the system. These kind of interactions
are described within the model. In order to simulate the behaviour of the system we
use a second language: BIP (Behavior Interactions Priority) [26], as well as the BIP
compiler. To do so, we implemented a parser that allows us to transform the SOML
model into an equivalent ans executable BIP model.
In order to monitor the attack happening during the execution, we add a representa-
tion of the attack that is external to the SOML model but that becomes an integral
part of the BIP model. The attack is specified using an attack tree, that becomes a
BIP monitor during the execution.
Now that we have a model that we can run, we add the option to give probabilities
to the different actions of the entities. This modifies the conduct of the execution
and can increase or decrease the chances of success of the attacker. The inclusion
of probabilities enables us to perform statistical analysis on the model. In our case,
we use Plasma Lab to carry out Statistical Model Checking on the model. This way,
we can compute the chances of success of a given attack towards a specific system,
whether they are frequent or considered as a rare event.
This work consists of several research segments that we present in the second chapter.
The State of the Art starts by looking into the definitions of the Internet of Things
into the litterature. Then it explores existing works in terms of security modeling
and the different ways of representing an attack. Finally, it delves into the Statistical
Analysis currently used, considering rare events as a subpart of it.
The third chapter is dedicated to the presentation of the IoT SOML language. For
clarity reasons we start by introducing SOML without the probabilistic aspect, and
in the second part of the chapter we add the probabilities. In both parts, using a
running example, we describe the abstract and operationnal aspects of the language.
Although the attack representation is external to the model, it is part of the execu-
tion. This is why we close the chapter by explaining how we express the attack with
the attack tree. The fourth chapter focuses on the transformation from SOML to the
BIP language. After introducing the BIP language, we detail formal and technical
aspects of the transformation. We also describe the transformation of the attack tree,
as well as the monitoring during simulations. The fifth and final chapter is devoted to
the experiments. We use two real example of IoT for them: a smart hospital and the
Amazon Smart Lock. The attack trees of both example contain a compilation of real
attacks that have been carried out on the systems either for testing or for malicious
purposes.
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Chapter 2

State of the art

This work addresses security issues in distributed environments, and more specifically
in the Internet of Things. We aim to represent IoT systems in an abstract but re-
alistic way as well as possible attacks towards them. These representations are then
used to carry out statistical analysis to calculate the chances of success of the attacks
on the systems.
Therefore, this work can be divided into three main aspects: the system model, the
attack representation, and the statistical analysis. This chapter reflects these three
main leads that compose this thesis.
We start by giving an overview of the Internet of Things in Section 2.1, before address-
ing the security challenges that is is currently facing. Section 2.2 presents multiple
ways of representing attacks. Finally, Section 2.3 presents different ways of performing
statistical analysis methods for rare events as well as similar approaches.
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6 Chapter 2. State of the art

2.1 Modelling Techniques for the Internet of Things
Aztori et. al. [3] define the Internet of Things (IoT) as a "pervasive presence around us
of a variety of things or objects which, through unique addressing schemes, are able to
interact with each other and cooperate with their neighbors to reach common goals".
They also define different IoT paradigms, depending on the scientific community that
consider it. But the issues that arise with the omnipresence of the IoT are the same for
everyone and concern, among others, security and privacy. In this section we searched
for existing work that addressed these security issues, and in particular through secure
representation of the systems. We start by giving an overview of security oriented
representation of IoT systems is Subsection 2.1.1. Then in Subsection 2.1.2 we give a
global vision of existing languages to represent IoT systems, wether they are security
oriented or not.

2.1.1 IoT and Security

In their work, Q. Jing et. al. [34] argue that IoT systems are composed of three
successive layers: the perception layer, the transportation layer and the application
layer. The perception layer concerns information collection, object perception and
object control. Transportation layer is responsible for giving access to the first layer,
and data transmission. Finally the Application layer’s role is to support business ser-
vices and realize intelligent computation and resource allocation. This vision of IoT
systems allows to detail security features and requirements, and therefore to adapt
the security solution, depending on the target level of the device.
All the description aspect of this work is based on the technical description of the sys-
tem architecture. Indeed, by dividing the overall architecture into layers, it becomes
easier to apprehend and address the vulnerabilities, depending on their level. On the
other hand, detecting cross-layer vulnerabilities requires to see the system as a whole
and, in this case, finding the adapted security measures might be more difficult.
Because of its interconnected nature, IoT systems are vulnerable to a large spectrum
of attacks. Indeed, we have to consider that only one unsecured device can affect the
security of the overall system. A way of identifying new attack surfaces using a visual
representation has been proposed in [59]. In this work, IoT security is not considered
as a binary concept but rather as a spectrum of device vulnerability. They then offer
a new visual grammar to describe IoT systems at a high abstract level. Their rep-
resentation is presented as a three-tiered structure constructed as follows: the first
layer is the high level representation that uses the visual grammar in order to offer
a model of the IoT system. The second layer shows the object profiles and connects
the first and the third layer which provides the implementation details of the system.
The second layer maps out the hight level representation with the low level represen-
tation that gives us technical details about the connected objects that constitute the
system. To build the high level model, they use the device characterizations of all
objects that are part of the system. Then, they mapped the device descriptions to
one or several existing devices, and finally, they generate a high level representation.
The whole model is meant to provide information about the objects, the structure
they form, as well as their activities and relationships.
This work represents a link between the technical characterization of the devices that
compose an IoT system and an abstract representation of the system. But the secu-
rity aspect of this work is based on the possible vulnerabilities of each device, from
a technical point of view. The abstract representation is just meant to facilitate the
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vision of the overall environment before delving into the features of each device.

2.1.2 IoT Language Representations

In this subsection we separate two types of representations: the one that were created
for security purpose and the others.

IoT modeling

A visual representation based on the UML notation exists in [22]. The goal was to
implements a language that is powerful enough for the professionnals while being user
friendly and easy to read. In this language, the basic element of an IoT system is
called a "Thing". The thing can be either real or virtual. When things are arranged
in collections, they compose a "subsystem". Things can contain items that can be
inputs, outputs or components. All these concepts that compose the language pos-
sess a virtual repesentation inspired by the UML class diagrams. Even though this
virtual representation is not security oriented, as the SOML (Security Oriented Mod-
eling Language), we could use it as an inspiration to create a visual representation of
our language. Indeed, for now, to describe a system using SOML, one has to know
the language syntaxe. By providing an interface with visual elements we could, as
a future work, consider to generate the system model automatically from a visual
interface.
Another language, GroupeSens-L [1] offers to represent Group Activity Recognigni-
tion. The goal is to model the physical activity of a group using an EBNF based
modeling language. It allows to model the group activity with their conditions and
constraints, to make vary the level of details and to generate a billing model.
In [6], the authors use a meta model in order to help developpers build their IoT
system as part of a model driven development process. From the meta model, the
developper builds its own model and can automatically generate Java code, which is
meant to be used as the departure of its IoT system implementation. The meta model
is built around "Human Object View". It means that it represents the interconnection
between human and physical connected objects as well as the way humans use these
objects to expand their communication capabilities. This point of view shares our
vision of the communication between human and objects, but as it is not security
oriented, it does not make appear verification, of the critical aspect of the exchanged
information, which is essential in our work.
Another approach is the IRON language [13], which is an ECA (Event-Condition-
Action) based language with a formally defined semantics, meant to identify incorrect
behaviours of an IoT system. The IRON language has a static part and a dynamic
part. The static part concerns the variable declarations. The variables are the con-
nected devices that are described using an identifier and a name. The static part also
defines the constraints that ensure the validity of the exchanged information. The
dynamic part is about the ECA rules that descibe the behaviour of the devices. An
Event-Condition-Action rule indicates how an action is performed during an event
when the condition is filled. The formal semantics is able to ensure the reliability of
the results of the execution. Even though this modeling language allows the execution
of IoT model to guarantee the correct functionning of the system, the errors are only
considered from a logical point of view. The attacks towards the system, as well as
malicious users or actions are not considered.
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An UML extension language called SOAML4IoT [17], can be used to model SOA-
based IoT applications. SOAML4IoT is an extention of the SoaML (Service oriented
architecture Modeling Language) which is already an UML extension for SOA appli-
cations. This extention of SoaML is enriched with fundamental concepts of the IoT
models such as platforms, applications and networks. Each of these concepts possess
communication, exchange, ... capabilities that are specialized as tasks. As for the
previous work, this language is meant to be used for a static modeling during the
conception, and cannot be used in our approach but it is interesting to notice that
the same concepts (connected device, communications, ..) are highlighted for each
IoT-specialized modeling language.

IoT secure representations

The IUT Standard Specification and Description Language (SDL) [63] is an exe-
cutable language, meant to model and simulate the functionning of IoT systems or
other ditributed environments. Using SDL, one can model an IoT system as a set
of connected agents that communicate with each other. The SDL simulator allows
to verify the behaviour of the system before it is deployed. The abstract machine
semantics of the language helps define the communication architecture of the system
(communication elements with different level of abstraction) and the complete be-
haviour of the system. But if SDL allows to model the behaviours different actors
of the system, whether they are malicious or desired, it does not address potential
attacks towards the system. Its only concern is to detect security issues considering
the normal run of the system.
This approach and our work have a similar approach First, it uses a high level model
of the system and il allows running simulations in order to find anomalities in its
behaviour. But our approach is meant to simulate one or several external actors
attacking the system and observe their progression. SDL doesn’t take into account
possible external attacks. The security issues that are considered here are the one
that can occur during normal operation of the system. In this case, the model op-
erates as a realistic system replica and allows to correct issues before deploying the
environment.
IoTSec [58] is an UML based language supposed to encapsulate security knowledge
to model IoT systems. The work uses the model based system engineering approach.
It is based on the idea that to resolve safety issues in the IoT, we need to perform se-
curity design as well as vulnerability and threat analysis before implementation. This
UML/SysML extension redefines several UML diagrams to model security problems
in IoT systems such as the class diagram, the sequence diagram, the state machine
diagram, ... This work tends to address security issues in the system by modeling
them during its conception. The models are not meant to be executed and displays
vulnerabilities and threats possibilities. Therefore, these techniques could not be used
in our approach.

2.2 Attack Representations
Modeling attacks, threats, faults, etc. anything that can be a risk for the proper
functionning of a system has always been a real concern in research. The objectives
can either be to prevent it, detect it or as it is our case: estimate the probabilities
for an attack to happen. There are a variety of options with different possible ap-
plications. Following [42] we separate them into three main categories: Tree related
representations, Attack Graph and Others.
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2.2.1 Tree related representations

This subsection describes all the attack representations that use a tree-like represen-
tation. We first start with the attack trees, which are the way we chose to represent
the on going attacks towards the system we audit. Indeed, attack trees have the
advantage of being easy to understand thanks to their intuitive representation. It is
also possible to modify the amount of information they contain, depending on our
needs for the analysis. Several alternatives, based on the attack trees exist such as
the defense trees, threat trees that we detail in this subsection. They extend the
attack trees with informations such as the defense information or economics indexes
for deeper analysis. In this work we didnt need to extend the attack tree as the infor-
mation necessary for the analysis are contained in the model of the system. But it is
possible, as a future work to consider conducting different or further analysis on the
IoT systems. In this case, another tree-like representation can be used, that would
contain different types of information concerning the attacks towards the model.

Attack Tree

Attack trees we first defined by Bruce Schneier [62] as a formal way to describe the
security of a computer system, and to be used in order to make security decisions.
One of the benefits were then to be able to make the attack trees evolve easily as the
system was developped and the security concerns changed. The aim of an attack tree
is to cover more or less exhaustively, depending of the needs, possible attacks towards
a system. We can see an example of an attack tree defined by Bruce Schneier in

Figure 2.1: Example of an attack tree as defined by Bruce Schneier

Figure 2.1. The root node represents the goal of the attack: here it is about opening
a safe. There are several ways to reach this goal, such as pick the lock or cut the safe
open. The annotations on the nodes of the tree can differ, depending on the needs.
Following the work of Schneier, Mauw et. al. propose a formal semantics for the at-
tack trees [47]. In their work, they formalize the concepts introduced by Schneier and
define writing rules to standardize the creation of attack trees. This can be useful,
for instance in computer aided threat analysis.
Due to their simplicity, attack trees can be used in various environments and they
allow users to have a global overview of the attack. But because of this, one can
argue that attack trees do not have a sufficient level of technical specificities to prop-
erly allow to represent cyber threats [23]. But T. Tidwell et. al. [65] found a way to
overcome this issue. Indeed, they propose an attack visualization system using attack
trees in which they are used to represent Internet attacks described as "multistage
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attacks". An attack tree is defined with weighted nodes, indicating the likelihood of
their success. To be able to add technical details, the attack tree is used in conjunc-
tion with a parametric extension. This means that each tree is associated to a unique
specification template that captures information like the pre and post conditions of
the attack. This way, they can automatically link an attack to a given vulnerability
of a system and this helps them in performing vulnerability assessment and attack
prediction. This approach is interesting because it allows to link vulnerabilities of a
system and one or several possible attacks and add a low level point of view. But
the attack trees are still designed manually by the security expert and therefore are
inspired by the existing, they can’t be used to discover unknown attacks towards a
system.

Defense Tree

Also called Attack-Defense Tree. Defense trees appear for the first time in the work
of Bistarelli et. al. [8] as an extension of attack trees. The authors aim to provide
security managers a methodology to perform an economic evaluation of the risks via
an assessment of the possible countermeasures. The authors propose to extend attack
trees by adding countermeasures to each node representing a vulnerability and label
the countermeasure with an economic index. This method combines qualitative and
quantitative approaches. The qualitative view corresponds to an exhaustive evalua-
tion of the risks using security scenarios and represented as a tree. The quantitative
view is meant to give precise measures of the risk and consists in assigning quan-
titative indexes to each threat descibed in the tree. By extending attack trees the
authors aim to compensate the fact that attack trees do not take into account coun-
termeasures and the cost they represent. This method allows an economic evaluation
of the threats as well as their effectiveness. It can help decide if they are profitable
and effective. In [9] Bistarelli et.al. go further in the development of the quantitative
approach. The economic labels added to the tree are in fact two utility functions: the
ROI (Return on Investment) and the ROA (Return on Attack). They then transform
an attack into a strategic game with on one side the attacker and on the other the
defender. The ROI and ROA allow to calculate the Nash Equilibrium that represents
the best strategy possible for both sides of the game. One conclusion reached by
the authors is that if installing countermeasures is always worth it for the defender,
multiplying the countermeasures does not necessarily represent an increased benefit
for the company. Finally, [38] introduces a formal representation of defense trees.
The authors defined ADTerms (attack-defense terms) on which the language is based
and that allow to formally represent attack-defense scenarios.

Threat Tree

Although they are sometimes assimilated with attack trees, for instance in [52], we
consider them to be different. Threat trees express vulnerabilities that can be ex-
ploited and lead to a main failure. They can be used in order to express the weaknesses
exploitable by a third party to conduct an attack, and therefore express attack scenar-
ios. In fact they don’t express the direct actions of an attacker but rather weaknesses
that could lead to an exploit. The treat modeling process expressed in [52] and [46]
is a four step process. First the system must be decomposed in order to identify its
main components. Secondly, these components become the threat targets, it is nec-
essary to identify all the threats. Thirdly the threats must be classified, usually by
descending security risk. Finally, users determine how to respond to threats. In their
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approach [46], the threat trees are considered to be a variation of fault trees for safety
analysis and are used to test whether a software system is secured or not. To this
end, they automatically generate security tests as well as valid and invalid test inputs
in order to expose vulnerabilities within the software. As for [55] they developped a
methodology to capture a large number of cyber threats towards large systems. The
aim of their work is to define what the threats are, catalog them and then assess what
coutermeasures can be set up. The first step is from a risk assessment process, to
build a cyber threat tree. This stage is supported by CyTML (Cyber Threat Markup
Language), a formal language defined by the authors to represent cyber threat trees.
They define their tree as a superset of fault trees and attack trees. Then the tree
representation is transformed into a MDD (Multiple-Valued Decision Diagram). This
MDD structure provides an easy way to go through the cyber threat catalog and then
identify the best way to protect the components of the system.

Fault Tree

Fault tree analysis is one of the most used techniques in the industry to evaluate the
risks within a system. Static fault trees were introduced by the Bell Labs in the 1960s
for the analysis of a balistic missile [67]. The traditionnal fault tree aims to model
how combination of components failures can lead to system failures. An application
of fault trees in the industry concerns for instance the measure of the risks faced by
employees in their workplace environment.
A fault tree, of which we can see an example in Figure 2.2, drawn from [60] is

Figure 2.2: Example of a fault tree

composed of two types of nodes. The leaves of the tree represent the model compo-
nent failures. These kind of events can be either called "basic event", which means
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that they can happen spontaneously, or "intermediate events" and therefore are the
consequence of one or several other events. The internal nodes, called "gates" express
how the failure propagates throughout the system. The root node of the tree is the
"top event": it is the event that is under review. The different nodes are graphically
represented with different shapes as we can see in Figure 2.3 from [60], depending on
their types.
As for the attack trees, fault tree can be expanded: for example dynamic fault trees
add a temporal dimension. This allows to show that even if the same component fail,
some failure sequences are more dangerous to the system than others.

Figure 2.3: Different kinds of nodes in a fault tree

But fault trees can also have security purposes. In [29], fault trees are used as a way
to implement intrusion detection systems for software systems. The method is the
following: first, an intrusion is decomposed into seven stages that include a recon-
naissance and then the exploitation of the vulnerabilities identified in order to extract
and modify data. Each of these stages are represented as a distinct fault tree that
contains all the combinations of events that have to happen in order for the stage
to be complete. This means that, at least, seven fault trees (one for each stage) are
necessary to represent an intrusion.
Even though fault trees can have security applications as we saw in [29], fault trees are
not suitable for our needs. Indeed, we want to model the actions of an attacker and
the only information on the actions that we need are what information are exchanged.
The original purpose of fault trees were to model technique failures in industrial com-
ponents and therefore it focuses on technical events that can happens within a system
which is not our preoccupation.

Attack Nets

The idea behind the attack nets [48] is to use Petri Nets [57] (see Subsection 4.1.1 for
a detailed definition of Petri Nets) to model attacks for penetration testings. Places
of the Petri Nets are composed of security relevant states of the entities of interest,
and the transition, built from flaws of the system shows input event, commands or
data that allow to access those states. Tokens are used in the Petri Nets to indicate
the progression of the attack. Tokens can even be labeled to differentiate different
attackers and their actions. The idea behind this approach is by aggregating all the
Petri Nets concerning on system, to show the cumulative effects of the flaws, given
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that each transition represents the exploitation of a flaw. Compared to attack trees,
the Petri Nets are presented as a more expressive and direct way to show the actions
of the attacker. In this spirit, a method of collaborative attack modeling: ATiki [64]
was implemented. ATiki extends a WikiWeb-like system that acts as a vulnerability
database. An ATiki model is then composed of conditions that are the places of the
Petri Nets and that describes the system properties. As for the transitions, they
are explicited by the wiki pages and open for collaborative improvement. This work
is supposed to facilitate cooperation between security experts of various areas and
therefore allow the discovery of new vulnerabilities. But Petri Nets can also be used
in a more technical approach. In [30] attack nets are used jointly with software fault
trees for anomaly detection in software based systems. Petri Nets are automatically
generated from software fault trees with an intrusion detection system.

Threat Nets

Based on the desire of improving expressiveness and semantics of the existing threat
modeling techniques, Mirembe et. al. [50] decided to use Petri Nets for threat
analysis. They consider that to be effective, threat analysis must not be attacker
centric or threat centric. Therefore, their method captures both system attributes,
by incorporating flaws of the system design and development, and attacker profile
with his background knowledge and his time specific actions. In this work, the use of
Petri Nets is similar to the attack nets that we previsouly defined but extended with
background information about the system and the attacker. The use of Petri Nets
allows to see the threats at a micro level and then avoid propagation errors that are
possible with a high level of threat modelling.

Protection Trees

Edge et. al [20] define a version of the protection tree that is built directly from a
given attack tree. The overall structure of the protection tree stays the same: it is an
AND/OR tree structure. The root node also stays the same as in its corresponding
attack tree. But the goal when building a protection tree is to eliminate all attack
paths of the attack tree, so the rest of the tree differs. To each possible attack
represented by a path in the attack tree, the protection tree presents one or several
countermeasures expressed as a node or as a path. Each node of the protection tree
is labeled with the cost of the measure. This way, security experts can compare the
cost of the different countermeasures. This approach is similar to what we defined in
defense trees previously. The difference is that the protection tree is built in reaction
to a specific attack and the protection tree only includes defense information. The
aim is to help security experts make their decision for allocating their limited defense
resources.

Vulnerability Trees

Vidalis and Jones [66] propose to represent vulnerabilities for security assessment us-
ing vulnerability trees. The graphical representation of vulnerability trees is similar
to that of fault trees but their content vary widely. The top node of the vulnerability
tree is the "top vulnerability" or "parent vulnerability". The child nodes of the tree
represent the "child vulnerabilities": there is one for each way to exploit the top vul-
nerability. For each child vulnerability, there are one or several steps that the threat
agent has to perform in order to exploit the child vulnerability. Then, once each child
is decomposed into steps, each branch of the tree figures a detailed way to exploit
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the top vulnerability. The nodes also contains information such as "TTE": Time To
Exploit that depends on the number of steps necessary, or a description of the vul-
nerability. The aim of this work is to help a security expert analyze different attack
scenarios and is meant to help him choose adequate countermeasures, by examining
vulnerabilities and their relationships.

For analysis purpose we need to be able to divide attacks into stages. We also
have a varying amount of information that we need to know for each of them. Attack
trees allow us to model the different ways to conduct an attack. There are also easy
to modify, depending on what we need to know for each step of the attack. If we
considered adding features in our process such as countereasures, costs of the attack
and of the defense, ... We could consider using an extended version of the attack tree
such as a defense tree as the structure and functionning remain the same. To get
additionnal information about defense we could also consider using protection trees,
as they would be generated from the attack tree we already have.
Threat nets capture some of the system properties. Our work has for characteristics
to clearly separate the system attributes and the attack features. Using a threat
nets would create an unnecessary overlapping of information. The same goes for the
attack nets which aim to show the cumulative effects of the flaws and the threat
trees that lists all possible exploits within a system or vulnerability trees. In a future
work, we could explore the possibility of generating an attack tree automatically from
the referenced exploits, flaws or vulnerabilities of the system, but we would need to
consider low level aspects of the system which is not our current goal. Finally, fault
trees are widely used in the existing in similar approaches but their applications are
very different to the attack trees’. Indeed, it is used for risk analysis in industrial
environments, which is very different to attack analysis.

2.2.2 Attack Graph

Concerning the attacks graphs, several approaches are possible.

"General" Attack graph

For instance, [54] uses attack graphs in the context of network security. The idea
is to build a tree that, given a set of attack goals, references the necessary security
conditions to garantee the safety of the network system. The building of the tree
starts with a sequence of exploits. The conditions are derived from these exploits
and they can be of two types. First they can be the exploits pre conditions and are
presented as initial conditions existing in the system. They represent the most urgent
security failures in the system to correct to ensure safety in the network. The other
type of conditions can be the pre and post conditions of the system, during or after
an attack. They can be influenced by the exploits performed within the system and
therefore the network administrators don’t have total control over them. So the graph
basically represents the dependencies between security conditions and exploits. Using
it, the network administrator has a vision of the measures to be taken in order to
protect his system as they go beyond possible attacks. In the ADEPTS methodology
[24], attack graphs are used to implement an automatic containment response to an
intrusion in distributed systems. The aim is to restrict the effects of an attack and
allow the users to keep using the functionnalities even though the system is currently
under assault. The attack graph, called I-GRAPH, lists several attack goals and the
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different steps to achieve them. The different goals can have one or several common
steps and therefore the graph shows the inter depedencies between them. From the
graph, the system can see where is the attack at and anticipate how it will most
likely spread. This allows the system to set up an automatic response to contain the
intrusion.
As we can see on these two applications of the data graphs, they can contain different
types of information, depending on the need of the security experts.

Alert Correlation Graphs

Correlation trees were firstly described by F. Cuppens et al [18] as a way to reduce
the number of alerts in Intrusion Detection Systems (IDS). To do so, they combined
several IDSs into a cooperation module. This way, when an intrusion occurs, the
system recognizes the different alerts that correspond to a certain kind of intrusion.
Then, by regrouping them, it generates a more global and synthetic alert that sums
up all of the necessary information. The displayed information contains an overview
of the current situation (what was performed by the attacker), the security state of
the system and possible options of the attacker next move. In order to anticipate
the attacker’s behaviour, the module uses a correlation function. This function maps
out an existing database of attacks to the alert database. The attack representation
includes the pre and post condition of the attack as well as several scenarios such as the
attack, detection and verification scenarios. Then from these two separate databases,
each generated alert will be correlated to one or several possible attacks. The security
administrator will therefore receive global and synthetic alerts that are meant to help
him take adapted decision in order to protect the system. A similar approach exists in
[53] with the aim of correlating alerts, using prerequisites of intrusion. Their approach
is based on the observation that most intrusions are correlated to one attack as they
represent different stages of it. The initial stages are meant to facilitate or to allow
the following ones to happen. In this work, a graph based formalism allows them to
treat a large number of data concerning alert information and attacks.

Privilege Graphs

In their work, M. Dacier et. al. [19] use a directed graph to assess security violation
due to priviledges accesses. This work is based on two main concepts: protection state
and authorization scheme. The protection state refers to the sets of rights held by
each individual of the system. The authorization scheme shows how the set of rights
evolve, how priviledges can be granted within the normal functionning of the system.
These information are synthesized in a directed graph called priviledge graph. Each
node of the graph contains a subject, an object and a set of rights. They represent a
set of priviledges that can be granted by an individual on a set of object. The edges
of the graph indicate the authorization scheme: what priviledges can be acquired
throughout the graph. An edge between a node N1 and N2 shows what additionnal
priviledges can be acquired in the node N2 when the ones of the node N1 have already
been granted. Therefore, a path in the graph represent all the priviledges that an
individual can acquire in the normal functionning of the system. Given a set of states
that violate system safety, the graph enables a security expert to identify the paths of
the graph that are in direct conflict with the security constraints. The graph gives a
boolean answer to a safety problem by answering the following question: is an unsafe
state reachable or not?
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In our work, we measure the progress of the attack by the level reached in the
attack tree. Therefore having several root nodes as in the attack graph would be a
problem to get the chances of success of a specific attack. As for the alert correlation
graph, the application domain are very different as it is meant to avoid or reduce
intrusion within a system. Finally, the priviledge graph’s philosophy intersects with
ours as we try to show how an attacker grants priviledges and critical information
throughout its comunications with other actors of a system. It would be possible
to add probabilities in the priviledge graph in order to calculate the probabilities
to reach an unsafe state. But in our work, having a separate representation of the
system allows us to have a richer vision of the system with information such as the
protocols used for communication.

2.2.3 Others

Finally, there are other approaches that couldn’t fit in a tree or graph category. In
this subsection we are giving a brief overview of influence diagrams [31], kill chains
[45] and diamond model [14]. The two following works are about intrusion analysis.
The idea behind the kill chains [45] is to completely understand an intrusion in order
to set up an adapted line of defense. The kill chains system uses indicators to describe
the attack and anticipate the attacker’s behaviour that is called a "kill chain". Then,
considering the defense capabilities, it helps choosing the most appropriate one and
finally to measure its efficiency. This work is about having a very specific and adapted
way of describing the attacker’s moves and the dammages they create in the audited
system.
The diamond model [14] is a highly adaptable model meant for intrusion analysis,
meant to express insider and external threats. It uses a formal description that can
be generic and flexible and, by allowing to capture important information about the
intrusion, eases decision making. The diamond model represents the actions of an
attacker as events that have characteristics such as a timestamp, a result, resources,
etc ... Figure 2.4 shows an extended diamond model. It shows the core features of an
intrusion event: adversary, capabilities, infrastructure and victim. It allows to link
these features to fully understand the extent of an intrusion.

Figure 2.4: The diamond model of intrusion

2.3 Statistical Analysis
As the end goal is to calculate the chances of success of an attack, our work includes a
statistical analysis part. We performed this analysis using a statistical model checker.
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In this section we give an overview of what model checking, how it evolved and other
verification techniques in Subsection 2.3.1. We follow by explaining what is a rare
event in Subsection 2.3.2 as some of our attacks are rare events.

2.3.1 Statistical Model Checking

Model checking is an automatic verification technique destined to finite state systems.
The original model checking method was developped by Clarke and Emerson in 1981
[16]. The goal was to automatically verify finite-state reactive systems. The specifi-
cations to check were expressed using temporal logic, and the systems were modeled
as state-transition graphs [15]. But these first model checkers were limited to small
examples as they experienced state explosion problems on larger models. This diffi-
culty was overcome by the use of ordered binary decision diagrams [11]. With this
new technique, the transition relation of the system were expressed using a boolean
formula and then converted to a binary decision diagram, that allowed to have a very
concise expression of the transition relation. This new method is called symbolic
model checking [12].
With these methods is it impossible to quantify the impact of changes made in the
model. Indeed, making changes in the design can completely change the outcome of
the verification. To be able to quantify the impacts of these changes, a finer analysis
is necessary. Using probabilistic model checking, instead of a boolean response (the
system verifies the specification or not), it is possible to measure the likelihood of a
system to satisfy a property, using tools such as PRISM [39]. It is also now possible
to add features such as real time in specifications. In fact, in some cases it is equally
important to know when the situation occurs: this is what motivated the creation of
the timed model checking methods with tools such as UPAAL [43].
Other verification techniques exist such as for instance theorem proving [35]. Theo-
rem proving is a formal method of verification in which we use specifications, written
using a mathematically based notation, and then we verify if the specifications are
satisfied. Completely checked systems using this method can be produced when the
systems are small. Compared to this method, model checking is completely auto-
matic and faster. Other methods [28] include RSML (Requirement State Machine
Language) that is based on hierarchical finite state machine and decompose the spec-
ification into a state hierarchy. This decomposition makes it easy to use on large and
complex systems but it is not flexible in language design and we couldn’t use it for
statistical analysis. Another formal method is Independant Verification and Valida-
tion, used to analyze partial informal specifications. It can be used for instance on
fault detections.
When comparing these verification methods,the result is that model checking offer
the biggest flexibility in terms of language specifications. It is also the only method
that allowed us to perform statistical analysis.

2.3.2 Rare Events Analysis

A rare event is an event that has a very low probability to happen. Rare events
simulation is important is the world of physics to answer question such as "what
is the probability of collusion between a satellite and a spatial debris?". Two main
algorithms can be used to perform rare event simulations: importance splitting and
importance sampling. Both are variant of the Monte Carlo algorithm citeimportance-
Splitting. In our work, we use the importance splitting method that we explain in
more details in the Subsection 5.1.1. The first mention of importance splitting is in
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[36], where the algorithm is used to calculate the probability that neutrons would
pass through certain shielding materials.
Concerning the importance sampling, we find an approach similar to ours in [61], but
transposed into a different area. Instead of security, this work tends to estimate the
probabilities of failure of an industrial system, even though they are a rare event.
Instead of attack trees, they use dynamic fault trees. As we saw previously, fault
trees are used in reliability and safety analysis by showing how component failures
can combine to cause system failures. Dynamic fault trees, used in this work, are
an extension of the standard fault trees and include additionnal information such as
different repair policies with periodic inspections, periodic replacements, ... and allow
to model common patterns in dependability models. Unlike our work, probabilities
are included in the dynamic fault tree that shows the different paths that lead to a
system failure. Once the tree complete, they perform statistical analysis using the
importance sampling algorithm. Importance sampling, operates a change of measure
that modifies the probability distribution of the random variables in the model in
order to make the target event happen more frequently. The final probabilities are
computed using a likelihood ratio, that keeps track of the error by being updated every
time the simulator draw a sample from a random variable. The fact that this work
uses a tree structure to model issues, together with a rare event analysis matches our
approach. But as application areas differ, so do methodologies. The use of dynamic
fault trees is adapted to the industrial domain but could not be used in the security
area. As for the sampling method, the difficulty is to find a good change of measure,
and it requires to have an idea of the statistical results in order to adjust the change of
measures. In our case, we don’t know in advance what probabilities we are supposed
to have. Another main difference is that we completely separate the system model
and the attack representation. So for a given model, we can use different attack trees
that represent various attacks. In this work, a fault tree represents all the possible
failures of one system.
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Chapter 3

Security Oriented Modeling
Language

This chapter aims to introduce the IoT Security Oriented Modeling Language (IoT
SOML). Here we describe the language from an abstract point of view.
This chapter is built as follow: first we introduce in Section 3.1 a simple use case that
will be used throughout this part as a running example. It will allow us to illustrate
the concepts we introduce in this chapter in a more concrete manner. Then, we
present the IoT SOML language. For clarity reasons we chose to divide it in two parts.
The first part, in Section 3.2, describes the language, leaving apart its probabilistic
aspect. We give an overview of the language and its general concepts before going into
the details of its abstract syntax and operational semantics. Section 3.3 integrates
probabilities to the language, as well as some new concepts that become necessary
in order to perform probabilistic analysis on an IoT model. We present the updated
abstract syntax, the concrete syntax and operational semantics of the language and
illustrate them using the running example.
IoT SOML is able to describe an IoT model, and it also includes its interactions with
malicious persona performing an attack on it. In order to better describe the attack
that can take place within the IoT model, we step aside from the model and delve
into the details of the attack description in Section 3.4. We start by introducing the
attack tree via its graphical form, and we give an equivalent formal representation.

Security Analysis of IoT Systems using Attack Trees  Delphine Beaulaton 2019



20 Chapter 3. Security Oriented Modeling Language

3.1 Running Example
In this section we introduce an example involving a system and an attacker. This
simple model is used as a running example throughout this chapter. It will be used to
illustrate the concepts of the IoT Security Oriented Modeling Language (IoT SOML),
as well as how an attack against the system can be carried out. The aim of this exam-
ple is to show the nominal behaviour of a system in Figure 3.1. Then we introduce the
running example represented in Figure 3.2, by modeling a successful attack performed
on the system by an attacker.

Figure 3.1: System Example: Nominal Behaviour

Figure 3.2: Running Example: Successful Attack

We consider an IoT system composed of an employee and a server. The employee
has the server password and therefore can communicate with it via http requests.
The nominal behaviour of this system is shown in Figure 3.1 and is composed of a
communication between the employee and the server. It consists of an exchange of
information between the two of them.
In the second example in Figure 3.2, we now assume that an attacker wants to gain
access to the server. In the attack scenario, the attacker first sends a phishing email to
the employee. The employee answers the email and by doing this, leaks his password.
The attacker can now communicate with the server, using the stolen password, and
therefore access the confidential information.

Security Analysis of IoT Systems using Attack Trees  Delphine Beaulaton 2019



3.2. IoT Security Oriented Modeling Language 21

3.2 IoT Security Oriented Modeling Language
In this section, we introduce the IoT SOML, leaving out its probabilistic aspect. We
first give an overview of the language by detailing the general concepts it contains and
explaining the modeling choices we made in Subsection 3.2.1. Then, in Subsection
3.2.2, we give the language a formal perspective by defining its abstract syntax. In
Subsection 3.2.3 we make preliminary explanations for the operational semantics by
defining an equivalence relation.
Finally, in order to understand how IoT SOML behaves when it is executed we detail
its operationnal semantics in Subsection 3.2.4 and illustrate it using the running
example in Subsection 3.2.5.

3.2.1 Language General Concepts

IoT SOML describes a system as a set of entities that exchange information, using
different means of communication. The main elements of our language are the en-
tities: they can be either human or connected objects. In the running example we
distinguish three entities: the employee, the server and the attacker. An entity has
several attributes as we can see in Figure 3.3.

Figure 3.3: Entity Description

An entity has a status which can either be internal or external. An internal entity
is part of the system, while an external entity is a malicious entity that does not
belong to it. An external entity will get in contact with the system in the attempt of
stealing, successfully or not, sensitive information. In the running example, the inter-
nal entities are the employee and the server. The attacker is external to the system
and communicates with the employee for the sole purpose of gaining unauthorized
access to the server.
An entity also possesses a number of information. This information represents the
knowledge of the entity. This data can be either part of its original knowledge: the
entity knows them from the start. For example, when the employee is created he
already knows his password and his email address. But the knowledge is not static
and can be expanded as additionnal information are acquired through the exchanges
between the entities. This allow us to model the gains of access of the entities whether
they are internal or external. For instance, the attacker only knows the email of the
employee at the start. But as he communicates with internal entities, the attacker
expands his knowledge and the new information he acquires provides him new ac-
cess. For instance, we can see that through the leak of the employee’s credentials,
the attacker is then allowed to communicate with the server and can possibly access
confidential information of the server.
Each data of the system has a category. In the running example we have four data
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categories: email address, credentials, message and confidential data. The assigne-
ment of a category to each data is made at the creation of the system, and it is
possible for the user to create as many categories as he deems necessary.
Concerning the interactions within the system: they can only happen between enti-
ties. Each communication is based on a protocol. Protocols integrate a verification
on a certain category of data. For instance, the email protocol verification is based
on the email addresses. So, for a communication based on the mail protocol to be
possible, both entities must possess the email address of the receiver as part of their
knowledge. This is a strong requirement and if this condition is not met, the entities
cannot communicate.
Through the different interactions existing between entities, we specify a behaviour
for each of them. The behaviour is defined as a set of ordered actions. There are
5 types of actions: Send, Receive, Leak, Collect and Internal. The Send/Receive
couple represents the usual communication between two entities when they exchange
information and is supported by a protocol. The receiver extends his knowledge with
the data he receives. Informally, the actions consists of the following tuples:

Send : {Sender, Receiver, Protocol, Data}

Receive : {Sender, Receiver, Protocol}

The Leak/Collect actions happen between an internal and an external entity. They
represent an external entity gaining access to information it is not suppose to. For
example, when the employee clicks a link on the phishing email, he leaks his password,
which is added to the attacker’s knowledge. This communication does not go through
a protocol. We express it this way:

Leak : {Sender, Receiver, Data}

Collect : {Sender, Receiver}

We decided to differentiate information obtained "legally" and information leaked to
the Attacker for several reasons. First we made the choice to make some vulnerabili-
ties of the system explicit. Secondly, the leak/collect type of verification is not based
on a protocol and therefore does not include any verification. This has consequences
for the attacker or other external entities who are always able to collect information
as this type of communication cannot be blocked.
Finally, the internal action represents a lack of communication, it can represent an
internal action that an entity does without the participation of other entities:

Internal : {}

For example, if the employee ignores the phishing email, we represent it using an
internal action.

3.2.2 Abstract Syntax

The model is composed of a set of entities E that have a unique identifier. We use e1,
e2,. . . to denote the different identifiers. The entities communicate with each others,
sometimes using a set of protocols C. We use c1, c2,. . . . to designate them. Let Val
be a set of values, described by v1, v2, . . . that can be exchanged within the system.
The behaviour of an entity is modeled by a CCS-like process [49]. The syntax of the
process is given in Figure 3.4.

The language includes 0, that performs no action. The a.P performs an action a
and continues as P . a.P + b.Q behaves as either a.P or as b.Q. We use it to model
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Process P ,Q ::= 0 | a.P | a.P + b.Q | A
Action a, b ::= e1

c1−→
v1

e2 Send

|e2
c1←− e1 Receive

|e1 −−−�
v1

e2 Leak

|e2 � e1 Collect

|τ Internal

Definition A
def
= P

Figure 3.4: Syntax of the core IoT-calculus

a choice, so it is up to the system to decide.
We use guarded sum here. This means that the process is always preceded by an
action: we write a.P + b.Q instead of P +Q. This implies that we can’t write 0+Q,
however we can express a.0 + b.Q or just b.Q. This notation is motivated by the
fact that as future work, the language will be augmented with probabilities, similarly
to [25]. A is a definition of a (potentially recursive) process. In Figure 3.5 we can see
an example of a recursive process.

A = a.A+ b.B
B = b.A

Figure 3.5: Example of a recursive process

Entities communicate using the Send, Receive, Leak and Collect actions. During
a communication entities can exchange values. In order to add the received values
under the right protocol in the receiver’s knowledge, we define a function
protocol : Val→ C
An entity e1 can send to another entity e2 a value v1 using the protocol c1. The entity
e2 which receives a value has only to specify the identity of the participants, e1 and
e2, and the protocol c1. A leak action is another type of send, where the participants
do not need to agree on a protocol. Finally, a collect is the counterpart of receiving
in the case of a leak.
τ is an internal action, which is useful in our language for the sum construct. When
an entity has a choice in the action to perform, as in a.P + τ .Q, it either can do the
action a or not. In the latter, the internal τ action is performed instead. However,
nothing prevents a user to write a process of the form τ .P . This can represent, for
instance, an internal action that is not relevant for our model and it can be a way to
abstract these kinds of actions.
All interactions contain two entities: the sender and the receiver. This allows us to
check whether the receiver of the message is the one that was intended.
Entities’ knowledge is not fixed, it can expand through the interactions of the actors
of the system. A knowledge function associates to each entity and each protocol a
subset of values, K : E ×C → P(Val). For simplicity we write ki for the function
K(ei) : C → P(Val) and kci for the set of values "known" by entity i under protocol
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c.

3.2.3 Preliminaries for Operational Semantics

Here we describe some notions that will help us later define the operational semantics.
We define an equivalence relation on processes, denoted ≡P⊆ P × P as the

smallest equivalence relation which includes:

• commutativity and associativity laws for +:

P +Q ≡P Q+ P

(P +Q) +R ≡P P + (Q+R)

• the unfolding law: A ≡P P if A def
= P

• and is a congruence

P ≡p Q ⇐⇒ P +R ≡p Q+R

Each entity has, at any state of its computation, a running process and a knowledge.
The (global) state of the system consists of the parallel composition of all entities
states i.e. s1 | · · · | sn, where si is the current state of the entity ei. Formally, the
grammar of states is:

s ::= ∅
∣∣∣∣ 〈P , k〉

∣∣∣∣ s | s.
We also introduce a congruence relation on states ≡s⊆ s× s, as the smallest
equivalence relation which:

• inherits the congruence on processes:

P ≡P Q ⇐⇒ 〈P , k〉 ≡s 〈Q, k〉

• includes the commutativity, associativity and the identity laws for |:

s|t ≡s t|s
(s|t)|q ≡s s|(t|q)
s|∅ ≡s s

• and is a congruence

t ≡s t′ ⇐⇒ s|t ≡s s|t′

3.2.4 Operational Semantics

The operational semantics of the language explains how the formal language that we
have defined previously will be executed.
The operational semantics of the system is defined by the inference rules of Figure 3.6.
The system can execute a SendReceive interaction between two entities e1 and e2 if
they agree on the protocol c1 and if they satisfy the constraint imposed by the proto-
col: the sender has a value in its knowledge that is also known by the receiver. The
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values received by entity e2 is added to its knowledge under the protocol c1. The
interaction LeakCollect is similar, except that there are no protocols or constraints to
be checked. Note that both the identity of the sender and the receiver are specified
in an interaction.
The rules Internal and Sum allow to do an internal action and make a non determin-
istic choice, respectively.

SendReceive
〈e1

c−→
v′
e2.P1, k1〉|〈e2

c←− e1.P2, k2〉

→ 〈P1, k1〉|〈P2, kc′
2 ] {v′}〉

∃v ∈ kc1 s.t. v ∈ kc2, c′ = protocol(v′)

LeakCollect 〈e1 −−−�
v′

e2.P1, k1〉|〈e2 � e1.P2, k2〉

→ 〈P1, k1〉|〈P2, kc′
2 ] {v′}〉

c′ = protocol(v′)

Internal
〈τ .P , k〉 → 〈P , k〉

Sum
〈Pi, ki〉|〈Pj , kj〉 → 〈P ′i , k′i〉|〈P ′j , k′j〉

〈Pi +Qi, ki〉|〈Pj +Qj , kj〉 → 〈P ′i , k′i〉|〈P ′j , k′j〉

Par
s→ s′

s | t→ s′ | t

Congruence
s ≡s t→ s′ ≡s t′

s→ s′

Figure 3.6: The operational semantics of an IoT system

The two remaining rules Par and Congruence are on states and ensure that the
rules can proceed regardless of the syntactical form of the system.

3.2.5 Operational Semantics Application on Running Example

Let’s see now the operational semantics of our running example.

Example 1. Let E = {attacker , server , employee} be three entities which communi-
cate with each other using five protocols C = {http, mail, message, credentials, confidentialData}.
The employee has access to the confidential data stored in the server thanks to his
credentials, using the http protocol. The attacker wants to get access to these con-
fidential data, therefore he must first steal the employee’s credentials (as we saw in
Figure 3.2).

• Employee :
At the beginning the employee knows his email address and his credentials to
access the server information. Whoever has his email address can communicate
with him.
Concerning his behaviour, he receives an email from the attacker . He then has
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the choice between leaking his credentials or ignoring the attacker’s email.
Below is a formal representation of the employee’s behaviour and knowledge:

Employee =employee mail←−−− attacker .(employee −−−−−−−−−−−−−−�
employeeCredentials

attacker .Employee

+ τ .Employee)
kemployee ={mail = {employeeEmail},

message = ∅,
credentials = {employeeCredentials},
confidentialData = ∅,
http = ∅}

• Server :
The initial knowledge of the server is composed of the confidential information
and of a set of credentials. The credentials belong to the entities with authorized
access to the confidential information.
If the attacker manages to steal some credentials he will send a request to the
server. Following this request the server can either send him the confidential
information or ignore the request.
Formally, it becomes:

Server =server http←−− attacker .(server −−−−−−−−−−−−�
secretInformation

attacker .Server+ τ .Server)

kserver ={mail = ∅,
message = ∅,
credentials = {employeeCredentials},
confidentialData = {secretInformation}
http = ∅}

• Attacker :
Initially, the attacker ’s knowledge is composed of the employee’s email and
of different messages he plans on sending the other entities (for instance the
content of the email he sends to the employee).
We define his behaviour the following way: he can choose to either send an
email to the employee or a http request to the server .
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Here is how we formally represent the attacker ’s behaviour and knowledge:

Attacker =attacker mail−−−−−−−−−→
giveCredentials

employee.Attacker+

attacker http−−−−−−−−−−−−−→
giveConfidentialData

server .Attacker+

attacker � employee.Attacker+ attacker � server .Attacker
kattacker ={mail = {employeeEmail},

message = {giveCredentials, giveConfidentialData},
credentials = ∅,
confidentialData = ∅
http = ∅}

Let’s see now how we represent a successful attack towards the system.

1. First, the attacker sends an email to the employee:

〈Attacker, kattacker〉 | 〈Employee, kemployee〉 →
〈Attacker, kattacker〉 | 〈PE , k′employee〉

where
PE = employee −−−−−−−−−−−−−−�

employeeCredentials
attacker .Employee+ τ .Employee

and where the knowledge of the employee changes:

k′employee =mail = {employeeEmail},
message = {giveCredentials},
credentials = {employeeCredentials},
confidentialData = ∅
http = ∅}

2. Once he receives the attacker’s email, the employee has two options:

2. a) He can leak his credentials to the attacker:

〈Attacker, kattacker〉 | 〈PE , k′employee〉 →
〈Attacker, k′attacker〉 | 〈Employee, k′employee〉
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In this case, the attacker’s knowledge is changed once he acquires the credentials
:

k′attacker ={mail = {employeeEmail},
message = {giveCredentials, giveConfidentialData},
credentials = {employeeCredentials},
confidentialData = ∅
http = ∅}

2. b) or ignore the email:

〈Attacker, kattacker〉 | 〈PE , k′employee〉 →
〈Attacker, kattacker〉 | 〈Employee, k′employee〉

Here, the knowledge of the Attacker remains the same

3. Now the attacker decides to interact with the Server

3. a) Following 2.a, if the Attacker managed to steal the Employee’s credentials, he
can successfully communicate with the server. The attacker sends a http request
to the server in order to access the confidential information.

〈Attacker, k′attacker〉 | 〈Server, kserver〉 →
〈Attacker, k′attacker〉 | 〈PS , k′server〉

where PS = server −−−−−−−−−−−−�
secretInformation

attacker .Server+ τ .Server
and where the knowledge of the Server changes:

k′server ={mail = ∅,
message = {giveConfidentialData},
credentials = {employeeCredentials},
confidentialData = {secretInformation}
http = ∅}

3. b) Following 2.b, the Attacker doesn’t have the Employee’s credentials. The At-
tacker doesn’t have the mandatory information for a http communication with
the Server. The scenario stops here and the Attacker goes back to his initial
state, with his knowledge remaining unchanged.

4. Following 3.a, the Server has received the Attacker’s request and the
Server can leak the confidential information to the Attacker:

〈Attacker, k′attacker〉 | 〈PS , k′server〉 →
〈Attacker, k′′attacker〉 | 〈Server, k′server〉
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In this case, the Attacker’s knowledge evolves and includes the secret informa-
tion of the Server:

k′′attacker ={mail = {employeeEmail},
message = {giveCredentials, giveConfidentialData},
credentials = {employeeCredentials},
confidentialData = {secretInformation}
http = ∅}

or refuse to leak them:

〈Attacker, k′attacker〉 | 〈PS , k′server〉 →
〈Attacker, k′attacker〉 | 〈Server, k′server〉

In this case, the knowledge of the Attacker remains unchanged.

From the moment the attacker has the confidential information in his knowledge,
we consider the attack to be a success.

Another way for the execution to stop is with a deadlock. To better understand
this, let’s consider an alternative scenario, where the behaviour of the Attacker is
slightly different:

Attacker =attacker mail−−−−−−−−−→
giveCredentials

employee.Attacker+

τ .attacker http−−−−−−−−−−−−−→
giveConfidentialData

server .Attacker+

attacker � employee.Attacker+ attacker � server .Attacker
kattacker ={mail = {employeeEmail},

message = {giveCredentials, giveConfidentialData},
credentials = ∅,
confidentialData = ∅
http = ∅}

In this new behaviour, the action of sending a request to the Server is preceded
by an internal action τ .
Consider now the section 3.b of the previous scenario: the Attacker wants to send
a request to the Server without having the credentials. The Attacker starts by per-
forming the action τ . The next possibility for him is attacker http−−−−−−−−−−−−−→

giveConfidentialData
server .Attacker. But this is not an option as this communication is forbidden by
the protocol verification. Therefore, the Attacker is stuck in a behaviour: he can’t
perform his only possible action. The whole system is stuck in a state and has no
other option than to stop. The execution’s interruption is reported by a deadlock.

Going back to the part 2.a of the attack scenario, we formally explain the behavior
of the Employee in Figure 3.7.
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3.3 Probabilistic IoT Security Oriented Modeling Lan-
guage

IoT SOML alongside with Statistical Model Checking are used to determine the
chances of a given attack to succeed on a system. This requires to integrate probabil-
ities on the actions of the entities. We present the extended version of the abstract
syntax in Subsection 3.3.1 and operationnal semantics as well as new concepts needed
to handle the probabilities in Subsection 3.3.2. Then, in Subsection 3.3.3 we apply the
new operational semantics on the running example to illustrate the changes made in
the language. Finally, in Subsection 3.3.4 presents the concrete syntax and describes
how we defined the grammar of the IoT Modeling Language, based on the formal
rules we set in the previous subsections.

3.3.1 Extended Abstract Syntax

As in section 3.2, each entity has a unique identifier, denoted by e1, · · · en and a
running process. The grammar of processes is defined in Figure 3.8.
We write C for a set of protocols, ranged over by c and Val for a set of values ranged
over by v. We handle the knowledge of the entities, protocols and their inherent
verifications the way we did before. The actions of a process remain unchanged and
we still distinguish between "safe" interactions consisting in sending and receiving
values and the ones that can potentially lead to security issues.
A new concept is expressed in the grammar: the threads. Processes are composed
of threads, which can only do sequential computations. In the former definition, the
processes were composed of only one thread. This means that when an entity engaged
in a behaviour, it had to execute all the successive actions in the order defined by
the behaviour, and it was a blocking process. They could not start the behaviour
and move on to another one before it was completed. Now, the entities can engage in
several parallel set of actions. In addition, when an entity has several options about
the actions to perform, the choice was previously made internally at the runtime. Now
this choice is made explicitly through the choice function, that calculates a random
number.
We write 0 for the inactive process and A for the (recursive) definitions of threads.
Actions are equipped with a probability, denoted by [n]a, for an action a and a
probability n ∈ [0, 1]. Threads can therefore do a probabilistic choice between actions,
with the restriction that the sum of the probabilities of all available actions is 1. If
there is only one available action, its probability is 1 and can be omitted.

3.3.2 Operational Semantics

Each entity has, at any state of its computation, a running process P and a knowledge
k. The global state of the system consists of the parallel composition of all entities
states s1 | · · · | sn, where si is the current state of the entity ei.

In this semantics, a probabilistic choice is always resolved locally, using the
Choice rule. A transition derived by the Choice rule is considered internal and
is labeled τ . A process can also do internal transitions using the Internal rule.

The semantics of the probabilistic language includes new elements. First, tran-
sitions now include two labels: a probabilistic one that provides the chances for the
action to happen and another one that indicates whether the transition is a Send/Re-
ceive or a Leak/Collect.
Then, there is a Congruence rule that extends the congruence relation of Section
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Process P ,Q ::= T | P | Q

Thread T ,U ::= 0 | A |
∑
i∈I

[ni]ai.Ti where ni ∈ (0, 1],

∑
i∈I

ni = 1

Action a, b ::= e
c−→
v
e′ Send

|e c←− e′ Receive

|e −−�
v

e′ Leak

|e� e′ Collect

|τ Internal

Definition A
def
= T

State s ::=∅ | 〈P , k〉 | s p s.

Figure 3.8: Syntax of the probabilistic IoT-calculus

3.2, by also including the associativity and the commutativity for |, the identity ele-
ment ∅ for |.
The congruence relation on the states remains unchanged.
Another new rule is the ParProc rule that allows one to use congruence and parallel
composition on processes to derive transitions.
And finally the rules for the global states, ParState, shows how we choose a global
transition from several local ones using an uniform distribution. We rely on two aux-
iliary functions, countτ and countSR,LC that count the number of local transitions with
labels τ and labels SR (Send/Receive), LC (Leak Collect), respectively. A probabilis-
tic choice is made between all available transitions.

Definition 1 (Counting τ transitions from a state). The functions countτ : State→
N and count_procτ : Proc→N are defined as follows:

countτ (s|t) =countτ (s) + countτ (t)
countτ (〈P , k〉) =count_procτ (P )

count_procτ (0) =0
count_procτ (α.P ) =0 if α 6= τ

1 if α = τ

count_procτ (
∑

αi.Pi) =
∑

count_procτ (αi.Pi)
count_procτ (P | Q) =count_procτ (P ) + count_procτ (Q).

For counting the number of interactions, we have first to rewrite a state such that
it is always in the following canonical form:

s ≡sS | sR | sL | sC where sS =〈P S
1 , kS1 〉 | · · · 〈P S

nS , kSnS〉
sR =〈PR

1 , kR1 〉 | · · · 〈PR
nR, kRnR〉

sL =〈PL
1 , kL1 〉 | · · · 〈PL

nL, kLnL〉
sC =〈PC

1 , kC1 〉 | · · · 〈PC
nC , kRnC〉
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Choice
〈
∑
i∈I

[ni]ai.Ti, k〉
[ni]−→
τ
〈ai.Ti, k〉

Internal
〈τ .P , k〉 [1]−→

τ
〈P , k〉

SendReceive
〈e1

c−→
v′
e2.P1, k1〉|〈e2

c←− e1.P2, k2〉
[1]−→

SR:v′
〈P1, k1〉|〈P2, kc′

2 ] {v′}〉
∃v ∈ kc1 s.t. v ∈ kc2, c′ = protocol(v′)

LeakCollect
〈e1 −−−�

v′
e2.P1, k1〉|〈e2 � e1.P2, k2〉

[1]−→
LC:v′

〈P1, k1〉|〈P2, kc′
2 ] {v′}〉

c′ = protocol(v′)

ParProc
〈Pi, ki〉|〈Pj , kj〉

[n]−→
l

〈P ′i , k′i〉|〈P ′j , k′j〉

〈Pi | Qi, ki〉|〈Pj | Qj , kj〉
[n]−→
l

〈P ′i | Qi, k′i〉|〈P ′j | Qj , k′j〉

Congruence
s ≡s t

[n]−→
l
s′ ≡s t′

s
[n]−→
l
s′

ParState
s

[n]−→
l
s′

s|t [1/m.n]−→
l

s′|t
m = countτ (s|t) + countSR,LC(s|t)

Figure 3.9: The operational semantics of a probabilistic IoT system
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and where P S
i ≡ a.P and the action a is a send; nS is the number of processes of

the form above in s and i ∈ [1;nS]. Similarly we define the rest of the processes.
Note that if we cannot rewrite a state in this form then the rule ParState cannot
be applied. Moreover entities can only communicate with other entities, that is
interactions are not defined internally to an entity. We therefore only need to count
interactions between entities.

The function countSR,LC uses an auxiliary function · : action → action which
defines an action a which can synchronise with a using the rules SendReceive or
LeakCollect.

Definition 2. Let s ≡ sS | sR | sL | sC be a state in a canonical form. The function
countSR,LC : State→N is defined on s as follows:

countSR,LC(sS | sR | sL | sC) = countSR(sS , sR) + countLC(sL | sC)
countSR(〈a.P , k〉 | s, t) = count(a, t) + countSR(s, t)
countLC(〈a.P , k〉 | s, t) = count(a, t) + countLC(s, t)

count(a, 〈b.P , k〉 | t) = 1 + count(a, t) if a = b

= count(a, t) otherwise

The operational semantics of Figure 3.9, defines a transition system (S,T ,L, s0)
where we write S for a set of states, ranged over by s with s0 the initial state, L ⊆
{τ}∪ ({SR, LC}×Val) for a set of labels, ranged over by l, and T ⊆ S× [0, 1]×L×S
for a set of transitions, where each transition is decorated by a probability and by a
label.

3.3.3 Operational Semantics Application on Running Example

To illustrate the new operational semantics, we use the first part of the running
example we defined earlier (see Section 3.1). We consider only the first step of the
attack: the attacker sends an email to the employee, and the employee can either
leak his credentials, or ignore the email. Using the new operational semantics we can
assign probabilities to the employee’s actions.

Figure 3.10: Probabilistic Example

Figure 3.10 shows the first part of the running example. Once the attacker has
reached to the employee, the employee can leak or ignore the email. We consider the
chances for the employee to ignore the email to be greater so we assigned a probability
of 0.8 compared to 0.2 for the leak of his credentials.

The following example is an IoT trace for the example we described earlier in
Example 3.10. This trace shows the attacker sending an email to the employee, and
the employee leaking his credentials.
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Example 2. We define E the behaviour of the Employee, S the behaviour of the
Server and A the behaviour of the Attacker by:

E = employee mail←−−− attacker︸ ︷︷ ︸
e1

.([n1]τ .E + [n2] employee −−−−−−−−−−−−−−−�
employeeCredentials

attacker .E︸ ︷︷ ︸
e2

)

A =[n3] attacker mail−−−−−−−−−−→
giveCredentials

employee.A︸ ︷︷ ︸
a1

+[n4] attacker http−−−−−−−−−−−−−−−→
giveSecretInformation

server .A︸ ︷︷ ︸
a2

+ [n5] attacker � employee.A︸ ︷︷ ︸
a3

+[n6] attacker � server .A︸ ︷︷ ︸
a4

The execution gives us of the following trace:

〈e1.([n1]τ .E + [n2]e2.E), ke〉|〈[n3]a1.A+ [n4]a2.A+ [n5]a3.A+ [n6]a4.A, ka〉
[n3]−→
τ

〈e1.([n1]τ .E + [n2]e2.E), ke〉|〈a1.A, ka〉
[1]−→

SR:giveCredentials

〈[n1]τ .E + [n2]e2.E, kmaile ] {giveCredentials}〉|〈A, ka〉 ≡s

〈[n1]τ .E + [n2]e2.E, ke〉|〈[n3]a1.A+ [n4]a2.A+ [n5]a3.A+ [n6]a4, ka〉
[n2]−→
τ

〈e2.E, ke〉|〈[n3]a1.A+ [n4]a2.A+ [n5]a3.A+ [n6]a4, ka〉
[n5]−→
τ

〈e2.E, ke〉|〈a3.A, ka〉
[1]−→

LC:employeeCredentials
〈E, ke〉|〈A, kcredentials′

a ] {employeeCredentials}〉

In the trace, we can see that a first choice is made between the attacker ’s actions and
another choice is made between employee −−−−−−−−−−−−−−−�

employeeCredentials
attacker and τ . The

probability of the trace is then n3 · 1 · n2 · n5 · 1.
Using this example, we now want to apply the count functions on the trace.
First, we need to rewrite the states for them to match the form we defined in Defini-
tions 1 and 2.
At the initial state, we have:

sS = 〈A, ka〉
sR = 〈E, ke〉
sL = 0
sC = 〈A, ka〉
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Applying the count function:

countSR(〈A, ka〉 | 〈E, ke〉) = 1
countLC(0 | 〈A, ka〉) = 0
countSR,LC(sS | sR | sL | sC) = 1
countτ (〈A, ka〉) = 0
countτ (〈E, ke〉) = 0

This means that at this stage, there is only one interaction possible: a Send/Receive
communication between the attacker and the employee.
After the first step of execution, once the attacker has sent the email to the employee
and the employee has received it:

sS = 〈A, ka〉
sR = 0
sL = 〈E′, ke〉 where E′ = τ .E + e2.E
sC = 〈A, ka〉

Applying the count function:

countSR(〈A, ka〉 | 0) = 0
countLC(〈E, ke〉 | 〈A, ka〉) = 1
countSR,LC(sS | sR | sL | sC) = 1
countτ (〈A, ka〉) = 0
countτ (〈E′, ke〉) = 1

At this point there are two possibilities: a Leak/Collect interaction between the
attacker and the employee, or a τ action from the employee.

3.3.4 Concrete Syntaxe

We defined the grammar of the language using the extended Backus-Naur form
(EBNF) notation, which is the most commonly used formalism to express a grammar.
The grammar description is contained in a file, of which we can see parts in Figure
3.11, Figure 3.12 and Figure 3.13.
The grammar definition is made of two types of rules that express the correct syntax
of the language: the lexer rules and the parser rules. The lexer rules, that we can
see in Figure 3.11, specify how the basic elements of the language are represented.
For example, in Figure 3.11 we define the term "Id", in the first line, as a mix of
letters (upper or lower case) and digits, but it has to start with a letter (either upper
or lower case). The parser rules represent elements of the language made of several
other elements.
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Figure 3.11: Grammar Definition: Lexer rules

Before describing the syntax of the IoT language, we need to introduce a new
concept of the language: the data category. As we know every actor of the system
possesses a basic knowledge and can send and receive data in order to expand its
knowledge. We associate a category to each data. For instance in a mail communi-
cation, both actors will interact by sending each other a message and using the email
address of the receiver as verification. We associate to the value of the message a
category "message"and the same goes for the email adress with the category "email".
According to the parser rules described in Figure 3.12, an IoT file starts with the
global definition of the protocols, categories of values and values used in the system.
First we list all the protocols of the system and link each of them with a category of
value for verification. For example, the verification of the mail protocol is performed
on the email address. As we saw previsoulsy in this chapter this means that for a
communication to be possible through the mail protocol, both entities must have the
email address of the receiver on their knowledge. Then we list all the categories of
values existing in the system. Two examples of value categories are the "email ad-
dress" and the "message" both used for an email exchange. Next, we can find all the
existing values of the system and their category, for example each email address and
message circulating in the system are declared here.
These global declarations of data, categories and protocol is meant to help us dur-
ing the parsing process. It also makes possible for the actors not to have to indicate
the category of the value they send whenever they are communicating with each other.

Then we define the entities. As shown in Figure 3.12 an entity is composed of
a name that is unique and is used as an identifiers. It also consists in data decla-
rations, action declarations and a behaviour declaration. The data represents the
initial knowledge of the entity, it can be used as verification in protocols and/or it
be communicated to other entities. The actions are declared here and used later to
compose the behaviour of the entity. It is not possible to include in the behaviour of
the entity an action that was not primarily defined here. We distinguish five types
of actions, shown in Figure 3.12, with different parameters depending on their needs.
For each action, except the Internal ones we stipulate the Sender and the Receiver,
using the names of the entities involved.

Send We add the protocol that supports the communication, and the value sent.
The category of the value sent is not specified as it was defined previously
in the global values declaration.

Receive We only specify the protocol through which the communication is carried.

Leak This communication is not based on any protocol so we only specify the
value that is leaked.

Collect Here too, there is no protocol needed, so we just need to know which are the
entities involved in the communication.
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Internal This action represents a lack of communication so there are no parameters.

Finally, we specify the entity behaviour. A behaviour is a set of ordered actions. The
actions can be preceded by a weight, or not. The weight is what is later transformed in
probabilities when the model is executed. One entity can possess several behaviours,
but we have to precise a "main" behaviour that is the entry point.

Going back to our running example, we can see in Figure 3.13 how we define it in
IoT SOML.

3.4 Attack Representation using Attack Trees
As for now we can represent an IoT system with its internal entities performing their
nominal behaviour. We can also perform an attack on this system, using external
entities and associate probabilities to the different actors’ actions. To do so, the
behaviour of the attacker and other external entities (like Malwares, infected devices,
etc) are already described in the IoT model. This means that the IoT model expresses,
in addition to its normal behaviour, one or several successful attacks. But, so far,
nothing in our model permits to identify a successful attack, or even to be able to
tell if an attack is currently in progress: this is why we need attack trees.
In Section 2.2.1, we pointed out the benefits of attack trees and explained how they
can be used. Here, we first describe how an attack tree is built, using a visual example
in Subsection 3.4.1. Then, in Subsection 3.4.2 we give a formal representation of the
attack trees that we use in our work.

3.4.1 Attack Tree Graphical Representation

An attack tree is meant to represent an attack and the multiple steps that compose it.
The ultimate goal of the attack is expressed in the root node of the tree: it describes
when an attack succeeds. For instance, it can be for instance to access confidential
information, steal money or data. This objective is decomposed into simple actions
or steps that the Attacker must carry out in order to complete the attack.
To represent the behaviour of the Attacker we have two different types of nodes: the
internal nodes and the leaves. A leaf is a node without children and an internal node
has, in our case, two or more successors that can be either leaves, internal nodes or
both.
The leaves represent the actions carried out by the Attacker. For example, in Figure
3.14 we have four simple actions that the Attacker can choose to perform: a, b, c and
d. The internal nodes express a subgoal of the Attacker and how to achieve it. There
are two types of internal nodes: the AND node and the OR node. The AND node
means that all its children must be completed in order for the subgoal to be reached.
In the example described in the Figure 3.14, subgoal1 is completed only if actions a
and b are done. In the same way, the root is reached and the attack successful only
if subgoal1 and subgoal2 are achieved. As for an OR node, only one action among its
successors must necessarily be executed in order to complete it. In the example of
the Figure 3.14, subgoal2 is reached if c or d are taken.

3.4.2 Attack Tree Formal Representation

Syntaxic Definition of Attack Trees

Definition 3 (Attack Tree). Let ∆ ⊆ {SR,LC} ×Val be a set of events. An attack
tree t is a term constructed recursively from the set ∆ using the operators ∨ and ∧.
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We denote T to be the set of attack trees.
The height and the depth of the attack tree are important notions that we need

in order to perform a successful analysis of the on-going attack.

Definition 4 (Height and depth in an attack tree). The height of t, denoted h(t), is
defined recursively as follows:

h(t) =
{

1 if t ∈ ∆
1 +max(h(t1),h(t2)) if t = t1 ∧ t2 or t = t1 ∨ t2

Each node n in a tree t has a depth, defined as follows:

d(n, t) =


0 if n = t
1 + d(n, t1) if t = t1 ∧ t2 or t = t1 ∨ t2 and n ∈ t1
1 + d(n, t2) if t = t1 ∧ t2 or t = t1 ∨ t2 and n ∈ t2

Considering the attack tree t represented in figure 3.15, we can compute its height
and the depth of several nodes of its nodes.

The height of the tree t can be computed in the following way:

h(t) = 1 +max(h(t1),h(t2))

We need then to calculate the depth of t1 and t2. We define

h(t1) = 1 +max(1,h(t3)) = 3

and
h(t2) = 1 +max(h(i),h(j)) = 2

We can conclude that
h(t) = 4

Using the definition above we can compute the depth of the nodes of the tree t.
For instance we have

d(A, t) = 0

d(i, t) = 1 + d(i, t2) = 1 + (1 + d(i, i)) = 2

d(g, t) = 1 + d(g, t1) = 1 + (1 + d(g, t3)) = 1 + (1 + (1 + d(g, g))) = 3

Semantics Definition of Attack Trees

In the following definition we introduce a Boolean variable ve for every event e ∈ ∆
such that e 6= e′ ⇐⇒ ve 6= ve′ .

Definition 5 (Attack Tree Semantics). Let t ∈ T an attack tree. The semantics of t,
denoted [[t]], consists of a propositional formula defined by recursion on t as follows:

• if t ∈ ∆ then [[t]] = vt;

• if t = t1 ∧ t2 then [[t]] = [[t1]] ∧ [[t2]];

• if t = t1 ∨ t2 then [[t]] = [[t1]] ∨ [[t2]].

The semantics of an attack tree is given with respect to a valuation of the Boolean
variables. Let X : ∆ → {true, false} be a valuation for ∆, then the semantics of t
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w.r.t. X, denoted [[t]](X) ∈ {true, false}, consists in evaluating the associated Boolean
formula [37].

In order to assess whether an attack was successful, we monitor the executions
of a system. Given an execution trace σ, its corresponding valuation X(σ) sets ve
to true if the event e occurred in σ. If [[t]](X(σ)) is true then the execution σ is a
successful attack of t.
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Figure 3.12: Grammar Definition: Actions and Behaviour
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Figure 3.13: Grammar Example

Figure 3.14: Attack Tree Example

Figure 3.15: Attack Tree Example for Height and Depth
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Chapter 4

Simulation Approach

In this chapter we focus on the transformation of an IoT model written using SOML
into an executable model (a BIP model). This BIP model connects the attack model
and the IoT system model.
We start by introducing in Section 4.1 the BIP language, first formally and then using
a concrete syntax. We study several aspects of the BIP language such as how BIP
components communicate with each other, or how to write a BIP file.
Section 4.2, shows the differents elements of the transformation. After an overview of
the technical implementation of the parser we see how the transformation is operated,
from an IoT system model to a BIP model. This transformation has a formal repre-
sentation, which we develop in Section 4.3. We also detail the bisimulation between
the two languages, first formally, and then using an example for a more concrete
explanation.
Finally, Section 4.4 explains how the attack tree is turned into a BIP component and
connected to the rest of the model. This will help us understand the role of the attack
tree in the modeling process.
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4.1 BIP Language
The BIP framework is a component based model introduced in [26]. BIP stands for
Behavior, Interaction and Priority, that is, the three layers used for the definition of
components and their composition in this framework. In this section we describe the
key concepts of BIP.

BIP allows the construction of complex, hierarchically structured models from
atomic components characterized by their behaviour and their interfaces. Such com-
ponents are transition systems enriched with data. Each time a transition is taken,
component data, modeled as variables, may be assigned new values computed by
user-defined functions (in C). Atomic components are composed by layered applica-
tion of interactions and priorities.
Interactions express synchronization constraints and data transfer between the inter-
acting components. Priorities are used to filter among possible interactions and to
steer the system evolution so as to meet performance requirements e.g., to express
scheduling policies.

The use of the BIP language can be explained by the necessity of running the IoT
model we want to perform analysis on. SOML possesses an abstract and a conccrete
semantic and BIP makes possible for us to run the models with respect to those rules
we defined. Indeed, the BIP model that is generated from the SOML model behaves
in the same way as we prove it in the Subsection 4.3.3. The choice of BIP resides
in the fact that first, the key concepts of BIP makes the transformation towards an
equivalent model possible. Also, the BIP Engine and its functionnalities allows us to
run the simulations as well as to keep traces of them and therefore makes us able to
perform the Statistical Model Checking as we see in Chapter 5.

4.1.1 BIP Abstract Syntax

We consider the BIP components to be safe Petri Nets. Therefore, before going into
the details of the BIP components, we need to define the Petri Nets.

Petri Nets Introduction

Petri Nets is a modeling language for distributed systems. Petri Nets [57] are rep-
resented as state-transition systems. Petri Nets are composed of places, transitions
and arcs, as we can see in Figure 4.1. The places represent the states of the system,
transitions are actions of the system and both are connected by directed arcs. In
Figure 4.1 we identify four places: L1, L2, L3 and L4. To go from place to place we
need to pass through transitions. There are three transitions in the example: T1, T2
and T3.
Places contain a discrete number of tokens, that move from place to place with the
execution of actions. The tokens condition the transitions and can be used to model
concurrent systems. Petri Nets transitions can be labeled with weights. They repre-
sent the maximum amount of tokens authorized to go through during a transition.
In the same way, places can be labeled with a capacity that gives the highest number
of tokens that they can hold at once, this is used to model concurrent system. In our
case, we considered that both weights and capacities values are 1, as we don’t try to
mdoel concurrent systems, and therefore we don’t need to write them explicitly.
In the general case, a transition is possible when the amount of tokens hold in each
of its input places is at least equal to the weight of the arc connecting the place to
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the transition. A possible transition may fire at any time. When fired, the tokens in
the input places go to output places, depending on the arc weights and output place
capacities. Each transition results in a new distribution of the tokens. The token
distributions are called markings.
The Petri Nets we consider in this subsection are called safe Petri Nets and they have
the property that no reachable markings puts more than one token in any place.

Figure 4.1: Petri Net Example

Definition 6 (Petri Net). A Petri Net consists of the tuple N = (L,L0,T ,F ), where

• L is a finite set of places,

• L0 is the markings,

• T is a finite set of transitions,

• the places L and transitions T are disjoint (L∩ T = ∅),

• F ⊆ (L× T ) ∪ (T ×L) is the flow relation.

The flow illustrates how the system is executed. For instance, going from L1 to
{L2,L3} is possible in two steps of execution. The first step is the one that enables
T1, and the second one executes T1 and arrives to {L2,L3}.

Example 3. Let us transcribe the example of the Figure 4.1.

N = (L,L0,T ,F )

with

L = {L1,L2,L3,L4}
T = {T1,T2,T3}
F = ({L1}, {T1}), ({T1}, {L2,L3}), ({L2,L3}, {T2}), ({T2}, {L4}), ({L4}, {T3}), ({T3}, {L1})
L0 = {L1}

We define markings as the set of functions m : L → {0, 1}. Given two markings
m1, m2 we define inclusion m1 ⊆ m2 ⇐⇒ for all l ∈ L, m1(l) ⊆ m2(l).
Now that the markings are fixed, we can simplify the definition of the Petri Net N .
We redefine transitions as a set of input places and output places: T is a finite set
of transitions T = (•t, t•), where •t are the input places of T and t• are the output
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places of T .
We define the token flow relation by F = {(L,T ) | L ⊆ •t} ∪ {(T ,L) | L ⊆ t•},
where:

• L is a set of places

• T is a set of transitions

• •t are the input places of T

• t• are the output places of T

We consider that F can be deduced from T and therefore we define the extended safe
Petri Net by (L,L0,T ).

Example 4. Using the new definition, let us transcribe the Petri Net of the Figure
4.1.

N = (L,L0,T )

with

L = {L1,L2,L3,L4}
L0 = {L1}
T = {T1,T2,T3}
T1 = ({L1}, {L2,L3})
T2 = ({L2,L3}, {L4})
T3 = ({L4}, {L1})

Definition 7 (Union of Petri Nets). We consider a set of Petri NetsNi = (Li,L0,i,Ti),
with i ∈ I, where I is a set of indexes such that I = 1, ...,n, with n the number of
Petri Nets.
We consider the union of these Petri Nets to be a Petri Net N = ∪i∈INi. N is defined
by: N = (L,L0, T ), where:

• L = ∪i∈ILi

• L0 = ∪i∈IL0,i

• T = ∪i∈ITi

Preliminary Definitions

Let us have a set of data domains denoted {Di}i, including several domains, such as
N, etc.. and including the Boolean domain DBool = {true, false}.
Let us suppose that we have a set of variables V .
Let Expr be a set of operators, that we denote e1, e2, e3, ..
We denote by Expr[V ] the set of expressions constructed from a set of variables V
and operators in Expr.
We designate by Asgn[V ] a set of assignments to variables in V . An assignment
is denoted by v := e and included in the domain V ×Expr[V ]. As an expression
is a function on a set of variables, we can write v := f(V ), whenever v := e with
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e := f(V ) and e ∈ Expr[V ].
A valuation for the variables in V is a function X : V → ∪j∈JDj which assigns values
to variables. We denote X(v) the valuation of the variable v ∈ V and X(e) the
valuation of the expression e ∈ Expr[V ] according to values of V .
We distinguish between two types of variables: the deterministic variables and the
random variables, used for encoding the stochastic behavior. A deterministic variable
is assigned a value throught a function. On the other hand, a random variable v is
associated with a probability distribution µ over its valuation domain D, denoted as
v ∼ µ, where µ : D → [0, 1] and

∑
x∈D µ(x) = 1.

| · | denotes the cardinality of a set.

Stochastic Atomic Components

Let us give a formal definition of a BIP system, in particular of atomic components
and their composition.

Definition 8 (Stochastic Atomic Components). A stochastic atomic component con-
sists of the tuple B = (P ,V ,N), where

• P is a set of communication ports. We distinguish respectively input ports
P in ⊆ P , output ports P out ⊆ P and internal ports P internal ⊆ P . We assume
they are disjoint, P in ∩ P out ∩ P internal = ∅. For every port p ∈ P in ∪ P out
we denote by Xp the subset of variables exported and available for interaction
through p.

• V = V d ] V p, with

– V d = {vd1 , . . . , vdn} a set of deterministic variables,
– V p = {vp1 , . . . , vpm} a set of random variables with an associated probability

distribution vpi ∼ µi, for i ≤ m.

• N = (L,L0,T ) is a Petri-Net where

– L is a set of places,
– L0 ⊆ L is a set of initial places,
– T is a finite set of transitions t = (•t, 〈p, g, f〉, t•).
•t (resp. t•) represent the set of input (resp. output) places of t.
Transitions are labeled by the triple 〈p, g, f〉 where:
p ∈ P is the port triggered by t, g ∈ Expr[V ] is the guard of t and
f = (fd,Rp) is the update function of t, such that
fd = {v := f(V ) | v ∈ V d} ∈ Asgn[V ] is a set of functions that update
the deterministic variables and Rp ⊆ V p is a subset of random variables
to be updated.

A transition is possible only if the guard is true. Note that the update for deter-
ministic variables is made via a function whereas the random variables are updated
thanks to the random function. We sometimes write pt, gt and fdt , R

p
t for the label of

a transition t.
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4.1.2 BIP Semantics

Let us now focus on the execution of a BIP model through the semantic of its atomic
components.
We consider a SBIP component B = (P ,V ,N). P are the ports of the component,
V are its variables and N the Petri Net describing its behaviour.
B uses a transition systemM obtained from its Petri-Net N . The states inM are of
the form (m, X) where m is a marking of the Petri-Net N and where X is a valuation
of V . The random variables engender a probabilistic choice over transitions of M.
To illustrate these semantics, we use a simple example of a BIP component described
in Figure 4.2, taken from [7].

Figure 4.2: Example of a stochastic atomic component B and its
behaviour

Figure 4.2 represents a component B, which Petri Net includes two states: L1 and
L2. B has a transition going from L1 to L2 using port p and possesses a probabilistic
variable v.
At his initial state, L1, the variable v is initialized with the value x0. The transition
on p updates the random variable v according to a distribution µ. We consider the
guard on this transition to be always true, which means that p is always available.
As we can see on Figure 4.2, on the part describing the behaviour of B, there are
several possible transitions from state ({l1},x0) to states ({l2},xi) for all xi ∈ D,
where D is the valuation domain of v. The probabilities of these transitions is given
by µ.
Atomic components with random variables lead to behaviours that combine both
stochastic and non-deterministic aspects. A transition is possible if a communication
is ready on its associated port. For a given state, several ports can be available and
therefore several transitions are possible whether they are associated with random
variables or not.

Non-determinism is always resolved in SBIP to a probabilistic choice on an uni-
form distribution. To formally state this, consider a stochastic component B =
(P ,V ,N) with N = (L,L0,T ) its Petri-Net and let m be a marking.

Definition 9 (Enabled). We denote with Enabled(m; X) the set of transitions in T
that are enabled by m for a valuation X:

Enabled(m; X) = {t ∈ T | •t ≤ m and X(gt) is true}.
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Remark that |Enabled(m;X)| can be greater than one.

In the associated semantics of B, first a transition is selected with a uniform
distribution from the set of enabled transitions. Then, the next state is selected
according to the distributions attached to the random variables.

Definition 10 (Semantics of a stochastic atomic component). The semantics of a
stochastic atomic component B = (P ,V ,N) with N = (L,L0,T ) its Petri-Net and
with Xinit an initial valuation, is defined as a probabilistic transition systemM, such
that:
M = 〈Q,P ,π, q0〉, where:

• Q is the set of states, where each state (m, X) consists of m, a marking, and of
X, a valuation of the variables in V .

• P is the set of ports.

• π is a set of transitions such that π ⊆ Q× P ×Q and defined as follows:
For t ∈ T , •t ⊆ m, m′ = m \• t∪ t•, X(gt) = true.
Concerning the variables, we consider the deterministic variable vd such that
vd ∈ V d and the probabilistic variable vp such that vp ∈ Rpt , vp ∼ µ.
After the transition, both kind of variables are updated. A deterministic vari-
able uses the update function and a probabilistic variable uses the random
function.
We define the variables update by: X′ = [vd := X(fdt ), vp := random(µ)].
We express t: (m, X)

pt−→ (m′, X′)

• q0 = (m0, Xinit) is the initial state.
In the Petri Net, m0 is the marking associated to L0, i.e. m0(l) = 1 ⇐⇒ l ∈ L0
and 0 otherwise.

Lastly, we defined the probability of a transition as follows:

P
(
q

p−→ q′
)
=

1
|Enabled(m; X)|

·
∏

vi∈Rp,vi∼µi
µi(X

′(vi)).

In the definition above we say that the state (m′, X′) is a successor of state
(m, X), if t is a transition of T enabled by the marking m, the guard gt evaluates
to true and the new valuation X′ on the variables V d ∪ V p is obtained by applying
fdt on the deterministic variables V d and updating the random variables in Rpt . The
probability of a transition, as explained above, is given by an uniform distribution on
the enabled interactions and by the probabilistic distribution of the random variables
updated during the interaction.

4.1.3 Interaction Between BIP Components

Now that we defined the syntax and the semantics of BIP components, let us consider
the interactions between these components. Data are transferred between components
through their external ports . For simplicity and because it is consistent with our
models, we consider the data transfer functions to be deterministic.
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Definition 11 (Interaction between components). We consider a set of BIP compo-
nents Bi = (Pi,Vi,Ni), with i ∈ I, where I is a set of indexes.
We define an interaction between these components by: γ = (Pγ ,Gγ ,Fγ) where:

• Pγ is a disjoint set of ports: Pγ = {pi | pi ∈ Pi, i ∈ I}.
Each BIP component that takes part in the interaction has exactly one port
included on the set.

• Gγ is the global guard of the interaction. The verification is made on variables
that belong to the BIP components, thus it is defined on Vγ = ∪i∈IVi.

• Fγ is the global update function that defines the exchange of value between the
components.
Fγ = {v := F (Vγ) | v ∈ ∪i∈IV d

i }, with V d
i a set of deterministic variables such

that V d
i ⊆ Vi

Definition 12 (Composition of components). We consider a set of n BIP components
Bi = (Pi,Vi,Ni), with Ni = (Li,L0,i,Ti) and i ∈ I, where I is a set of indexes, with
I = {0, ...,n}.
We define Γ as the set of interactions between these components. The resulting of
these interactions is a composite component Γ(B1, ...,Bn) where a component B =
(Γ,V ,N)is defined as follows:

• Γ = ∪j∈Jγi is the set of interactions γi in which the components takes part,
with j ∈ J , where J is a set of indexes, and J = {0, ...,m} with m the highest
number of interactions possible.

• V = ∪i∈IVi is the union of the sets of variables from all the components Bi

• N is a Petri Net defined as N = (L,L0,T ) with:

– L = ∪i≤nLi is the disjoint set of places of the component
– L0 = ∪i≤nL0,iis the disjoint set of initial places
– T is the set of transitions defined by T = {(•Tγ , 〈γ, g, f〉,T •γ )|γ ∈ Γ}

with Tγ = {ti | pi ∈ Pγ} is the set of transitions that compose the interac-
tion γ ∈ Γ.
•Tγ and T •γ represent respectively the input and output places of Tγ with:
•Tγ = ∪t∈Tγ •t = {l | l ∈ •ti, ti ∈ Tγ} and
T •γ = ∪t∈Tγ t• = {l | l ∈ t•i , ti ∈ Tγ}
Each transition is labeled using the triple 〈γ, g, f〉 where:
∗ γ is the label of the transition and includes the names of the ports
that interact and allow this transition
∗ g = Gγ ∧ (∧ti∈Tγgti) is the guard of the interactions that includes

the global guard of the transition as well as the local guards of the
transitions of each component taking part in the interaction.
∗ f = (tti∈Tγfti) ◦ Fγ is the update fonction of the interaction, where
Fγ is the global update function on the interaction, it can, for instance,
represent an exchange of value during the interaction,
and tti∈Tγfti is the disjoint union of all the local update functions
of the components that are part of the interaction. These functions
update values within the components during the transition triggered
by the interaction, but are not part of the interaction.
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Figure 4.3: Example of Component Composition in BIP

Illustrating this definition, Figure 4.3 shows the semantics of a BIP composition.
The first part represents the two separate components: A and B connected through
their external ports. We recall that in BIP, the transitions are triggered by the ports.
Both components have a probabilistic behaviour. For component A, the probabilistic
variable vA conditions the transition on port p1. If this transition is fired, then the
port of the component A will synchronize with the component B using either the
port p2, or port p3, depending on the value of the probabilistic variable vB. We see in
Figure 4.3, the separate behaviours of the components. On the last part of the figure,
we see the behaviour of the component C which is the result of the composition
of components A and B. Concerning the resulting behaviour of component C, two
combinations are possible: p1 − p2 or p1 − p3. The choice between these two is a
uniform choice, made by the BIP engine.
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4.1.4 BIP Concrete Syntax

In order to better understand the transformations that we detail in the two following
sections, it seems important to know what are the concepts expressed in BIP files.
To do so, we use a simple example that represents two components, denoted A and
B. Figure 4.4 shows the BIP code of the example and Figure 4.5 shows its graphical
representation.
The BIP compiler makes it possible to use C library within the BIP code. This means
that we can use existing functions and data types, or define them in an external C
file and they are available for us to call from the BIP file.

Figure 4.4: BIP simple example code

In the BIP file of the Figure 4.4 , this is expressed by (1) the import of the C
libraries and external C file and by (2), the declaration of the external functions that
are used within the BIP file. The rest of the file is used for defining the BIP compo-
nents and their interactions.
In (3) we see the ports and connectors definition. We recall from the previous sub-
section that BIP components communicate with each other through ports. BIP offers
the possibility to define types of ports. In Figure 4.4 we define two different types of
port. The type p_data that has one integer argument and the type p no arguments.
As it does for the ports, BIP allows the definition of several kind of connectors. The
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Figure 4.5: BIP simple example

connectors take as parameters all the types of ports they link and define the ac-
tions performed when the connection happens. So, we need to define a connector
that allows components to communicate by linking the types of ports we defined and
describing what occurs during the connection. In our example, the components com-
municate using only the p_data ports so the A component can send the value d to
the component B. We only need to declare one connector type: p_connector. The
p_connector type is a connector with two arguments which are two p_data ports.
This indicates that this connector type can link two p_data ports. It is possible to
declare a connector type that can link more than two ports of different types. Now
that we defined the correct arguments, which specifies the number and types of ports
that are linked, we need to describe the actions that happens when the ports are
connected. We do this in the up and down parts of the connector.
First, let’s consider the down code block. It is used to describe an exchange of in-
formation when a sender component wants to broadcast content to one or several
other components that are receiver components. In our example, the sender port s
transfers a value to the receiving port r. The up code block, provides a way to use
the connector as a port
Part (4) shows the declaration of a BIP component. When instantiating an compo-
nent of type A, we have to give it a parameter value in order to initialize the variable
d. The component A declares two ports. The first one is a p_data port preceded by
the keyword exported. This indicates that this port is able to communicate with the
outside world. This port also has a parameter which is the component variable d.
Therefore, any communication through this port involves the variable d. Depending
on A’s role in the communication, either the value of variable d is sent, either d is
updated with a received value. The second port is not exported, we call it an internal
port. It is not used in order to communicate with other components but rather to
execute an internal action.
The places represent the possible states of the component. The initial and final state
is A0 and there is an extra place: A1.
In the definition of the B type component in (5), we see several new concepts appear.
The yellow part is a guard: it is a condition for the transition to take place. Here,
the condition is on the value of the variable d that must be superior to 1. The orange
part is an update function which updates the value of the variable d at the moment
of the transition.
Finally, the part (6) shows the compound creation. Earlier, we created types of com-
ponents and ways of connecting them via the port and connector types definitions.
In the compound, we instantiate objects and execute the model. So we create two
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atomic components, one of type A and one of type B and compose them. For the
A component, we initialize the variable d =3. Then we create an instance of the
p_connector, called p_c, to which we give as parameters the names of the exported
ports of the components. This instance of the connector triggers the communications
between the two BIP components.

4.2 IoT Model to BIP
IoT Security Oriented Description Language is meant to model an IoT system from
a security point of view. It has a syntax of its own, as well as an operational seman-
tics. BIP allows us to run simulations of the system behaviour with respect to these
semantics rules. To be able to execute an IoT model, we decided to use the BIP
engine. To do so, we need to have a corresponding BIP model to run. Previously, we
detailed the technical functioning of the parser. In this section, we first see how we
implemented a parser, based on the concrete syntax of IoT SOML, that converts an
IoT model to a BIP model. We go into details on the parsing process by explaining
the creation of the lexer and the parser and their roles in Subsection 4.2.1.
We then delve into the details of the transformation itself, in Subsection 4.2.2 by
describing the BIP code the parser generates, depending on the IoT concepts ex-
pressed in IoT models. We illustrate the transformation using the running example
in Subsection 4.2.3.

4.2.1 Parser Implementation

After defining the concrete syntax, in Subsection 3.3.4, we need to implement a tool
that can recognize a file written using this grammar and transform it into a BIP
FIle. This tool, called a parser or a syntax analyzer, is able to identify the different
elements of the SOML file, for instance the entities or the protocol definitions. From
there it generates BIP elements as we see in more details in Subsection 4.2.2.
To create the foundations of the parser, we decided to use ANTLR4 [56]. ANTLR4
is a parser generator created by Terence Parr. There are several reasons for why we
decided to use a parser generator, and ANTLR4 in particular. First IoT Modeling
Language is evolving, and being able to generate parts of the parser automatically
for each change saved us a considerable amount of time. Using ANTLR4 also helped
us minimize the potential errors, which was important considering that these files
are the foundation of the parser. Finally, the code generated by ANTLR4 is clear
and gives us total control over multiple aspects of the parsing process such as error
reporting, error recovery, etc. ANTLR4 equally provides several output languages,
we chose to implement the parser in Java.

Therefore we used ANTLR4 to generate a parse tree and its associated tree walker.
The parse tree, also called Abstract Syntax Tree, is in charge of recognizing the gram-
mar patterns. The tree walker provides ways to exploit these patterns, for instance
by generating the corresponding BIP code. But to better understand what they
represent, let’s take a closer look to ANTLR4’s process and what parsing really is.

The parsing process results in the generation of a parse tree which requires two
steps as we can see in Figure 4.6. From the g4 file in which we specified the grammar,
ANTLR4 first creates a lexer and then a parser that are specific to the IoT Modeling
Language. The lexer, or Lexical Analyzer is in charge of transforming a sequence of
characters into a sequence of tokens. A token is a string that corresponds to a lexical
symbol, which means that it is a character sequence with an identified meaning. It
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Figure 4.6: ANTLR4

consists of a pair {name; value}. The name is the category of the lexical unit and
the value may or may not be null.
Then, ANTLR4 generates the parser, or syntax analyzer. The parser’s role concerns
the second part of the analysis: from the tokens previously formed, the Parser builds
the parse tree . The parse tree records how the parser recognized the structure of
the input (the IoT file) sentences and component phrases. We can use our running

Figure 4.7: Lexing and Parsing

example to illustrate the above explanation, as shown in Figure 4.7. When describing
the system with the IoT Modeling Language we start by the global declaration of
the protocols. The running example starts with the declaration of the mail proto-
col this way: "Protocol mail checks email". The terms "Protocol" and "checks" are
fixed, unlike "mail" and "email"which are the name of the protocol and the category
of data on which we perform the verification. The Lexer recognises the protocol dec-
laration pattern and can associate it to its value. The same thing happens for the
"protocol_name" and the "category_name". However, "Protocol" and "checks" being
keywords of the protocol declaration don’t have an associated value.
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So now we are able to parse an IoT file and generate a parse tree. We then need
to exploit this tree in order to generate a BIP model that we can execute. ANTLR
provides us a way to do so with the combined use of the tree walker and the parse
tree listener interface. In Java, event listeners are interfaces responsible to handle
events. This interface provides enter and exit methods for each rule we defined in
the grammar. It then responds to events triggered by the built-in tree walker. This
means that when the tree walker goes through the syntax tree, it triggers two events.
One event is triggered when the walker first meets an object, before exploring it. The
second event is triggered when the walker leaves the object after going through it.
To this extend, we can walk through the tree and associate actions, for example the
creation of BIP elements, every time we trigger events in the listener implementation.
Figure 4.8 shows in more details the java files generated by ANTLR4.

Figure 4.8: Java Classes generated by ANTLR4

4.2.2 Model transformation

The IoT model specifies a certain amount of information about the system. This
information must be relevant and adequate for the parser to be able to build a well
formed BIP file that behaves during its execution in the way that we specified in the
IoT model. Figure 4.9 shows how IoT objects and BIP objects are linked. We recall
that in BIP, it is mandatory to create a type for objects (ports, connectors, compo-
nents, ..) in order to instantiate them. All the information concerning the types of
BIP objects can be found in the IoT file.

As a preliminary, it is necessary to indicate that BIP language handles certain
data formats such as string, int and float. In order to use another format, the user
has to define it by himself, in C and import the C file in the BIP model as an external
library. For our model we created a string_set type, which is a one dimension string
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Figure 4.9: IoT Equivalence in BIP

table, and defined several functions to manipulate it.
For reason of clarity we start with the entity declaration of the IoT files. An entity
declaration results, in the BIP model, in the creation of a type of atomic component.
The name of the entity becomes the name of the component type.
In IoT, we declare the initial knowledge of an entity as a series of data declaration. In
BIP, the knowledge is represented as a series of string_set. For each existing category
of data declared in the IoT file, the BIP components have corresponding string_set.
The initial knowledge is given as parameters to the components and added, at the
initial state, to the string_set of their category. This choice of design satisfies the
need of having data category in IoT, which is not possible in BIP. Indeed in IoT Mod-
eling Language one can create all the data categories needed. During the exchanges
of information the entities are able to send and receive all the data, regardless of their
category. This is why each component has a data set for each category: it has to be
able to receive every kind of data and add it to its knowledge. This also facilitates
protocol verifications. As the protocol verification is performed on a certain category
of data. In BIP, we make the verification on the corresponding set of strings: if the
sender and the receiver have a common value in their respective sets, then the com-
munication is allowed.
Let us now look at the actions and the behaviours of the entities. In BIP, the actions
of the components are specified as a set of transitions. These transitions are triggered
by their ports. To enable the interactions between the ports, there are connectors.
Both port types and connectors types must be declared prior to their use. So for each
protocol declared in the IoT file, there is a port type in the BIP file. In addition, a
specific connector type that connects two ports of the same kind is created, allowing
the ports to exchange information. Having a specific port for each protocol simplifies
the equivalence with the IoT Modeling Language, as we will see in Subsection 4.3.3.
The connector also includes the verification on the corresponding type of data. We
had no choice but to have the protocol verification in the connector rather than hav-
ing it on the entity port, using a guard. Indeed, the connector has access to the data
of both the receiving component and the sending component and can perform the
verification. Whereas a component has only access to its own data and is then not
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able to know if the preconditions for a communication are fulfilled. On the component
level, for each action of the IoT entity, the BIP component possesses a corresponding
port, which type depends on the type of communication. Indeed, if the port is used
for a Send/Receive type on, for instance, the http protocol, the BIP component will
have a port of type "http_protocol".
Let us now consider the Leak/Collect types of exchange. We first create two types of
ports: a leak type and a collect type. A connector type is defined which allows the
leak port to transfer data to the collect port, without performing any type of verifi-
cation. However, the way we attribute these ports to the entities differs. We recall
that the entities have a status: they can be either Internal or External. The External
entities try to make the Internal entities leak confidential information. So in BIP,
we assign a leak port to the internal entities for each leak they perform. The collect
ports are automatically given to the external entities, whether they are expressed in
the IoT file or not. They have a collect port for each internal entity of the system.
This way, when an internal entity leaks an information, the collect counterpart of the
communication is performed by its associated port on the Attacker side.
The behaviour is also expressed differently, depending on the status of the entity. In-
deed, if the entity is External, the collect is always available. This means that, even
in the middle of a sequence of actions, the external entity is able to collect information.

4.2.3 Example of Transformation

Going back to the running example, we can see in Figure 4.10 an internal entity: the
Employee and in Figure 4.11 an external entity: the Attacker once they have been
turned into BIP components.

Data We can see that both components have a string_set of data for each
category of the system: email, credentials, message, confidential data.
In addtion they both have two variables: "category" and "value". The
variable "category" is used to check the category of a received value
in order to put it in the correct set. The variable "value" is initialized
with either the value the component is about to send, or the value it
just received.

Ports • External Ports: For each transition performed (outside of the
Leak/Collect ones), both components have an external port that
corresponds to a transition in their behaviour.
– Leak Port: For the employee, we can see that the BIP

component has a leak type of port that corresponds to him,
leaking his credentials to the attacker.

– Collect Ports: We can see in Figure 4.11 that the attacker
has a "collect" port for each internal entity of the system:
one for the employee and one for the server. We can also
notice that the "collect" transitions are performed in parallel
with their nominal behaviour. This shows that at anytime,
the attacker is able to collect information from any internal
entity.

• Internal Ports: They are used to provide the component a way
of making an internal transition, without communicating with
another component.
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Figure 4.10: BIP component of the Employee

Let’s now take a look at how the weights we added on the actions of the IoT
entities become probabilities on the BIP component transitions.
As we can see in Figure 4.10, from the EmployeeChoice state, two transitions are
possible: employeeInternal or leakCredentials. The transition taken depends on the
value of variable choice. If the value of choice is in the [0;0,95] interval, the employee
won’t leak his credentials, but if choice’s value is within ]0,95;1] he will then leak
them to the attacker.
The value of choice is obtained via a random function.
The calculation of the value intervals is based on the weights we assigned to the
actions in the IoT file. To transform the weight into probabilities we carry out the
following steps:

1. from the current state we check all the possible transitions

2. we calculate the total weight by adding together all the weights of possible
transitions

3. each weight is divided by the total weight, which gives a value within [0;1]

4. we calculate the intervals using the new weight value

Now that we have a better idea of how the transformation occur thanks to a
concrete example, let’s see how we define it formally.

4.3 Formal Transformation
During the transformation, entities of an IoT model become atomic components in
SBIP and the communication between them are represented with interactions. To
model this we define an atomic component as the union of several Petri Nets, which
all have a common set of variables, guards and update functions. The deterministic
variables are used to model the entity’s knowledge. The random variables, similarly
to the transformation of DTMC into SBIP of [7], encode the probabilities associated
to actions in a summation process.
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Figure 4.11: BIP component of the Attacker

We need to formally prove the bisimulation between the IoT model and the SBIP
model. In order to show that this equivalence exists between both languages, we
need to keep track of the transformation. The bisimulation shows that for a given
transition in the IoT model, a similar transition exists in the SBIP model.
Consequently, in the transformation we annotate places and random variables using
the function `. This function exploits the notations of the original IoT system. In ad-
dition, we identify places that have congruent notations, i.e. l1 ≡L l2 ⇐⇒ `(l1) ≡P
`(l2), with l1 and l2 being places of the BIP model. We write lT when `(l) = T , and
vT when `(v) = T , with l a place and v a variable of the BIP model.
First we introduce a number of transformation functions used in the formal definition
as preliminaries in the Subsection 4.3.1. In Subsection 4.3.2, we propose a definition
of the transformation of the behaviour part of the IoT entity. Finally, in Subsection
4.3.3, we formally describe the bisimulation between the two languages.

4.3.1 Transformation Functions

Considering a thread T , we define three functions:

• [[T ]]v defines random variables used by the thread T .

• [[T ]]s defines places for the thread T .

• [[T ]]t defines the transitions for T .

Following each function definition we give an application of it using the attacker’s
behaviour of the running example that we defined in Example 2.
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We will then consider the following thread:

A =[n3] attacker mail−−−−−−−−−−→
giveCredentials

employee.A︸ ︷︷ ︸
a1

+[n4] attacker http−−−−−−−−−−−−−−−→
giveSecretInformation

server .A︸ ︷︷ ︸
a2

+ [n5] attacker � employee.A︸ ︷︷ ︸
a3

+[n6] attacker � server .A︸ ︷︷ ︸
a4

These functions can be applied on all types of threads whether they are recursive or
not. However on the case of a recursive thread, it must be written on its entirety
without deploying the thread in infinity. We have to be able to see all the possible
actions of the thread appear for the function application to be correct.

Definition 13 (Random variable Function for Thread). This function takes as input
a thread and generates a set of random variables or an empty set.

[[
∑
i∈I

[ni]ai.Ti]]v =
⋃
i∈I

[[ai.Ti]]v ∪ {vT | vT ∼ µ s.t. µ(ai.Ti) = ni,∀i ∈ I}

where T =
∑
i∈I

[ni]ai.Ti and |I| > 1

[[a.T ]]v =[[T ]]v

[[A]]v = [[0]]v =∅

Whenever a thread T is of the form
∑
i∈I [ni]ai.Ti, we introduce a new random vari-

able vT , that will allow the system to make a probabilistic choice when necessary
between all available options.
The valuation domain D for vT is the set of states associated to the possible con-
tinuations i.e. D = {ai.Ti}i∈I . The probability distribution of vT is defined by the
probabilities ni i.e. µ(ai.Ti) = ni.
If T is not a sum, no random variable is necessary as the aim of the random variable
is to make a choice between the different threads that compose the sum.

Example 5.

[[A]]v =[[a1.A]]v ∪ [[a2.A]]v ∪ [[a3.A]]v ∪ [[a4.A]]v∪
{vA | vA ∼ µ s.t. µ(a1.A) = n3, µ(a2.A) = n4, µ(a3.A) = n5, µ(a4.A) = n6}

with

[[a1.A]]v = [[A]]v = ∅
[[a2.A]]v = [[A]]v = ∅
[[a3.A]]v = [[A]]v = ∅
[[a4.A]]v = [[A]]v = ∅

This thread is composed of a choice between four possible actions. So we only need
to create one probabilistic variable vA. The choice between these four actions will be
made depending on the value of vA.
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Definition 14 (Place Function for Thread). This function takes a thread as input
and generates a set of places.

[[
∑
i∈I

[ni]ai.Ti]]s =
⋃
i∈I

[[Ti]]s ∪ {lT , l?T }, where T =
∑
i∈I

[ni]ai.Ti and |I| > 1

[[a.T ]]s =[[T ]]s ∪ {la.T }
[[A]]s ={lA}
[[0]]s ={l0}

Each thread, regardless of its form, possesses an initial place. The initial place its
definition and represents the entry point of the thread.
For a thread T of the form

∑
i∈I [ni]ai.Ti, we introduce two variables lT and l?T where

lT represents the initial state of the thread T and l?T denotes the state in which the
random variable vT is updated.
If T is not a sum, we don’t need to create an additionnal state for a random variable
to be updated. So we only create a place for each possible continuation of the thread.

Example 6.

[[A]]s = [[a1.A+ a2.A+ a3.A+ a4.A]]s
= [[A]]s ∪ {lA, l?A}
= {lA} ∪ {lA, l?A}
= {lA, l?A}

In this example, we need two places: lA and l?A. lA represents the initial and the final
place of the Petri net.

Definition 15 (Transition Function for Thread). This function takes as input a
thread and generates a set of transitions.

[[
∑
i∈I

[ni]ai.Ti]]t =
⋃
i∈I

(
({l?T }, 〈ai, g = (vT == ai.Ti), f〉, {lTi}) ∪ [[Ti]]t

)
∪ ({lT }, 〈τ , true, f?〉, {l?T }) where T =

∑
i∈I

[ni]ai.Ti and |I| > 1

[[a.T ]]t =({la.T }, 〈a, true, f〉, {lT }) ∪ [[T ]]t
[[A]]t =[[0]]t = ∅

where f is the update function such that f = (fd,Rp), with fd = {v := v|v ∈ V d} ∈
Asgn[V ], and Rp = ∅ and f? defined as f but with Rp = {vT }. g is the guard on the
transition. The guards are only used when making a probabilistic choice: Suppose
we are currently running thread T and we wish to go from state l?T to a state lTi . The
guard then checks that the value of the random variable vT is updated to ai.Ti. For
the rest of transitions, the guard is the constant true. If the thread is not constituted
of a sum, the guard is the constant true and we only need one transition by action
that is part of the thread.
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Example 7.

[[A]]t =(({l?A}, 〈a1, g = (vA == a1.A), f〉, {lA}) ∪ [[A]]t)∪
(({l?A}, 〈a2, g = (vA == a2.A), f〉, {lA}) ∪ [[A]]t)∪
(({l?A}, 〈a3, g = (vA == a3.A), f〉, {lA}) ∪ [[A]]t)∪
(({l?A}, 〈a4, g = (vA == a4.A), f〉, {lA}) ∪ [[A]]t)∪
({lA}, 〈τ , true, f?〉, {l?A})

with

f? = (f?d,Rp) where f?d = {v := v | v ∈ V d} and Rp = {vA}
f = (fd,Rp) where fd = {v := v | v ∈ V d} and Rp = ∅
V d = {vemail, vcredentials, vhttp, vmessages, vconfidentialData}
[[A]]t = [[0]]t = ∅

In this example, we have one transition for each action. We also have a transition
labeled τ that allows us to update the value of the random variable.

Using these three functions we generate a certain number of transitions, places and
probabilistic variables that we represent as a Petri Net in Figure 4.12. For simplicity
reasons , the transitions of the figure are only partially labeled with the ports and
the update functions.

Figure 4.12: Petri Net corresponding to the thread A

4.3.2 Entity Formal Transformation

For clarity reasons we specify the transformation of the entity’s thread and the entity
itself in two different definitions.
First we encode each thread of the entity’s process in Definition 16. We use a distinct
Petri Net for each thread in order to clearly separate the behaviour of the different
threads. We use disjoint union for combining the Petri Nets of the different threads.
This is coherent in the BIP model because different threads in an entity cannot inter-
act with each other, but only with other entities. Following, Definition 17 formally
describes the composition of a BIP component.

Let us consider an IoT entity described in IoT SOML has having:

• a set of data, possibly belonging to different categories, defining its knowledge

• a set of actions that it can perform
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• a behaviour, composed of one or several threads that uses the actions previously
defined

Definition 16 (Transformation of a Thread into a Petri Net). To each thread in
an entity, we associate a corresponding Petri Net that specify the behaviour of the
BIP atomic component. As the behaviour of an entity can be composed of several
threads, we can define several Petri Nets. However, if several Petri Nets belong to the
same component, they don’t share any probabilistic variables or places between them.
The probabilistic variables are defined by V p being the disjoint set of probabilistic
variables for the thread T , defined by V p = [[T ]]v. We define a thread T by the Petri
Net N = (L,L0,TN ) where:

• L is the set of places of T defined by L = [[T ]]s

• L0 is the set initial places, which represents the entry point of the thread and
is defined by L0 ⊆ L. For each separate thread of the behaviour of an entity
we create a distinct initial place.
More formally, for a thread T , we define an initial place LT .

• TN is a finite set of transitions defined by TN = [[T ]]t

Now that we defined how each thread is encoded in a Petri Net, let us define the
entire BIP component built from the IoT entity. The sets of places, transitions and
probabilistic variables that are composing the process of the entities are the disjoint
unions of the sets that we defined for the threads.

Definition 17 (Transformation of an IoT Entity into an Atomic BIP component).
For an IoT entity E, we define the transformation to be a tuple B = (P ,V ,N ), with

• P are the ports of the atomic component that correspond to the actions of the
IoT entity such that P = P in ]P out ]P internal with P in being the input ports,
P out the output ports and P internal the internal ports;

• V are the variables of the BIP component such that V = V d ] V p where

– V d is the set of deterministic variables, V d = {vc = kci | c is a protocol
used in the entity and k the initial knowledge of the entity };

– V p is the set of probabilistic variables, such that V p =
⋃
i∈I V

p
i , and I =

{0, ...,n} with n the number of threads;

• N is the union of Petri Nets that constitute the behaviour of the BIP component
such that N = ∪i∈INi.

Example 8. To better understand the formal transformation of an entity let us use
as an example the transformation of the employee entity into a BIP component.
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The behaviour of the Employee is defined by the recursive threads:

kemployee ={mail = {employeeEmail},
message = ∅,
credentials = {employeeCredentials},
confidentialData = ∅,
http = ∅}

E = employee mail←−−− attacker︸ ︷︷ ︸
e1

.C

C =[n1]τ .E + [n2] employee −−−−−−−−−−−−−−−�
employeeCredentials

attacker︸ ︷︷ ︸
e2

.E

Transformation of the Behaviour of the Employee into a Petri Net

In this example, the thread is recursive. As we explained before, to correctly
apply the functions on a recursive thread, it is necessary to unfold the thread. This
way, we can see the whole behaviour appear, without deploying it to the infinity. To
show the unfolding of the thread, and for readability reasons, we added indices to
the thread definition. This way, [[E]]1 indicates the first time that we see the thread
and that it has not been fully deployed. As for [[E]]2, it shows that the thread E has
already been deployed and that it is not necessary to unfold it anymore. Whenever
we declare a thread without any indice, it means that the thread has no definition
and doesn’t need to be deployed, therefore we consider the indice to be 1 and do not
write it.

Generation of the random variables:

[[E]]1v = [[e1.C]]v
= [[C]]v

[[C]]v = [[[n1]τ .E + [n2]e2.E]]v
= [[τ .E]]v ∪ [[e2.E]]v ∪ {vC | vC ∼ µ s.t. µ(τ .E) = n1, µ(e2.E) = n2}
= [[E]]2v ∪ [[E]]2v ∪ {vC | vC ∼ µ s.t. µ(τ .E) = n1, µ(e2.E) = n2}

with

[[E]]2v = ∅

Generation of the places:

[[E]]1s = [[e1.C]]s
= [[C]]s ∪ {le1.C}

[[C]]s = [[[n1]τ .E + [n2]e2.E]]s
= [[E]]2s ∪ [[E]]2s ∪ {lC , l?C}
= {lC , l?C}
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with

[[E]]2s = ∅

Generation of the transitions:

[[E]]1t =[[e1.C]]t
=({le1.C}, 〈e1, true, f〉, {lC}) ∪ [[C]]t

[[C]]t =[[[n1]τ .E + [n2]e2.E]]t
=({l?C}, 〈τ , g = (vC == τ .E), f〉, {lE}) ∪ [[E]]2t ∪
({l?C}, 〈e2, g = (vC == e2.E), f〉, {lE}) ∪ [[E]]2t ∪
({lC}, 〈τ , true, f?〉, {l?C})

In the transitions generated, we can see that there is a place lE . Yet, we have
e1.C ≡P E, and so we consider le1.C ≡L lE .

f? = (f?d,Rp) where f?d = {v := v | v ∈ V d} and Rp = {vC}
f = (fd,Rp) where fd = {v := v | v ∈ V d} and Rp = {∅}
[[E]]2t = ∅

Definition of the ports of the entity:

• P in = {e1}

• P outE = {e2}

• P internalE = {τ}

Definition of the variables of the entity:
VE = V d

E ] V
p
E , with

• V d
E = {vemail, vcredentials, vhttp, vmessages, vconfidentialData}, with, at the initial

state

– vemail = {employeeEmail}
– vmessages = ∅
– vcredentials = {employeeCredentials}
– vconfidentialData = ∅
– vhttp = ∅

• V p
E = {vC | vC ∼ µ s.t. µ(τ .E) = n1, µ(e2.E) = n2}

Figure 4.13 illustrates the formal transformation we operated.
Communications between two IoT entities e1 and e2 in the IoT language are

converted into a set of, possibly guarded, interactions between components Be1 and
Be2 corresponding to e1 and e2, respectively.

Definition 18 (Interactions for an IoT state). Let us consider two BIP atomic com-
ponents Be1 and Be2 that are the respective transformations of two IoT entities: e1
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Figure 4.13: Illustration of the Formal Transformation of an Entity

and e2.
We denote the two atomic components Be1 = (P1,V1,N∞) and Be2 = (P2,V2,N∈).
We write Actions = ∪i≤2Pi, with i ∈ I, with I a set of indices such that I = {0, ..n}
for all the actions a of both BIP components.
We saw earlier in Chapter 3 that for an IoT system to be semantically correct, for
each action in the system, there need to be a counterpart action.
We have that if a ∈ Actions, then if:

• a = e1
c−→
v
e2 there is an action a′ ∈ Actions such that a′ = e2

c←− e1,

• a = e1 −−�
v

e2 there is an action a′ ∈ Actions such that a′ = e2 � e1.

If for a given action, there is a counterpart action in the system, we define the inter-
action: γ=(P ,G,F ) where:

• P = {a, a′}, represents the couple of actions;

• G is the guard of the interaction such that:

– if the communication is based on a protocol (actions of type Send/Receive),
the guard will check that the protocol conditions are met:
if a = e1

c−→
v
e2 then G = (∃x ∈ v1

c s.t. x ∈ v2
c ) for v1

c ∈ V d
1 , v2

c ∈ V d
2

– otherwise no protocol verification is required and G = true

• F is the update function of the transition. After a Send or Collect action,
depending on the protocol associated to the variable, we add the variable to the
knowledge of e2:
if a = e1

c−→
v
e2 or if a = e2 � e1,

then F = {v2
c′ := v2

c′ ∪ {v} | protocol(v) = c′, v2
c′ ∈ V d

2 }

where V d
1 , V d

2 are the deterministic variables of Be1 and Be2 , respectively.
Atomic components can also carry out internal interactions that we define by:
({τ}, true,F ), where F = {v := v | v ∈ V d}, for every component Be = (P ,V ,N).

4.3.3 Bisimulation

In order to show a correspondance between the Security Oriented Modeling Language
and the BIP language, we are going show first a correspondance in the transformation
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from IoT to BIP and then in the transformation from BIP to IoT. In order to do that
we need to define a few preliminaries concepts and notations.
First, we recall that a transition is defined, either for a pair of Send/Receive, Leak/-
Collect interactions or for an Internal transition.
For an IoT system composed of n entities and of an initial state s0, we write Γ for
the set of interactions between these entities as we did in Definition 11.
We write Γ(B1, ...,Bn) the composition of n IoT components as we defined it in Def-
inition 12 and (Γ(B1, ...,Bn)) the corresponding BIP system.

Theorem 1 (Bisimulation). We consider an IoT system of n entities with an initial
state s0 such that s0 = 〈P1, k1〉|...|〈Pn, kn〉, where 〈Pi, ki〉 is the initial state of an
entity ei, i ≤ n.
We denote Bei the BIP transformation of the IoT system, Xi

init the initial valuation
of the variables Vi of the entity ei and Γ its set of interactions.
ForM = 〈Q,P ,π, q0〉 the semantics of the BIP counterpart model with the valuation
X1

init t · · ·Xn
init, there exists R ⊆ S ×Q a symmetric relation such that, following

the rules of the equivalence between two languages we consider that:

• For each intial state existing in the IoT model, there is only one equivalent
initial state in the BIP model
(s0, q0) ∈ R;

• For each transition in the IoT system, there exists a corresponding transition
in the BIP system
if (s, q) ∈ R then for all s′ ∈ S and s

[n]−→
l

s′ ∈ T there exists q′ ∈ Q and

q
γ−→ q′ ∈ π with P(q

γ−→ q′) = n such that (s′, q′) ∈ R.

Lemma 1. Any two congruent IoT states have the same transformation in SBIP
systems.

Proof. We proceed by cases on the congruence relation. First consider the congruence
relation on states: For the monoid laws on |, note that the transformation results in
a set of atomic components and therefore the order of states in the parallel composi-
tion does not matter. In the case where processes are congruent, we distinguish two
subcases:
(i) Threads in a parallel composition translate into tuples of states in the transfor-
mation of a process (Definition 16) where the order of the states does not matter;
(ii) For the rest we use the fact that inside an atomic component the states that have
congruent labels are identified.

Theorem 1. Let e1, · · · , en be n entities of an IoT system (S,L,T , s0) with the initial
states 〈P1, k1〉, · · · , 〈Pn, kn〉.
Bei = (Pi,Vi,Ni) with Ni = (Li,Li,0, Ti), is the transformation of the current state
of the entity ei, for i ≤ n.
Also let Vi = V p

i ∪ V d
i . We write (Q,P ,π, q0) for the semantics of Γ(Be1 , · · · Ben) =

(Γ, V, N) with N = (L, L0, T). Lastly Xinit is the initial valuation.
To construct the relation R ⊆ S ×Q required by the theorem, we first set some

notations and constraints below. Informally, these constraints establish the relation
between the processes and knowledge functions in states of S and the markings and
the valuations, respectively, in states of Q.
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1. Correspondance between Processes and Markings. Let us consider two
threads: T and U . Let us write mT for the marking associated with T and
defined as follows:

mT (l) =1 if `(l) = T or `(l) = U?,U = [n1]T1 + ..., for some threads T
0 otherwise

where (P ,V ,N) and N = (L,L0,T , ) is obtained as in Definition 16 and where
l ∈ L. For a process P = T1 | · · · | Tm, let us write mP for the marking
associated with P and defined as mT1 + · · ·+mTm .

2. Correspondance between Knowledge and the Deterministic Variables.
From Definition 16 it follows that for each thread Tj in a process Pi we define
the set V d

i = {vc | c is a protocol used in Tj}. From Definition 17 then the set
of variables of Pi = T1 | · · · | Tm is ∪j≤mVj = {vc | c is a protocol used in Pi}.
Then, if Xi the current valuation of entity ei, we require that Xi(vc) = ki(c),
for i ≤ n, c ∈ C and vc ∈ V d

i . Recall that we write C for the set of protocols
used in the IoT system and ki for the knowledge function of an entity ei.

3. Correspondance between Probabilistic Choices in Processes and the
Random Variables. For every summation thread U in a process Pi, we have
that there exists a random variable vU ∈ V p

i , by Definition 16. Moreover, if T
a thread of Pi, belongs to a summation, i.e. U = [n]T + T ′, for some threads
T ′,U , then for the current valuation Xi we have that Xi(vU ) = T . For a process
P = T1 | · · · | Tm we use Definition 17 and have that V p is the disjoint union
of all V p

j , where V
p
j is the set of random variables for Tj , j ≤ m.

We define the following relation between the states of S and the states of Q:

R =
{
(〈P1, k1〉 | · · · | 〈Pn, kn〉,(m = mP1 + · · ·mPn , X = X1 t · · · tXn)) |

the conditions 1-3 above hold
}

.

We show that R is the relation required in Theorem 1. First we have to show
that (s0, q0) ∈ R.

We use Definition 16 from which we have that L0 ⊆ L is the initial place in the
transformation of a thread T . Then, by Definition 17, L0 = ]j≤mLj0 = ]j≤m{lTj} is
the initial set of places in the transformation of a process P = T1 | · · · | Tm. From
Definition 12 it follows that L0 = ]i≤nL0,i. By Definition 10 the initial marking in
q0 = (m0, Xinit) is defined as m0(l) = 1 ⇐⇒ l ∈ L0 and 0 otherwise. Hence we can
write m0 = mP1 + · · ·+mPn . This shows condition 1 of R.

From Definition 17 we have that for each entity ei, Xinit(vc) = ki(c), for all
protocols c used by ei. From Definition 12 the set of variables of the composed Bei
components is the disjoint union Vi, i.e. V = ]i≤nVi, in particular Vd = ]i≤nV d

i .
Then a valuation for V is the disjoint composition of the individual valuations for
Vi, from which it follows the required decomposition of Xinit in q0 = (m0, Xinit).
Therefore condition 2 of R holds. For condition 3 to hold it suffices to note that
there is no probabilistic choice made yet in any process and therefore there is no
correspondence to show. We can take any initial valuation we want for the random
variables.
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On the transformation from IoT to BIP

Let us now suppose that (s, q) ∈ R and that s [n]−→
l

s′, for some label l ∈ L, some
probability n and state q′ ∈ Q. We have to show that there exists q′ ∈ Q and
q

p−→ q′ ∈ π with P(q
p−→ q′) = n such that (s′, q′) ∈ R. We reason by cases on the

label l of the transition s [n]−→
l
s′.

• In the case of an interaction between two entities
Let e1 and e2 be the two communicating entities, and l = SR : v or l = LC : v.
We can write the transition as follows using Definition 10:

s = 〈P1, k1〉 | 〈P2, k2〉 | 〈P3, k3〉 | . . . | 〈Pn, kn〉
[1/m]−→
l

s′ = 〈Q1, k′1〉 | 〈Q2, k′2〉 | 〈Q3, k′3〉 | . . . | 〈Qn, k′n〉

where we can decompose P1 ≡P a1.T1 | P ′1 and P2 ≡P a2.T2 | P ′2, Q1 ≡P T1 | P ′1
and Q2 ≡P T2 | P ′2, again by Lemma 1 and from the rules of Figure 3.6. Here
we suppose w.l.o.g. that a1 and a2 are the two synchronizing actions in P1 and
P2, respectively. Also suppose w.l.o.g. that a1 is a send (or a leak) and that a2
is a receive (or a collect). Let c be the protocol used for the communication in
case l = SR : v.
From (s, q) ∈ R we have that q = (mP1 + · · ·mPn , X1 t · · · tXn) and that
mPi = mai.Ti +mP ′

i
, for i ≤ 2. Also from condition 1 of R, mai.Ti = {li} with

either `(li) = ai.Ti, or `(li) = U?i , for some summation threads U1,U2.

– If `(l1) = a1.T1 then we use the transformation of Definition 16 to show
that there exists the place l′1 ∈ L1, with `(l′1) = T1 and the transition
t1 = ({la1.T1}, 〈a1, g1 = true, f1〉, {lT1}) in B1.
∗ If `(l2) = a2.T2 then as above, there exists l′2 ∈ L2, with `(l′2) = T2

and the transition t2 = ({la2.T2}, 〈a2, g2 = true, f2〉, {lT1}) in B2.
∗ `(l2) = U?2 , with U2 = [n2]a2.T2 +U ′2 , for some threads U2,U ′2. As in
the case above, from Definition 16 we have that there exists the places
l′2 ∈ L2 with `(l′2) = T2. We also have, from condition 3 ofR that there
exists a random variable vU2 ∈ V

p
2 with X(vU2) = a2.T2. Moreover we

have the transition t2 = ({lU?2 }, 〈a2, g2 = (vU2 == a2.T2), f2〉, {lT2})
in B2.

– the other case is similar.

Note that in all cases above, fi = {v := v | v ∈ V d} with Rpi = ∅, i ≤ n.
Using Definition 11 we have that there exists an interaction γ = ({a1, a2},G,F )
such that

– If l = SR : v then G = (∃x ∈ v1
c such that x ∈ v2

c ) for v1
c ∈ V1 and v2

c ∈ V2.
– If l = LC : v then G = true.

Also, F = {v2
c′ := v2

c′ ∪ {v′} | protocol(v′) = c′, v2
c′ ∈ V2} for both l = SR : v

and l = LC : v.
We now use Definition 12 and have that there exists the transition

T = ({l1, l2}, 〈γ, g1 ∧ g2 ∧G, (f1 t f2) ◦ F 〉, {l′1, l′2}) ∈ T.
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We have to show that the guard g = g1 ∧ g2 ∧G holds for the current valuation
X:

– If g1 = (vU1 == a1.T1) then X(g1) holds from condition 3 of R; otherwise
g1 = true. We proceed similarly for g2.

– If l = SR : v then G = (∃x ∈ v1
c such that x ∈ v2

c ) for v1
c ∈ V1 and

v2
c ∈ V2. From condition 2 of R we have that X(vic) = ki(c), i ≤ n. Then
the guard holds as it is the condition of rule SendReceive in Figure 3.6.
If l = LC : v then G = true.

Therefore, by Definition 10, there exists the transition

q = (mP1 +mP2 + · · ·mPn , X1 t · · · tXn)
γ−→ q′ = (m′, X′)

where we have to show that conditions 1-3 of R hold. For condition 1 we have
to show that m′ = mQ1 +mQ2 + · · ·mPn . Using Definition 10 it follows that

m′ = m−• T + T • = m− {l1, l2}+ {l′1, l′2}.

As L0 = ]i≤nL0,i, from Definition 12, it follows that

m′ = (mP1 − {l1}+ {l′1}) + (mP2 − {l2}+ {l′2}) + · · ·+mPn .

Using condition 1 of R on mP1 and mP2 we have that mP1 −{l1}+ {l′1} = mQ1

and similarly for mQ2 .
Let us now show condition 2, i.e. X′ = X′1tX′2t · · · tXn and X′i(vc′) = k′i(c

′),
i ≤ 2. Using the function F above we have that X′i(vc′) = Xi(vc′) ∪ {v}. From
rules SendReceive and LeakCollect we also get that k′i(c′) = ki(c) ∪ {v},
i ≤ 2.
As Rp1 = Rp2 = ∅ condition 3 is trivial.
Lastly, the two transitions have the same probability: |Enabled(m; X)| = m,
and therefore P

(
q

p−→ q′
)
= 1/m.

• In the case of an internal transition
Let l = τ ; let e1 be the entity that triggers the internal transition. Using
Lemma 1 we can rewrite the states in the transition as follows:

s = 〈P1, k1〉 | 〈P2, k2〉 | 〈P3, k3〉 | . . . | 〈Pn, kn〉
[n]−→
l

s′ = 〈Q1, k′1〉 | 〈P2, k2〉 | 〈P3, k3〉 | . . . | 〈Pn, kn〉.

There are two possibilities: either P1 ≡P
∑
i∈I1 ai.Ti | P

′
1 where Q1 = a1.T1

w.l.o.g. or P1 ≡P τ .T1 | P ′1 with Q1 = T1. We write U =
∑
i∈I1 ai.Ti or

U = τ .T1 depending on which of the two cases we are.
From (s, q) ∈ R we have that q = (mP1 + · · ·mPn , X1 t · · · tXn) and that
mP1 = {l}+mP ′

1
, `(l) = U . We use the transformation of Definition 16 to

show that there exists the place l′ ∈ L1 and the transition t = ({l}, 〈τ , g =
true, f〉, {l′}) in B1.

– If U =
∑
i∈I1 ai.Ti then `(l

′) = U?, f = {v := v | v ∈ V d
1 } and Rp = {vU}.

– If U = τ .T1 then `(l′) = T1, f = {v := v | v ∈ V d
1 } and Rp = ∅.
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Using Definition 11 we have that there exists an interaction γ = ({τ},G =
true,F ) with F = {v := v | v ∈ V d

1 }.
From Definition 12 there exists the transition

T = ({l}, 〈γ, g1 ∧G = true, f ◦ F 〉, {l′}) ∈ T.

The guard trivially holds and we obtain the transition

q = (mP1 ++ · · ·mPn , X1 t · · · tXn)
γ−→ q′ = (m′, X′)

where we have to show that conditions 1-3 of R hold. As in the first case,
condition 1 follows from m′ = m− {l}+ {l′} = mQ1 + · · ·mPn . Condition 2
trivially hold as the update functions f and F are the identity and therefore
X1
′ = X1. Indeed the knowledge function of k1 is not modified by the rules

Choice or Internal.
To show condition 3 we use Definition 16 from which we have that there exists
vU ∈ V p

1 , vU ∼ µ, where µ(a1.T1) = n1. Then we can take X′(vU ) = a1.T1. We
also this argument to show that the two transitions have the same probabilities:
by Lemma 1, |Enabled(m; X)| = m and therefore P

(
q

p−→ q′
)
= 1/m× n1.

On the transformation from BIP to IoT

Hereafter we prove the similarity of the IoT system to its corresponding SBIP model.
Let us suppose that (q, s) ∈ R and that q γ−→ q′, for a transition labelled with γ,

where q, q′ ∈ Q. We have to show that there is a state s′ ∈ S with s [n]−→
l
s′, for some

label l ∈ L, such that (s′, q′) ∈ R. We define s = 〈P1, k1〉 | 〈P2, k2〉 | · · · | 〈Pn, kn〉.
Here we also reason by cases: whether the transition is an interaction between two
components Be1 and Be2 or an internal transition.

• In the case of an interaction
We consider the communication is an interaction γ = ({a1, a2},G,F ) between
Be1 and Be2 :

q = (mP1 +mP2 + · · ·mPn , X1 tX2 t · · · tXn)
γ−→ q′ = (m′, X′)

As it is an interaction between two entities, from Definition 12 we have that
there exists the transitions ti = (mi, 〈pi, gi, fi〉,m′i) ∈ Ti, for i ∈ {1, 2}. From
the Definition 11, mi = mPi , pi = ai, gi = true and fi are the constant
update functions. From (q, s) ∈ R we have that mP1 = ma1.T1 +mP ′

1
, mP2 =

ma2.T2 +mP ′
2
with P1 = a1.T1 | P ′1 and P2 = a2.T2 | P ′2. Moreover, from the

Definition 10 there exists the transition

T = (mP1 +mP2 , 〈{a1, a2}, g1 ∧ g2 ∧G, (f1 t f2) ◦ F 〉,mQ1 +mQ2) ∈ T

with mQ1 = mT1 +mP ′
1
, mQ2 = mT2 +mP ′

2
.

We distinguish between the two types of interactions:

– a1 = e1
c−→
v′
e2 and there exists a2 ∈ Actions such that a2 = e2

c←− e1,

– or a1 = e1 −−−�
v′

e2 and there exists a2 ∈ Actions such that a2 = e2 � e1
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Following the Definition 11 we have the following guards:

– if G = (∃x ∈ v1
c such that x ∈ v2

c ) for v1
c ∈ V1 and v2

c ∈ V2 then l = SR

– if G = true then l = LC

We can then apply the rules SendReceive or LeakCollect from Figure 3.6.
Hence we derive an interaction between e1 and e2 exists for which we have to
show that conditions 1-3 of R holds.

s = 〈P1, k1〉 | 〈P2, k2〉 | . . . | 〈Pn, kn〉
[n]−→
l

s′ = 〈Q1, k′1〉 | 〈Q2, k′2〉 | . . . | 〈Pn, kn〉.

From above, it follows that m′ = mQ1 +mQ2 + · · ·mPn , which is the first
condition of R.
In the interaction γ, we apply the update function F = {v2

c′ := v2
c′ ∪{v′} | protocol(v′) =

c′, v2
c′ ∈ V2} for both l = SR : v and l = LC : v, then X′i(vc′) = Xi(vc) ∪ {v}.

Therefore we can write X′ = X′1 tX′2 · · ·Xn. With the interaction s [n]−→
l
s′, we

apply rules SendReceive or LeakCollect from Figure 3.6 where k′i(c′) =
ki(c) ∪ {v}. Hence the condition 2 holds, i.e. X′i(vc′) = k′i(c

′). With the ex-
ecution of the γ interaction, the probabilistic distribution Rp1 = Rp2 = ∅, and
from the SendReceive or LeakCollect from Figure 3.6 is the same, then
the condition 3 trivially holds. The two transitions have the same probability:
P
(
q

p−→ q′
)
= 1/m, and therefore |Enabled(m; X)| = m.

• In the case of an internal transition
We consider the transition to be an internal transition τ in component Be1 .
From lemma 1 we can write the transition:

q = (mP1 +mP2 + · · ·mPn , X1 tX2 t · · · tXn)
γ−→ q′ = (m′, X′)

where s = 〈P1, k1〉 | 〈P2, k2〉 | · · · | 〈Pn, kn〉, from (q, s) ∈ R, we distinguish
two cases of transition execution:

– A probabilistic choice: mP1 = {l}+mP ′
1
where `(l) =

∑
i∈I [ni]ai.Ti and

P1 =
∑
i∈I ai.Ti|P ′1. From the transformation of Definition 16, the transi-

tion:

t = ({lT }, 〈τ , true, f?〉, {lT ?}) ∈ T1

can be executed where f? = ({v := v | v ∈ V d} and Rp = {vT }). From
relations of Figure 3.6, there exists a Choice transition in IoT system such
that

s = 〈P1, k1〉 | 〈P2, k2〉 | . . . | 〈Pn, kn〉
[n1]−→
l

s′ = 〈Q1, k′1〉 | 〈P2, k2〉 | . . . | 〈Pn, kn〉

where Q1 = a1.T1. Now we can verify if the conditions 1-3 of R holds.
We have that mQ1 = {`}? and m′ = mQ1 +mP2 + · · ·mPn . As the update
function f is the identity function the condition 2 trivially hold and the
knowledge k′1 = k1. To show condition 3 , we note that there exists
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vT1 ∈ V
p

1 , vT1 ∼ µ such that X′(vT1) = a1.T1. We use Definition 16 from
which we have that where µ(a1.T1) = n1.

– An internal transition: mP1 = mτ .T1 +mP ′
1
and P1 = τ .T1|P ′1. From the

transformation of definition 16, the transition T = ({la.T }, 〈a, true, f〉, {lT })
can be executed where f = ({v := v | v ∈ V d} and Rp = ∅). From re-
lations of Figure 3.6, there exists an Internal transition in IoT system
such that

s = 〈P1, k1〉 | 〈P2, k2〉 | . . . | 〈Pn, kn〉
[n]−→
l

s′ = 〈Q1, k′1〉 | 〈P2, k2〉 | . . . | 〈Pn, kn〉

where Q1 = T1|P ′1. Now we can verify if the conditions 1-3 of R holds. We
have that mQ1 = mT1 +mP ′

1
and m′ = mQ1 +mP2 + · · ·mPn .

As the update function f is the identity function the condition 2 trivially
hold and the knowledge k′1 = k1. Then X′ = X′1tX2t · · ·tXn. Likewise,
since Rp = ∅ the condition 3 trivially holds.

4.4 Attack Tree to BIP
The attack tree describes the attack implementation by the attacker. It includes all
the possible ways to reach the goal of the attack as, and for each way, all the steps
to conduct the attack.
We include the attack tree in our methodology as a way to monitor the attack.
We specify it in the form of a json file, containing a certain number of information
as we can see in Subsection 4.4.1. The parser transforms the json file into a BIP
component that, without taking part in the execution, helps us following its progress,
as we describe in Subsection 4.4.2.

4.4.1 Attack Tree Implementation

To describe attacks tree we store it in a json file which is called textural representation.
The json format, which we have an example in Figure 4.14, provides the following
information:

• the name of the node

• the type of the node

• the children nodes if the node is internal

If the node is an internal node, its name is the one we assigned to the subgoal and
its type value is either "AND" or "OR". If the node is a leaf it represents an action
possibly taken by the Attacker. We consider the actions to be either sending or re-
ceiving information through a protocol, either leaking or collecting information. As
we have seen in Definition 3 the name of the leaf is the value of the exchanged infor-
mation and is either "SR" for Send/Receive, either "LC" for Leak/Collect. Therefore
it is possible to monitor what data the Attacker had access to and by what kind of
communication it happened. Using our running example in 4.15, let’s see how the
attack tree is represented. The Attacker needs to collect the employee credentials in
order to connect to the server and collect the sensitive information stored on it. The
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Figure 4.14: Running Example: Attack Tree JSON File

Figure 4.15: Running Example: Attack Tree

left leaf of the tree represents the employee leaking his credentials. The value of the
leaf is "employeeCredentials" which is the leaked value and its type is "LC" . The
same goes for the right leaf that represents the leak of the server private informa-
tion. Another case that is not represented here would be to have a "SR" type of node
which would mean that the value gathered by the Attacker was received through a
safe communication. The root of the node is an "AND" type of node, which means
that in order for the attack to be successful, the Attacker must have collected both
the employee credentials and the server secret information.

4.4.2 BIP Monitor

The monitor is turned into an atomic BIP component by the parser. This component
that we can see an example of in Figure 4.18, contains only one state but a variety
of transitions. For each step of the attack tree the monitor contains one transition.
The transition is fired when the attacker makes the corresponding action. Each step
of the attack is also represented in the monitor via a boolean value that indicates
whether or not the attacker made the action.
In addition, the monitor contains a score variable. This variable is a float which value
is initialised to "0". Throughout the actions of the attacker, the value is incremented
so it matches how "far" the attack is. When the score value is equal to the height
of the tree, it means that the root of the tree has been reached and that the attack
has been successfully conducted. During a transition the monitor does the following
operations:

• the corresponding boolean variable is updated to "TRUE"
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Figure 4.16: Correspondance between Monitor and Attack Tree

• the monitor checks if this boolean variable is connected in the tree to an internal
node of type "AND"or "OR"

– if the parent node is of type "OR", then the boolean variable that represents
the internal node is updated to "TRUE"

– if the parent node is of type "AND", and all other sibling nodes’ value is
"TRUE" then the boolean variable is updated to "TRUE", otherwise its
value remains the same

• the variable score is incremented, depending on the height of the node in the
tree (see Definition 4)

To perform these variable updates, the monitor has to know when the attacker is
taking an action and what is the action. To be aware of the execution of the attack,
we need to connect the monitor and the model somehow, without the monitor being
able to influence the running of the model in any way.
We recall that the components of the model communicate with each other using their
exported ports which are connected by different kinds of connectors. To export the
actions of the components outside of the model, we add a port on the connectors,
that can be exported outside of the model. This allows the connector to export
information about the communication going on. On the monitor side, we add an
exported port on each of his transitions Indeed, the monitor contains 2 exported ports:
one for the interactions of type Leak/Collect, and another one for the interactions of
type Send/Receive. This way we can connect the transitions of the monitor to the
information received from the outside.
The connection between the model and the monitor is realized in a third BIP file
called "model_monitor". In the file we declare a type of connector that can connect
the exported ports of the model and the exported ports of the monitor, and that
transmits information about the action performed in the model to the monitor. This
way, the monitor is in a passive position: he only receives information, without having
the possibility to interfere with the model operations. The BIP file also includes an
instance of the model and one of the monitor and is used as an entry point of the
execution.
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Figure 4.16 shows a concrete example of the correspondance between the monitor
and the attack tree. We can see that the internal nodes "goal1" and "goal" are rep-
resented as internal transitions in the monitor. We can also see that for each action
taken by the attacker that corresponds to a node in the tree, the score variable in
incremented. It is important to notice that the value of the score corresponds to
the height of the highest node the attacker is at. For instance if the attacker has
successfully performed "action3", the score value is "2", which is the height of the
corresponding node. When the attack is dones, the score value will be equal to the
tree height.

4.4.3 Attack Tree Formal Transformation

Here, we formally define the BIP monitor as well as its creation from the attack tree.
We recall that the leaves of the attack tree contain possible actions that the attacker
can take to conduct an attack and the internal nodes define how these actions must
be combined.
Considering an attack tree t composed of n nodes (including the leaves and the
internal nodes). In the monitor built from t, for each node, we create a boolean
variable denoted vn. The value of each variable vn is updated depending on the
actions taken by the attacker.
For the tree t, we denote h(t) its height and d(n, t) the depth of the node n, that we
defined in Definition 4. The monitor also contains a variable score that keeps up with
the progress of the attacker depending on his actions. This variable has a maximum
value of smax = h(t) that can be reached or not during an execution according to the
success of the attack. The score of an execution is written s = h(t)− d(n, t), where
n is the highest node for which vn is true.
Definition 19 (Monitor). The monitor Mt of an attack tree t, is a BIP component
Mt = (P ,V ,N) where:
• P = {pSR, pLC ,∪i≤npi} consists of two external ports: one for the Send/Receive

and one for the Leak/Collect interactions, that are input ports, as the monitor
only receives information. In addition, each internal node of the tree leads to
the creation of an internal port.

• V = V d ∪ V p, where V d = {score} ∪ {vn|n is a node of t} and V p = ∅

• N = ({lo}, {lo},T ) is a Petri Net with only one place and with
T = {{(lo, 〈p, true, f〉, l0)|p ∈ {PSR,PLC}} ∪ {(lo, 〈p, g, f〉, l0)|p ∈ ∪i≤nPi}}}

The interactions between the monitor and the system have as unique target to
allow the monitor to observe the attacker behaviour and keep traces of the system
state. From the information its receives, the monitor updates the value of the boolean
variables for them to reflect the progress of the attack. All ports, whether they are
internal or external update the score variable depending on their attributed height.
Definition 20 (Interaction between the monitor and the BIP system). Let Γ be a
set of interactions of a BIP system. We define Γ′ the set of interactions between the
system and the monitor Mt = (P ,V ,N).
For all interaction γ = ({a, a′},Gγ ,Fγ) ∈ Γ, happening in the system, we define a cor-
responding interaction between the system and the monitor: γ′ = ({a, a′, p},Gγ ,Fγ t
f) ∈ Γ′ where:
• if a = e1

c−→
v
e2, then p = pSR and f = {vn := true|v = v′}

• a = e1 −−�
e 2

, then p = pLC and f = {vn := true|v = v′}
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4.4.4 Running Example Monitor

The monitor is a BIP atomic component, contained in a separate BIP file from the
model. We can see the BIP code of the monitor component in Figure 4.17 and its
graphical representation in Figure 4.18.

Figure 4.17: BIP Code of the Monitor

We recall that the attack tree of the running example, displayed in Figure 4.14
and in Figure 4.15 contains three nodes, in which one is internal. Once the monitor
receives a notification of a successful interaction of any type happening, it will check
the value received by the attacker. If this value matches the value indicated by
the attack tree, it has the indication that a step of the attack has been successfully
conducted and this will have an effect on several monitor variables as we can see
below.
We can see in Figure 4.17 that the BIP monitor also contains three boolean variables,
one for each node of the attack tree. On the initial state, before the attack can
begin, they are set to "FALSE". Then, for the two variables matching the actions of
the attacker, their value are set to "TRUE" when the attacker has carried them out
successfully. In the running example, the attack is a success if both the employee and
the server have leaked information.
Once both of the actions are recognised as successful, it is necessary for the monitor
to also update the boolean variable correponding to the internal node of type "AND".
To do so, the monitor checks that both boolean variables of the actions are true,
and then set the third variable to "TRUE". In the case of an "OR" type of internal
node, only one of the variable corresponding to a subnode would need to be of value
"TRUE".
In addition to updating boolean variables, for each action, the monitor updates the
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score variable. To each node of the tree, there is an associated value, corresponding
to his height in the tree. In the running example, both leak actions have a value of
"1" and the internal node’s value is "2". So when the score’s value matches the height
of the attack tree (here the maximum value is "2"), then we know that the attack was
completed.

Figure 4.18: BIP component of the Monitor

Now let us see how the monitor is connected to the rest of the model. The monitor
has two exported ports: one for the Send/Receive communications and another one
for the Leak/Collect communications. This is how it is aware of the actions of the
system. Let us focus now on how the model transmits these information to the
monitor.
On each Send/Receive or Leak/Collect type of connector we add a port. This port
takes a variable as a parameter. This variable is initialized using the value exchanged
in the communication. This is how we can access, in the monitor, the value sent during
the exchange. Figure 4.19 shows an example of the BIP code of a connector with an
exported port. The connector declaration of Figure 4.19 allows the communication

Figure 4.19: Example of a Connector with an Exported Port

using the protocol "mail". We add to it the port "check_value" that takes a variable
"checked_value" as a parameter. The variable "checked_value" is initialized using the
value exchanged via the "mail" protocol in the "up" part of the connector.
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Finally, the actual connection between the model and the monitor is done in a third
file, which we illustrate in a simplified way in Figure 4.20. For readability reasons,
in Figure 4.20 we only represent one send and collect port in the attacker component
when, in reality there is one external port for each action of this component. We also
chose to not represent the internal ports as they are not part of the communication
between the model and the monitor.
The third file includes an instance of the monitor, an instance of the model as well
a connector declaration. The type of connector created makes the monitor able to
connect the exported port of the model and the ports of the monitor. In Figure

Figure 4.20: BIP component of the Monitor

4.20, we can see two exported ports on the model that are placed on the interactions
that are described in the attack tree. These actions are the Leak/Collect interations
between the employee and the attacker and between the server and the attacker. We
can also see that these interactions correspond to transitions in the monitor.
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Chapter 5

Experiments

This last chapter contains concrete applications of our methodology through two use
cases.
We first start in Section 5.1 by a brief recap of the process that lead us to the sta-
tistical analysis. We then delve into the statistical modeling by explaining the two
algorithms that we use to perform the analysis: Monte Carlo and Importance Split-
ting.
The two following sections develop the concrete use cases we chose to test the method-
ology. Section 5.2 presents a Smart Hospital and Section 5.3 the Amazon Key system.
Each section is constructed as follows.
They start with a presentation of the system: its nominal behaviour and of all of its
actors using SOML. Next, we describe possible attacks towards the systems and their
representations with an attack tree, as well as the corresponding BIP model. Finally,
we show and comment the analysis results.
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5.1 Methodology
Before presenting the actual results that we obtained with our models, let’s introduce
the methodology we followed to conduct the analysis. This section is composed of
two parts. First, in Subsection 5.1.1, we explain what Statistical Model Checking
is and the two algorithms we are using: Monte Carlo and Importance Splitting.
Next, in Subsection 5.1.2, we start by a brief summary of the overall process and
present the different parameters we chose for the analysis. This section also includes
a presentation of the tools we used for the experiments.

5.1.1 Statistical Model Checking

To conduct our experiments, we used Plasma Lab, which is a Statistical Model
Checker (SMC). Several algorithms are implemented in Plasma Lab and the ones
that serves our needs are Monte Carlo and Importance Splitting.

Monte Carlo

The Monte Carlo method allows us to estimate the probability to satisy a requirement.
To conduct the experiments we need to specify the property to verify and the number
of simulations that we want to run. Here the requirement is the success of the attack.
The score of the monitor must then be equal to the height of the tree, as the root
node represents the attack success. The probability of success is computed from the
ratio of successful simulations compared to the total number of simulations.

Importance Splitting

Importance splitting is a method designed to calculate the probability of rare events
to happen, Importance splitting decomposes the verification of the property into sev-
eral properties that define a set of levels that a trace need to satisfy before the main
property is satisfied. In our work, the property is the success of the attack that is
represented by the root node of the attack tree. The subproperties that needs to
be verified are the steps of the attack and therefore the nodes and the leaves of the
attack tree.
The importance splitting algorithm [27] estimates the probabilities of passing from
one level to the next by the proportion of a constant number of simulations reaching
the upper level from the lower. The failing simulations are replaced by new simula-
tions and are started from the states chosen uniformly from the terminal states of
successful simulations. Figure 5.1 illustrates the process. The overall estimate is the
product of the estimates of going from one level to the next.

We can express the overall estimate this way:
We consider γ to be the probability for an arbitrary execution trace to verify the
temporal logic property ϕ.
We have: γ =

∏n
i=1 P (l > li|l > li−1) for the probability of reaching level li, with

l being an abstract level of a path. For more details about the importance splitting
process and algorithm, please refer to [33].

To conduct the experiments using the importance splitting algorithm with Plasma
lab, we need to use a RML Observer (RDF Mapping Language). The observer will
specify the requirement for the simulation trace to be successful. The property to ver-
ify is expressed using BLTL (Bounded Linear Temporal Logic). Plasma Lab includes
a tool that transforms the BLTL property into a RML observer. As in the Monte
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Figure 5.1: Importance Splitting algorithm

Carlo algorithm, we specify the success property (the score of the monitor equals the
height of the associated attack tree) and the number of simulation that we want to run.

Concerning the practical aspect, we used Plasma lab (Platform for Learning and
Advanced Statistical Model checking Algorithms) to perform the statistical analysis.
It was introduced in [32] as a flexible SMC platform that included a built-in compiler
and a virtual machine for the simulations. At its creation, it was able to perform rare
event analysis, using the importance sampling algorithm. Afterwards it was upgraded
with different model checking modes [10] such as Mont Carlo and importance splitting.
The current Plasma Lab architecture [44], that we can see in Figure 5.2 enables
Plasma Lab to perform model checking using external simulators.

Figure 5.2: Plasma lab Architecture

5.1.2 Overview

Figure 5.3 shows a representation of the whole process from the inputs to the final
results of the statistical analysis. As we recall from the previous chapters, the first
step is to model a system, using SOML. The second step is to model different attacks,
which have a common goal and could happen on the system using an attack tree.
These two files represent the inputs of the process as we can see in Figure 5.3.
Then, in order to perform the simulations used for the analysis, we transform the
model as well as the attack tree into a BIP model. This is made possible thanks to
the parser that we implemented. The SOML model is converted into an equivalent
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BIP model, and the attack tree into a BIP monitor that observes the behaviour of
the model during the simulation and keeps track of the attack happening. A third
BIP file is generated in order to connect the model to the monitor. This way, the
monitor can receive updates from the model.
The simulations are carried out by the BIP Engine. Throughout this process, the
BIP Engine exchanges information with Plasma Lab which is the Statistical Model
Checker we use.

Figure 5.3: Process Overview

To be able to use Plasma lab, we developped a plugin that allowed us to connect
the Plasma checker and the BIP engine as a simulator.

As we described in the previous subsection, SMC requires a property to verify.
The probabilities computed are the chances for the system to verify this property.
The property that we used for our simulations concerns the score of the monitor. As
we know, from Subsection 4.4.3, the BIP monitor has a score variable. This score
is incremented, depending on the node of the attack tree reached by the attacker
during the simulations. When the monitor score variable reaches its highest value,
it means that the attack has succeeded. Therefore, we specify as a property to the
model checker that the monitor score must reach a certain value, corresponding to
its highest possible score.

Concerning the conduct of the experiments, the results that we can see in Figure
5.8 and Figure 5.14 were obtained by taking the average of ten iterations for each
model, for optimal reliability.
Between the different cases, the two varying parameters were the probabilities in the
model and the number of simulations.
The probabilities, unlike the model and the attacks, are not based on real life exam-
ples. We simply increased the chances of failure for the attacker. At a certain point,
the success of the attack becomes rare enough for it to be considered a rare event.
For this purpose, anytime an entity had an action of leaking or sending information
to the attacker that could benefit his attack, we decreased the chances for this entity
to take this action. For instance, let’s consider that the attacker sends an email to
an employee, requesting his password. The employee has two choices: either he leaks
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his password, or he just ignores the email which is modeled by an internal action. To
decrease the chances for the attacker to access the password, and therefore to be one
step closer to carrying out his attack, we put a higher weight on the internal action.
We start both experiments with a model without any probabilities and therefore a
uniform choice between all possibilities. Then, we assign a weight of 1 to the leak
actions, or other actions of the internal entities that benefit the attacker. Throughout
the experiments, we increase the weight on the internal counterpart actions that are
meant to make the attacker fail. On the result tabs, we indicate the values of the
weights on the internal actions for each experiment.
Since we want to know the probabilities for an attack to succeed as well as compare
the efficiency of the Monte Carlo and Importance Splitting algorithms, we ran an
increasing number of simulations for each case. This way we could see for each algo-
rithm the minimum number of simulation necessary to give us a precise result as well
as obtain the actual result.
By increasing the number of simulation on both algorithms, we also increased the
necessary resources to conduct the experiments. We ran the simulations on the clus-
ter from the Igrida Grid of INRIA Research Center Rennes Bretagne Atlantique. We
allocated a node with 20 Gb of RAM.
The simulations were run using the 2018 version of the BIP engine.
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5.2 Smart Hospital
This section describes the Smart Hospital use case. We first give a brief description
of the system and its general concepts in Subsection 5.2.1. Subsection 5.2.2 shows
the SOML model implemented for the experiments, and Subsection 5.2.3 the possible
attacks towards it. Then, in Subsection 5.2.4, we introduce the BIP model built
from the SOML model. Finally, Subsection 5.2.5 shows the results of the statistical
analysis on the model.

5.2.1 Overview

IoT systems are used to push the boundaries of the hospital. Connected medical
devices allow the medical staff to treat the patients remotely and give the staff real
time access to their metrics. As the hospitals expand their limits, they increase their
attack surface and are therefore more vulnerable. The migration from a hospital
to a smart hospital usually happens by adding devices and features to the existing
system, and often the security and the infrastructure are not updated. This lack of
security upgrade and adaptation leaves the system vulnerable. In addition to that,
the hospital staff who operate on the IT System on a daily basis are not sensitized to
the risks.

5.2.2 Smart Hospital SOML model

The Smart Hospital example is constituted of four internal entities, and two external
entities that conduct an attack.
The internal entities are the following:

Hospital IT It is part of the interconnected Hospital information system. It
provides an interface for employees and patients. Users can con-
nect to it and access different services and information. For in-
stance, the hospital staff can create a ticket if they encounter
technical issues, and patients can update their data.

Hospital DataBase It contains the information the Hospital needs to function prop-
erly. These information can be confidential (patient data, pass-
words for example) or not.

Employee He is part of the Hospital staff. He can be a caregiver or not. He
has credentials that give him access to critical information stored
in the Hospital DataBase. He has a phone number and an email
address which allow him to be contacted.

Medical Device It can be an implantable, wearable networked device. It allows
the hospital staff and systems to access real time measurements
of key vital signs. Information is transmitted via network connec-
tions. They also allow medical staff to perform remote actions,
for example administer a medical dose.

Two external entities perform an attack towards the system:

Attacker This entity communicates with every internal entity he can reach in order
to steal information. To this end, every existing protocol can be exploited.

Malware This entity is a tool used by the attacker to infiltrate the system. Each
information the malware accesses is transmitted to the attacker.
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Figure 5.4: Initial State of the Smart Hospital System

Figure 5.4 represents the intial state of the system: all entities and their initial
knowledge. Amongst other things, these data allow the entities to communicate with
each other through protocols. We distinguish eight distinct protocols in the system:

• url: this protocol is used when communicating with the Hospital IT. The veri-
fication is made on the url of the Hospital IT.

• phone: entities can communicate with each other using their phones. In order
to call someone it is necessary to know the receiver phone number.

• ssh: the attack and malware send each other information using the ssh protocol.
To access this channel, one must have the ssh key.

• https: represents the secure connection with the server. A successful commu-
nication with the server is only possible for users with valid credentials.

• mail: a possible way for entities to communicate with each other is through
emails. The verification is performed on the email addresses.

• malware installation: one of the attack includes the attacker installing a
malware on an employee computer. In order to do that the employee must
accept the installation, which can happen when he doesn’t realize what he is
actually agreeing to. This protocol represents the communication between the
attacker and its employee target. The verification is performed on the email
address of the target.

• bluetooth: the medical devices send and receive metrics via unprotected blue-
tooth. In order to connect to it, it is only necessary to be in the emission range
of the device. This protocol then checks the physical location of the entity that
tries to access it.

• device communication: medical devices transmit the patient metrics to the
hospital database through this protocol. This protocol checks the device iden-
tification number before allowing an exchange.
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5.2.3 Smart Hospital under Attacks

Here, we model several attacks towards the Smart Hospital. All these attacks are
conducted with the intent of accessing the confidential data of the Hospital DataBase.
The steps composing the attacks are represented in the attack tree of the Figure 5.5.

Figure 5.5: Attack Tree Smart Hospital

For this attack scenario, we drew on a number of existing attacks towards hospi-
tals, described, in particular on the ENISA report [21] and on the TrapX reports [41].
To access the confidential data, we considered two possibilities. First, the attacker
starts by gaining access to credentials and then can connect to the DataBase (1, 2
and 3). A second possibility is that the attacker hacks into the DataBase and gets
direct access to the data (4). The rest of this section details the stages of each attack.

Qui Pro Quo Attack In this attack, represented in part (1) of the attack tree, the
attacker gathers general information: employees phone numbers
and technical issues that affect employees. Using these, the
attacker calls employees, posing as technical support and ask
them for their password. If an employee leaks his credentials
on the phone, the first part of the attack is a success.

Phishing Attack This a well known attack that we show in part (2) of the attack
tree: the attacker gets access to email adresses of the hospital
employee. He sends spam emails, requesting the user to click
on a link and then connect, using their password. This leads,
once again, to the leak of their credentials.
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Medjack Medjack is a new term to describe the attack through the hack
of connected medical devices: it is the contraction of "medi-
cal"and "hijack" and it is shown in part (3) of the attack tree.
It appeared for the first time in the reports of the TrapX Se-
curity organization [40]. In this case, the attacker takes control
of a medical device that sends patient data via bluetooth. The
attacker replaces the medical data by a SQL Injection. SQL
(Structured Query Language) is a language designed for man-
aging data held in a database. A SQL injection is a technique
in which malicious SQL statement is inserted into an entry field
for execution. So, instead of sending regular metrics, the device
transfers a SQL request to the database in charge of collecting
patient data. The SQL statement requests the display of all
passwords, including the admin one. If the database is not pro-
tected against SQL Injections, it will execute the request and
leak the passwords.

These three attacks have one thing in common: they represent a first step towards
gaining access to the confidential information of the hospital database. For the attack
to be a success they now need to connect to the server, using the stolen credentials.
There is a risk that the password is wrong or does not provide enough clearance to
the Attacker for him to access the information he seeks.

Malware Attack This attack allows the Attacker to directly access confidential
information. As we can see in part (4) of the attack tree, the at-
tacker starts by sending an email infected with a malware to an
employee. If the employee opens the email, his computer which
is connected to the network, can be infected. Once installed, the
malware moves through the netwok, until it reaches the confi-
dential information. These information are then transmitted to
the Attacker by the malware via their ssh connection. For sim-
plicity reasons, alternative steps of the attack such as parallel
moves (steps where the malware moves through the system and
makes information requests to the different entities it infects
until it finds interesting information) of the malware within the
IT system do not appear in the model.

5.2.4 Smart Hospital BIP Model

Once we have modeled the SOML model as well as the attack tree, there are both
transformed into a BIP model in order to perform the simulation. Figure 5.6 shows
the BIP model of the hospital. For readability reasons, the data of each component
are not showed in the figure.
First, we can see that each SOML entity has a corresponding BIP component. In
the transformation, each action of the entity leads to the creation of a unique port
in the BIP model. In Figure 5.6 only one port for each protocol used by the entity
is represented, for clarity purpose. For the same reason we only represent external
ports and ignore the internal ones.
The BIP components’ behaviours are represented using Petri Nets, and we can see
that the entity and its matching BIP component behave in the exact same way.

Figure 5.7 shows a part of the BIP monitor generated from the attack tree of Fig-
ure 5.5. The figure focuses on the Phishing part of the attack, described previously in
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Figure 5.6: Smart Hospital BIP representation

Subsection 5.2.3. The two leaves "getCredentialPhishing" and "employee1email" rep-
resent values exchanged between the attacker and other entities through Send/Receive
and Leak/Collect interactions. There are two external ports: one for the Send/Re-
ceive interactions, and another for the Leak/Collect ones. So whenever the attacker
exchanges values with another entity, one of these two ports are triggered, depend-
ing on the kind of communication. The monitor compares the value exchanged with
the ones on the attack tree and if they match, the boolean value that corresponds
to the leaf is set to true. For instance, let’s consider that the employee leaks the
value "employee1email" to the attacker. The monitor "leak_collect" external port is
triggered. In Figure 5.7, we can see that in the leak_collect transition, the monitor
verifies what value was leaked to the attacker. Once it finds a match, the boolean
variable "bool_leak_collect_employee1email" corresponding to the action is set to
true and the score of the monitor is increased to the height of the leaf, here to "2".
The internal node "Phishing" is transformed in BIP into an internal port as well as in
a boolean variable. For the internal port to be triggered, both boolean variable corre-
sponding to its leaves, as it is an "AND" type of node, must be true. It represents the
fact that both steps of this subgoal are complete. If they are true, during the transi-
tion, the boolean variable corresponding to the internal node, here "bool_Phishing"
is set to true and the score variable is incremented.
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Figure 5.7: Smart Hospital BIP monitor

5.2.5 Experiments

In this part, we conducted the statistical analysis on the model that we introduced in
Subsection 5.2.1. The results are presented in Figure 5.8. They are composed of three
tables that display the probabilities of the success of an attack considering different
probabilities in the model.

Table 1 In this table, there are no probabilities in the model which leads to a uniform
distribution for all choices. This means that, when given a choice, an entity
has the same probabilities to leak information than to ignore the malicious
request. We can see here that the chances of success of the attacker cannot
be considered to be a rare event. In this case, Monte Carlo is faster than
Importance Splitting and gives precise results even with the lowest number
of simulation.
As for Importance Splitting, it is precise and not significantly slower that
Monte Carlo for 1 000 simulations. But we can see that from the highest
number of simulations, Importance Splitting starts behaving incorrectly.

Table 2 In this example, we gave 50 more chances for an entity to ignore a malicious
request from the attacker than to leak confidential data. To do so, we put a
weight of "1" to all leak actions and a weight of "50" to their internal action
counterparts. The result is that the possibilities of success of the attacker
are fewer, without being a rare event.
Monte Carlo gives less specific results than in the first simulation, even with
the highest number of simulations. Importance Splitting is twice slower than
Monte Carlo but more specific for the first two simulations. However, for the
highest number of simulations, it is giving incoherent results.

Table 3 This model decreases again the chances of success of the attacker. Here, the
weight of the leak actions is 1 while the internal counterpart action has a
weight of 100. Under 10000 simulation it seems impossible for the Monte
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Carlo algorithm to give an estimate. With the two highest number of simu-
lations, Monte Carlo can give us a value approach but there is nothing spe-
cific. The estimate is considerably smaller than the number of simulations,
and thus we don’t have a lot of confidence in Monte Carlo. Importance split-
ting helps here to confirm, or add confidence in the result. Alternatively,
Monte Carlo for a large number of simulations, can confirm the results of
importance splitting on a few simulations.

Figure 5.8: Smart Hospital Experiments Results
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5.3 Amazon Key
This section describes the Amazon Key use case. After a brief description of the
system and its general concepts in Subsection 5.3.1, we introduce the corresponding
SOML model in Subsection 5.3.2. Then we describe the possible and existing attacks
towards the system that we included in the attack tree of the Subsection 5.3.3. The
Subsection 5.3.4 presents the corresponding BIP model and Subsection 5.3.5 shows
the results of the statistical analysis, performed on this use case.

5.3.1 Overview

Amazon Key is a service, provided by Amazon, that allows customers to have an
automated control over the access to their house. Using a Smart Lock, the customer
can allow other people to enter his home while he is not there. A set of cameras
provides him with real time images of his house, supposed to increase the security of
the delivery.
The door can be controlled by a code, sent to the Smart Lock, using a smart phone
or another device. The code can be a permanent one, used by the people living in
the house, or temporary. The temporary code is meant to be used by a specific and
punctual visitor: a guest, a deliverer or a house worker for instance. In the case of a
visit, the Amazon cloud cam gets involved for security reasons. It records the front
door of the house owner, allowing him to have a real-time footage of the process. The
Cloud Cam and the Smart Lock are connected via a low-power ZigBee connection.
The camera is notified to start and stop recording by the Smart Lock through this
connection.
For a better understanding of the procedure, we illustrate an indoor delivery process
in Figure 5.9.
The indoor delivery is meant for a customer to have his order delivered inside of his

Figure 5.9: Amazon Key Behaviour
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house while he is gone. The different steps of the procedure are showed in Figure 5.9
and are as follows:

1. The customer makes a purchase on the Amazon Website and asks for an indoor
delivery. The customer must have an Amazon account and his house has to be
equipped with the Smart Lock.

2. The Amazon server creates a delivery number, which figures on the package in
the form of a barcode.

3. Once the package is ready, the deliverer goes to the drop point: the customer
house. The deliverer then identifies himself by scanning the delivery barcode
with an Amazon application. This application sends the order number to the
Amazon Server. The Amazon Server is then notified that the delivery person
needs to open the door.

4. If the delivery information provided are consistent, the Amazon Server replies
with the temporary code for the Lock.

5. The deliverer sends this code to the Lock to unlock the door. If the code is
accepted, the door is unlocked.

6. The Lock sends a notification to the camera via bluetooth or ZigBee protocol,
to start recording.

7. The recording is sent to the Amazon Server.

8. The Amazon Server transmits the footage to the customer who can watch it in
real time or access it later.

9. Once the package is dropped, the delivery person sends a lock instruction to
the Smart Lock, which also notifies the camera to stop recording, and leaves.

5.3.2 Amazon Key IoT Model

To model the system using SOML, we use five internal entities that we can see in
Figure 5.10:

Customer He is the one requesting the delivery. His initial information are his
customer number that he uses to log on the Amazon Server. He also
possesses an email and an address.

Cloud Camera It is in charge of surveillance. The footage recorded are key to en-
sure the safe and successful conduct of the delivery. It also has an
identification number to be recognized by the Amazon Server and
the Smart Lock.

Smart Lock It can be opened via a code either temporary or permanent, de-
pendening on the needs. It communicates via bluetooth or ZigBee
protocol with the camera, to notify it of when to start and stop
recording.

Amazon Server It is in charge of the coordination of the events. He makes the con-
nection between the camera and the customer by transmitting the
footage. He is also in charge of creating door codes upon request of
the customer and sending them to different actors of the system.
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Figure 5.10: Initial State of the Amazon Key System

Deliverer He is an Amazon employee and therefore has an id that allows him
to communicate with the Server. This communication allows him
to access his different tasks and receive the information necessary to
accomplish them.

Attacker He starts his attack with only the customer’s email address. His
final goal is to gather enough information in order to get inside of
the house without being seen. This means that he has to open the
door and disable the camera.

We defined several protocols for this model, each of them supported by a different
verification.

Customer Communication It models the exchanges between the Amazon Server and
the customer that can happen at different stages of the
delivery. The security of these interactions is based on the
knowledge of the customer identification number, that is
known only by the customer himself.

Staff Communication This is used by the Amazon Server and the deliverer to
communicate outside of the delivery process. This proto-
col is used for instance when the Amazon Server assigns
a task to the deliverer. The verification is made on the
deliverer identification number.

Delivery This protocol is used for the communication between the
deliverer and the Amazon Server during a delivery. The
communication is allowed only if the deliverer sends the
correct delivery number to the Amazon Server that an-
swers by sending him a door code.
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Door Control The exchange between the Smart Lock and people who
want to unlock the door. The verification is performed on
the code sent to the Smart Lock. When trying to send
an incorrect code to the lock, the communication is not
possible.

Camera Detection This represents the fact that to be able to communicate
with the camera, it is necessary to be in its communication
range. This verification is made on the address of the
entities as we consider it represents the physical location
of an entity.

Camera Communication This protocol allows to control the camera in order to
ask it to start and stop recording, as well as to retrieve
the footage. For instance, this happens when the lock
notifies it to start or stop recording and when the camera
sends the footage to the Amazon Server, to transmit it to
the customer. This protocol bases the verification on the
identification number of the camera.

Mail The customer can be contacted by email, under the con-
dition of knowing his email address.

5.3.3 Amazon Key under Attacks

There are two known attacks towards the Amazon Key system. The first one was
posted on Twitter by a Bay Area security researcher, aims to disrupt the communi-
cation between the Smart Lock and the device used to open and close it (for instance
during a delivery). This is achieved by using a "break and enter dropbox" device
within the communication range of the lock. Details of the device were not made
public by the researcher, but it seems to be some kind of minicomputer. What hap-
pens is that once the delivery person arrives to the customer house, he opens the door
using the code, drops the package. Once this is done, he hits the lock command on
his smartphone and leaves. Because of the malicious device, the lock request doesn’t
work and the door remains open. The attacker can just open the door and walk inside
the house once the deliverer left.
The second attack was discovered by Rhino Labs Security [2]. They found that by
using known wifi vulnerabilities, they can disconnect the camera from its router.
In our simulation we consider an attack successful if the attacker manages to open
the door and to disable the camera. This way he can enter the house without being
spotted. The attack showed in the attack tree of the Figure 5.11 are inspired by the
existing hacks. The house is considered vulnerable if the attacker manages to open
the door and to disable the camera.
To open the door the attacker needs to know the house location. This can be achieved
in two ways: either the customer leaks his identifier, which allows the attacker to con-
nect to his profile and then get access to the information. The second way is that
we consider that the customer’s computer is infected. If this is the case, the attacker
can access to the order validation of Amazon. We model this with a leak of the order
information to the attacker from Amazon.
Once the attacker knows the location and hour of the delivery, he needs to be able
to get the door code. Using the hack posted on Twitter, we consider that there is a
chance for the attacker to intercept the code sent to the Smart Lock by the deliverer
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Figure 5.11: Amazon Key Attack Tree

when he opens the door. We model that with a possible leak action from the deliverer
towards the attacker. If the attacker has access to the door code, he has to send a
request to the Smart Lock through the door control protocol and the Smart Lock can
respond positively or not to this code. We model the attacker successfully opening
the door with a leak of the value "unlocked" from the Smart Lock to the Attacker,
otherwise the Smart Lock will just ignore the attacker’s request.
Adding more steps to the door opening process that there are in the real hack is
meant to add difficulty for the attacker and then model the incertainty that exists in
real life when hacking a system.
The other requirement for the attack to succeed is that the camera is disabled. To
do so, first the attacker needs to be physically in the communication range of the
camera. We model this using the "camera detection" protocol. To be able to detect
the camera and so to communicate with it, the attacker must know the address of
the customer. This is made possible through another phishing email that asks the
customer for this information. The customer can leak his address or just ignore the
email. Once the attacker is able to detect the camera, he will try to hack it. This is
modeled by a request made by the attacker: the camera will, or not, leak its iden-
tifier. If the answer of the camera is positive and the attacker possesses the camera
identifier in his knowledge, we consider that he can control the camera and therefore,
the second requirement of the attack is complete.

5.3.4 Amazon Key BIP Model

The transformation towards a BIP model using the SOML model of the Amazon Key
system and the attack tree follows the same principles that we detailed previously, in
Subsection 5.2.4.
Figure 5.12 shows part of the BIP model. For readability reason, the component
variables and internal ports are not shown and the exported ports are limited to one
for each protocol used by the entity.
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Figure 5.12: Amazon Key BIP representation
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Figure 5.13: Amazon Key BIP monitor

Figure 5.13 shows part of the monitor for readability reasons.
For this model, the attack steps are only composed of information leaks. No Send/Re-
ceive interaction is considered. As we can see in the monitor representation, the
"send_receive" port doesn’t do anything. The value comparisons lead to the same
update of the boolean variables and of the score variable as seen before.

5.3.5 Experiments

In this subsection, we present the results of the experiments that we conducted on
the Amazon Key model. The results are presented in Figure 5.14. As previously
the probabilities of the model vary as we want to make the success of the attack a
rare event. The approach is the same as for the previous model, Table 1 shows the
results of the experiments performed on a model without any probabilities. We slowly
decrease the chances of success, until the completion of the attack becomes a rare
event.
More experiments have been performed in this case than previously because the bal-
ance between the attack success becoming a rare event and the memory resources for
the experiment becoming insufficiant was harder to find.

Table 1 Here, the attack success is not a rare event and both algorithms
are equivalent in terms of accuracy as we can see that they con-
verge towards the same value. The importance splitting algo-
rithm takes more time but the time difference is not significant.
We can see that the chances of success of the attack are lower
than in the previous use case even though the attack tree is
smaller and seems easier to perform. This can be explained by
the fact that the previous attack tree included more paths and
alternatives for the attack success and required for the attacker
to get access to less distinct information.
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Table 2 Even though in this second model the attack success is not a rare
event yet, we can see that the Monte Carlo algorithm becomes
less specific.

Table 3 and Table 4 To give an estimate of the success probabilities, Monte Carlo
needs at least 10000 simulations.

Table 5 In this last simulation, the attack success is a rare event. We
can see that with the available resources to perform the experi-
ments, it seems impossible to have an accurate result using the
Monte Carlo algorithm. However, with the use of the same re-
sources and number of simulations, Importance Splitting is able
to compute results that seem accurate.
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Figure 5.14: Amazon Key Experiments Results
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5.4 Experiments Conclusion
As we saw in this chapter, we conducted the experiments on two distinct IoT systems.
First, the Smart Hospital shows how an important and complex system operates
whereas the Amazon Key gave an overview of how IoT systems can be integrated,
on a small scale, to the life of every individual. The size also makes a difference on
the attack surface. This is visible for instance on the size of the attack tree: the
Smart Hospital has a bigger attack tree, and we have seen that attacks have higher
probabilities to succeed on it than on the Smart Lock. This can be explained by
the fact that the Smart Hospital is composed of a large number of complex systems
and this increases its vulnerability, as there are more ways to attack it and then to
access its confidential information. On the other hand, the Smart Key is smaller and
therefore more difficult to attack. Its attack tree is smaller as the attacker has to
exploit very specific vulnerabilities in order to conduct the attack, and for most of
the steps, there are no alternatives. Another element is that the hospital is a public
system and there are more available public information, such as email addresses, its
physical address, ... whereas the Smart Lock belongs to an actual person whose
information are not as easy to access (even though with the increasing use of social
media, individuals make their information more and more easy to obtain).
Concerning the Monte Carlo and the importance splitting algorithms that we used
to compute the probabilities, our findings are these. When probabilities are high,
Monte Carlo turns out to be faster than importance splitting for a same degree of
accuracy. But when the probabilities get close to be rare events, Monte Carlo needs a
higher number of simulations than importance splitting in order to compute a result,
that, in the end, seems less relevant. Importance splitting can be considered to be
more accurate when the number of simulations are low, but on a high number of
simulations it behaves incorrectly and therefore cannot be trusted. We argue that
both algorithms must be used in a complementary fashion in order to give accurate
results.
The use of these two algorithms and the results that they provide validate the fact
that our methodology allows us to calculate the chances of an attack whether it is a
rare event or not.
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Chapter 6

Conclusion

We started this work with the objective of computing the success probabilities of an
attack on a given system. The attacks were performed by one or several attacker
with the objective of accessing sensitive and confidential data. We started by finding
a way to model an IoT system. We didn’t find any formal language that was adapted
to connected environments and therefore to IoT systems, and that allowed us to use
probabilities. We then decided to implement our own language: Security Oriented
Modeling Language (SOML).
SOML is presented in [4] that presents both its abstract and concrete semantics, both
of them are expressed formally. SOML is meant to give users a way to describe an
IoT system easily by expressing each actor and connected device as an entity. For
all entities of the system, we define a knowledge and a behaviour. Then, by showing
how an entity can expand its knowledge and access information that it shouldn’t
have we are able to express attacks happening within the system. SOML allows us to
add probabilities on the actions of the entities. By varying the probabilities on their
behaviour, we can make "illegal" actions more or less likely to happen and therefore
have an impact on the chances for the attack to succeed.
This bring us to the second part of the process: once we have a system model with
defined probabilities on the actions, we want to be able to run the experiments and
to compute the actual attack probabilities. For that we need two additionnal steps:
first, explicitly model the attack that we want to measure the chances of and run
simulations of the system. The overall process was published in [5].
The simulations are run using the BIP language that provides us a way to make
the entities interact and run the attack within the system. To be able to use BIP,
we implemented a transpiler that transforms a SOML model into an equivalent BIP
model. Using the formal expressiom of both languages, we proved this equivalence
by showing a bisimulation between the languages in Section 4.3.3.
The attack is expressed within the model and through the behaviour of its entities,
but we have no way to flag the success or failure of an attack. Indeed, during the
simulations we see the entities interact with each other and get access to information
but we have no specifica idea of if this entity is supposed to get these information
or not. To remedy this situation, we implement an external representation of the
attacks using an attack tree. In the tree, we describe the attack by showing what
information the attacker will try to access, and the types of communication he will
use to do so. During the conversion process, the attack tree is transformed into a
BIP component, called monitor, that interacts with the BIP system that corresponds
to the system representation. The monitor’s role is to observe the system’s running,
without interfering, and flag an attack success. To do so, he receives information from
the system about the entities’ actions and is able to know at a given time where is
the attack at. Thanks to the monitor’s following of the attack progress, we are able
to determine when an attack has been conducted and compute its probabilities.
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The probability part is carried out by Plasma lab, which is a statistical model checker.
As we said earlier, we make the chances of success vary by modifying the probabilities
within the system. When the attack has a probability to happen that is inferior to
10−6, we call it a "rare event". Plasma lab is able to calculate the chances of success
of an attack whether it is a rare event or not, using several algorithms that we de-
scribe in Section 5.1. We decided to use two different algorithms: Monte Carlo and
Importance Splitting, that is specifically designed for rare events. Throughout the
experiments we were able to compare the efficiency and accuracy of both algorithms.
We conclude that both algorithms should be used in a complementary way. Indeed,
when the probabilities are high, Monte Calro tends to be more efficient, for a shorter
time of simulations but requires a higher number of simulation as the probabilities
decrease to keep on being accurate. When we arrive to a point of rare event, Monte
Carlo requires a number of simulations that is too high for the resources we had to
give us a result. On the other hand, Importance Splitting takes a longer time than
Monte Carlo to compute probabilities when they are high. But as we get closer to a
rare event, Importance Splitting is able to give us a more accurate result that Monte
Carlo for the same number of simulations. For these reasons we argue that both algo-
rithms have a complementary role towards each other. The simulations were applied
on two different IoT models: a smart hospital and the Amazon Key. The models are
very distinct in sizes and applications from each other. These use cases showed us
that SOML and the subsequent probabilities analysis can be applyed on a variety of
IoT systems.
Throughout this work we created a new way of modeling connected environments
using SOML. SOML is a formal language that puts an emphasis on how the different
parts of the system communicate by showing the communication protocols and defin-
ing types of data. We also implemented a compiler that takes as inputs the SOML
model and an attack tree and generate an executable model that allows us to perform
simulations of attacks towards the model. As we separate the system model and the
attack expression, it is possible to play various kind of assaults on one model. Then,
by coupling the engine that plays the simulations with a statistical model checker we
calculate the probabilities for the attack to succeed.
One of the limitation of this work is the manual implementation of the attack and
of the attacker. An improvement would be to have a visual representation of the
language that would enable users to create the representation of the system via a vi-
sual interface. The SOML code would be automatically generated from this graphical
view. Also, to implement the attack tree, we had to look for real life attacks that
happened on similar system. We then had to create one or several attack entities and
design their behaviour so it would match the attack tree. An improvement would be
to be able to automatically generate attackers and attack trees related to a system. A
way of doing it would be to label some parts of the system as critical and tag some of
the system vulnerabilities. Fom there, we could generate a set of attacks which goal
is to access the confidential parts of the system. An attacker would also be generated
as an entity who exploits the vulnerabilities of the system in order to conduct an
attack.
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