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dynamiques multi-agents dans un environ-
nement variable

Motion planning for multi-agent dynamical sys-
tems in a variable environment
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Chargé de Recherche, SINTEF Digital, Mathematics and Cybernetics, Norway,
Examinateur
M. Jean-Paul JAMONT
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ÉCOLE DOCTORALE EEATS

Abstract

SPECIALITE: AUTOMATIQUE - PRODUCTIQUE

Doctorate degree

by Ngo-Quoc-Huy TRAN

This thesis proposes optimization-based control solutions for the motion planning of multi-agent
dynamical systems operating in a variable environment (with static/mobile obstacles and time-
varying environmental disturbances).

Collision-free paths are planned for the agents through the combined use of set theory (par-
ticularly, bounded convex sets), non(-linear) Model Predictive Control (MPC), Potential Field
(PF) and graph-based methods. The contributions build on the proposal of repulsive poten-
tial field constructions together with on-off barrier functions which describe and, respectively,
activate/deactivate the collision-free conditions introduced in a distributed NMPC framework.
These constructions are further used for connectivity maintenance conditions among the group
of agents while ensuring the tracking of the a priori generated path. Furthermore, a nonlin-
ear disturbance observer is integrated within the control scheme for environmental disturbance
rejection.

Finally, the results are validated in simulation through comparisons with mixed-integer ap-
proaches and over a benchmark for the safe navigation of Unmanned Surface Vehicles (USVs)
in the Trondheim fjord, Norway, using real numerical data.
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Notations

Parameter and variable fonts

Element Font

Scalar variable regular letter
Vector regular and bold letter
Weighting matrix capital and bold letter
Matrix capital letter
Set capital and calligraphic letter
Union of set capital and boldface letter

Operator

Notation Description

∆ relative position or velocity between two agents
γ(x) sum function
∇γ gradient of sum function γ(x)
ẋ(t) time derivative of vector x(t)
Conv{C} convex hull of the set C
∂C boundary of the set C
Int(C) strict interior of the set C
A> transpose matrix of A
diag{a, b, c} diagonal matrix with the diagonal elements a, b, c
|x| Absolute value of the vector x
‖x‖ Euclidean norm
‖x‖Q Q-norm of vector x

‖∆psi,`‖ Euclidean distance calculated from Chebyshev center, the largest

inscribed ball of `th fixed obstacle and current position of ith agent
‖∆pdi,j‖ Euclidean distance between the current position of ith and jth agents
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Subscript and superscript

Notation Description

(.)i variable of agent indexed by i ∈ V
(.)0 initial state of the variable
(.)` repulsive potential of fixed obstacle in general

(.)f` repulsive potential of `th fixed obstacle constructed by using fractional function
related to sum function

(.)e` repulsive potential of `th fixed obstacle constructed by using exponentional
function related to sum function

(̄.)i predicted states or inputs of ith agent
(.)p current way-point

(̂.) estimation of (.)

Variable

Notation Description

z Auxiliary binary variable, {0, 1}
In identity matrix of size n× n
0n zero matrix of size n× n
F workspace of agents
Ji cost function
Li running or stage cost
Ei terminal cost
Ni neighbors of ith agent
G undirected graph
V set of agents or set of nodes representing all agents
E set of edges of the graph
xi state variables of ith agent
X state space
B` largest inscribed ball of `th polytopic region
ρ` radius of the ball B`
R set of real numbers
N set of natural numbers
O union of forbidden polytopic convex regions
S union of the set of the static repulsive potential functions
M union of the set of the dynamic repulsive potential functions
x̄i(τ), ūi(τ) predicted states and inputs of ith agent
Λ lookahead distance
ui surge velocity of ith ship
vi sway velocity of ith ship
ri yaw rate of ith ship
ψi heading or yaw angle of ith ship
wi disturbance of ith ship
Γi(pi, r

a
i ) view range of ith agent corresponding to its current position pi within a radius rai

Γci (pi, r
a
i ) communication range of ith agent corresponding to its current position

pi within a radius rci
t time instant
Nobs number of static obstacles
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Variable

Notation Description

Na number of agents
Vi Lyapunov function
Tp prediction horizon
Te sampling time
Qi,Ri weight matrices of the state and input variables of stage cost
Pi weight matrices of the state variables of terminal cost
Np number of subintervals
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Nomenclatures

ACO Ant Colony Optimization
AIS Automatic Identification System
APF Artificial Potential Field
AUV Autonomous Underwater Vehicle
CBF Control Barrier Function
COLREGS Convention on the International Regulations for Preventing Collisions at Sea
CSII Cybership II
GPS Global Positioning System
LOS Line-of-Sight
LOA Maximum length of a ship’s hull
MAS Multi Agent Systems
NDO Nonlinear Disturbance Observer
MINLP Mixed-Integer Nonlinear Programming
MIP Mixed-Integer Programming
MPC Model Predictive Control
NMPC Nonlinear Model Predictive Control
RP Repulsive Potential
OORP On-Off Repulsive Potential
D-OORP Distributed On-Off Repulsive Potential
PSO Particle Swarm Optimization
OCP Optimal Control Problem
PRM Probabilistic Road Map
UAV Unmanned Aerial Vehicle
USV Unmanned Surface Vehicle
SA Simulated Annealing
RRT Rapidly-Exploring Random Trees
RRT* optimal Rapidly-exploring Random Trees
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Chapter 1

Introduction

1.1 Motion planning for multi-agent dynamical systems

Over the past few decades, the paradigm Multi-Agent Systems (MAS) used firstly in the domain
of artificial intelligence, a branch of computer science, has had many outstanding developments
and spread in a variety of fields, particularly, the control engineering sector. Due to their
flexibility in structure, MAS are generally exploited in two ways [Wooldridge, 2009]: as an
approach for modeling various systems, and as an approach for developing flexible and extensible
software/hardware systems [Wang et al., 2015, Mfumu et al., 2018]. In control engineering,
MAS is defined by a group of agents having a particular dynamical model and operating in an
environment in the presence of constraints. Consequently, MAS in control engineering is a brief
way of denoting multi-agent dynamical systems. In the control of MAS, the control decisions
are derived by taking into account the system constraints and common objectives which are
then implemented in real time. Feedback is considered as an effective method to deal with the
uncertainties affecting the system and its environment.

The flourish of control engineering applications has played an essential role in the success of
MAS for various tasks, such as improving data communication, control and coordination, task
allocation, processing, and increasing the use of sustainable energy. With such a crucial position,
MAS are becoming a hot trend in autonomous control systems. Some noteworthy projects
are enumerated highlighting their importance in the modern world: deployment of multiple
watercrafts operating without a crew, known as Unmanned Surface Vehicles (USVs), for specific
tasks that are tiresome or dangerous for humans. For example, the Protector USV of Rafael
Advanced Defense Systems Ltd [Rafael, 2004] is capable of performing tasks such as marine
surveillance, naval warfare and force protection or the ECA robotics USVs designed for water
and oceanographic survey. Not quite yet out of the laboratory, self-propelled cars, show great
promise for the future of transport and infrastructure [Paolillo et al., 2018,Lim et al., 2018,Guo
et al., 2019].

A group of agents can reach a common goal through coordination among them through the so
called cooperative control of multi-agent systems (even if the goal is unattainable by a single
agent or by multiple agents working separately). Without a doubt, this means exchanging infor-
mation through an ad hoc communication network (each agent has a neighborhood of agents with
which it communicates). The information may represent attitude, position, velocity, voltage,
temperature, pressure, and so on, depending on the different applications. Plenty of remarkable

2
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examples of cooperative control can be enumerated such as water distribution networks [Fontana
et al., 2017], output power control of microgrids [Morstyn et al., 2015, Mortezaei et al., 2018],
coverage control for a mobile sensor network [Song and Fan, 2018,Zhong and Cassandras, 2008],
localization, formation control and tracking for multi-ground/surface/aerial vehicles [Pack et al.,
2009,Maghenem et al., 2018,He et al., 2019a,Wang et al., 2019b]. As a result, we can summarize
some essential features of these applications in order to have a general view on the use of MAS
in a control engineering framework:

• the dynamical model of each agent can be linear or nonlinear, time-variant or time-
invariant, etc;

• the information exchange between agents with their neighbors can be weak or strong,
directed or undirected, etc;

• diverse working space (ground, air, underwater, in the presence of static or dynamic ob-
stacles, and the like);

• to be relevant to the real world, constraints (saturation of actuators, energy consumption,
collision avoidance) are mandatory.

Moreover, each agent has to own the following primary properties for ensuring an excellent
performance of MAS:

• autonomy: make decisions to act as well as react by itself in the absence of human inter-
vention in case of critical situations;

• cooperation: exchange information among agents in the group to coordinate their actions
for accomplishing the common goals of MAS;

• proactiveness: the agents’ actions need to be controlled actively rather than responding
passively; this might come from a predictive mechanism for each agent.

This thesis mainly takes into account three critical issues in the control of multi-agent dynamical
systems: path/trajectory planning of multi-agent systems in the presence of constraints; colli-
sion and obstacle avoidance and distributed control for information exchange and connectivity
preservation under disturbances:

• Path/trajectory planning means that it is necessary to generate a collision-free feasible
path/trajectory in order to steer an autonomous agent from an initial to a target position
in its given working space.

• Constraints handling which aims at formulating the constraints in the control design.

• Distributed control for maintaining the connectivity of the network, handling the in-
formation exchange.

• Robustness ensures the operation of MAS notwithstanding disturbances or perturbations.

Next, a brief literature review on the above mentioned issues is presented. Various sources
of inspiration in this effort come from [Chen and Wang, 2005], [Prodan, 2012], [Guerrero and
Lozano, 2012], [Nguyen, 2016].
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1.1.1 Path/trajectory planning

Autonomous multi-agents need to operate without human intervention. In order to complete
their tasks, the agents have to be proactive in favor of deciding their own actions. Therefore,
the risks that may affect the agents need to be minimized through optimal planning, depending
on their tasks. Hence, the primary purpose of MAS motion planning is to generate collision-
free paths or trajectories which minimize a cost function combining time, energy, or distance
penalties for all agents in the group reaching their desired targets. In this framework, the
collision avoidance between MAS and (static and dynamic) obstacles as well as among the
agents in a group have to be firmly guaranteed while tracking the generated paths/trajectories
and converging towards the desired destinations in real-time conditions. A number of different
popular approaches found in the literature will provide an overview of the path/trajectory
planning for autonomous MAS.

Evolutionary algorithms are employed to solve the path/trajectory planning problem quickly
without necessarily guaranteeing a global solution. There are many variants of these algorithms,
such as Ant Colony Optimization (ACO) [Dorigo and Birattari, 2010], Simulated Annealing
(SA) [Aarts et al., 2005], etc. Genetic algorithms (GA) [Hu and Yang, 2004,Tuncer and Yildirim,
2012] and Particle Swarm Optimization (PSO) [Chen and Ye, 2012, Xue et al., 2013]. For
example, the key idea at GA is to employ a grid-based model representing the workspace of
MAS [Sugihara and Smith, 1997, Karami and Hasanzadeh, 2015]. This grid can be described
in two ways, either as an orderly numbered grid or in a coordinates plane. Accordingly, the
calculation of the distance between the agents and the boundary of obstacles can be determined
easily by their actual boundary plus the minimum safety distance when considering the size
of the agent. Furthermore, the potential path is represented by variable-length chromosomes
and the agents go from the initial to the target point through intermediate points. This is a
procedure based on stochastic search techniques analogous to natural evolution based on the
principle of survival of the fittest [Davis, 1987]. In contrast to GA, PSO, which was initially
employed by [Eberhart and Kennedy, 1995], is a stochastic evolutionary algorithm which does
not incorporate survival of the fittest. It is rather inspired by the group’s ability of some animal
species to locate a desirable position in the given area, particularly, birds flocking and fish
schooling. Each particle in PSO represents a potential solution to an optimization problem
and is associated with a velocity which is dynamically adjusted based on the particle and their
neighbors searching experience. As a result, each particle is attracted to a stochastically weighted
average of its personal best position and the global best position of the swarm. The main
advantages of PSO are their ease of implementation and a more rapidly convergence than GA,
a comparison between them can be found in [Roberge et al., 2013].

Graph-based approaches, are also called randomized sampling algorithms and have achieved
tremendous success in solving challenging motion planning problems of autonomous vehicles
operating in complex environment. They are now very well-known thanks to the two famous
methods: Probabilistic Road Map (PRM) and Rapidly-Exploring Random Trees (RRT). Firstly,
the PRM as proposed in [Kavraki et al., 1994], can be employed to find a feasible path for the
agent considering the start and target points within a grid map (described by a set of randomly
non-collision nodes, also called milestones) constructed using a multiple-query technique. After
each query, the shortest path without conflicts for static situations is obtained by using the
Dijkstra algorithm. A set of the shortest paths creates a feasible path for the autonomous
agent. Plenty of applications of PRM for different systems like Unmanned Aerial Vehicle (UAV),
multi-robots, can be referred in [Hsu et al., 1998], [Clark, 2005], [Baek et al., 2018]. The PRM
algorithm, firstly introduced by [LaValle, 1998], requires thousands of connecting points sampled
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randomly from the state space. The fundamental idea is to initialize a tree rooted at an initial
state. This tree is explored in the working space with the randomly sampled collision-free
states by applying control inputs over short time intervals to reach new states. These obtained
states are taken into account as vertices of the tree, and each directed edge is considered as
an input applied for reaching another new state. If a new state reaches the desired region,
an open-loop path from the initial state is represented by the tree. RRT has shown to be
effective for UAV applications [Saunders et al., 2005], [Kothari and Postlethwaite, 2013], in the
robotic domain [Krejsa and Věchet, 2005], [Moon and Chung, 2015], for Autonomous Underwater
Vehicle (AUV) motion planning [Tan et al., 2005] and Unmanned surface Vehicle (USV) [Dalpe
and Thein, 2017] path planning in dynamic flow-fields. There exists a number of variants such as
Anytime RRTs [Ferguson and Stentz, 2006] using similar heuristics for selection and expansion of
nodes, RRT∗ [Webb and Van Den Berg, 2013] which guarantees finding asymptotically optimal
paths/trajectories in state spaces of arbitrary dimension.

Artificial Potential Field (APF) for global path planning was originally introduced by [Khatib,
1986]. It is based on a scalar function which combines a repulsive and attractive function repre-
senting the obstacles and the final destinations, respectively. The key element of this approach is
the potential function which has a high value in the obstacles to prevent the agents from getting
very close to them, and its value decreases towards a minimum at the goal configuration. In
other words, the gradient of the potential function provides in each point the moving direction of
the agents and makes it progress according to the decreasing gradient of the potential function,
thus, generating safe paths. The potential function in the context of motion planning can be
built by either considering the distance to the obstacles (see [Leonard and Fiorelli, 2001,Stastny
et al., 2015, Woods and La, 2017], [Baillard et al., 2018]) or the specific shape of the obstacles
(see [Prodan et al., 2013], [Cetin and Yilmaz, 2016], [Rasekhipour et al., 2017]). A detailed
review of the potential field approach is proposed in [Koditschek, 1992].

Optimization-based control methods are widely applied for a variety of fields from simple
to complex, particularly, control engineering. What makes this method stand out from other
methods is the fact that it allows for the specification of an objective function which is optimized
by the controller. From this, the optimal solution is found subject to the considered criterions.
Due to the complexity of most applications, these approaches are most often solved numerically.
Among the optimization-based approaches, MPC [Garcia et al., 1989], [Rawlings and Mayne,
2009], has a tremendous success for constraints handling in the motion planning problem due
to the use of a receding finite horizon technique [Mayne et al., 2000]. This has made MPC
more applicable in practice, [Qin and Badgwell, 2003] with relatively long sampling periods
(measured in minutes and hours) at the beginning. However, in the recent years the development
of semiconductor technology increased processing speed and memory, and the improvement of
algorithms [Bock et al., 2007], [Diehl et al., 2009] have enabled the MPC to be applied for
many branches of control engineering such as automotive control applications [Cairano et al.,
2007,Di Cairano et al., 2008,Di Cairano et al., 2010], smart grids [Parisio et al., 2014,Pham et al.,
2017] water control for irrigation canals [Aguilar et al., 2016], sewer networks [Pedersen et al.,
2017], motion planning for ground/aerial vehicles [Nayl et al., 2015, Nägeli et al., 2017], area
coverage problem [Nguyen and Maniu, 2016, Tzes et al., 2018] etc. Other advantageous MPC
characteristics are the capability to cope with uncertainty [Scokaert and Mayne, 1998], [Mayne
et al., 2005] or time-delay [Liu et al., 2006]. The detailed design of MPC can be read in some
famous books [Kwon and Han, 2006], [Maciejowski, 2002], [Allgöwer and Zheng, 2012].

However, with such an approach, the collision-free optimal paths/trajectories for MAS is able
only to be achieved if collision and obstacle avoidance is taken into account. Note that we need
to clearly distinguish the meaning of the two expressions (i) obstacle avoidance (i.e., collision
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avoidance with stationary obstacles), and (ii) collision avoidance (i.e., collision avoidance with
dynamic obstacles that have predefined paths, and mutual collision avoidance among multiple
agents).

1.1.2 Collision and obstacle avoidance constraints

MAS operate in a workspace in the presence of many static and dynamic obstacles, which are
usually considered as convex regions. In other words, the feasible region for the operation of MAS
is the complement of the convex regions, i.e., a non-convex region. Therefore, the non-convex
constraints which represent a feasible region describing collision and obstacle avoidance for MAS
need to be first taken into account in the design strategy. Usually, these issues are addressed
as explicit (i.e., hard) or implicit (i.e., soft) constraints. On the one hand, explicit constraints,
concerning constrained optimization problems with the simple cost function subjecting to the
(non-convex) constraints appearing explicitly. However, this problem becomes complex if there
are too many (non-convex) constraints. Typical for this approach is Mixed-Integer Programming.
On the other hand, implicit constraints, usually, are formulated through Artificial Potential Field
approaches, where the constraints are penalties in the objective function. This means that the
objective function becomes complicated, whereas the constraints are straightforward.

Optimization control based using Mixed-Integer Programming (MIP) is a general framework
which describes problems with both discrete and continuous decisions variables. The algorithm
used for solving MIP problems is branch-and-bound [Linderoth and Savelsbergh, 1999]. The
fundamental idea of the algorithm is to relax the non-convex constraints, maintain some simple
bounds and then to branch. This algorithm has outstanding benefits when terminated early
and a globally optimal solution for non-convex problems is achieved. Since the early 2000s, MIP
started to be used for solving motion planning problems with collision avoidance constraints.
For example, [Deits and Tedrake, 2015] and [Molinari et al., 2017] tackled the optimization of
trajectories for autonomous agents in the presence of static and dynamic obstacles. The authors
of [Prodan et al., 2011], [Radmanesh and Kumar, 2016] focused their works on coordinating the
efficient interaction of MAS in scenarios like task assignment or trajectory planning; [Bonthu
et al., 2019] designed MPC based on MIP approach to develop an optimal power management
strategy for saving the cost of electricity for buildings. However, despite its unique capabilities
and the availability of solvers, MIP has some shortcomings. First of all, in some cases, if the
solution to a relaxed subproblem is not integral, but has a cost worse than the best MIP solution
found already, that branch can be terminated as stated in [Richards and How, 2005]. Secondly,
MIP is NP-hard, i.e., the computational complexity increases exponentially with the number
of binary variables used in the problem formulation [Garey and Johnson, 2002]. This limits
their use for real time applications. A geometrical view of MIP for non-convex, non-connected
regions representation is presented in [Prodan et al., 2015]. In here, the authors also address
the reduction of the computational requirements of MIP while providing examples for motion
planning problems with collision avoidance constraints [Ioan et al., 2019a, Ioan et al., 2019b].
To the best of the author’s knowledge, the sudden termination of the branching has not been
yet much addressed.

Methods based on APF generate a Potential Field (PF) based on potential functions of static
and/or dynamic obstacles or desired destinations in the operating space. The path is planned
by moving in the descent direction of the field. The main advantage of this approach over the
MIP approach is its low calculation cost even with complex PFs for obstacles. There are also
many experimental results for motion planning which exploit the use of APF-based MPC, and



1.1. Motion planning for multi-agent dynamical systems 7

can be listed: autonomous road vehicles [Rasekhipour et al., 2017, Wang et al., 2019a], motion
planning and tracking of an omnidirectional autonomous robot/two wheeled vehicle as presented
in [Teatro et al., 2014,Shibata et al., 2018]. Thus, one disadvantage of APF approach compared
to the MIP technique in motion planning problems is the fact that a badly chosen potential
function may cause the solution to get into local minima [Goerzen et al., 2010]. This will be
further discussed in the next chapters. Thus, a combination of MPC and APF, while not treated
widely in the literature, seems to be worthwhile.

For all the above arguments, MPC using APF-based soft constraints (i.e., implicit constraints)
will be considered as a fundamental approach for path planning of MAS in the current work
and will be further detailed throughout this thesis.

1.1.3 Distributed control

Acknowledging the limitations which appear in a MAS (e.g., communication limits and computa-
tional resources) makes distributed control an attractive approach. In this endeavor, distributed
control emerges as an efficient approach for controlling MAS since the computation load is re-
duced significantly while still ensuring the interaction among the agents when compared with
centralized control approach. Furthermore, the cooperation among the agents of decentralized
control is weak due to the fact that each agent’s controller is only based on its own state infor-
mation uniquely.

Similar to the decentralized control approach, each agent also has its own controller. However,
information is transmitted among the local controllers, so each one of them has some knowledge
on the behavior of the others and the local control action is influenced by this information.
In other words, each controller receives the decision variables from the nearby subsystems, the
so-called neighbors. It can be thus aware of its neighbors’ behavior to make the right control
decisions for the agent that is being controlled [Scattolini, 2009], [Cao et al., 2013]. In addition, a
variant of distributed control is the hierarchical control in which MAS is partitioned into different
layers of abstraction. The highest layer takes planning decisions regarding the MAS, whereas
lower layers may model more detailed features (such as path tracking or sense and avoidance).
Information is typically exchanged from the upper to the lower layers [Leitão, 2009,Hou et al.,
2018].

Agent 1

Agent 2

Agent 3

Controller 1

Controller 2

Controller 3

communication

measurements/
actions

(a) Sequential architecture.

Agent 1

Agent 2

Agent 3

Controller 1

Controller 2

Controller 3

communication

measurements/
actions

(b) Parallel architecture.

Figure 1.1.1: Distributed control approach.
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Recent advances in computing, wireless communications, or vehicular technologies are making
it possible to deploy multiple ground/aerial/marine vehicles that can operate autonomously
as well as cooperate with each other to achieve a global objective. The distributed scheme
needs only a simple sparse communication network and fewer data to process as well as the
flexibility to adapt to variations of operation conditions automatically. By considering that
assumptions such as communication and information exchange among agents are ensured, the
states (i.e., the variables containing information related to the agents’ behaviors) are available
to all the distributed controllers. There are two architectures usually used to implement the
distributed algorithm for MAS: the sequence and parallel as illustrated in Fig. 1.1.1a and Fig.
1.1.1b, respectively. On the one hand, the distributed controllers are evaluated in sequence, this
means that once at each sampling time and one-directional communication between consecutive
distributed controllers is employed, i.e., controller i + 1, for example, is only evaluated after
controller i has been evaluated. On the other hand, the distributed controllers evaluated in
parallel, i.e., at the same sampling time. The controllers receive and evaluate the information of
each others once (i.e., non-iterative) or iterate (i.e., iterative) to achieve a solution at a sampling
instance [Liu et al., 2010,Christofides et al., 2013].

The directed or undirected graph is employed for the information exchange (i.e., interaction)
among agents [Godsil and Royle, 2013, Deo, 2017]. A graph, in general, comprises finite
nonempty set nodes (or vertices) and edges set of nodes. Each node stands for an agent,
which can have information exchange with all or several agents. A directed graph is denoted
by a sequence of ordered edges where information is transmitted between adjacent agents in a
single direction, but not vice-versa. Here, i.e., a node is considered the parent node while the
next node is the child node, and the child node can obtain the information from the parent
node. Meanwhile, an undirected graph is a sequence of unordered edges, .i.e., adjacent agents
can receive the information from each other. Under this framework, it is easy to recognize that
the coordination problems under a general undirected graph are more facile than those under a
directed graph [Mei et al., 2015].

Some primary criterions like control, synchronization, robustness and optimization problem are
presented in Table 1.1.1 to show the differences between centralized and distributed control
[Negenborn et al., 2010].

Table 1.1.1: Centralized versus distributed control.

Centralized Distributed

Control Central controller super-
vises all agents

Each agent is supervised
by its controller

Synchronization Agents transmit data to a
central controller

Agents exchange data
among each other

Robustness Low High
Optimization problem Central controller performs

overall optimization prob-
lem

Overall optimization prob-
lem is partitioned into sub-
systems

Concerning the applications in a distributed framework, the problems of event-triggered con-
sensus control in an MAS are studied in [Ge and Han, 2017,Ding et al., 2017,Wu et al., 2018],
distributed control and management strategies for the power system in the context of microgrids
is provided by [Han et al., 2017, Morstyn et al., 2018], distributed formation control for multi-
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ple tethered space net robots using APF and neural network [Liu et al., 2018b], a distributed
control strategy presented by [Santos and Egerstedt, 2018] for a multi-robot team with het-
erogeneous sensing capabilities using limited communication where each robot has knowledge
about the sensor capabilities of its neighbors. In recent years, distributed MPC has gained a
lot of interest due to its many benefits [Camponogara et al., 2002]. The authors of [Venkat
et al., 2005] has unified existing concepts in linear MPC with guaranteed nominal stability and
performance properties. A design of multi-vehicle formation stabilization is detailed in [Dunbar
and Murray, 2006], where a distributed optimal control is generated for each subsystem. Many
studies on path planning for MAS have been investigated, for example, [Mo and Lin, 2018,Yang
et al., 2018] by using non-convex control input constraints to achieve the cooperation task for
second-order MAS, robotics [Mendes Filho et al., 2017, Luis and Schoellig, 2019], many ves-
sels [Wang et al., 2017b,Chen et al., 2018a]. The combination of MIP technique and distributed
MPC scheme has also attracted interest through the literature: cooperative distributed robust
trajectory optimization for a set of homogeneous UAVs [Kuwata and How, 2010], feasible path
generation for MAS in the presence of obstacles [Prodan et al., 2014], the cooperation of USVs
at waterway intersections [Chen et al., 2018b], or reactive power dispatch [Murray et al., 2018].
Another control strategy is to combine the APF approach with MPC as in [Huang et al., 2018]
which presented the cooperative driving systems accomplishing both path planning and motion
control synchronously for automated vehicle platoon; [Ren et al., 2018] introduced hierarchical
adaptive cruise control system to adjust the vehicle speed to keep the appropriate distance from
the one in front; or [Katriniok et al., 2019] implemented distributed motion planning in road
intersections.

The obstacle and collision avoidance problem as mentioned above, represented by non-convex
constraints in the distributed optimization-based control scheme, will be implemented by ap-
propriate solvers. To deal with MIP technique in MPC scheme, CPLEX software package [IBM,
1999] is used in combination with the MATLAB toolbox YALMIP [Löfberg, 2004]. For solving
the problem of APF in the MPC framework, there are many efficient solvers which apply vari-
ous optimization techniques to speed up the resolution of the problem: ACADO toolkit [Houska
et al., 2011] implements a sequential quadratic programming (SQP) framework and solution of
a convex subproblem - a QP; FORCES NLP [Zanelli et al., 2017] uses interior-point method
which approximates the Hessian and has adaptive barrier rules; interior-point solver IPOPT
runs [Wächter and Biegler, 2006] in the Casadi framework [Andersson et al., 2019], which is an
open-source software tool for numerical nonlinear optimization problems in general and optimal
control (i.e., optimization involving differential equations) in particular; PANOC [Stella et al.,
2017] uses the proximal averaged Newton-type method for optimal control to solve obstacle
avoidance problems.

1.2 Contributions of the thesis

The above literature review highlights that there are still challenging issues in motion planning
for MAS operating in variable environments (with static/mobile obstacles and other environmen-
tal disturbances). These are tackled using various methods which come with both advantages
and shortcomings from the viewpoints of implementation and objectives validation.

The work presented in this manuscript concentrates on providing effective potential field con-
structions that are easy to employ in a distributed, optimization-based control problem. The
theoretical results are tested over a benchmark for the safe navigation of surface vehicles at
sea. More specifically, we started developing the results in [Prodan et al., 2013] where repulsive
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potential fields were integrated in an MPC problem for trajectory tracking of a formation of
MAS. Here we go further and construct efficient on-off barrier functions that will be useful
for weighting the APF components. This proposed method is used to deal with local minima,
which is usually a drawback of the APF method. Moreover, we also provide comparisons with
the classical MIP approach to show the effectiveness of the proposed method. In particular, we
are focusing on generating the feasible path for MAS by using an optimization-based control
scheme with polytopic constraints. More precisely, we first construct the repulsive potential
fields for the fixed and moving obstacles/MAS based on their description as bounded convex
regions (i.e., bounded polyhedra). Next, the on-off barrier functions derived from the Logistic
Regression (often used in Machine Learning algorithms for binary classification) [Hosmer and
Lemesbow, 1980] will be taken into account based on the safety distances among the agents.
Such a combination (between on-off barrier function and APF) can be seen as a main contri-
bution in the thesis as it dramatically reduces the complexity and augments the performance
of the problem of motion planning. As a result, it will also allow reducing the computational
cost and the efficient handling of an increased number of constraints. Furthermore, graph-based
methods, specifically, rapidly-exploring random trees, are combined with tracking MPC, which
will be useful for achieving an improved result for path generation of MAS.

It is worth noting that all proposals, as mentioned above, come from difficulties that may happen
in practice. Hence, the contributions are briefly summarized in the following:

• In [Tran et al., 2017], we present a potential field-based control approach for multi-agent
linear dynamical systems in a multi-obstacle environment. The potential field construc-
tions are used for penalizing in the cost for the obstacle avoidance conditions. Further-
more, a barrier function is designed for the control inputs to prevent the imminent collision
among the agents. Comparisons through simulations with mixed-integer formulations are
provided.

• Next, in [Tran et al., 2018], we introduce an NMPC-based algorithm for safe navigation of
multi-agent dynamical systems in a variable environment with fixed and moving obstacles.
The contribution lies in the construction of repulsive potential fields for the fixed and
moving obstacles which are introduced in a predictive control optimization problem to
penalize collision. The constraints are activated only in the view range of the agent using
on-off barrier functions. Collision-free motion planning of ships in Trondheim fjord harbor
serves as a benchmark for testing our algorithm. Simulations and comparisons with a
classical mixed-integer framework prove the efficiency of the algorithm and its feasibility
to run in real-time.

• Finally, [Tran et al., 2019] presents a distributed optimization-based control algorithm for
the safe navigation of multi-surface vehicles in a complex environment with fixed and mov-
ing obstacles. We first generate off-line within the a priori known environment a collision-
free path using RRT* (optimal Rapidly-exploring Random Trees) algorithm. Next, PF
constructions are developed through the use of on-off barrier functions to ensure vehicle
connectivity and fixed/moving obstacles avoidance. These ingredients are integrated in a
distributed NMPC framework which activates the constraints only in the view range of the
agents. The algorithm shows good results in simulations for both connectivity maintenance
and validation of the COLREGS rules.

We provide here the complete list of accepted/submitted publications:
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1. Ngo Quoc Huy Tran, Ionela Prodan, Esten Ingar Grøtli, Laurent Lefèvre: Safe navi-
gation in a coastal environment of surface vehicles under uncertainties: a combined use of
potential field constructions and NMPC, Ocean Engineering, submitted in August 2019.

2. Ngo Quoc Huy Tran, Ionela Prodan, Esten Ingar Grøtli, Laurent Lefèvre: Distributed
nonlinear optimization-based control formulti-agent systems navigation in a costal envi-
ronment, In Proceedings of the 19th IEEE European Control Conference, Naples, Italy,
2019, pp.3377-3382.

3. Ngo Quoc Huy Tran, Ionela Prodan, Esten Ingar Grøtli, Laurent Lefèvre: Potential-field
constructions in an MPC framework: application for safe navigation in a variable coastal
environment, In Proceedings of the 6th IFAC Conference on Nonlinear Model Predictive
Control, Madison, Wisconsin, USA, 2018, pp.307-312.

4. Ngo Quoc Huy Tran, Ionela Prodan, Laurent Lefèvre: Nonlinear optimization for multi-
agent motion planning in a multi-obstacle environment, In Proceedings of the 21st IEEE
International Conference on System Theory, Control and Computing, Sinaia, Romania,
2017, pp.488-493.

1.3 Organization of the manuscript

This thesis includes 5 chapters, including the introduction (see also Fig. 1.3.1).

• Chapter 2 introduces the motion planning optimization problem formulation and details
two methods for handling collision avoidance constraints: MIP (Mixed-Integer Program-
ming) and APF (Artificial Potential Field). This requires first the description of the
obstacles through set-theoretic tools. Next, some classical repulsive potential filed con-
structions and barrier function are presented. Comparisons between the APF method
(i.e., implicit constraint) and MIP technique (i.e., explicit constraint) are carried out in
order to assess the advantages and shortcomings of each method.

• Chapter 3 proposes a collision avoidance algorithm via a coherent combination between
potential field-based constructions and NMPC. In particular, we first construct on-off
barrier functions which activate the associated repulsive potential for fixed and moving
obstacles. Then, we develop an NMPC-based algorithm which activates the constraints
in the view range of the agents. Finally, the proposed algorithm is validated through
simulations over a real benchmark of safe navigation of ships in the Trondheim fjord as
well as comparisons with some other approaches.

• In Chapter 4, we first generate a LOS guidance system via a graph-based method, which
applies the RRT* (optimal Rapidly-Exploring Random Tree) algorithm. Next, we employ
the on-off barrier functions presented in Chapter 3 to guarantee the necessary connectiv-
ity distance for information exchange among the agents as well as activate the associated
repulsive potential for static and dynamic obstacles. Moreover, a NDO (Nonlinear Dis-
turbance Observer) is considered to reject the disturbances from the ocean that may lead
to undesirable performance for the ships. Then, we propose a distributed NDO-NMPC -
based algorithm with a threefold purpose: i) track the RRT∗- based feasible path through
the LOS guidance system, ii) activate the constraints in the view range of the agent for
on-line collision avoidance complying with the COLREGs rules and iii) exchange informa-
tion for connectivity maintenance. Finally, the proposed algorithm is validated through
simulations over a real benchmark for the safe navigation of ships in the Trondheim fjord.
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• Chapter 5 completes the thesis with conclusions and discussions on future directions.

The presented organization of the thesis is graphically illustrated in Fig. 1.3.1. Each rectangle
box represents a chapter including various processes denoted by ellipses; the colored ellipses
would like to emphasize that they are considered as important ingredients in the Ph.D. thesis.
Each arrow describes the relation between two chapters, i.e., the chapter at the arrow end uses
results (e.g., variables, models, methods, ideas) of the chapter at the arrow origin.
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Chapter 2

Constrained optimization for motion
planning

In motion planning problems it became natural to use constrained optimization-based control
approaches (like Model Predictive Control) as they have the ability to handle explicitly state
and input constraints for Multi-Agent Systems (MAS). In particular, non-convex constraints
for collision avoidance can be explicitly taken into account. The present chapter builds on the
application of set-theoretic tools in the context of safety regions around obstacles/agents to
ensure collision avoidance for multi-agent systems evolving in a common environment. Further-
more, the Control Barrier Function (CBF)-based constraints implying forward invariance of a
safe set [Wang et al., 2017a, Ames et al., 2019] is presented and used in conjunction with the
a priori mentioned set constructions. This coherent combination demonstrates the effectiveness
and flexibility of the optimization-based control approach in handling safety constraints under
different forms (i.e., implicit (soft) and explicit (hard) constraints).

“Safety” is the notion concerning collision/obstacle avoidance in the course of normal operation
for a MAS. It is worth noting that collision/obstacle avoidance for MAS is commonly one of
the challenges that are tough to deal with because it naturally leads to non-convex constraints.
The main principle is to guarantee that the forbidden regions bounding agent/dynamic obstacle
or static obstacle do not intersect along the trajectory/path of the agents. Throughout the
manuscript, the set-theoretic methods will be used to characterize the elements of interest (safety
bounds, forbidden regions, etc.).

In what regards the particular set family employed, there are the two main families commonly
employed in many research and application fields. On the one hand are polyhedral sets [Motzkin,
1953] and, on the other hand, are ellipsoidal sets [Kurzhanski and Varaiya, 2000]. Their strengths
and weaknesses come from their representation which directly restricts their flexibility and the
numerical performance of the associated algorithms (e.g., polyhedral sets approximate arbitrarily
well any convex set but ellipsoidal sets are more robust wrt operations in high dimensions). Note
that polyhedral sets have a dual representation (generator and half-space form) which allow to
solve efficiently various problems (in the sense that they can be written more compactly/solved
more easily in one representation than in the other) [Blanchini, 1999]. Consequently, in the
forthcoming chapters, the polyhedral sets will be employed to describe forbidden regions around
agents, static/dynamic obstacles.

Within this set-theoretic interpretation, there are two classes of methods which treat differently

15



2.1. Polytopic constraints 16

the constraints within the control design scheme: i) optimization-based control combined with
mixed-integer formulations [Jünger et al., 2009] which take explicitly into account the non-
convex constraints stemming from the collision avoidance conditions, and ii) gradient methods
combined with potential field constructions which penalize the non-convex constraints into the
cost function. On the one hand, the MIP technique showed their effectiveness in modeling
and solving problems subject to non-convex constraints. On the other hand, MIP still has the
significant drawback that is an NP-hard problem, which implies an exponential increase in the
computational complexity after the number of binary variables used in the problem formulation.
The recent results of [Stoican et al., 2011] and further developed in [Prodan et al., 2015], address
the problem of reducing the MIP formulations complexity through the efficient description of
non-convex regions. While MIP is increasingly used in the literature, there is not much evidence
of applications done in a complex environment with many obstacles.
The other significant class of solutions is the one represented by the Potential Field (PF) method,
a classical approach to deal with collision/obstacle avoidance. Notably, it appears in the field
of motion planning for multiple agents [Koren and Borenstein, 1991], [Latombe, 2012] due to
its many benefits, for example, a simple algorithm, convenient mathematical description, and
the ease of implementing it for real-time control. The PF-based MPC approach has also been
studied and applied in motion planning. Nevertheless, it is still not widely available on this
topic; the causes are its own weaknesses, and especially, the stall in local minima. There
are several works which consider this approach. [Li et al., 2017] presents the combination of
potential field method and MPC scheme for navigating a three-wheeled omnidirectional mobile
robot with the goal of avoiding static obstacles. However the paper only uses the potential field
to describe motion-based constraints, i.e., potential fields are not penalized in the cost function.
In [Chen et al., 2016,Shibata et al., 2018], the potential field is constructed by Euclidean distance
between UAV/wheelchair and fixed obstacles, i.e., the obstacles are given pointwise and their
actual shape is ignored. [Wang et al., 2019a] used hyperbolic/exponential functions to build the
Artificial Potential Field (APF) which are added into the cost function to achieve general obstacle
avoidance and the lowest crash severity for autonomous vehicles. The authors of [Yang and
Sukkarieh, 2012,Kim et al., 2017,Appapogu, 2019] penalized non-convex constraints generated
from the potential field of obstacles in the cost function to establish feasible paths for autonomous
car and rotary-wing UAV, respectively. However, they only employ ellipsoidal sets for convex
shape approximation of obstacles, and local minima was not discussed. [Prodan et al., 2013]
considered polyhedral forbidden regions for the agents and obstacles to ensure collision avoidance
concerning trajectory tracking of multi-agents formation in the context of MPC, and this is the
primary motivation for enhancements in the use of the potential field-based MPC in this thesis.

The organization of this chapter is as follows. Section 2.1, presents the non-convex workspace
of MAS in the presence of static/dynamic obstacles or agents which are described by polyhedral
sets. Section 2.2 provides background on receding horizon nonlinear optimization-based control.
In Section 2.3, a control barrier function-based constraint will be introduced in the optimiza-
tion problem to penalize for the distance among the agents. The simulation, comparison, and
validation results are given in Section 2.4. Finally, the conclusions recall briefly the main ideas
and are presented in Section 2.5.

2.1 Polytopic constraints

First, let us recall some basic notions as well as mathematical descriptions related to the con-
struction of convex regions which will prove useful for the later description of the collision
avoidance constraints.
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2.1.1 Polytopic descriptions

A polytope is defined as the bounded1 convex region created by the intersection of a finite
number of hyperplanes. Alternatively, it can be seen as the convex sums of its vertices.

Definition 2.1.1 (Hyperplane [Boyd and Vandenberghe, 2004]). A hyperplane Hk is the set of
the form

Hk = {x ∈ Rn | akx = bk}, (2.1.1)

where ak ∈ R1×n is a column vector and bk ∈ R is scalar.

Any hyperplane partitions the space into two disjoint regions (the ”half-spaces”):

H+
k = {x ∈ Rn | akx ≤ bk}, (2.1.2)

H−k = {x ∈ Rn | − akx ≤ −bk}, (2.1.3)

Definition 2.1.2 (H-representation [Boyd and Vandenberghe, 2004]). A polytope P ⊂ Rn is
the intersection of a finite number of half-spaces2 (H+

k ) and described as

P = {x ∈ Rn | akx ≤ bk, k = 1, ..., nh}, (2.1.4)

where ak ∈ R1×n, bk ∈ R, nh is the number of half-spaces. It is worth mentioning that if bk > 0,
the origin will belong to the interior of the polytopic region, i.e., 0 ∈ Int(P). Otherwise, the
origin is exterior to the polytopic region.

Definition 2.1.3 (V-representation [Boyd and Vandenberghe, 2004]). The convex hull of a set
of a finite-sized collection of points (i.e., the vertices) C = {s1, . . . , sp}, with sn ∈ Rn is defined
as

Conv{C} =
{
x ∈ Rn |x =

p∑
n=1

αnsn, αi ≥ 0,

p∑
n=1

αn = 1
}
, (2.1.5)

where sn, n = 1, ..., p, is nth point from the collection of vertices and αn is the weight associated
to it.

Example 2.1.4. The origin is in the interior of polytope P in case of bk > 0 as in Fig. 2.1.1 and
can be constructed in two ways. Its H-representation is

P =

x ∈ R2 :

 0.0716 −0.3581
0.5270 0.4216
−0.5523 0.0921

x ≤
0.9309

0.7379
0.8285


and its V-representation is

P =

{
x ∈ R2 : x = α1

[
−2
−3

]
+ α2

[
−1
3

]
+ α3

[
3
−2

]
, αn ≥ 0,

3∑
n=1

αn = 1

}
1Note that in general a intersection of hyperplanes does not necessarily lead to a bounded polyhedron.
2Here we took by convention the sign “ + ”, any other combination of signs would lead to a polytope (or to

the empty set if the intersection of the associated half-spaces is empty)
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Figure 2.1.1: Polytope in case of the origin ∈ Int(P).

Example 2.1.5. The origin is outside of polytope P in case of bk ≤ 0 as depicted in Fig. 2.1.2
and it can also be built in two ways. Its H-representation is

P =

x ∈ R2 :


−0.2691 −0.2018
0.1871 −0.0234
0.1156 0.1445
−0.1046 0.0262

x ≤


0.9417
−0.9821
0.9827
0.9942




and its V-representation is

P =

{
x ∈ R2 : x = α1

[
−4
10

]
+ α2

[
−8
6

]
+ α3

[
−5
2

]
+ α4

[
−6.5
12

]
, αn ≥ 0,

4∑
n=1

αn = 1

}
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Figure 2.1.2: Polytope in case of the origin /∈ Int(P).

2.1.2 Sum function

The so-called “sum function” is piecewise linear function which is introduced by [Camacho and
Bordons, 2004] and whose definition is based on the H-representation of polytope in (2.1.4):

γ(x) =

nh∑
k=1

(akx− bk + |akx− bk|). (2.1.6)

By analyzing the sum function (2.1.6), it is obvious that this piecewise affine function is zero
whenever x ∈ P and strictly positive whenever x /∈ P:
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• If ∃x ∈ Rn such that: akx− bk < 0, ∀k = 1 . . . nh, then

γ(x) =

nh∑
k=1

(akx− bk − (akx− bk)) = 0. (2.1.7)

This means that the sum function has zero value in the interior of the bounded convex
region (2.1.4).

• If ∃x ∈ Rn such that: akx− bk ≥ 0, ∀k = 1 . . . nh, then

γ(x) =
∃k∑
∀k

(akx− bk + (akx− bk)) = 2
∃k∑
∀k

(akx− bk). (2.1.8)

In other words, the value of the piecewise linear function will grow piecewise3 linearly
with the distance from the polytopic region (2.1.4).

Furthermore, (2.1.8) can be piecewise differentiable as long as each piece is differentiable through-
out its subdomain, though the unity function may not be differentiable at the breakpoints4

between the pieces. Therefore, the gradient of the sum function is expressed as

∇γ(x) = 2

∃k∑
∀k

a>k . (2.1.9)

The generalized gradient in (2.1.9) is multivalued, i.e., ∇γ(x) has n values, one per each
dimension of variable x ∈ Rn. However, this would not be too complicated to compute when
using the result of the gradient for the implicit/explicit methods if its range of variation is still
bounded. Hence, it is possible to use such a function for applications in the sequel.
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Figure 2.1.3: Sum function of the triangular polytope in Fig. 2.1.1.

Fig. 2.1.3 illustrates the sum function obtained from the polytopic region as in Fig. 2.1.1. We
note that, as mentioned earlier, inside the obstacle, the value of the function is zero and outside
is non-zero.

3As long as the combination of active/inactive indices k does not change, the formula (2.1.8) remains, the
same and is linear.

4Those are the points where the slope of sum function changes.
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2.2 Nonlinear optimization in control

Nonlinear optimization in control is used to achieve certain optimality criterions for the given
(sub)-systems which are related to the nonlinear dynamic model. We arrive at such formulation
via a, (non-)quadratic cost function and/or nonlinear constraints on the states and inputs. This
section will recall first the formulation of nonlinear optimization-based control in the presence of
constraints. Next, the two kinds of methods which tackle the collision avoidance problem with
static/dynamic obstacles in explicit and implicit processes. Usually, the explicit methods reduce
to the use of MIP where the constraints are explicitly taken into account, and the implicit
methods generally reduce to the use of various types of potential field-based constructions.
Finally, MPC is presented as a useful tool to deal with motion planning for MAS.

We present the basic formulation of nonlinear optimal control problem in relation to the dy-
namical system, objective function, and constraints in continuous-time. First of all, consider the
nominal dynamic system of ith agent in the set V comprising Na ∈ N agents, which compose a
multi-agent dynamical system:

ẋi(t) = fi(xi(t),ui(t)), xi(t0) = xi0, i ∈ V, V = 1, . . . , Na, (2.2.1)

subject to input and state constraints:

xi(t) ∈ Xi, ∀t ≥ 0, (2.2.2)

ui(t) ∈ Ui, ∀t ≥ 0. (2.2.3)

xi0 is the initial state at initial time t0, xi(t) ∈ Rn is the current state, ui(t) ∈ Rm is the
control input with respect to the vector field fi: Rn×Rm → Rn which we suppose to be locally
Lipschitz continuous in the region of interest and satisfying fi(0, 0) = 0. It is worth mentioning
that the sets Xi,Ui are compact and (0, 0) ∈ Xi ×Ui. Furthermore, Xi,Ui are convex sets which
characterize magnitude constraints5:

Xi = {xi ∈ Rn|ximin ≤ xi ≤ ximax}, (2.2.4)

Ui = {ui ∈ Rm|uimin ≤ ui ≤ uimax}, (2.2.5)

where ximin,ximax, uimin,uimax are constant vectors.

The objective of MAS in (2.2.1) will be obtained by minimizing a cost function over a finite
horizon Tp and given as:

Problem 2.2.1.

minimize Ji(xi[t, t+ Tp],ui[t, t+ Tp]) (2.2.6a)

subject to

ẋi(t) = f(xi(t),ui(t)), xi(t0) = xi0, ∀t ∈ [t, t+ Tp], (2.2.6b)

xi(t) ∈ Xi; ui(t) ∈ Ui, ∀t ∈ [t, t+ Tp]. (2.2.6c)

5Note that more complex sets are possible but it is often the case that magnitude constraints suffice in practical
applications.
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The physical and operational limitations of MAS is described by the box constraints (2.2.6c),
(2.2.6b) presents the evolution of state xi(t) depending on the control input ui(t). The cost
functional Ji(·) is typically described by

Ji(xi[t, t+ Tp],ui[t, t+ Tp]) =

t+Tp∫
t

[
Li(xi(t),ui(t))

]
dt+ Ei(xi(t+ Tp)), (2.2.7)

where Li(·): Rn × Rm → R+ is called running cost or stage cost, terminal penalty term Ei(·):
Rm → R+ might or might not be present, and xi(t + Tp) is the terminal state. This cost is
determined by the desired objective of MAS, e.g., tracking errors, energy, or time minimization.

It is evident that solving problem 2.2.1 is not trivial; in particular, nonlinear formulations are
exceedingly difficult to solve. In order to cope with these difficulties, numerical methods are
considered most promising and popular. They are efficient in discretization and finite parameter-
ization and introduced in the nonlinear optimization-based control problem and will be detailed
later in subsection 2.2.3.

In the following, potential field approach, mixed-integer programming, and MPC will provide
us the necessary tools for accomplishing motion planning for MAS.

2.2.1 Potential field approach

From Section 2.1, let us first define the working space of MAS, F ⊆ Rn, which comprises a
union of forbidden polytopic convex regions characterizing multiple static obstacles, as defined
in (2.1.4):

F ⊃ O, (2.2.8)

where O is defined as follows:

O =

Nobs⋃
`=1

O`, (2.2.9)

where O` = {xi ∈ Rn | a`kxi ≤ b`k, k = 1, . . . , n`h}, with a`k ∈ R1×n, b`k ∈ R, n`h is the number of
half-spaces describing O`, ` = 1, . . . , Nobs, and Nobs is the number of forbidden polytopic regions
accounting for static obstacles.

Potential field is a classical approach for collision/obstacle avoidance which first proposed by
[Khatib, 1986]. The main idea of this approach is to generate repulsive potential fields around
the forbidden regions to force the MAS to avoid them and attractive potential fields around the
desired target to attract the MAS. We denote by S(·) : Rn → R≥0 the potential field which is
the summation of repulsive and attractive potential fields and is given as:

S(xi) =

Nobs∑
`=1

Φ`(xi) + Ξ(xi), (2.2.10)

where Ξ(xi) : Rn → R≥0 is attractive potential and Φ`(xi) denotes the repulsive potential with
respect to the `th obstacle, ` = 1, . . . , Nobs.

Remark 2.2.2. The operating space of MAS is also called the feasible region. Therefore, this
is a non-convex region due to the fact that it is the complement of a convex union of regions
(coming from the safety regions of the agents, from the fixed or moving obstacles).
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A quadratic function (see Fig. 2.2.1) is most widely used for representing an attractive potential
field and given as:

Ξ(xi) = ‖xi − xi,ref‖2Qi
, (2.2.11)

where xi,ref denotes the reference destination of the ith agent and Qi is the weighting matrix.

Fig. 2.2.1 presents the attractive potential field in (2.2.11) at the desired point, xi,ref is the
origin.
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Figure 2.2.1: Attractive potential field with quadratic function.

The repulsive potential is the most challenging component because it has to both approximate
the obstacles from the geometrical point of view and ensure collision avoidance. Therefore,
obstacles described by polytopic constraints as (2.1.4) or (2.1.5) must have a high value inside in
order to generate a downhill gradient such that the MAS path converges towards the destination.
With such an idea, the repulsive potential field can be defined by making use of the sum function
(2.1.6) in two ways:

• First, in combination with a standard fractional function used in the repulsive potential
generation:

Φf
` (γ`(xi)) =

c1`

(c2` + γ`(xi))2
, (2.2.12)

where c1` and c2` are positive parameters representing the strength and effect ranges of
repulsive potential, γ`(·) denotes sum function of the `th polytope.

• Second, the repulsive potential field is constructed with help of an exponential function:

Φe
`(γ`(xi)) = c3`e

−(γ`(xi)−c4`)2 , (2.2.13)

where c3` and c4` are positive parameters representing the strength and effect ranges of the
repulsive potential.

Two repulsive potentials as described in (2.2.12) and (2.2.13) map the domain (0,∞) of the

sum function (2.1.6) into
(

c1`
(c2`)2

, 0
)

and
(
c3`e

c4` , 0
)
, respectively. As a result, this means the

high value is in the interior of the convex region and plummets to zero as the distance from the
convex region increases, i.e., there is a decrease towards 0 for γ(xi)→∞.
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(a) Repulsive potential using fractional function with
c1 = 0.5, c2 = 0.1.
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Figure 2.2.2: Repulsive potential fields using sum function (2.1.6) with the difference of strength
and effect ranges (c1, c2) depicted as Fig. 2.1.3.
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(a) Repulsive potential using exponential function with
c3 = 30, c4 = 0.1.
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Figure 2.2.3: Repulsive potential fields using sum function (2.1.6) with the difference of strength
and effect ranges (c3, c4) depicted as Fig. 2.1.3.

Fig. 2.2.2 and Fig. 2.2.3 illustrate the repulsive potential functions in two ways with various
strength and effect ranges. In the sequel, we use repulsive potential field constructed by the
fractional function because this method yields a nice shape from the geometrical viewpoint.

As aforementioned, the potential field is generated by the combination of repulsive and attractive
potential functions. The slope (or gradient) is a superposition of the slopes generated by the
attractive potential which steers the MAS towards the goal configuration, and by the slope
spawned by the repulsive fields of the obstacles, which push agents away. The confluence of
these influences results in a path which (under a correct parameter choice) drives the MAS to
the desired destination while simultaneously avoiding the obstacles.

Therefore, the simplest and the most common method for finding the collision-free path for
MAS is to use a negative gradient of the potential function (2.2.10) in order to obtain the force
vector field being able to both repel agents away from the obstacles and to attract the agents
towards the goal configuration. This force vector field, in space containing Nobs has the analytic
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formula:

Fi(xi) = −∇S(xi) = −
Nobs∑
`=1

[
c1`

(c2`+γ`(xi))3

]
∇
Nobs∑
`=1

γ`(xi)− 2Qi(xi − xi,ref )∇xi, (2.2.14)

or

Fi(xi) = −∇S(xi) = −
Nobs∑
`=1

[
c3`e

−(γ`(xi)−c4`)2
]
∇2

Nobs∑
`=1

γ`(xi)− 2Qi(xi − xi,ref )∇xi, (2.2.15)

where ∇
Nobs∑̀

=1

γ`(xi) in (2.2.14) and (2.2.15) was presented in (2.1.9).

Note that eq. (2.2.14) and (2.2.15) use fractional function (2.2.12) and exponential function
(2.2.13) for repulsive potential, respectively.

Remark 2.2.3. Whenever the combination of active half-spaces does not change, the sum function
remains constant. In turn, this means that the potential field gradient remains constant. In
particular, if the agent enter the interior of the obstacle, there is no gradient to push towards
the boundary.

Example 2.2.4 (Potential field). A potential field is established from repulsive potential of two
polytopic regions as described in (2.1.5) and attractive potential (2.2.11).

The two polytopes stand for two fixed obstacles (Nobs = 2), given by their convex hull (V-
representation) as:

O1 = Conv

{[
−4
10

]
,

[
−8
6

]
,

[
−5
2

]}
. (2.2.16)

O2 = Conv

{[
10
5

]
,

[
5
0

]
,

[
12
0

]}
. (2.2.17)

They are also rewritten under the equivalent H-reprsentation:

O1 =

xi ∈ R2 :

 0.1871 −0.0234
−0.0711 0.0711
−0.2691 −0.2018

xi ≤

−0.9821
0.9949
0.9417


O2 =

xi ∈ R2 :

 0 −1
0.0830 0.0332
−0.1925 0.1925

xi ≤

 0
0.9960
−0.9623


This allows to construct the sum function as per its definition in (2.1.6)

γ1(xi) =

 0.1871 −0.0234
−0.0711 0.0711
−0.2691 −0.2018

xi −

−0.9821
0.9949
0.9417

+

∣∣∣∣∣∣
 0.1871 −0.0234
−0.0711 0.0711
−0.2691 −0.2018

xi −

−0.9821
0.9949
0.9417

∣∣∣∣∣∣


γ2(xi) =

 0 −1
0.0830 0.0332
−0.1925 0.1925

xi −

 0
0.9960
−0.9623

+

∣∣∣∣∣∣
 0 −1

0.0830 0.0332
−0.1925 0.1925

xi −

 0
0.9960
−0.9623

∣∣∣∣∣∣


From the two sum functions collected, we are able to apply either fractional or exponential
function as in (2.2.12), (2.2.13) for obtaining the repulsive potential. In this example, we use
the formulation (2.2.12) with the coefficient of strength c1 = 1 and effect range c2 = 0.1.
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Together with an attraction potential as aforementioned in (2.2.11) at the origin, we have that
the potential field in this case is:

S(xi) =

2∑
`=1

Φ`(xi) + Ξ(xi). (2.2.18)
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2.2.4a and attractive potential at origin.

Figure 2.2.4: Potential field description for workspace of MAS.

Example 2.2.5 (Collision-free path for MAS). Assume that we have a MAS composed of Na = 1
agents which operates in the space defined in Example 2.2.4 with dynamics in a two dimensional
state-space:

Ai =

[
0.5755 0.0614

−0.6578 1.0245

]
, Bi =

[
1 0
0 1

]
,

where i = 1.

Then, agent’s path results by using the negative gradient for potential field (2.2.18) as in (2.2.14).
In Fig. 2.2.5, the concentric circles whose center is at the origin depict the attractive potential
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Figure 2.2.5: Motion planning of agent with different initial points.

projected onto the 2D plane. The force vectors around two obstacles tend to go out to repel
the agents away. Although the potential field-based motion planning for MAS can deal with
the fixed obstacles in convergence towards goal configuration from different initial points, the
agent can still be trapped by local minima where the summation of repulsive force and attractive
force is zero. This main drawback needs to have a relevant solution if we choose the potential
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field approach for motion planning. Also, as in this example, we did not take into account the
saturation of state or control input. These issues are tackled by constrained optimization-based
control through minimizing a given cost over a finite horizon. Details will be presented in the
next section.

2.2.2 Mixed-integer programming

As presented in the previous section, the workspace in which the MAS lies is a non-convex region
due to the avoidance of convex regions describing static, dynamic obstacles and other prohibited
areas where the agent is not able to enter. Besides the potential field approach, MIP techinique
is an alternative method which copes with the challenges of having a non-convex feasible region.

MIP is used to describe avoidance constraints into a mixed-integer form which are further
handled by optimization-based control with the aim is to prevent the collision between MAS
and fixed/moving obstacles. Let us first recall a result of polytope representing the forbidden
region of the obstacle in general.

Let us consider a collection of hyperplanes and, by convention, consider that their “+” half-
spaces define a polytope P (our obstacle). Then, (2.1.4) can be rewritten:

P =
⋂
k

H+
k = {x ∈ Rn | akx ≤ bk, k = 1, ..., nh},

as the intersection of the half-spaces H+
k . The complement of P, C(P)6, denotes the feasible

space in which the agent can move unimpeded. Using the property that C(A∩B) = C(A)∪C(B)
and that C(H+

k ) = H−k we may write:

C(P) =
⋃
k

H−k =
⋃
k

{x ∈ Rn| − akx ≤ −bk} . (2.2.19)

It is worth noting that the non-convex feasible region (2.2.19) of MAS is described by a union
of the elementwise of the regions (2.1.3) associated with the kth inequality of (2.1.4).

Example 2.2.6. For more clarity, go back to Example 2.1.5 for a description of the plotope P
and is complement C(P) in detail, we have:

P =
⋂
k

H+
k =

x ∈ R2 :


−0.2691 −0.2018
0.1871 −0.0234
0.1156 0.1445
−0.1046 0.0262

x ≤


0.9417
−0.9821
0.9827
0.9942




C(P) =
⋃
k

H−k =

x ∈ R2 : −


[−0.2691 −0.2018]
[0.1871 −0.0234]
[0.1156 0.1445]

[−0.1046 0.0262]

x ≤ −


[0.9417]
[−0.9821]
[0.9827]
[0.9942]




Fig. 2.2.6 shows clearly the bounded polyhedron (P) where agents are not allowed to enter, and
the feasible region H−k where agents operate, is the kth complement of the associated inequality
of prohibited region.

6The complement of bounded convex region P in (2.1.4) is defined by C(P) = cl(F\P) where F was defined
in (2.2.8).
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Figure 2.2.6: Polytope P in Fig. 2.1.2 and its complement C(P).

Imposing MAS to work in the non-convex domain (2.2.8) is infeasible for the optimization-
based control problem. That is the reason why MIP technique is considered as the best solution
to deal with this difficulty. The fundamental idea is to introduce auxiliary binary variables
(z ∈ {0, 1}) [Taha, 2011] and M as a sufficiently large positive constant. The mixed-integer,
linear constraints describing the nonconvexity of space concerning ith agent of MAS:

−akxi ≤ −bk +Mzk, k = 1, . . . , nh (2.2.20)
nh∑
k=1

zk ≤ nh − 1, (2.2.21)

where zk ∈ {0, 1}nh .

The constraint (2.2.20) means that if zk = 1, then the right-hand side of (2.2.20) is a large
positive number, i.e., k-th half-space will be relaxed (i.e., ignored). The constraint (2.2.21)
ensures that at least one constraint of (2.2.20) has to activate, i.e., at least one binary variable
of the set (z1, . . . , znh) is zero.

The auxiliary binary variable is used as “on-off switch” for the appearance of big M value associ-
ated to each inequality constraint in the description of the bounded convex region. However, it is
necessary to choose a reasonable value for scalar M because it can cause conditioning problems
and makes the MIP resolution more complicated.
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Figure 2.2.7: Offset of the two half-spaces H−2 , H−3 with M in Fig. 2.2.6.
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Fig. 2.2.7 illustrates polytope P in Fig. 2.2.6 with the offsets of half-space H−2 and H−3 with M
assumed to be 1, and z2 = z3 = 1 (z1 = z4 = 0). Note that, here, we choose M = 1 to be able
to observe easily. In the case of M sufficiently large, the 2nd and 3rd inequalities from (2.2.20)
will be far away from the region in which the obstacle lies.

A collision-free path can be found by minimizing a quadratic objective function whose vari-
ables must satisfy the state-space representation of the multi-agent dynamical systems subject
to mixed-integer constraints. As aforementioned, to deal with constrained optimization-based
control problem in continuous-time is not trivial due to the numerical issues. Consequently,
it will be approximated by the discrete-time optimization problem and presented in the next
section.

2.2.3 (Non-)linear model predictive control

Model Predictive Control (MPC) is an outstanding method for solving constrained optimization
problems. One possible classification (depending on the purpose considered, other classifications
may be made) is into: (i) economic MPC, which uses a “profit”-related objective function
for managing the portfolio of energy usage in residential and industrial projects [Chen et al.,
2013, Dombrovskii and Obyedko, 2015]; (ii) tracking MPC, which penalizes the error between
actual and reference profiles such as state, input and output variables [Magni et al., 2001,Limón
et al., 2008]. However, in this dissertation, we only focus on tracking MPC as it is the standard
construction for the motion planning of multi-agent dynamical systems. Unlike linear MPC
which only considers linear constraints and linear or quadratic costs, nonlinear MPC deals
with nonlinear dynamical models and (non-)quadratic cost function as well as general nonlinear
constraints on the states and inputs.

In one interpretation, MPC can be understood as a particular type of on-line optimization-based
control where a finite-horizon optimal control problem is solved at each sampling instant. Due
to the fact that the states of the prediction system are updated continuously at each sampling
period, a new optimization problem will emerge and be solved at each sampling interval. It is
worth noting that MPC always works with the nominal model (2.2.1) of MAS, i.e., the unknown
disturbance components, model uncertainty, or measurement errors are not taken into account
(although there are MPC variants which are robust against disturbances, e.g., stochastic or min-
max MPC [Findeisen et al., 2007,Allgöwer and Zheng, 2012]). In order to implement practically
MPC for a real-time control framework, one needs to pay attention to some of the following
issues:

• Discretize the nominal model (2.2.1) with given initial conditions to be handled by numer-
ical integration method7.

• Replace continuous variables of objective, constraints function with discrete variables.

• A finite-dimensional optimization problem is defined by a finite number of decision vari-
ables that can be solved using numerical optimization.

In order to discretize the optimal control problem directly, the direct multiple shooting [Bock
and Plitt, 1984, Leineweber et al., 2003] is preferred to direct single shooting [Hicks and Ray,
1971, Kraft, 1985] since the constraint objective function evaluation is much simpler and as a

7This is the approximate computation of an integral using numerical techniques.
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result of structural properties of the equations has numerical advantages which can be further
exploited [Johansen, 2011].

Therefore, applying the direct multiple shooting technique to partition a finite time horizon [t, t+
Tp] into Np subintervals [tk, tk+1], and tk+1 is determinded by tk+1 = tk + Te, k = 0, . . . , Np− 1,
where Te = Tp/Np is the time step and Tp gives the length of the prediction horizon. Then, we
solve first a finite horizon open-loop OCP (Optimal Control Problem) (as presented in Problem
2.2.1) at discrete sampling instants tk, based on the information of the current state measurement
xi(tk). The open-loop input signal applied between the sampling instants is given by the solution
of OCP:

Problem 2.2.7 (Tracking MPC).

min
ūi(·)

Ji(xi(tk), ūi(·)) (2.2.22a)

subject to

˙̄xi(τ) = fi(x̄i(τ), ūi(τ)), x̄i(tk) = xi(tk), (2.2.22b)

x̄i(τ) ∈ Xi; ūi(τ) ∈ Ui, ∀τ ∈ [tk, tk + Tp], (2.2.22c)

x̄i(tk + Tp) ∈ X fi , (2.2.22d)

where x̄i(τ), ūi(τ) are the predicted states and inputs while ūi(.) represents the predicted input
trajectory along the prediction horizon Tp. The bar symbol is employed for distinguishing
predicted states which are internal to the controller, i.e., x̄i(τ) is the solution of (2.2.22b) at
time τ ∈ [tk, tk + Tp] based on the initial condition xi(tk) by application of the input ūi(·):
[tk, tk + Tp] → Ui. It is worth mentioning that the predicted states will not be equal to the
actual closed-loop values if the system is under the presence of disturbances, model uncertainty,
or measurement errors. The cost functional Ji(·) minimized over the prediction horizon Tp is
basically presented as follows:

Ji(xi(tk), ūi(·)) = Ei(x̄i(tk + Tp)) +

tk+Tp∫
tk

[
Li(x̄i(τ), ūi(τ))

]
dτ, (2.2.23)

where the stage cost Li(·): Xi×Ui → R≥0, terminal cost Ei(·): Xi → R≥0 and f(·) are assumed to
be continuous; for all t ≥ t0, Li(0, 0) = 0, Ei(0) = 0 and fi(0, 0) = 0. Note that there exist classK
functions8 α1(·), α2(·) such that stage cost α1(‖xi‖) ≤ Li(xi,ui) ≤ α2(‖xi‖), ∀(xi,ui) ∈ Xi×Ui.

The terminal cost Ei(·) and terminal constraint (2.2.22d) are time-invariant and are used to
enforce nominal stability [Chen and Allgöwer, 1998]. They might or might not be available.

Due to the fact that we take only tracking MPC into account, the stage cost penalizes the
errors between the actual and reference profiles. A quadratic form for Li(·) is commonly used
as follows:

Li(xi(τ),ui(τ)) = ‖x̄i(τ)− xi,ref (τ)‖2Qi
+ ‖ūi(τ)‖2Ri

, (2.2.24)

and the terminal cost is defined as:

E(x̄i(tk + Tp)) = ‖x̄i(tk + Tp)− xi,ref‖2Pi , (2.2.25)

8A continuous function α : [0,∞)→ [0,∞) is a class K function, if it is strictly increasing and α(0) = 0.
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where Qi, Ri and Pi are (semi)-positive definite weighting matrices of appropriate dimensions.

It is worth noting that the control input variations and its bounds can also be penalized in the
cost, i.e., formulation (2.2.24) may be rewritten as follows:

Li(xi,ui) = ‖x̄i(τ)− xi,ref (τ)‖2Qi
+ ‖ ˙̄ui(τ)‖2∆Ri

, (2.2.26)

where ∆Ri is (semi)-positive definite weighting matrix of appropriate dimensions.

Employing the control input variations is useful as it penalizes variations and lead thus to a
smoother state.

In order to predict precisely the behavior of the individual agent, its full state information has to
be either measured or estimated, and then the state measurement enters the dynamical system
of each agent through the initial condition (2.2.22b).

Hence, the solution of Problem 2.2.7 at sampling time tk yields the optimal open-loop control
signal ū∗i (τ ; xi(tk)), computed over τ ∈ [tk, tk + Tp] for a measured state xi(tk). Then, this
control input is applied to the system until the next sampling instant tk+1:

ui(τ ; tk) = ū∗i (τ ; xi(tk)), τ ∈ [tk, tk+1). (2.2.27)

This process is repeated at the next sampling instant tk+1 for solving a new finite horizon optimal
control problem. The control input u(τ ; xi(tk)) represents the feedback since it is recalculated
at each sampling instant using new state information.

Consequently, optimal motion planning for multi-agent dynamical systems is the result of apply-
ing MPC to deal with obstacles. The particular implementation can be done either through the
potential field implementation (in Section 2.2.1) or via mixed-integer programming (in Section
2.2.2).

Problem 2.2.8 (Potential field-based tracking MPC). As defined in (2.2.10), potential field is
a combination of repulsive potential and attractive potential functions, in which the repulsive
potential (2.2.12) constructed from polytopic region (2.1.4) has a high value in the interior and a
low value sufficiently far away from the obstacle, converges to the attractive potential, describing
the goal configuration at a global energy minimum presented by quadratic function (2.2.11).
Finite prediction horizon strategies reformulate the potential field approach as in Problem 2.2.7
in order to obtain the collision-free path of the MAS through minimizing a given cost per stage
Li(·) (2.2.24) which is redefined over a finite prediction horizon as follows:

LPF
i (xi,ui) = S(x̄i(τ)) + ‖ūi(τ)‖2Ri

=

Nobs∑
`=1

Φ`(x̄i(τ)) + ‖x̄i(τ)− xi,ref (τ)‖2Qi
+ ‖ūi(τ)‖2Ri

, (2.2.28)

where Φ`(·) is the repulsive potential defined in (2.2.12). Note that the second term in (2.2.28)
is the attractive potential showing the lowest value at the desired target of the potential field as
can be seen in Fig. 2.2.4b of Example 2.2.4.

Therefore, the collision avoidance constraints are considered as weakened constraints, or so-
called implicit (or soft) constraints by imposing a repulsive potential field constructed from the
convex sets appearing in the problem. Since the cost per stage LPFi (·) must be minimized such
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that its value would be the smallest, the high value regions are inside like the repulsive potentials
have to be penalized. Therefore, feasible paths for the MAS are generated which do not collide
with the obstacles. CASADI framework [Andersson et al., 2019] with solver IPOPT [Wächter
and Biegler, 2006] and ACADO toolkit [Houska et al., 2011] with solver qpOASES [Ferreau
et al., 2014] can deal with the non-convex problem of nonlinear programming and will be used
hereafter.

Mixed integer nonlinear programming (MINLP) is not easy to implement since it combines
the nonlinearity of the dynamics/constraints with the use of binary variables [Jeroslow, 1973].
Hence, in this manuscript, we simplify the problem by considering a relaxed MILP (Mixed
integer linear programming) formulation (i.e., MIP formulation). We will employ the CPLEX
solver through the Yalmip toolbox [Löfberg, 2004] to deal with the MILP formulation in the
MPC scheme.

Problem 2.2.9 (Mixed integer programming-based tracking MPC). Assuming that MAS oper-
ates in a workspace F , comprising a set of bounded convex regions representing static obstacles
as (2.2.8), at every sampling instant, tk, the predicted position state of MAS has to lie in the
exterior of prohibited regions through the constraints expressed in MILP form in (2.2.20) and
(2.2.21). As a consequence, this approach is similar with Problem 2.2.7 with the MILP con-
straints as presented in (2.2.20) and (2.2.21) are taken into account.

As a consequence, to deal with the non-convex problem of motion planning for MAS based on
tracking optimization-based control, we presented two main approaches which handle the non-
convex constraints in two ways, implicit (i,e., soft) constraints penalized through a potential
field formulation as in Problem 2.2.8 and explicit (i.e., hard) constraints under MILP form as
in Problem 2.2.9. Of course, each approach has its own advantages and disadvantages which
have to be considered before a decision. In Section 2.4 comparisons as well as evaluations will
be carried out to validate the selection done in this manuscript (i.e., the preference towards
potential field methods).

2.3 Control barrier function-based constraints description

Besides the approaches mentioned earlier, collision avoidance constraints may also be imple-
mented through a barrier certificate, i.e., control barrier function (CBF). CBF was proposed
recently to certify forward invariance of a set using barrier function regardless of the details
of the reachable set computation [Wieland and Allgöwer, 2007]. Therefore, this approach has
been investigated and applied for a variety of domains, e.g., [Ames et al., 2014] presents the
combination of CBF and control Lyapunov functions in the context of a quadratic program for
adaptive cruise control and lane keeping control, whereas [Wang et al., 2017a] considers collision
avoidance of multi-mobile robot systems. The fundamental idea is to define a set of safe states
and then use the CBF to formally guarantee that if the system starts in the safe set, it still stays
in the safe set, this property is the so-called forward invariance of the set.

2.3.1 Control barrier function

We start by introducing the notion of safe set. We first take dynamical systems of the ith agent
as in (2.2.1) into account, the objective is to find conditions such that the states of this system
always lie in a defined safe set C ∈ Rn, i.e., the set in which the agent’s states should stay, and a
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controller is then generated which ensures the invariance property of the set C, i.e., if xi(0) ∈ C,
then xi(t) ∈ C,∀t ≥ 0. Let us define the set C as follows:

C = {xi ∈ Rn : h(xi) ≥ 0}, (2.3.1a)

∂C = {xi ∈ Rn : h(xi) = 0}, (2.3.1b)

Int(C) = {xi ∈ Rn : h(xi) > 0}, (2.3.1c)

where a smooth function h(·) : Rn → R is a continuously differentiable function, ∂C defines the
boundary of set C and Int(C) stands for the strict interior of the set C.

From the safe set C is defined in (2.3.1), the invariance of C can be established by using a barrier
function B : C → R (see [Prajna et al., 2007]). Motivated from the barrier function in numerical
optimization in [Boyd and Vandenberghe, 2004], the barrier function can be defined in the form
of the logarithmic barrier function:

B(xi) = −log
(

h(xi)
1+h(xi)

)
. (2.3.2)

Alternatively, it may take the form of the inverse barrier function:

B(xi) =
1

h(xi)
. (2.3.3)

Both forms of barrier function, B(xi), must satisfy the following properties:

inf
xi∈Int(C)

B(xi) > 0, lim
xi→∂C

B(xi) =∞. (2.3.4)

Example 2.3.1. Consider the bounded constraint, −1 ≤ x ≤ 2, one is able to obtain the safe set
C (2.3.1) with h1(x) = x + 1 ≥ 0 and h2(x) = 2 − x ≥ 0, B(x) = B1(x) + B2(x), where the
barrier function candidate is in the form of the inverse barrier function (2.3.3), satisfying the
properties (2.3.4) as can be seen in Fig 2.3.1.
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Figure 2.3.1: Barrier function for −1 ≤ x ≤ 2.

The authors in [Prajna et al., 2007], [Tee et al., 2009] have presented the condition Ḃ(xi) ≤ 0 to
ensure that Int(C) is forward invariant, however, this is excessively harsh due to the fact that
it requires all sublevel sets of C to be also invariant, particularly, it will not permit a solution
to leave a sublevel set even if it still remains in Int(C). As a consequence, [Ames et al., 2014]
proposed an enhancement by proposing the following relaxation:

Ḃ(xi) ≤
κ

B(xi)
, (2.3.5)
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with κ > 0 and B(·) considered as a barrier function candidate from (2.3.2) or (2.3.3). The
constraint (2.3.5) allows for B(·) to increase rapidly when xi is far away from the boundary, and
approaches zero as xi approaches the boundary of C, ∂C, defined as in (2.3.1b).

For condition (2.3.5) to be feasible, the states of (2.2.1) have to be guaranteed to stay in Int(C).
We can verify this through differentiating the logarithmic barrier function (2.3.2) along solutions
of (2.2.1):

Ḃ(xi) =
∂B(xi)

∂h(xi)
ḣ(xi) =

ḣ(xi)

h(xi) + h2(xi)
, (2.3.6)

Hence, the condition (2.3.5) implies that ḣ(·) is bounded by:

ḣ(xi) ≥
γ(h(xi) + h2(xi))

log
(

h(xi)
1+h(xi)

) . (2.3.7)

Using the Comparison Lemma [Khalil and Grizzle, 2002] gives

h(xi(t,xi0)) ≥ 1

−1 + exp

(√
2γt+ log

(
h(xi0)+1
h(xi0)

)) . (2.3.8)

With the the inverse barrier function (2.3.3), we are also able to differentiate along solutions of
(2.2.1):

Ḃ(xi) = −∂B(xi)

∂h(xi)
ḣ(xi) =

ḣ(xi)

h2(xi)
. (2.3.9)

Applying (2.3.5) means that ḣ(·) is bounded by:

ḣ(xi) ≥
γh2(xi)(

1
h(xi)

) . (2.3.10)

The Comparison Lemma [Khalil and Grizzle, 2002] leads to

h(xi(t,xi0)) ≥ 1√
2γt+ 1

h2(xi0)

. (2.3.11)

Consequently, (2.3.8) and (2.3.11) show that, if h(xi0) > 0, i.e., xi0 ∈ Int(C), then checking
constraint (2.3.5) ensures that h(xi(t,xi0)) > 0, ∀t ≥ 0, which means that xi(t,xi0) ∈ Int(C),
∀t ≥ 0.

Definition 2.3.2 (Control Barrier function [Ames et al., 2014]). For the model system as in
(2.2.1), let C ⊂ Rn be defined by (2.3.1) for a continuously differentiable function h : Rn → R,
then a function B : C → R is a control barrier function (CBF) if if there exist class K functions,
α1, α2, and κ > 0 such that,

1

α1(h(xi))
≤ B(xi) ≤

1

α2(h(xi))
, (2.3.12a)

Ḃ(xi)−
κ

B(xi)
≤ 0. (2.3.12b)

Remark 2.3.3. The bound of B(·) in (2.3.12a) signifies that along with solutions of (2.2.1), B(·)
basically acts like 1

α(h(xi))
for some class K function α with

inf
xi∈Int(C)

1

α(h(xi))
> 0, lim

xi→∂C

1

α(h(xi))
=∞. (2.3.13)
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Remark 2.3.4. (2.3.12a) and (2.3.12b) ensure that if ui(xi) ∈
{

ui ∈ Ui : Ḃ(xi)− κ
B(xi)

≤ 0
}

,

then the system (2.2.1) renders the set C forward invariant.

It is worth noting that the CBF, as presented, only works in the case when h(·) has relative
degree rd = 1 as conclusion of [Borrmann et al., 2015].

2.3.2 Potential field for anti-collision constrains using the control barrier
function

This subsection presents the method for constructing the control barrier function constraint (in
the case h(·) has a relative degree rd = 1 (i.e., a pairwise safety constraint between two agents
can obtain from the first derivative of h(·))) in order to prevent collision among the agents while
operating. A safe set Cij(·) is defined over the state space of the MAS, which yields control
barrier functions which are subsequently used to guarantee that the agents still stay in this set
for all time.

We particularize the generic dynamical system defined in (2.2.1) by assuming the case of double-

integrator dynamics where the state of the ith agent is defined by position, pi =
[

xi yi
]> ∈

R2, and velocity, vi =
[

vxi vyi
]> ∈ R2, and the control input, ui =

[
uxi uyi

]> ∈ R2,
defined by the acceleration.

Assuming any two agents i and j, their relative position and relative velocity are given by
∆pij = pi−pj and ∆vij = vi−vj . As also stated in [Borrmann et al., 2015], we are interested
only in the relative velocity between the agents denoted as:

∆v̄ = ‖∆ṗij‖ =
∆pTij
‖∆pij‖

∆vij , (2.3.14)

that causes collision. Consequently, ∆v̄ can be controlled to avoid imminent collisions if the
maximum relative braking force is applied. Any two agents could always keep a safety distance
Ds due to the following pairwise safety constraint:

‖∆pij‖ −
∆v̄2

cij∆amax
≥ Ds, ∀i 6= j, (2.3.15)

which can be rewritten as:

−
∆pTij
‖∆pij‖

∆vij ≤
√
cij∆amax(‖pij‖ −Ds), ∀i 6= j, (2.3.16)

where ∆amax = 2amax is the maximum relative braking acceleration and cij ≥ 0 is the col-
lision avoidance coefficient, which scales the maximum relative braking acceleration. Note
that the constraint (2.3.16) is activated when the two agents are moving closer towards each

other (
∆pTij
‖∆pij‖∆vij < 0) and inactivated when the two agents are moving away from each other

(
∆pTij
‖∆pij‖∆vij ≥ 0).

We can now define the pairwise safe set Cij as:

Cij = {(pi,vi) ∈ R4|hij(∆pij ,∆vij) ≥ 0}, ∀i 6= j, (2.3.17)
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where hij is derived from (2.3.16):

hij =
∆pTij
‖∆pij‖

∆vij +
√
cij∆amax(‖∆pij‖ −Ds). (2.3.18)

Taking into account (2.3.17) and (2.3.18), the inverse control barrier function9, Bij(∆pij ,∆vij),
which satisfies the pairwise safety constraint (2.3.16) is constructed as follows10:

Bij(∆pij ,∆vij) =
1

hij(∆pij ,∆vij)
, ∀i 6= j. (2.3.19)

Furthermore, by combining the condition (2.3.5) to ensure that Int(Cij) is forward invariant,
(2.3.18) and (2.3.19), a linear constraint on the control variable uij can be formulated:

−∆pTij∆uij − γ
Bij
h2
ij‖∆pij‖+

(∆vTij∆pij)
2

‖∆pij‖2 − ‖∆vij‖2 −
cij∆amax∆vTij∆pij

2
√
cij∆amax(‖∆pij‖−Ds)

≤ 0, ∀i 6= j.

(2.3.20)

(2.3.20) is the CBF constraint for guaranteeing collision avoidance for each pair of agents in MAS
and it will be employed as an explicit constraint in the potential field-based MPC (Problem 2.2.8)
or MIP-based MPC (Problem 2.2.9).

2.4 Simulation results for collision avoidance using repulsive po-
tentials

This section first presents some comparison11 of the two approaches, PF and MIP-based opti-
mization control for motion planning of MAS. The approaches discussed here are paramount
for the rest of the manuscript and will be used and enhanced throughout it. Lastly, potential
field-based NMPC is combined with CBF to ensure collision and obstacle avoidance.

Consider a multi-agent system with double-integrator dynamics, with Na agents[
ṗi

v̇i

]
= Ai

[
pi

vi

]
+ Biui, (2.4.1)

where

Ai =


0 0 1 0

0 0 0 1

0 0 − ζi
mi

0

0 0 0 − ζi
mi

 , Bi =


0 0
0 0
1
mi

0

0 1
mi

 , (2.4.2)

denote the simplified dynamics of unmanned surface vessels, as used in [Prodan, 2012], where
pi = [xi yi]

> ∈ R2, vi = [vx1 vx2 ]> ∈ R2 and ui = [uxi uyi ]
> ∈ R2 stand for positions, velocities

and and control inputs ux1 ux2 represents accelerations. The parameters of ζi = 3, m = 60 are
the damping factor and the mass12.

9The choice of the inverse control barrier function is not restrictive, one may use other types of control barriers,
for example a logarithmic control barrier function as defined in (2.3.2).

10Note that for any initial distance between two agents i and j, i.e., ‖∆pij‖ ≤ Ds, i 6= j, hij can not be defined,
leading to Bij being undefined. As a consequence, the initial distance between any two agents must be greater
than Ds.

11Note that both methods are verified with the same scenario.
12It is worth noting that the real dynamical model of the vessel is trivially underactuated, which comes from a

lower number of actuators than outputs to be steered. In this chapter, we use only simplified linear dynamics to
facilitate illustrating the problems being presented. In future chapters, a realistic ship model will be applied.
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2.4.1 Potential field and Mixed-integer programming approach

To demonstrate the effectiveness of this approach, a comparison of MIP and PF is implemented in
Matlab 2015a on a computer with the following configuration: Intel Core i7-4790CPU, 3.60GHz,
8GB RAM.

This comparison is based on three criteria: i) capability of ensuring obstacle avoidance; ii)
feasibility (i.e., returning a solution for each step of the simulation) and iii) execution time.

It is worth noting that in this subsection, we only concentrate on the obstacle avoidance issue
when applying the potential field and MIP approaches.

Scenario 1: one static obstacle

Consider one agent (i.e., Na = 1) in two spatial dimensions described by the dynamics in
(2.4.1), operating in workspace F ∈ R2 in the presence of only one obstacle defined as in
(2.1.4). Making use of the polytopic region as described in Example 2.1.5 accounts for the
fixed obstacle. We assume that the agent starts from initial point [−18,−18]> to a destination
target pref = [−6, 6]> which is the interior of the obstacle. The working space is a box
constraint {pi ∈ R2| − 100 ≤ pi ≤ 100} and the control input’s constraint for the agent is
{ui ∈ R2| − 20 ≤ ui ≤ 20}.

• Concerning the potential field-based MPC, we first obtain the sum function (2.1.6) from a
given polytopic region representing the static obstacle. Then, repulsive potential function
in favor of one obstacle is derived from (2.2.12) with the parameter of strength c1 = 0.5 and
effect range c2 = 0.01, one can also derive the attractive potential function as presented
in (2.2.11) with desired destination of agent, pref . Finally, we solve Problem 2.2.8 to
accomplish the collision-free path for agent.

• With regard to MIP optimization-based control approach, the non-convex working space is
described as in Example 2.2.6. Then, the mixed integer linear constraint is constructed as
in (2.2.20) and (2.2.21):

−


−0.2691 −0.2018
0.1871 −0.0234
0.1156 0.1445
−0.1046 0.0262

pi ≤ −


0.9417
−0.9821
0.9827
0.9942

+M


z1

z2

z3

z4

 ,
z1 + z2 + z3 + z4 ≤ 3,

where M is chosen sufficiently large, 104 and (z1, . . . , z4) ∈ {0, 1}4.
With all these elements in place, we solve Problem 2.2.9 to obtain the obstacle-avoiding
path for the agent.

The prediction horizon for both approaches are Tp = 10s, time step Te = 1s and the weighting
matrices of both methods are chosen similarly:

Qi = 0.1


1 0 1 0

0 1 0 1

0 0 1 0

0 0 0 1

 ,Pi = 0.5


1 0 1 0

0 1 0 1

0 0 1 0

0 0 0 1

 ,∆Ri = 0.1

[
1 0
0 1

]
.
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Fig. 2.4.1 illustrates the actual motion of the agent through both approaches. None of the
trajectories is able to reach the desired target (which is unreachable since it lies inside the
obstacle). However, the MIP implementation leads to positions which are closer to the target
point than the APF approach. They thus stay on the hyperplane of the fixed obstacle (the
red one). This is to be expected: the potential field grows in the vicinity of the obstacle (as
governed by the effect range parameter), and the agent’s trajectory naturally avoids the ”hill”
regions of the field. From a practical point of view, the behavior exhibited by the APF methods
is more than acceptable: the trajectory gets close to the obstacle but is still sufficiently far away
to avoid an accidental collision. In particular, if the trajectory would reach the boundary, the
APF would have failed since inside the obstacle the field has a constant value and, thus, the
trajectory could travel inside without any additional penalty.

The control inputs of the two approaches are also depicted in Fig. 2.4.2, It becomes evident
that the potential field method shows less oscillation and more smoothness than the MIP-based
method in the control input.
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Figure 2.4.1: Motion planning of agent with PF-based MPC and MIP-based MPC.
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Figure 2.4.2: Comparison of control inputs of agent with PF-based MPC and MIP-based MPC.

Scenario 2: two static obstacles
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Table 2.4.1: Performance criteria for the motion planning of agent implemented by two ap-
proaches in Scenario 1.

Potential field approach MIP approach

Prediction horizon [s] 10 10

Sampling time, Te [s] 1 1

Simulation number 80 80

CPU time [s] 20.43 20.39

Length of trajectory [m] 25.9 27.2

Feasibility X X
Obstacle avoidance X X

Consider the Example 2.2.5 again, and let the position component of the agent (2.4.1) in the
working space F ∈ R2 be constrained by the two triangular obstacles, illustrated in Fig. 2.2.4a.
We assume various initial points (50 different initial points) and a common destination target
(at coordinates pref = [0, 16]>). We take the initial points as close as possible to the obstacles
in order to verify the effectiveness of the obstacle avoidance schemes.

• Potential field optimization-based control approach: we first obtain the sum function (2.1.6)
from a given polytopic region representing the static obstacle defined by (2.1.4). Then,
repulsive potential function for each obstacle is derived from (2.2.12) with the parameters of
strength c11 = c12 = 100 and effect range c21 = c22 = 0.5, the attractive potential function
is taken into account by (2.2.11) with desired the destination pref . Finally, solving Problem
2.2.8 for obtaining the collision-free path for agent.
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Figure 2.4.3: Agent trajectories generated by potential field-based MPC.

Similar to Scenario 1 with PF-based MPC, Scenario 2 shows an outstanding result where
50 trajectories avoid the two obstacles; even when the initial points stay very close to the
obstacle, as can be seen in Fig. 2.4.3.

• MPC with MIP-based obstacle avoidance: the non-convex workspace of the agent, F ∈ R2

in the presence of two triangular obstacles described as in Fig. 2.2.4a. Then, the mixed
integer linear constraints for two static obstacles are constructed as in (2.2.20) and (2.2.21).
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For the 1st static obstacle (the green one):

−

 0.1871 −0.0234
−0.0711 0.0711
−0.2691 −0.2018

pi ≤ −

−0.9821
0.9949
0.9417

+M

z1
1

z1
2

z1
3

 ,
z1

1 + z1
2 + z1

3 ≤ 2.

For the 2nd static obstacle (the red one):

−

 0 −1.0000
0.0830 0.0332
−0.1925 0.19258

pi ≤ −

 0
0.9960
−0.9623

+M

z2
1

z2
2

z2
3

 ,
z2

1 + z2
2 + z2

3 ≤ 2.

where M for both fixed obstacles is chosen sufficiently large, 104, and z1
k, z

2
k (k = 1, 2, 3)

are the auxiliary binary variables representing the 1st and 2nd obstacle.

Ultimately, solving Problem 2.2.9 with these explicit constraints leads to the agent’s path.
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Figure 2.4.4: Agent trajectories generated by MIP-based MPC.

The results of this method are not as good as the potential field approach. Although the
execution time of two methods is approximately equal, almost all the trajectories generated
via mixed-integer representation are not able to avoid the fixed obstacles at the corners as
can be observed in Fig. 2.4.4. The ratio of success of collision-free trajectories generated
is 28%.

The obstacle avoidance of MIP optimization-based control approach can be enhanced by
decreasing the sampling time Te = 0.1. However, this leads to a remarkable increase
of simulation number (for reaching the target point) and computation time of solver (3
times as opposed to potential field method). Moreover, trajectories exhibit a chaotic
behavior while converging towards the desired point (the red one). In particular, there
are six unfeasible trajectories (the black ones) (12%) due to the sudden termination of
the branching (MIP technique based on a branch-and-bound algorithm). It is the main
shortcoming of this technique, which was mentioned at the beginning of this Chapter and
in Chapter 1. These illustrations are depicted in Fig. 2.4.5.



2.4. Simulation results for collision avoidance using repulsive potentials 40

−16 −12 −8 −4 0 4 8 12 16 20

−6

−2

2

6

10

14

18

22

X [m]

Y
[m

]

Obstacle 1
Obstacle 2
Initial points
Desired point

Figure 2.4.5: Agent trajectories generated by MIP-based MPC.

Table 2.4.2: Performance criteria for the motion planning of agent implemented by two ap-
proaches in Scenario 2.

50 various initial points
PF approach MIP approach MIP approach

(Fig. 2.4.3) (Fig. 2.4.4) (Fig. 2.4.5)

Prediction horizon [s] 20 20 20

Sampling time, Te [s] 1 1 0.1

Simulation number 100 100 250

Average CPU time [s] 25.43 25.45 75.42

Feasibility 100% 100% 88%

Obstacle avoidance 100% 28% 100%

Performance criteria for the motion planning of agent of both approaches are compared as
presented in detail in the Table 2.4.2.

The comparisons between the two approaches, MIP-based MPC, and potential field-based MPC
show us the better result of the latter one in connection with the feasibility, ability of collision
avoidance as well as the computation time. As a result, the potential field optimization-based
control approach is taken into account as the primary method for motion planning of the multi-
agent dynamical systems. Note that, at a first glance MIP is the more tempting approach: the
resulting mixed-integer model is ”nicer” as it appears to be pseudo-linear in its constraints and,
writing explicitly the constraints give the impression that the problem is well-behaved. Still, the
numerical issues which afflict MIP formulations lead to results which are often inferior to other
approaches (as proved to be the case here, when compared with the APF method).

2.4.2 Potential field-based MPC approach using the control barrier con-
straint

Since the capability of obstacle avoidance and the feasibility of motion planning for MAS with
the PF approach are better and more realistic than the MIP-based MPC, the PF approach is
combined with CBF to ensure the collision-free path for MAS in the operating space.
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Consider two agents (i.e., Na = 2) described by the dynamics in (2.4.1), which move in opposite
directions in a workspace F ∈ R2 in the presence of two triangular obstacles as illustrated in
Fig. 2.2.4a. We consider two agents in a decentralized control framework (i.e., each agent owns
a cost function as presented in Problem 2.2.8. An explicit CBF constraint is established as
in (2.3.20) and taken into account by Problem 2.2.8 (potential field-based tracking MPC) for
ensuring a safe distance between the two agents. The weighting matrices of each cost function,
the prediction horizon Tp and sampling time Te are aforementioned at the beginning of this
section, the parameter κ as in (2.3.5) is chosen equal to 1, and the collision avoidance coefficient
c12 = c21 = 1.
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Figure 2.4.6: Motion planning of two agents generated by the PF approach with and without
CBF.

Due to the scenario’s nature, the two agents (the violet and black one, account for agent 1 and
2 in case of without using CBF) collided (they met midway) as illustrated in Fig. 2.4.6 and Fig.
2.4.7. In the presence of explicit CBF constraint, the safety distance Ds = 5[m] between them
is ensured as we are also able to observe their trajectories in Fig. 2.4.6 (the blue and the red
colors represent agent 1 and 2 in case of using CBF). As a consequence, MAS can implement
both obstacle and collision avoidance with the combined algorithm (PF with the additional
control barrier function constraint). The control input of the two agents in this scenario is also
illustrated in Fig. 2.4.8.
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Figure 2.4.8: CBF constraint (2.3.17) of two agents generated by the PF approach with CBF.
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Figure 2.4.9: Control barrier constraints of two agents.

Note that the explicit CBF constraint (2.3.20) for the two agents which are based on the Eu-
clidean distance is fully verified in Fig. 2.4.9. In other words, CBF constraint guarantees that
all the states of the agents start in the pairwise safe set Cij (2.3.17), and still stay in the safe set
Cij , i.e., the property of forward invariance is guaranteed.

2.5 Conclusions

In this chapter, we first recalled the polyhedral set notion, which is used to describe the prohib-
ited regions representing the static obstacles where MAS are not allowed to enter. In another in-
terpretation, the workspace in which MAS operates is non-convex (the complement of a union of
convex regions). Next, optimization-based control techniques, in particular, (non-)linear model
predictive control, were presented for dealing with these constraints. We detail two approaches,
each of them treating the obstacle avoidance constraint implementation in a different manner.
First, the potential field method considers an implicit description (where the constraint-induced
potential is penalized in the cost). Second, the mixed-integer programming method considers
an explicit description (where the constraints are modeled with the help of binary variables
and integrated into a MIP optimization problem). Finally, simulations are carried for a double-
integrator dynamic to show the benefits of using the PF-based MPC approach and justify its
subsequent use throughout the manuscript.
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In addition, barrier certificates (i.e., control barrier functions) were also presented and taken into
account as the explicit constraints which aim at ensuring no collision among agents in the context
of potential field-based MPC. Although this combined algorithm has shown its effectiveness in
generating the collision-free path for MAS in the variable environment, it also gives out some
issues which have to be further investigated.

First, the admissible control space permitted by the safety barrier certificates is reduced. As
can be seen in Fig. 2.4.9, it is challenging to perform the desired control actions of the nominal
controller. Consequently, if there is an increase in the number of agents, we may arrive at a
deadlock in some particular configurations. Second, the approach, as presented, only applies for
the 1st order relative degree of the smooth function h(·). As a result, it is difficult to find out a
safe set for ensuring forward invariance in the case of the complex dynamical system of MAS,
e.g., have nonlinearities in their dynamics. Although exponential control barrier functions as
presented in [Nguyen and Sreenath, 2016, Ames et al., 2017] can deal with the higher relative
degrees, CBF approach considers the agent pointwise, which is far from the conditions encoun-
tered in practical applications. Finally, using the PF approach means that we have to study
and overcome local minima problems, into which the agents may be trapped when having many
repulsive potential fields.

Considering these issues, the future work will first ignore the CBF approach as was aforemen-
tioned for collision avoidance. This is acceptable from a practical point of view because each
agent has its own specific shape. Second, we will investigate and propose an enhanced method
to deal with the local minima. Whether the agents are trapped into the local minima, and if so,
the question is posed how to deal with local minima for motion planning of MAS in potential
field-based MPC approach? For answering this question, Chapter 3 will provide an algorithm to
deal with this issue.
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Chapter 3

Potential-field constructions for
motion planning with collision
avoidance

As presented in Chapter 2, particularly in the implementation of the tracking MPC scheme,
the total potential field (additively composed from repulsive, accounting for forbidden region
avoidance, and attractive, accounting for goal convergence, potential fields) has been used as a
penalty term in the cost. This generic potential field-based MPC construction can be applied in
a wide range of applications, each of them with its own particularities. Hence, in this chapter,
we concentrate on the safe navigation for MAS in a maritime field. This is a challenging research
topic with many open problems. We consider thus, that proving the potential field approach in
this application, will convincingly validate the approach and show its versatility for applications
in other areas.

In recent years, there has been increasing interest in path planning for marine vehicles in both
military and civilian applications with the dual aim of attenuating accidents at sea and of
increasing efficiency. In particular, for Unmanned Surface Vehicles (USVs), it is essential to
generate collision-free paths with respect to both fixed obstacles (e.g., islands, shorelines or
other ships at anchor) and moving obstacles (e.g., other ships while under operation). Not in
the least, the collision avoidance actions for both manned and unmanned surface vessels must
respect the rules which have been given by the Convention on the International Regulations for
Preventing Collisions at Sea (COLREGS) [Commandant, 1999].

For MAS motion planning in a coastal environment, we may classify some fundamental methods
which cope with the collision avoidance problem with static/dynamic obstacles:
i) Evolutionary algorithms which exploit their population-based search nature to yield near-
optimal solutions through successive iterations. Particle Swarm Optimization and Genetic algo-
rithm are two well-known algorithms that are generally used to solve motion planning for USV
at sea such as in [Aghababa et al., 2012], [Hu et al., 2017], [Arzamendia et al., 2019] and [Xiong
et al., 2019];
ii) Roadmap-based methods are employed to diminish the N-dimensional configuration workspace
to a set of one-dimensional paths, which are then enumerated to determine the shortest path
for USV, as presented in [Wu et al., 2013], [Niu et al., 2019];
iii) Randomized sampling algorithms where the two typical approaches are Probabilistic Roadmaps
(PRM) and Rapidly-exploring Randomized Trees (RRT). Their fundamental ideas are based on
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taking randomly sampled states to search a collision-free path between a priori given two states
(i.e., starting and final point) [Larson et al., 2007], [Cui et al., 2015] and [Chiang and Tapia,
2018];
iv) Constrained optimization-based control which is often implemented as (non-)linear model
predictive control has been applied to USV in the problem of path following [Oh and Sun,
2010, Liu et al., 2015, McNinch et al., 2008] whereas collision avoidance in a simple external
operating space has been considered by [Johansen et al., 2016, Breivik et al., 2017, Sun et al.,
2018a].

From a control point of view, to handle the constraints describing obstacle and collision avoid-
ance, as presented in Chapter 2, two approaches were presented: explicit (mixed-integer based)
and implicit (potential-field based). Usually, the explicit methods reduce to the use of a MIP
implementation where the constraints are explicitly taken into account but at the cost of high
computation times since it typically demands searching through a large binary tree. Hence, the
problem is NP-hard, which means that, quite probably, the result of the optimization will either
be infeasible or mired into numerical issues. In addition, using the nonlinear vehicle dynamics
leads to nonlinear mixed-integer nonlinear optimization programs which are substantially more
challenging than standard MIP implementations [Abichandani et al., 2015, Ragi and Mittel-
mann, 2017, Cafieri and Rey, 2017]. The implicit methods usually reduce to the use of various
types of potential field-based constructions (presented in detail in Chapter 2). Ideally, a perfect
potential function may lead the USVs along globally optimal collision-free paths. Nonetheless,
an inadequate potential function may cause the agent to get into local minima. This happens,
e.g., whenever the agent reaches a null-potential field location where the various potential com-
ponents cancel each other. If this location is attractive (the gradient of the potential field points
towards it on a non-empty neighborhood) it means that the agent oscillates around it indefinitely
(i.e., it enters a limit cycle).

Much of the literature has, in recent years, concentrated on enhancements to the classical APF
method: this is done by adding a new component to the field, modeled either through a virtual
obstacle near the local minima to repel the agent [Lee and Park, 2003], [Sfeir et al., 2011] or
by providing an additional control term for the USV to escape from local minima [Li et al.,
2012b], [Luo et al., 2012]. This approach is tractable for real-time path planning but incurs a
high computational cost. Other methods also proposed for dealing with the local minima are
to combine potential field approach with heuristic algorithms such as ant colony optimization
[Nazzal, 2017]; simulated annealing algorithm [Park et al., 2001], [Zhu et al., 2006] or its variant,
so-called deterministic annealing (with noise inserted into the cost function) [Doria et al., 2013].
However, the common drawback of these approaches is their demand of a tremendous amount
of computation power while still being at risk of failing to find a suitable solution. An improved
APF based on regression search methodology employed to solve the local minima in a priori
known environments has been addressed by [Li et al., 2012a], [Li et al., 2013] and [Yang et al.,
2016]. Nevertheless, an operating space with many obstacles may lead to an incomplete path in
the navigation task.

In general, the above methods are either complex in computation or challenging to solve in
complex scenarios. We thus propose a methodology which avoids adding virtual repulsive po-
tentials. This proposed method is the combination between the logistic regression and repulsive
potential field whose goal is to diminish the number of repelling areas. Furthermore, the MAS’s
workspace is no longer constant but rather a variable environment depending on the agents’
current positions. This reduces the null-potential regions, i.e., the probability of entering into a
local minima is also decreased. The logistic regression notion is often found in mathematical ap-
plications as it allows to describe smooth transitions between binary values: yes vs. no, positive
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vs. negative, dead vs. alive, etc. It is the go-to method for binary classification problems, and
it’s fundamental concepts are also used in deep learning [Huang et al., 2012], [Nadkarni, 2016].

The idea is for the MAS to avoid taking into consideration all of the repulsive potential fields
representing static/dynamic obstacles along the prediction horizon. Instead, only the repulsive
fields generated by regions (obstacles or other ships) sufficiently close are considered. This
is handled by weighting each of the repulsive potential fields with a logistic function. The
continuous variation of the function will ensure that a local minima area (if any) where the total
repulsion and attraction forces are zero will be eliminated. Moreover, reducing the number of
repulsive potential components, to those in the view range of the agent, reduces the computation
time.

The present chapter proposes the application of the logistic regression function to repulsive po-
tential functions to solve the local minima problem as well as to enhance the MAS performance.
Specifically, the contributions of this chapter are the following:

• Use a logistic regression, as a on-off barrier function to activate the associated repulsive
potentials in the range view of the agent for fixed and moving obstacles. The variation of
the logistic regression function depend on the risk of collision as a function of the relative
distance between agents and obstacles.

• The proposed method is validated through simulations over a real benchmark for the safe
navigation of ships in the Trondheim fjord while complying to a subset of COLREGS rules.
Comparisons will be provided to show the effectiveness of the proposed algorithm.

This chapter is organized as follows. Section 3.1 describes the potential field-based workspace
where static/dynamic obstacles and USVs safe regions are considered as repulsive convex re-
gions. Section 3.2 introduces and analyses the on-off barrier function. Section 3.4 shows the
construction of on-off barrier functions in conjunction with repulsive potential. Lastly, all the
elements are gathered and introduced into a nonlinear model predictive control framework to
ensure motion planning with collision avoidance. Section 3.5 shows the simulation results over
a real benchmark as well as comparisons with some alternative approaches. Section 3.6 draws
the conclusions and discusses future work.

3.1 Potential field-based description of a costal environment

The tools presented in Chapter 2, e.g., the polytopic constraints, the sum function and the
repulsive potential field for static obstacles will be further used for the motion planning of
autonomous ships in a coastal environment. The final purpose is to develop and apply these
tools over a real benchmark for the safe navigation of ships in the Trondheim fjord complying
to COLREGS rules (see Appendix A), using real numerical data.

3.1.1 Dynamic repulsive potential field

To correctly characterize the dynamic repulsive potential fields, we first provide a simplified
model of the USVs. This is followed by a description of the actual potential field, in terms of
the associated polytopic sets.
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Dynamical model of a USV

An autonomous surface vehicle experiences motions along 6 distinct degrees of freedom: surge,
sway, yaw, heave, roll, and pitch. However, this is only considered for the case of a small
waterplane area and low metacentric stability [Breivik, 2003]. In this manuscript, we concentrate
on large ship dynamics where the low-frequency vertical-plane ship dynamics and the thruster
action do not affect each other. Hence, we consider a simplified horizontal 3-DOF nonlinear
dynamics model with surge, sway and yaw by neglecting the vertical motion [Fossen, 2011].
Cybership II (CSII): scale 1:70 of a supply ship, is such a typical reduced model (as shown
in Fig. 3.1.1). It was developed in the Marine Cybernetics Laboratory at NTNU (Norwegian
University of Science and Technology). In order to identify the physical and hydrodynamical
quantities for this ship, many experimental tests have been carried out [Skjetne et al., 2004].

Ob

xb

yb

u (surge)

ν (sway)
r (yaw)

ψ

xI

yI

Figure 3.1.1: Earth-fixed (xI , yI) and body-fixed (xb, yb) frames.

As a consequence, from the nominal model in the general form of ith agent as in (2.2.1), the
mathematical model of the ith underactuated surface vehicle1 moving in a horizontal plane is
described as in [Fossen, 2002]:

η̇i = R(ψi)νi, (3.1.1a)

Miν̇i = −Ci(νi)νi −Diνi + ui + wi, (3.1.1b)

where ηi =
[
pi ψi

]> ∈ R3, composed from position pi =
[
xi yi

]>
and yaw angle, ψi, gives

the orientation relative to an Earth-fixed reference frame2. The vector νi =
[
ui vi ri

]> ∈
R3 includes the surge, sway and yaw rates. The additive disturbances are given by wi =[
wui wvi wri

]> ∈ R3. The input vector, ui ∈ R3, with ui =
[
Tui Yδδi Nδδi

]>
is the control

input corresponding to surge thrust, rudder force and moment respectively. The system matrices
Mi, Ci(νi) and Di ∈ R3×3 are the mass, Coriolis and damping matrices, respectively and are
given as:

Mi :=

m11 0 0
0 m22 m23

0 m32 m33

 , Di :=

d11 0 0
0 d22 d23

0 d32 d33

 and Ci :=

 0 0 c13

0 0 c23

c31 c32 0

 , (3.1.2)

where c31 = −c13 = m22vi − m23ri and c23 = −c32 = m11ui. The rotation matrix R(ψi) is
described by the following expression:

R(ψi) :=

cos(ψi) −sin(ψi) 0
sin(ψi) cos(ψi) 0

0 0 1

 . (3.1.3)

1Underactuation means that the ship has a lower number of actuators (i.e., control inputs) than the number
of states (degrees of freedom). Hence not all state components can be brought simultaneously at a desired value.

2Note that in the model (3.1.1a), the side-slip is neglected as presented in [Eriksen et al., 2019], therefore yaw
and course are the same.
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The control objective is to drive the autonomous surface vehicle state xi =
[
ηi νi

]> ∈ R6 to
follow the reference state xi,ref , i.e., steer the ship from harbor to harbor while avoiding static
and dynamic obstacles or other ships obeying the COLREGS rules.

Parametrization of polytopic constraints

To construct the repulsive potential functions for agents as well as the moving obstacles, it is
necessary to parametrize their polytopic regions.

Hereinafter we consider the nominal model for ship dynamics (3.1.1) to characterize a team of
Na agents (presented first in a generic form in (2.2.1). Then, we represent the safety regions
(attached to either the agents or to the moving obstacles), as polytopic regions parametrized
by their current positions. Building upon from the Definition 2.1.2, which describes the convex
regions of static obstacles, we provide now a parametrization for the moving obstacles.

Definition 3.1.1. A polytope Ai, i ∈ V, characterizing the safety region (i.e., shape) of agent
i, centered at position pi(t) is described by:

Ai = {p ∈ R2 : aim(p− pi(t)) ≤ bim,m = 1, ..., nih}, (3.1.4)

where aim ∈ R1×2, bim ∈ R define the nih support hyperplanes of the polytopic set. Another
interpretation of (3.1.4) is to say that Ai = {pi(t)} ⊕ {p ∈ R2 : aimp ≤ bim, m = 1 . . . nih}, that
is, the safety region is a polytopic set translated by the current position pi(t) of the agent.

Next, a piecewise linear function, i.e., the sum function defined as in (2.1.6) is applied to the
safety region of agent i:

θi(pi(t)) =

nih∑
k=1

(aim(p− pi(t))− bim + |aim(p− pi(t))− bim|). (3.1.5)

The RP (Repulsive Potential) field for the agent is similarly described as in (2.2.12) by using
the sum function (3.1.5)

Υi(θi(pi(t))) =
c1i

(c2i + θi(pi(t)))2
, (3.1.6)

where c1i and c2i are positive parameters representing the strength and effect ranges of repulsive
potential of agent i.

The repulsive field (3.1.6) is parametrized after the i-th agent position. In other words, (3.1.6)
describes a repulsive potential function of agent i that changes over time. Similarly to the
repulsive potential of fixed obstacles (2.2.12), it must satisfy two following essential properties:
to have a high value inside the agent’s safety region and decreases linearly as the distance from
its bound increase. With construction (3.1.6) we observe that indeed these properties hold:

inf
pi /∈Int(Ai)

Υi(·) = 0, sup
pi∈Int(Ai)

Υi(·) =
c1i

(c2i)2
. (3.1.7)

It is worth mentioning that the choice of strength and effect range in (3.1.6) must be carefully
made with respect to the actual situation, the repulsive potential field of the agent cannot be
too small (collision risk, i.e., non-compliance with COLREGS) or too large (low navigation
efficiency).
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Example 3.1.2. Consider a CyberShip II (a 1 : 70 scale of a real ship). Its length is 1.255m and
its beam (breadth) is 0.29m. In order to obtain the repulsive potential function of this ship, we
first have to construct the ship’s polytopic region w.r.t the given dimension.

Ai =

pi(t) ∈ R2 :


0.0 −0.1961

0.9889 0.0
0.5211 0.2202
−0.5211 0.2202
−0.9889 0.0

 (p− pi(t)) ≤


0.9806
0.1483
−0.8246
−0.8246
0.1483




Then, applying the the formula (3.1.5) and (3.1.6) for polytope Ai and parameters ci1 = 1,
ci2 = 0.1, we obtain the repulsive potential field.
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Figure 3.1.2: Illustration of the polytopic region and dynamic RP field.

The safety region of the ship is represented by polytope Ai, parametrized after the current
position pi at different times t (pi(t) is the center of the vessel), as depicted in Fig. 3.1.2a. Fig.
3.1.2b illustrates the corresponding repulsive potential functions w.r.t its position pi(t): high
inside of the polytopic region and having a sudden drop to zero outside of the convex region.

3.1.2 Static repulsive potential field

In what follows we consider a workspace in which multiple ships travel. This is illustrated
through M MAP: a mapping package for Matlab [Pawlowicz, 2019]. It is based on real data of
the coordinates at geographic coordinate system with the longitude (180o East ↔ 180o West)
and latitude (90o North ↔ 90o South) display in degree units for the Trondheim fjord, as can
be seen in Fig. 3.1.3a, where the ground is represented by light green and the sea is light blue.



3.1. Potential field-based description of a costal environment 51

(a) Trondheim fjord based on real data. (b) Set of forbidden polytopic convex regions.

Figure 3.1.3: Trondheim fjord and bounded convex regions based on real data.

In this scenario, the mainland/islands are considered as the static obstacle, given as a union
of bounded convex regions. It is worth noting that we only need to cover the coastline, in our
description as this is the part which is actually in danger of collision, as illustrated in Fig. 3.1.3b.
The four red dots in Fig. 3.1.3 stand for the harbors.

In order to proceed, we first have to convert longitude/latitude measurements into position
coordinates in the horizontal plane. The cosine-Haversine formula3 [Robusto, 1957] is used to
determine the great-circle distance between two points on a sphere given their longitudes and
latitudes, and is defined by the following expression:

d = 2Rearth sin−1
(√

sin2(ϕ2−ϕ1

2 ) + cos(ϕ1) cos(ϕ2) sin2(λ2−λ12 )
)

(3.1.8)

where ϕ1, ϕ2 are the latitudes of point 1 and 2, λ1, λ2 are longitude values for point 1 and
2; Rearth is the radius of the earth in kilometers. Thus, the terrain shown in Fig. 3.1.3b, is
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Figure 3.1.4: 1:70 scale of workspace after using the cosine-Haversine formula.

over-approximated by a union of 22 bounded convex regions in the horizontal plane with a 1:70

3There are two ways to determine this distance, one is the cosine-Haversine formula, and the other is the
Pythagorean theorem. Haversine formula, however, is more accurate especially for longer distances.
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scaling4 of the real map after applying the cosine-Haversine formula, as illustrated in Fig. 3.1.4.

S ∈ R is the set of static repulsive potential fields, each of them computed as in (2.2.12) for the
polytopic regions covering the mainland in Fig. 3.1.4:

S =

Nobs⋃
`=1

Φf
` (γ`(pi)), (3.1.9)

and is depicted in Fig. 3.1.5.

Figure 3.1.5: The static repulsive potential fields for the mainland in Trondheim fjord.

3.2 Logistic Regression analysis

The paradigm logistic regression is technique borrowed by machine learning algorithm. It is used
to classify two-class values (yes vs. no, positive vs. negative, dead vs. alive, etc.). It is the go-to
method for binary classification problems and its fundamental concepts are also constructive in
deep learning [Huang et al., 2012].

Logistic regression is named for the function which is employed at the core of the method, the
logistic function, also called the sigmoid function was developed by statisticians and was first
applied for population growth studies in ecology as well as reaching the limit of the carrying
capacity of the environment [Kyurkchiev and Markov, 2016]. It has an S-shaped curve that can
take any real-valued number and map it into a value between 0 and 1. The sigmoid function
can be described as:

sig(x) =
L

1 + e−(x−xo)
, (3.2.1)

where xo is the value of the sigmoid’s midpoint and L is the curve’s maximum value.

For values of x ∈ R, the value of sigmoid function sig(x) is obtained by approaching L as x
approaches +∞ and approaching zero as x approaches −∞.

4A 1:70 scale of the map is chosen in order to match the 1:70 scale of the ship considered in these simulations.
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Figure 3.2.1: The standard logistic function.

The standard logistic function is the logistic function with parameters L = 1, xo = 0 and is
illustrated in Fig. 3.2.1.

Logistic regression is a technique for analyzing problems in which there are one or more inde-
pendent variables (i.e., input value, x) used to predict a dependent variable (i.e., output value,
y) by using the design parameter, β. From statistical decision theory, it is well known that
the optimal dependent variable decision is to choose the class label y maxing out the posterior
distribution F (y|x, β) [Stork et al., 2006]. In most cases, class label y representing a dependent
variable is assigned class labels 0 or 1 to a corresponding independent variable.

As a consequence, a logistic regression representation based on logistic function (3.2.1), which
models the probability of the default class (e.g., the first class in two-class values (0 and 1)).
In other words, we are modeling the probability that an input variable x belongs to the default
class (y = 1); one can write this formally as:

F (x, β) = F (y = 1|x, β) =
L

1 + e−β(x−xo)
≈
{

[0, L), if x < xo ,

L, if x ≥ xo ,
(3.2.2)

where β is the design parameter for the single independent variable x and L must be chosen
equal to 1.

Its derivative is:
∂F (x, β)

∂x
=

Lβe(−β(x−xo)

(1 + e−β(x−xo))2
. (3.2.3)

In case of the default class (y = 0), one can present this as follows:

F (x, β) = F (y = 0|x, β) =
L

1 + eβ(x−xo)
≈
{

0, if x > xo ,

(0, L], if x ≤ xo .
(3.2.4)

where L is chosen to be 1.

Equivalently, we may consider relation: F (x, β) = 1− F (x, β).

Its derivative is:
∂F (x, β)

∂x
= − Lβe(β(x−xo)

(1 + eβ(x−xo))2
. (3.2.5)
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Remark 3.2.1. It’s worth noting that L is chosen to be 1 to guarantee the output values of
logistic function stay into the range [0, 1] (i.e., logistic function is considered as classify two-class
values).

The hyperplane of all points x satisfying the equation β(x−xo) = 0 forms the decision boundary
between the two classes, these are the points for which F (x, β) = F̄ (x, β) = L

2 = 0.5 (assuming
that we take L = 1).
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(a) Logistic regression F (x, β) (3.2.2) with different β.
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(b) Logistic regression F (x, β) (3.2.4) with different β.

Figure 3.2.2: Illustration of logistic regression.
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(a) ∂F (y = 1|x, β) (3.2.3) with different β.
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Figure 3.2.3: Illustration of derivative of logistic regression.

Fig. 3.2.2 and 3.2.3 illustrate the logistic regression and its derivative with L = 1, x0 = 0 with
the different design parameters β. The change of β plays a decisive role in the logistic regression,
i.e., increasing β means that the evolution towards one of the limit values (either 0 or 1) becomes
faster.

By regulating the design parameter β, the logistic regression can be considered as an on-off
barrier function (0 accounts for “on” level and 1 accounts for “off”) while in the same time being
“well-behaved” (in the sense that it is a smooth function with reasonable derivative values). In
the next section, the combination of on-off barrier functions, i.e., logistic regression and repulsive
potential functions will be discussed in detail.

Gathering all the elements presented above, we will concentrate next on the NMPC imple-
mentation for motion planning with collision avoidance. Particular attention is given to the
formulation of the cost function through which we penalize the collision avoidance constraints
with fixed and moving obstacles.
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3.3 NMPC implementation

A typical approach for the use of potential field methods is to construct the total potential
(attractive and repulsive) and add it into an optimization framework, possibly looking over
a prediction horizon. However, this approach is computationally cumbersome, especially for
demanding applications when the number of fixed and moving obstacles is large. This may lead
to infeasible solutions for the optimization problem, usually due to local minima. Therefore, this
section introduces first the Chebyshev center to describe the safe distance between an agent and
static obstacles as well the distance to another agent. On-off barrier functions are used to weight
the repulsive potential fields such as to simplify the overall formulation. This means that the
various repulsive terms appearing in the objective function will be activated only when needed.
Next, the NMPC optimization problem and the implementation algorithm are delineated.

3.3.1 Chebyshev center for static polytope configuration

Consider a bounded convex polyhedron described by its H − representation as in Definition
2.1.2, P = {x ∈ Rn | akx ≤ bk, k = 1, ..., nh}. The Chebyshev center xc of polytope P is defined
as the center of the largest inscribed ball B` = {x ∈ Rn | ‖x− xc‖ < ρ} inside P. The values of
(xc, ρ) are yielded by solving the optimization:

max ρ (3.3.1a)

subject to

akxc + ‖ak‖ρ ≤ bk, (3.3.1b)

ρ ≥ 0. (3.3.1c)

It’s worth noting that (3.3.1b) can be exploited through Karush-Kuhn-Tucker condition [Boyd
and Vandenberghe, 2004], the equation describing the center xc and the radius ρ can be defined
as follows:

al∗xc + ‖al∗‖ρ = bl∗ , l
∗ ∈ {1, . . . , nh}

where l∗ is the index of the activated constraints. Consequently, if
[
ak ‖ak‖

]
∈ Rn×n is

invertible, one can describe directly the relationship of Chebyshev center xc and its radius ρ in
terms of the H− representation of P, i.e.,[

xc
ρ

]
=
[
ak ‖ak‖

]−1
bk. (3.3.2)

Example 3.3.1. Let us consider the polytope P in Example. 2.1.5. Its H− representation is

P =

x ∈ R2 :


−0.2691 −0.2018
0.1871 −0.0234
0.1156 0.1445
−0.1046 0.0262

x ≤


0.9417
−0.9821
0.9827
0.9942




Solve the problem (3.3.1) for obtaining the Chebyshev center xc =

[
−6.16
6.37

]
(red dot in Fig.

3.3.1) and its radius ρ = 1.69 (blue line in Fig. 3.3.1).
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Figure 3.3.1: Chebyshev center of bounded convex polyhedron P.

Equivalently, we may compute directly xc and ρ by using (3.3.2):
−0.2691 −0.2018 ‖ − 0.2691 −0.2018‖
0.1871 −0.0234 ‖0.1871 −0.0234‖
0.1156 0.1445 ‖0.1156 0.1445‖
−0.1046 0.0262 ‖ − 0.1046 0.0262‖

[xcρ
]

=


0.9417
−0.9821
0.9827
0.9942

 .

3.3.2 On-off repulsive potential description

As aforementioned in Chapter 2, although there are some advantages relating to the collision
avoidance capabilities and the problem’s feasibility in the nonlinear model predictive control
scheme, the main shortcoming of potential field approach is the existence of local minima. In
particular, MAS operates in a complicated environment in the presence of plenty of repulsive
potential fields representing static and dynamic obstacles as can be observed in Fig. 3.1.2b and
3.1.5. Consequently, we propose a combination of the on-off barrier function (3.2.4) with the
two types of repulsive potential functions considered: for fixed obstacles (2.2.12) and for moving
obstacles (3.1.6). The goal is to consider only the repulsive potential fields for which the safe
distances between agents and (static and dynamic) obstacles are violated.

The Chebyshev center and its radius are fundamental in the definition of a safe distance between
ith agent and `th fixed obstacle as it serves in activating the repulsive potential through an
associated on-off barrier function (i.e., the logistic regression discussed earlier).

Consider a set V of Na agents, given in a generic form in (2.2.1), operating in working space
F ∈ Rn in the presence of a set O (2.2.9), the union of forbidden polytopic convex regions
representing Nobs fixed obstacles, O` = {pi ∈ Rn | a`kpi ≤ b`k, k = 1, . . . , nh, ` = 1, . . . , Nobs}.

As a result, workspace F of MAS contains two sets, one is the set S defined in (3.1.9) of Nobs

static repulsive potential fields which stand for the prohibited convex regions of fixed obstacles
and another is the set M of Na dynamic repulsive potential fields representing the safe convex
regions of dynamic obstacles or other agents, i.e.,

S,M ⊂ F , (3.3.3)
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where M is

M =

Na⋃
i=1

Υi(θi(pi(t))), (3.3.4)

with Υi(·) mentioned in (2.2.12) and (3.1.6).

Assumption 3.3.2. Assume that agent i ∈ V can perceive information from the other agents
and the forbidden cells (fixed obstacles5) as well as transmit relevant information to others
within the n-th dimensional range Γi(pi, r

v
i ), where rai ∈ R > 0 is the radius of the ball centered

in pi ∈ Rn, the current position of agent i.

The range Γi(pi, r
v
i ), in this manuscript, is considered as the view range of ith agent (i.e., the

zone where the ship can detect all objects).

For static obstacles

Definition 3.3.3 (Safe distance between agent and static obstacle). The safe distance Di,`
s ∈

R>0 between the `th static obstacle and ith agent is defined based on the expanded ball B ∈ Rn
which is obtained from Chebyshev center so that it can cover completely the `th static obstacle
and the view range of ith agent with the following expression:

Di,`
s = ε`ρ` + Γi, (3.3.5)

where ε` > 0 is a scaling parameter, ρ` is the radius of the circle defined from Chebyshev center
of the `th forbidden cell, Γi is the view range of agent i.

The on-off barrier function for default class 0, presented in (3.2.4) with L = 1 is redefined here
for the `th static obstacle and ith agent as:

F i,`(‖∆psi,`‖, βi`) =
1

1 + eβi`(‖∆p
s
i,`‖−D

i,`
s )
≈
{

0, if ‖∆psi,`‖ > Di,`
s ,

(0, 1], if ‖∆psi,`‖ ≤ Di,`
s ,

(3.3.6)

where ‖∆psi,`‖ denotes Euclidean distance between current position of ith agent and Chebyshev

center of `th static obstacle (see Fig. 3.3.2).

Definition 3.3.4 (Activation of the static repulsive potential field). Given a set S of Nobs ∈ N
static repulsive potential fields as defined in (3.1.9), the `th static repulsive potential field will be
activated by the ith on-off barrier function if the Euclidean distance between Chebyshev center
of the `th static obstacle and the current position of ith agent, ‖∆psi,`‖, is smaller than or equal

to a given safe distance Di,`
s .

This can be described by the following expression:

Ωi,`
static(pi, xc`) =

Nobs∑
`=1

F i,`(‖∆psi,`‖, βi`)Φf
` (γ`(pi)) (3.3.7)

≈
{

0, if ‖∆psi,`‖ > Di,`
s ,

(0, 1]Φf
` (γ`(pi)), if ‖∆psi,`‖ ≤ Di,`

s ,

5Fixed obstacles such as islands and shorelines should be known from map information. The ship’s position
in relation to the obstacles is known using Global Navigation Satellite Systems.
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where Φf
` (γ`(pi)) is given in (2.2.12), F i,`(‖∆psi,`‖, βi) in (3.3.6) and xc` is the Chebyshev center

of `th fixed obstacle solved by (3.3.1).

By using the on-off barrier function for default class 0 (i.e., value 0 is prioritized) we classify

two-class values, “0” and “1” based on a defined safe distance Di,`
s with regard to the current

position in time-variant of ith agent. There are two possibilities for (3.3.7):

• If ‖∆psi,`‖ > Di,`
s , then F i,`(‖∆psi,`‖, βi`) will classify in class “0”, i.e., the probability of

risk of collision is 0. This means that the static repulsive potential function will be relaxed.

• If ‖∆psi,`‖ ≤ Di,`
s , then F i,`(‖∆psi,`‖, βi`) will classify in class “1”, i.e., the probability of

collision will start increasing from 0 to 100% depending on ‖∆psi,`‖. This means that the
static repulsive potential function will be activated in order to push the agent further away.
As a result, F i,`(‖∆psi,`‖, βi`) returns to class “0”.

Proposition 3.3.5 (Dealing with local minima). If a set S of Nobs ∈ N representing static
repulsive potential fields (3.1.9) are only partially activated by the agent’s view range through
on-off barrier functions as defined in (3.3.7), then a null-potential field6 that causes local minima
can be excluded.

Proof. See Appendix C.

For other agents/dynamic obstacles

Definition 3.3.6 (Safe distance of agent and dynamic obstacle/the other agents). The safe
distance of the ith agent with respect to jth agent (or dynamic obstacle), Di,j

d ∈ R>0 is also its
view range with the following expression:

Di,j
d = Γi. (3.3.8)
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Figure 3.3.2: Description of the safe distance of the agent i w.r.t. the `th cell and agent j.

The on-off barrier function for default class “0”, presented in (3.2.4) with L = 1 is redefined
here for the ith and jth agent (or dynamic obstacle) as:

F i,j(‖∆pdi,j‖, βij) =
1

1 + eβij(‖∆p
d
i,j‖−D

i,j
d )
≈
{

0, if ‖∆pdi,j‖ > Di,j
d ,

(0, 1], if ‖∆pdi,j‖ ≤ Di,j
d ,

(3.3.9)

6Where the direction of total force and the movement direction of planning path are on the same straight line.
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where ‖∆pdi,j‖ denotes the Euclidean distance between the current position of ith and jth agent.

Definition 3.3.7 (Activating the dynamic repulsive potential field). Given the set M of Na

dynamic repulsive potential fields, the ith dynamic repulsive potential field will be activated by
ith on-off barrier function if the Euclidean distance between the current position of ith and jth

agent (or dynamic obstacle), ‖∆pdi,j‖, is smaller than or equal to a given safe distance Di,j
d ,

∀i, j ∈M, i 6= j.

This can be described by the following expression:

Ωi,j
dynamic(pi, pj) =

Na∑
i=1

F i,j(‖∆pdi,j‖, βij)Υi(θi(pi)) (3.3.10)

≈
{

0, if ‖∆pdi,j‖ > Di,j
d ,

(0, 1]Υi(θi(pi)), if ‖∆pdi,j‖ ≤ Di,j
d ,

where Υi(θi(pi)) is given in (3.1.6), F i,j(‖∆pdi,j‖, βij)Υi(θi(pi)) in (3.3.9).

By employing the on-off barrier function for default class 0 (i.e., value 0 is prioritized) we classify
two-class values, “0” and “1” based on a defined safe distance Di,j

d between the time-varying
positions of the ith and jth agent. There are two possibilities for (3.3.10):

• If ‖∆pdi,j‖ > Di,j
d , then F i,j(‖∆pdi,j‖, βij) will classify in class “0”, i.e., the probability of

risk of collision is 0%. This means that the static repulsive potential function will be
relaxed.

• If ‖∆pdi,j‖ ≤ Di,j
d , then F i,j(‖∆pdi,j‖, βij) will classify in class “1”, i.e., the probability of

collision will start increasing from 0 to 100% depending on ‖∆pdi,j‖. This means that the
static repulsive potential function will be activated in order to push the agent further away.
As a result, F i,j(‖∆pdi,j‖, βij) returns to class “0”.

With a dichotomous mechanism as implemented through the on-off barrier function for the
static/dynamic repulsive potential fields many of the repulsive field components are relaxed (as
they are out of the agent’s view range).

Example 3.3.8 (On-off repulsive potential fields are relaxed). Let us consider two agents (Na = 2)
operating in the working space F ∈ R2 in the presence of the `th forbidden polytopic fixed
obstacle O` described by its H− representation:

O` =


pi ∈ R2 : 10−3



0.0001 −0.0100
0.0084 −0.0105
0.0177 −0.0112
0.0455 −0.0131
0.1092 −0.0175
0.0095 0.0093
−0.0052 0.0103
−0.1584 0.0007


pi ≤



−1.0
−1.0
−1.0
−1.0
−1.0
1.0
1.0
−1.0




Solving Problem (3.3.1) gives the Chebyshev center xc` = 105.

[
0.0686
1.0073

]
(red dot in Fig. 3.3.3)

and its radius ρ` = 132.6 (dot line in Fig. 3.3.3). The dot blue circle is created by Chebyshev
center and ρ`.
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Figure 3.3.3: Chebyshev center of bounded convex polyhedron O`.

The scaling parameter, ε` is taken 1.8 so that the scaled Chebyshev circle completely covers
the fixed obstacle (the blue circle). The view range of agent 1 and 2, Γ1 and Γ2 are equal

to 40[m]. Assume that the current position of agent 1, p1 =
[
7050 100500.5

]>
and agent 2,

p2 =
[
7300 100650

]>
. It is straightforward to compute the Euclidean distance between agent 1

and `th fixed obstacle:
‖∆ps1,`‖ = ‖p1 − xc`‖ = 297.3[m]

and between agent 1 and agent 2:

‖∆pd1,2‖ = ‖∆pd2,1‖ = ‖p1 − p2‖ = 291.29[m]

as well as safe distances as defined in (3.3.5) and (3.3.8), D1,`
s = 278.68[m] and D1,2

s = D2,1
s =

40[m].

As a consequence, ‖∆ps1,`‖ > D1,`
s , ‖∆pd1,2‖ > D1,2

d and ‖∆pd2,1‖ > D2,1
d , leading to the static

and dynamic repulsive potential field for are relaxed following (3.3.7) and (3.3.10).

3.4 NMPC optimization problem

This section presents a collision avoidance algorithm via a coherent combination between poten-
tial field-based constructions and NMPC. It is applied over a benchmark using real numerical
data for the safe navigation of multiple ships in Trondheim fjord complying to COLREGS rules.

Assume that each agent (i.e., ship) has an associated dynamic repulsive potential field (3.1.6)
constructed by a polytopic safety region as defined in (3.1.4). The probability distribution of
collision is described by a dynamic RP for the agent. It will prevent any intrusion of the other
agents through the choice of the repulsive field components, i.e., the ith agent’s current position
has to be exterior of the repulsive potential field of jth agent and vice-versa, i.e.,

pi /∈ Υj(·), (3.4.1a)

pj /∈ Υi(·), (3.4.1b)

where pi ∈ xi, pj ∈ xj note the current positions of agent i and j (i, j ∈ Na), Υi(·) and Υj(·) as
defined in (3.1.6).
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Inequalities (3.4.1) ensure that collision avoidance is guaranteed, i.e., the intersection of their
bounded convex regions standing for shapes of agents is empty, i.e., Ai ∩ Aj = ∅. The action
of collision avoidance is soon or late, quick or tardy, depends on the strength and effect range
parameters of Υi(·) and Υj(·).
Example 3.4.1. Consider two CyberShip II, as presented in Example 3.1.2.

• Case 1 : The strength and effect range of Υ1(·) and Υ2(·) are chosen by c11 = c12 = 1 and
c21 = c22 = 0.1,

(a) Dynamic RP field of ship 1 and 2.
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(b) 2D projection of dynamic RP field of ship 1 and
2.

Figure 3.4.1: Illustration of dynamic RP fields and their 2D projections of two ships in Case 1.

• Case 2 : The strength and effect range of Υ1(·) and Υ2(·) are chosen by c11 = c12 = 15
and c21 = c22 = 0.4,

(a) Dynamic RP field of ship 1 and 2.
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Figure 3.4.2: Illustration of dynamic RP fields and their 2D projections of two ships in Case 2.

Fig. 3.4.1a and 3.4.2a illustrate the deep red parts representing the shape of ships (i.e., the
bounded convex regions of ships, A1 and A2) are the regions of the absolute collision. Risk of
collision will be reduced in intensity as the color becomes shallower. The deep blue parts are
the regions of absolute safety. In Case 1, although the current positions of ship 1 and 2 do not
violate repulsive regions of each other, a collision happened between two ships since their effect
ranges are not large enough, as illustrated in Fig. 3.4.1b. Case 2 as can be seen in Fig. 3.4.2b,
when the parameters of dynamic RP such as strength and effect range have been expanded,
leads to an increased distance. In other words, the collision avoidance actions between two ships
was taken sooner, meaning that the risk of collision was greatly reduced.
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Problem 3.4.2 (OORP (On-Off Repulsive Potential)-based tracking MPC). The potential field
approach, at this point, is the combination of the on-off RP fields representing static and dynamic
obstacles (or the other agents) (3.3.7) and (3.3.10) and attractive potential function describing
the goal configuration at a global energy minimum presented by quadratic function (2.2.11). This
is reformulated by finite prediction horizon strategies as in Problem 2.2.8 in order to consider
only the repulsive potential fields in the view ranges of MAS that lead to an enhancement of the
feasibility of the obtained solution in connection with the collision-free path for MAS through
minimizing a given cost function taking stage cost LOORP

i (·) into account:

min
ūi(·)

Ei(x̄i(tk + Tp)) +

tk+Tp∫
tk

[
LOORP
i (x̄i(τ), ūi(τ))

]
dτ, (3.4.2a)

subject to

˙̄xi(τ) = f(x̄i(τ), ūi(τ)), x̄i(tk) = xi(tk), (3.4.2b)

x̄i(τ) ∈ Xi; ūi(τ)) ∈ Ui, ∀τ ∈ [tk, tk + Tp], (3.4.2c)

x̄i(tk + Tp) ∈ X fi , (3.4.2d)

where Tp ∈ R>0 is the prediction horizon and tk is discrete sampling instant, x̄i(τ) and ūi(τ) are
the predicted state and input while ūi(·) accounts for the whole predicted input trajectory along
the prediction horizon. p̄i(τ) is the predicted position. (3.4.2b) is the state-space formulation in
the general form of the ship (3.1.1), the set Xi and Ui presented in (2.2.4) and (2.2.5). Terminal
constraint (3.4.2d) used to enforce nominal stability [Chen and Allgöwer, 1998], might or might
not be available.

The cost per stage LOORP
i (·) in (3.4.2a) is a composite of multiple terms with the following

expression:

LOORP
i (x̄i(τ), ūi(·)) = Ωi,`

static(p̄i(τ), xc`) + Ωi,j
dynamic(p̄i(τ), p̄j(τ)) + Ξ(x̄i(τ) + ‖ūi(τ)‖2Ri

.

(3.4.3)

In (3.4.3), Ωi,`
static(p̄i(τ), xc`) and Ωi,j

dynamic(p̄i(τ), p̄j(τ)) (j 6= i, j is considered as a moving obsta-
cle) are on-off repulsive potential functions, which were presented in (3.3.7) and (3.3.10), Ξ(x̄i(τ)
was defined in (2.2.11) and represents the attractive potential which has the lowest value at the
desired target, xi,ref (·) (in this particular application, the Trondheim harbor). This term also
appears in the terminal cost of (3.4.2a):

Ei(x̄i(tk + Tp)) = ‖x̄i(tk + Tp)− xi,ref‖2Pi . (3.4.4)

The predicted state x̄i(τ) of MAS will be determined by predicted input ūi(τ) so that the cost
per stage LOORP

i (·) given in (3.4.2a) and illustrated in Fig. 3.4.3 is minimized. The constraint
violation, i.e., x̄i(τ) /∈ Xi and ūi(τ)) /∈ Ui must be penalized with a higher cost in order to
prevent MAS approaching the forbidden regions.

The classical APF approach, theoretically, is able to achieve a feasible collision-free path for MAS
if the underlying potential function is well-chosen. However, since the variable environment of
MAS is a formulation of many repulsive potential fields which also have to be considered over the
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Figure 3.4.3: Cost per stage (3.4.2a) in the case in which all the repulsive potential fields are
activated, i.e., the classical APF approach.

entire prediction horizon, it becomes hard to choose and interpret the parameters appearing in
the RP fields. Consequently, MAS may get stuck in local minima leading to infeasibilities. The
illustration of classical APF approach can be understood in general in Fig. 3.4.3, all repulsive
potentials are always activated despite the position of MAS.
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Figure 3.4.4: Cost per stage (3.4.2a) in case two repulsive potential fields activated.

Applying the on-off barrier functions in combination with repulsive potential fields as shown in
Problem 3.4.2 is considered next. Therefore, the potential field changes continuously depending
on the current position of MAS, i.e., APF is not a constant but a function that changes over
time. Furthermore, the number of repulsive potentials representing obstacles are also diminished
since they are only activated within the view range of the agent, as can be seen in Fig. 3.4.4,
for example. The switching behavior modeled by the on-off barriers, depends on the design
parameter β. High values of βi` and βij give us a speedy switch, and vice-versa, as can be
seen in Fig. 3.2.2. However, arbitrarily high values should be avoided as they lead to a more
challenging, prone to numerical issues, formulation.

All the information in connection with the location of the mainland, islands (i.e., static obstacles)
and positions, velocities of other surface vehicles operating on the sea which are either mapped
a priori, updated by GPS7 or AIS8, respectively.

7A Global Positioning System, or GPS, uses satellites orbiting the Earth to relate absolute location.
8The Automatic Identification System (AIS) is an automated, autonomous tracking system which is extensively

used in the maritime world for the exchange of navigational information between AIS-equipped terminals.
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At each sampling instance τ , the current state of ith ship measured and calculated in order to
yield the predicted output (i.e., state) x̄i(τ), in particular, its predicted position p̄i(τ) over the
prediction horizon Tp. At this point, depending on the Euclidean distance between ith agent
and `th fixed obstacle, between ith agent and other agents (or moving obstacle), there will be
four possible situations with regard to solving Problem 3.4.2 for each agent in order to yield the
optimal control sequence:

• If both safe distances, Di,`
s andDi,j

d , as defined in (3.3.5) and (3.3.8), are guaranteed, i.e., all

obstacles are exterior of the ith ship’s view range (‖∆psi,`‖ > Di,`
s and ‖∆pdi,j‖ > Di,j

d ),
then all the repulsive potential fields with regard to static and dynamic obstacles are
disabled by on-off barrier function in cost function (3.4.2a).

• If only one safe distance, (Di,j
d ) between agent and dynamic obstacle is violated, i.e.,

dynamic obstacle is interior of the ith ship’s view range (‖∆pdi,j‖ ≤ Di,j
d ), then the

dynamic repulsive potential field is activated by its associated on-off barrier function,
F i,j(·), in cost function (3.4.2a). Depending on the violation magnitude, the value of

dynamic RP will be within the range (0, 1]Υi(·) ≈
(

0, c1i
(c2i)2

]
, i.e., 0 < Υi(·) ≤ c1i

(c2i)2
, where

c1i
(c2i)2

is maximum value of Υi(·).

• If only one safe distance, (Di,`
s ) between agent and fixed obstacle is violated, i.e., static

obstacle is interior of the ith ship’s view range (‖∆psi,`‖ ≤ Di,`
s ), then the static repulsive

potential field is activated by its associated on-off barrier function, F i,`(·), in cost function
(3.4.2a). Depending on the violation magnitude, the value of static RP will be within the

range (0, 1]Φf
` (·) ≈

(
0, c1`

(c2`)2

]
, i.e., 0 < Φf

` (·) ≤ c1`
(c2`)2

, where c1`
(c2`)2

is maximum value of

Φf
` (·).

• If both safe distances, Di,`
s and Di,j

d are violated, i.e., all obstacles are interior of the ith

ship’s view range (‖∆psi,`‖ ≤ Di,`
s and ‖∆pdi,j‖ ≤ Di,j

d ), then both static and dynamic

RP are activated by on-off barrier functions, F i,`(·) and F i,j(·), in cost function (3.4.2a).
Depending on the magnitude of the violation, the value of static and dynamic RP will be
within the range 0 < Φf

` (·) ≤ c1`
(c2`)2

and 0 < Υi(·) ≤ c1i
(c2i)2

.

To close the loop, the first component of the optimal control sequence computed over τ ∈
[tk, tk + Tp] for a measured state x̂i(tk), ū∗i (τ ; x̂i(tk)), is applied to the nominal system of ship
(3.1.1). This process will be repeated at the next sampling instance.

The details of motion planning of MAS of the proposed approach in NMPC scheme are presented
in Algorithm 1 as follows:

Algorithm 1 NMPC implementation.

Require: Consider nominal model of ship (3.1.1), the set S of static RP of the fixed obstacles
(3.1.9) and M of moving objects (3.3.4), the safe distance between agent and fixed obsta-

cle Di,`
s (3.3.5), the safe distance between agent and moving obstacle Di,j

d (3.3.8) and the
attractive potential (3.4.4).

1: τ ∈ [t, t+ Tp];
2: Measure the current states xi(tk) of the ship and give the predicted output, in particular,

its position over the prediction horizon Tp;
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3: Solve the nonlinear programming problem (3.4.2) and yield the optimal control sequence
ūi(·);

4: if ‖∆psi,`‖ > Di,`
s and ‖∆pdi,j‖ > Di,j

d then

5: inactivate static and dynamic repulsive potential fields of `th fixed and and jth moving
obstacle (or other agent) in (3.4.2a), i.e., cost function (3.4.2a) in this case is:

min
ūi(·)

Ei(x̄i(tk + Tp)) +

tk+Tp∫
tk

[
‖x̄i(τ)− xi,ref (τ)‖2Qi

+ ‖ūi(τ)‖2Ri

]
dτ ;

6: end if
7: if ‖∆psi,`‖ > Di,`

s and ‖∆pdi,j‖ ≤ Di,j
d then

8: inactivate the `th static RP of fixed obstacles and activate the dynamic RP of jth agent
(or moving obstacle) in (3.4.2a) whose value stays within the range (0, 1]Υi(·), i.e., cost
function (3.4.2a) in this case is:

min
ūi(·)

Ei(x̄i(tk +Tp))+

tk+Tp∫
tk

[(
Na∑
i=1

F i,j(‖∆p̄di,j(τ)‖, βij)Υi(θi(p̄i(τ)))

)
+‖x̄i(τ)−xi,ref (τ)‖2Qi

+

‖ūi(τ)‖2Ri

]
dτ ;

9: end if
10: if ‖∆psi,`‖ ≤ Di,l

s and ‖∆pdi,j‖ > Di,j
d then

11: activate the `th static RP of fixed obstacle whose value stays within the range (0, 1]Φf
` (·) and

inactivate the dynamic RP of jth agent (or moving obstacle) in (3.4.2a), i.e., cost function (3.4.2a)
in this case is:

min
ūi(·)

Ei(x̄i(tk+Tp))+

tk+Tp∫
tk

[(
Nobs∑̀

=1

F i,`(‖∆p̄si,`(τ)‖, βi`)Φf
` (γ`(p̄i(τ)))

)
+‖x̄i(τ)−xi,ref (τ)‖2Qi

+

‖ūi(τ)‖2Ri

]
dτ ;

12: end if
13: if ‖∆psi,`‖ ≤ Di,`

s and ‖∆pdi,j‖ ≤ Di,j
d then

14: activate the `th static RP of fixed obstacle whose value stays within the range (0, 1]Φf
` (·)

and activate the dynamic RP of jth agent (or moving obstacle) whose value stays within the
range (0, 1]Υi(·) in (3.4.2a), i.e., cost function (3.4.2a) in this case is: min

ūi(·)
Ei(x̄i(tk + Tp)) +

tk+Tp∫
tk

[(
Nobs∑̀

=1

F i,`(‖∆p̄si,`(τ)‖, βi`)Φf
` (γ`(p̄i(τ)))

)
+

(
Na∑
i=1

F i,j(‖∆p̄di,j(τ)‖, βij)Υi(θi(p̄i(τ)))

)
+‖x̄i(τ)−

xi,ref (τ)‖2Qi
+ ‖ūi(τ)‖2Ri

]
dτ ;

15: end if
16: Apply only the first sample of the optimal control sequence (i.e., ū∗

i (τ ; xi(tk))) to the nominal system
of ship (3.1.1) over the interval [tk, tk + Tp];

17: Continue to the next sampling instance;
18: RETURN to step 1;
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3.5 Simulation results for collision avoidance using on-off repul-
sive potentials

This section continues considering the application example started at the beginning of this
chapter. Here we combine all the earlier elements and prove the effectiveness of the proposed
algorithm for the safe navigation of a ship in the Trondheim fjord. We use the USV model
(3.1.1) with the following parameters:

Mi =

 25.8 0 0
0 33.8 1.0115
0 1.0115 2.76

 , Di =

 0.9257 0 0

0 2.8909 −0.2601

0 −0.2601 0.5

 .
For simplicity, the Coriolis matrix, wind and wave forces are neglected.

The hydrodynamic parameters, Yδ = −0.2 andNδ = 1 lead to control input ui =
[
Tui Yδδi Nδδi

]>
=
[
Tui −0.2δi δi

]>
=
[
Tui −0.2Tri Tri

]>
.

We consider constraints on the actuation force Tui ∈ [−2, 2]> [N], on the yaw moment Tri ∈
[−1.5, 1.5]> [Nm]. The velocity of the ship is chosen randomly, particularly, the surge velocity
ui ∈ [−0.5, 0.5] [m/s], the sway velocity vi ∈ [−0.1, 0.1] [m/s] and yaw rate ri ∈ [−0.2, 0.2]
[rad/s].

The parameters used in (3.3.5) and (3.3.8) are: the ship’s view range Γi = 20 [m] and the
expansion coefficient is ε ∈ [1.2, 1.8] depending on the geometric shape of each static obstacle.

The steepness of the curve, i.e., design parameter used as in (3.3.6) and (3.3.9) is β = 1.2.

Relevant values for the other parameters of the NMPC optimization problem in (3.4.2a) are
weighting matrices: Qi = 0.1I6, Ri = 0.1I2, Pi = [0.5I2 02 02; 02 I2 02; 02 02 I2].

Finally, the number of cells considered from partitioning the map, as illustrated in Fig. 3.1.3b
is Nobs = 22.

Simulations are realized by using FORCE PRO via Matlab R2016a on a computer with the
following configuration: Intel Core i7-4790CPU, 3.60GHz, 8GB RAM.

The travel from Orkanger and Skogn to Trondheim harbor while avoiding collision with static
and moving obstacles is considered under the following scenarios:

• Scenario 1: consider one ship (i.e., Na = 1), use the classical approach where the total
potential field appearing in the NMPC’s cost is active for the entire simulation;

• Scenario 2: consider one ship (i.e., Na = 1), use Algorithm 1 where the constraints are
activated when inside the view range of the agent;

• Scenario 3: consider one ship (i.e., Na = 1), use the classical mixed-integer programming
(MIP) approach for taking into account the collision avoidance constraints. A comparison
with Algorithm 1 in terms of obstacle avoidance, feasibility or solver time is performed.

• Scenario 4: consider one ship (i.e., Na = 1) and the three moving obstacles, use Algorithm
1 under the COLGRES rules 8 and 16 given in Annex A. In this case, only the ship takes
action to avoid colliding with the three dynamic obstacles.
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• Scenario 5: consider two ships (i.e., Na = 2) and COLGRES rules 8, 13 and 16, make a
comparison between using Algorithm 1 and the Breivik’s approach in [Breivik et al., 2017].

3.5.1 Comparison of Scenario 1 (classical APF) and 2 (proposed APF)

Fig. 3.5.1a illustrates the actual motion of the agent under Scenario 1 (blue dash dotted line)
which gets stuck in a local minimum because that is a critical area surrounded by many repulsive
potentials and their interaction creates a null-potential field. This is the main drawback of the
classical potential field approach. This is not the case in Scenario 2 (red dash dotted line),
which is also represented in Fig. 3.5.1a and it can be observed that the ship converges towards
the Trondheim harbor (its destination) without getting stuck in a local minima, this is due to
the fact that the number of non-convex constraints (coming from the repulsive potential) is
reduced since they are not in the view range of the agent. Notice that the circle around the ship
represents its view range.
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Figure 3.5.1: Comparison of trajectories between Scenarios 1 and 2.
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Table 3.5.1: Performance criteria of Scenarios 1 and 2 in case the ship travel from Orkanger to
Trondheim harbor.

Fig. 3.5.1b
Scenario 1

Scenario 2
(no local-minima)

Prediction horizon (Tp) [s] 20 20

Sampling time [s] 1 1

Simulation number 1300 1300

Number of steps 1163 1081

Average of CPU [s] 38.61 36.27

Length of trajectory [m] 562.3 512

Fig. 3.5.1b presents a comparison between the agent’s trajectory under Scenario 1 and Scenario
2 which go from Orkanger to Trondheim harbor. Similar to the previous case, in this case,
the actual motion of ship under Scenario 1 is also trapped (green dash dotted line), the most
straightforward solution is to reduce the strength or effect range of static repulsive potential
fields in order to change their configuration. As a result, the ship can converge towards Trond-
heim harbor (blue dash dotted line). However, evaluation criteria such as smoothness (control
input in Fig. 3.5.2, length of trajectory, number of steps, or computation time show that the
proposed algorithm is superior to the classical approach. Table 3.5.1 gives some details of the
two approaches. The proposed method has better results for all aspects compared with the
classical approach.
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Figure 3.5.2: Control inputs under Scenarios 1 and 2 of Fig. 3.5.1b (Orkanger to Trondheim
harbor).

It is worth mentioning in Fig. 3.5.2 that the green line implies the local minima case of the
ship in Scenario 1 with a strong oscillation of control inputs. The blue line (Scenario 1 -no
local minima) even through it has fewer oscillations, it is still not as good as the red line which
illustrates control inputs of Scenario 2.

3.5.2 Comparison of Scenario 2 (proposed APF) and 3 (MIP technique)

To simplify the MIP approach, we consider in Scenario 3 the linear dynamical system repre-
senting an unmanned surface vehicle which was presented in (2.4.1) of Chapter 2.
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As before, the agent will travel from Orkanger to Trondheim harbor, taking into account the
static obstacles.

MPC with MIP can deal with the obstacle avoidance by explicitly considering the non-convex
constraints via a mixed-integer representation as presented in Chapter 2. The CPLEX solver is
used to solve the resulting quadratic mixed-integer optimization problem.

The parameters of both approaches are the same such as the weighting matrices, sampling time,
and the constraints on inputs and states. See details in Section 2.4 of Chapter 2.
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Figure 3.5.3: Comparison of trajectories between Scenario 2 and 3 (Orkanger to Trondheim
harbor).

Table 3.5.2: Performance criteria of Scenario 2 and 3 in case the ship travel from Orkanger to
Trondheim harbor.

Fig. 3.5.3
MIP-based MPC NMPC

(Algorithm 1)

Prediction horizon (Tp) 20 40 20 40

Sampling time [s] 1 1 1 1

Simulation number 400 400 400 400

CPU time [s] 30.8 74 2.4 7.2

Length of trajectory [m] 471.5 477.4 477.6 477.2

Number of steps infeasibility infeasibility 141 140

Fig. 3.5.3 shows the two trajectories of MIP with various prediction horizons (Tp). Green and the
orange dash dotted line representing MIP-based MPC with Tp = 20 and Tp = 40, respectively,
show the danger of having infeasibilities in a complex workspace as Trondheim fjord. The sudden
termination of the optimization (MIP is solved through a branch-and-bound algorithm which
may get stuck) prevents the ship from reaching Trondheim harbor. Trajectories using NMPC
with Algorithm 1 (blue and red dash dotted line) are not affected by the variation of prediction
horizon and can converge to the target point, and their trajectories have a certain distance to
the mainland. Data in Table 3.5.2 suggests that it is superior to MIP regarding some important
criteria, local minima, solver time, and the number of steps in which the agent reaches the
desired destination (Trondheim harbor).
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3.5.3 Scenario 4: Consider the proposed algorithm under the COLREGS
rules
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Figure 3.5.4: Ship’s collision avoidance complies COLREGS rules 8 and 16 in Scenario 3
(Orkanger to Trondheim harbor).

Fig. 3.5.4 shows the effectiveness of the algorithm proposed. The trajectory generated following
Scenario 3 can avoid both fixed obstacles and three moving obstacles (other ships). Notice that
moving obstacles are drawn white since they do not belong to the ship’s view range. When
moving obstacles are inside the ship’s view range, they are drawn in green, and the repulsive
potential of the vessel is activated, as can be seen at time instances k = 701 and k = 841, to
implement collision avoidance action.
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Figure 3.5.5: Relative distances between ship and moving obstacles in Scenario 3 (Fig. 3.5.4).

Note that in Fig. 3.5.1a, Fig. 3.5.1b and Fig. 3.5.4, we also illustrate the repulsive and attractive
potentials projected in 2D (the repulsive potentials appear around the forbidden region pre-
venting ship’s collision with the fixed and moving obstacles and circles around the destination
harbor represent the attractive potential).

Fig. 3.5.5 shows the relative distances between the ship and the three moving obstacles in
Scenario 3. The relative gaps between them depend on strength (λ) and effect range (γ) of the
ship’s repulsive potential at time instance k = 701 and k = 841 as illustrated in Fig. 3.5.4. In
this case, we assume that their safe thresholds are not less than 8 [m], λ and γ are 1000 and 1,
respectively.
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(a) Comparison of surge and sway velocities in Scenario 2
and 4.
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(b) Comparison of control inputs in Scenario 2 and 4.

Figure 3.5.6: Surge and sway velocities, and control inputs under Scenario 2 and 4 of the
trajectories presented in Fig. 3.5.1b and 3.5.4.

Observe in Fig. 3.5.6a, Fig. 3.5.7 and Fig. 3.5.6b, that in the range of 700 to 900 seconds, surge,
sway, yaw rate and control input of the proposed algorithm are changed in order to avoid the
three moving obstacles that enter the ship’s view range. Consequently, by following rules 8 and
16 of COLREGS, the vessel has taken substantial actions to avoid a collision, and the change of
course angle is significant enough for the approaching boat.
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Figure 3.5.7: Yaw rate in Scenario 2 and 4 (of the trajectories presented in Fig. 3.5.1b and 3.5.4).
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Table 3.5.3: Performance criteria of Scenario 2 and 4 in case the ship travel from Orkanger to
Trondheim harbor complying with the COLREGS rules.

Scenario 2 (Fig. 3.5.1b)
Scenario 4 (Fig. 3.5.4)

(no local-minima)

Prediction horizon (Tp) [s] 20 20

Sampling time [s] 1 1

Simulation number 1300 1300

Number of steps 1081 1112

CPU time [s] 36.27 40.69

Length of trajectory [m] 512 517.1

3.5.4 Scenario 5: Comparison of the proposed algorithm and another strat-
egy

This scenario presents a comparison of the proposed method in this paper and the approach
of [Breivik et al., 2017] in the context of COLREGS compliance, in particular, rule 8, 13, and 16.
The strategy of [Breivik et al., 2017] is first to guarantee that the safe regions (disc-shaped) of
the dynamic or static obstacles have to be larger or equal to their relative distances with respect
to the agent which they are considering. A penalty term is then proposed for ensuring that any
alteration of course and speed must be large enough to clear the approaching ships. It is worth
noting that only ship 1 takes action to avoid colliding with ship 2 since ship 1 is overtaking ship
2 (i.e., ship 2 is being overtaken by ship 1), ship 2 must hold the course and speed until ship 1
is past and well clear.

Consider two ships as presented in (3.1.1), defined by a time-varying center position and its safe
region (disc-shaped) Omi(t) = (pmi(t), rmi) ∈ R2 × R+, where pmi = [xi yi]

> notes the position
state and rmi is its radius.

For guaranteeing collision avoidance among two ships, their relative distance between ship i and
j is described as:

hmi = r2
mi − ‖pi − pj‖22 ≤ 0. (3.5.1)

(3.5.1) means that, the overtaking ship i is not able to enter the safe region of the ship being
overtaken j with safe radius rmj = 8 [m].

The penalty term combines a square and an exponential term which is inspired by the normal
distribution:

q(ζ; a, b) = aζ2 +
(

(1− exp(−ζ2b )
)
, (3.5.2)

where a, b > 0 control the shape of the function. Hence, the functions employed to penalize the
yaw rate and and surge velocity can be described by the expressions:

qri(ri; rimax) =
100

qri(rimax; ari , bri)
qri(ri; ari , bri) (3.5.3a)

qui(ui;uimax) =
100

qui(uimax; aui , bui)
qui(ui; aui , bui), (3.5.3b)

where the parameters ari and bri , aui and bui define the shape of the yaw rate qri(ri) and surge
velocity qui(ui) penalty terms.
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Therefore, (3.5.1) is considered as an explicit constraint and (3.5.3) is penalized in the cost
function of the NMPC scheme to obtain the collision-free path of ships. For details, refer
to [Breivik et al., 2017].

The method proposed by [Breivik et al., 2017] penalizes the slow alterations of yaw rate and
surge velocity of ship 1, as can be seen in Fig. 3.5.8b. At time step k = 82, the yaw rate (drawn
in dashed blue) is altered rapidly. The decrease in yaw rate implies that ship 1 turns starboard.
The yaw rate in red color (Algorithm 1) changes gradually, and changes earlier than the one in
dashed blue at time step k = 78 (an increase in the yaw rate means that ship 1 turns port).
Also, the Euclidean distance between ship 1 and 2, which is implemented by Algorithm 1 is
greater than the safe threshold whereas the relative distance between the two ships of Breivik’s
approach approaches the safe limit in a critical moment, as depicted in Fig. 3.5.8a.

0 50 100 150 200 250 300
0

20

40

Nsim[s]

E
u

cl
id

ea
n

d
is

ta
n

ce
[m

]

Algorithm 1

[Breivik et al., 2017]

Safe radius r = 8 [m]

(a) Euclidean distances.

0 20 40 60 80 100 120 140 160 180 200

−0.1

0

0.1

Nsim[s]

r
[r
a
d
/s

]

Algorithm 1

[Breivik et al., 2017]

(b) Yaw rates.

Figure 3.5.8: Comparison of Euclidean distances and yaw rates of two approaches.

In Fig. 3.5.9, we see the motion of two USVs while traveling from Orkanger to Trondheim
harbor with COLREGS. The ship 1 (in blue) which is implemented by [Breivik et al., 2017] is
trapped at time step k = 150 since it was cornered into the deadlock region where ship 1 both
guarantees the safe distance with ship 2 and avoids the ground. Meanwhile, ship 1 (in red), for
which we use our proposed potential field approach for moving obstacle, reaches the Trondheim
harbor in a timely manner.
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Figure 3.5.9: Motion planning by two approaches for two USVs while traveling from Orkanger
to Trondheim harbor with COLREGS compliance - rules 8, 13 and 16.

3.6 Conclusions

In this chapter, we first recalled the potential field, as the total of the repulsive and attractive
potentials. Differing from Chapter 2, the dynamic repulsive potentials are parametrized by the
agents’ current position. A method was proposed to deal with the local minima through the on-
off barrier function, which is used to weight repulsive potentials for fixed and moving obstacles.
This combination has made the magnitude of the total potential field change continuously, i.e.,
the null-potential field (if any) where the total of repulsive and attractive forces is zero will
not survive. This combined function was added to the cost function of an NMPC scheme as a
penalty term. Repulsive potential constructions were activated only in the view range of the
agent. The focus was on a real application of motion planning and safe navigation for ships
in the Trondheim fjord. Proof of concept, illustrations, numerical simulations, and comparison
results over a real benchmark prove the efficiency of the proposed algorithm.

However, as observed in the illustrative examples, we are able to recognize that the trajectory
generated by the proposed method, even if better than the classical potential field approach, it
is still not realistic because the feasible path for agent was only generated by considering the
initial and final point. Such a simple plan cannot guarantee the shortest collision-free path for
MAS from the source to destination. Therefore, future works will investigate how the agents,
particularly, vessels, can converge toward the desired destination by the shortest path. Also, we
will consider other COLREGS rules for this benchmark within a distributed control framework
for MAS. Of further interest is to ensure the necessary connectivity distance for information
exchange among the agents in the presence of the external disturbances such that the robustness
of the proposed algorithm is guaranteed.
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Chapter 4

Distributed connectivity
maintenance of MAS in the presence
of environmental disturbances

The increased interest in autonomous robots and their use in various applications paves the
way for emerging topics like motion planning and control. This plays a vital role in creating
autonomous systems to execute complex tasks for navigation in challenging environments [Ge
et al., 2018]. In particular, multiple USVs can be used to perform a specific mission with higher
performance and lower costs than a single agent such as search and rescue, coverage tasks, and
patrolling. Indeed, path following for multiple surface vessels has been both an interesting and a
challenging control problem that has attracted attention from the control community in recent
years. However, there are some critical issues which need to be considered and solved for achiev-
ing the best performance: generating collision-free paths with respect to static (e.g., islands,
shoreline or ship anchoring) and moving obstacles (e.g., other ships) while simultaneously com-
plying with the COLREGS rules [Commandant, 1999] for both manned and unmanned surface
vehicles; guaranteeing the necessary connectivity distance for information exchange among the
agents in the course of performing tasks and rejecting the external disturbances from the ocean
which may significantly affect the nominal performance of the multiple USVs.

The non-convex constraints describing obstacle/collision avoidance have been added to the cost
of the optimization-based control, as detailed in the previous chapters. This method, the so-
called on-off repulsive potential, can deal with local minima when the APF approach is employed
as an essential tool for motion planning of MAS in an NMPC framework. This proposal showed
its efficiency as well as high applicability over a benchmark using real numerical data for USVs
safe navigation. Nevertheless, the globally shortest path between the initial and target points
have not yet been achieved since the proposed method is only concerned with the obstacle and
collision avoidance. Depending on the operating space of the USV, two well-known approaches
can be used in order to obtain the shortest route, such as cell decomposition and randomized
sampling algorithms. Cell decomposition is the method in which the non-convex environment
is partitioned into a set of simple cells. After that, the A* algorithm [Yang et al., 2015, Chao
et al., 2017] is used to compute the cost of the current nodes to reach other nodes. These nodes
are evaluated by applying heuristic information. Finally, the node with the smallest cost will
be taken as the expansion node to achieve a collision-free path between the initial and the goal
configuration of the vessel. Randomized sampling algorithms (i.e., graph-based methods), with
two well-known algorithms, are PRM (Probabilistic Road Map) [Kneebone et al., 2006,Altinoz
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et al., 2017] and RRT (Rapidly-Exploring Random Trees) [Chen et al., 2018c, Li et al., 2018].
Their basic concepts are introduced in Chapter 1, and are the two most interesting methods to
obtain the shortest collision-free path for multiple USVs. In addition, COLREGS-compliance
for safe maritime navigation should also be addressed. There are various approaches for this
problem:

• Evolutionary algorithms [Szlapczynski, 2011] were employed to search the optimal paths
set for the ships involved in the head-on situation;

• A Velocity Obstacles (VO) algorithm was proposed by [Kuwata et al., 2011] for motion
planning compliant with the COLREGS rules. This approach is capable of maneuvering in
any specified direction, but may not sufficiently capture the movements of underactuated
systems;

• [Naeem et al., 2016] used an APF approach to obey the COLREGS rules. However,
instead of considering the moving obstacles directly, the fixed virtual objects are arranged
in places where the collision will occur;

• An MPC scheme was also presented in [Johansen et al., 2016], using binary variables to
choose scenarios with multi-moving obstacles with erratic motion, [Breivik et al., 2017]
penalized normal distribution in the cost function in the NMPC scheme, [Abdelaal et al.,
2018] presented a method using slack variables to change the vessels’ direction for specific
situations. These approaches consider commonly disc-like approximations for the static
or dynamic obstacles, which might be too conservative, w.r.t the conditions in a real
environment. Moreover, usually, only one vessel is considered instead of multiple USVs
when using these techniques.

Another challenging issue in motion planning for multi-agent systems is the connectivity main-
tenance. The purpose of this preservation is to ensure that the information exchange can be
reliably done by forwarding message among agents while implementing and allocating tasks.
Some applications can be found in a variety of practical tasks, such as search and rescue, surveil-
lance, cooperative transportation by autonomous vehicles on sea or terrain, attitude alignment
of clusters of satellites, air traffic management system, etc. Related to this problem, there are
some recent works for always keeping agents within a connectivity distance. In general, we may
classify them in two directions: i) imposing hard constraints based on the Euclidean distance
among the agents, which must be less than their sensing radius as in [Filotheou et al., 2018]. This
condition is handled in a decentralized NMPC framework. However, this approach is too strict
and can lead to infeasibility in complex cases; ii) using the potential-field function in several
ways to ensure that the agents operating in a specified range preserve the connectivity through
information exchange, as presented in [Zavlanos and Pappas, 2007,Wang et al., 2012,Fang et al.,
2017] but the researches are limited to single (or double)-integrator agents.

We underline that it is necessary to propose robust controllers for multi-agent systems to deal
with uncertainties [Soloperto et al., 2019]. Tube-based MPC is considered as one of the most
popular approaches for coping with perturbations [Mayne et al., 2005, Ke et al., 2018]. The
general idea is to maintain the actual state within a safety region along the optimal state
trajectory [Prodan et al., 2011]. Another approach is to design a disturbance observer to reject
the disturbances leading to an improved system robustness [Yu et al., 2018a, Wu et al., 2019].
The authors in [Yang and Zheng, 2014] propose a nonlinear observer within an NMPC scheme
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for a Static Var Compensator1 system to reject arbitrary disturbances relative degree from its
output channels (used for shunt compensation to maintain bus voltage magnitude). [Yu et al.,
2018b] presents a compound disturbance-observer-based MPC scheme applied for a wheeled
mobile robot which aims at compensating the slowly varying disturbances affecting the control
inputs. A similar project for trajectory tracking of a small helicopter is considered in [Liu
et al., 2011] were the disturbance observer provides the system with robustness against constant
wind gusts. Furthermore, there are many works related to disturbance rejection for USVs using
observer-based robust control. The authors in [Do, 2010, Yang et al., 2014, Wang et al., 2018]
employ a nonlinear observer within a backstepping technique to design a trajectory tracking
robust controller of the underactuated ship. However, the constraints coming from physical
limitations are not considered. To the best of the author’s knowledge, there are very few studies
using disturbance observer-based MPC to ensure the robustness of a surface vehicle in case of
uncertainties. [Liu et al., 2017, Abdelaal et al., 2018] present obstacle and collision avoidance
in the presence of external disturbances while tracking a reference path, but they only take
one ship into account which operates in a simple environment. For that reason, the practical
application of safe navigation in a complex coastal environment for multi-surface vehicles under
uncertainties remains an open problem.

Motivated by all the observations above and the results of Chapters 2 and 3, the present chapter
introduces enhancements in the distributed motion planning for safe navigation of multiple
surface vehicles in the presence of external disturbance in the Trondheim fjord complying with
the COLREGS rules. Specifically, the contributions of this chapter are:

1. generates a LOS (Line-of-Sight) guidance system via a graph-based method, e.g., through
the RRT∗ (optimal Rapidly-Exploring Random Tree) algorithm;

2. considers on-off barrier functions which guarantee the necessary connectivity distance for
information exchange among the agents as well as activates the associated repulsive po-
tential for static and dynamic obstacles;

3. considers a NDO (Nonlinear Disturbance Observer) to reject the disturbances from the
ocean that may lead to undesirable performance for the ships;

4. integrate the above ingredients in a distributed NDO-NMPC - based algorithm with a
threefold purpose: i) track the RRT∗- based feasible path through LOS guidance system,
ii) activate the constraints in the view range2 of the agent for on-line collision avoidance
complying with the COLREGs rules and iii) exchange information for connectivity main-
tenance;

5. validation of the proposed algorithm through simulations over a real benchmark for the
safe navigation of ships in the Trondheim fjord.

This chapter is organized as follows: Section 4.1 presents the graph-based LOS guidance system.
Section 4.2 presents the distributed motion planning algorithm for connectivity maintenance and
COLREGS compliance in the presence of external disturbances. Section 4.3 shows the simulation
results over a real benchmark. Section 4.4 draws the conclusions and presents the future work.

1The Static Var Compensator (SVC) is a device of the Flexible AC Transmission Systems (FACTS) family
using power electronics to control power flow on power grids.

2As required by COLREGS, all ships shall maintain a proper radar lookout (has a view of up to several
kilometers if there are no physical obstructions) to obtain early warning of risk of collision.
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4.1 Path generation with LOS guidance based on randomized
sampling algorithms

LOS guidance for path following is often used in the vessel control practice, [Pettersen and
Lefeber, 2001]. In particular, the reference yaw angle can be obtained from the set of waypoints.
The result is global asymptotic stabilization of the heading and cross-track error of the ship.
Therefore, we can recognize that the set of waypoints has a crucial role concerning the estab-
lishment of the LOS guidance system. The collection of these points has to be determined from
the a priori known environment (e.g., islands, shorelines or anchored ships representing fixed
obstacles) so that a path generated for USVs from the waypoints is collision-free. Of course, we
can choose any collision-free way from the starting to the target point but this does not guaran-
tee the shortest path. Hence, randomized sampling algorithm is chosen as having a reasonable
chance to obtain a near-optimal solution.

4.1.1 Graph-based methods

Table 4.1.1: Summary of advantages and disadvantages of sampling-based algorithms.

Algorithm
Probabilistic Asymptotic Monotone

Completeness3 Optimality4 Convergence5

PRM Yes No Yes

k-sPRM Conditional No No

PRM* Yes Yes No

RRT Yes No Yes

RRT* Yes Yes Yes

k-RRT* Yes Yes Yes

Arguably, the most famous sampling-based algorithms until now include PRM and RRT. Al-
though the idea of joining points sampled randomly from the state space is primary in both
methods, there are still significant differences in the way that they construct a graph connecting
these points [Karaman and Frazzoli, 2011]. The PRM algorithm and its variants (PRM*, k-
sPRM) are multiple-query approaches that first construct a roadmap (i.e., graph), which stands
for a rich set of feasible paths. Next, answering queries by computing the shortest path is ob-
tained by using the Dijkstra algorithm to connect the initial state with a final state through
the roadmap. Meanwhile, the RRT algorithm and its variants (RRT*, k-RRT*), is an approach
built on ideas of optimal control theory to explore a tree with many branches (i.e., feasible
paths). The collision-free paths rooted at the initial state grow incrementally and the algorithm
returns a result as one of the collision-free paths reaches the goal region. RRT algorithm tries to
find a feasible solution as quickly as possible and is terminated after seeing the first reasonable
solution. The remaining computation time is employed to optimize the trajectory concerning a
cost function.

3Probabilistic completeness means that if a path exists, the probability of finding the path is ’1’, as the number
of iterations goes to infinity [Moon and Chung, 2014].

4The asymptotic optimality is defined as almost-sure convergence to optimal paths.
5The monotone convergence theorem states that if a sequence is increasing and bounded above by a supremum,

then the sequence will converge to the supremum. Also, if a sequence is decreasing and is bounded below by an
infimum, it will converge to the infimum.
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Table. 4.1.1 presents the advantages and disadvantages of PRM and RRT as well as their
variants in some criteria. RRT* and k-RRT* approaches are the most prominent among the
sampling-based algorithms.

Usually for the control part for USVs is easier to have a priori defined a path which can be
then be tracked on-line. In here, RRT*, with an asymptotic optimality property (i.e., almost-
surely convergence toward an optimal solution) is applied for generating an off-line shortest
collision-free path within the a priori known workspace (e.g., the initial state and the set of
fixed obstacles). The general idea of the RRT∗ algorithm is to initialize a tree T from an initial
vertex (xinit) and to bias growth towards unexplored regions of the state space randomly. In
the process of exploring the tree, shortest paths are generated while verifying the collision-free
condition involving the fixed obstacles after each iteration until reaching a new state close enough
to the desired target. The feasible path is established based on the connection of shortest paths
connecting among the waypoints. The RRT* algorithm is described in detail in Appendix B.

Example 4.1.1. Consider the operating space in the presence of three static obstacles a priori.
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(a) The collision-free path generated from 100 random-
ized samples.
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(b) The collision-free path generated from 200 random-
ized samples.

Figure 4.1.1: RRT* algorithm with the different randomized samples.

A feasible path without collision from the initial to final state generated by RRT* with the
different randomized sample is illustrated in Fig. 4.1.1. It is worth noting that the determina-
tion of step size used in the forward simulation of the exploring-tree procedure is significant. If
the obstacles are located far away and the system’s dynamics are relatively simple (e.g., double
integrator dynamics), then a large step size can be used. With a substantial number of ran-

Table 4.1.2: The comparison of RRT* with the different randomized samples.

RRT* algorithm
100 randomized samples 200 randomized samples

(Fig. 4.1.1a) (Fig. 4.1.1b)

Time step [s] 20 20

CPU time [s] 11.79 25.92

Number of way-points 6 6

Length of trajectory [m] 236.08 225.87

domized samples the chances of obtaining a collision-free path generated from RRT* which is
also shorter are increased. However, we must accept a trade-off between path shortness and the
computation time as can be seen in Table. 4.1.2.
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4.1.2 LOS guidance system

The LOS guidance principle embodies an intuitive understanding of the behavior of a ship and
the action of a helmsman. An essential feature of the LOS guidance system is to be able to be
applied with commercial autopilots by replacing the set of original course (i.e., heading) angle
references6 being fed to the controller by the desired course angles, which are yielded by the
parameterization based on the error of the current position of ships and the group of the shortest
collision-free paths generated from RRT*. Therefore, this guidance system can be computed in
real-time and has an instant practical application.

In order to define the LOS guidance system, we first determine the LOS position, there are
three ways to find it: i) the entire collision-free path for the ship to follow is composed of
a set of way-points obtained, the LOS position is simply selected as the current way-point,
denoted (xp, yp); ii) the path reference is also composed of a collection of waypoints, the LOS
position is at the closest (w.r.t the next way-point in the sequence) intersection point obtained by
intersecting the circle (with the radius expressed as a distance of two or three-times ship lengths)
enclosing the ship’s current position and the segment connecting the previous (xp−1, yp−1) and
current waypoint, and iii) the feasible collision-free path is a parametrized geometrical path, this
approach attracts attention because of the ability to guarantee global asymptotic stability (i.e.,
convergence toward the path) [Breivik, 2003,Pavlov et al., 2009,Oh and Sun, 2010], and is used
to obtain the LOS guidance system in this manuscript.

The parametrization variable denoted α ∈ R is a scalar. The path reference of the ships is a set
of points, pd(α) = [xd(α), yd(α)]> ∈ R2, will depend on the dynamical model of the ship and is
defined as follows:

xd(α) = xp−1 + αcos(δp(α)), (4.1.1a)

yd(α) = yp−1 + αsin(δp(α)), (4.1.1b)

where δp(α) presents the orientation of the path and can be expressed as

δp(α) = atan2(ẏp(α), ẋp(α)). (4.1.2)

The LOS position pLOS is a point located along the straight line segment with a lookahead
distance, Λ > 0 from pd(α), connecting the previous way-point and current way-point. The
position pLOS moves along the line as the ship is approaching the path reference.

Therefore, a dynamic projection algorithm is used to calculate the value of α so that the dis-
crepancies between the path reference and the current position of the ship are minimized in
real-time. Usually, this distance is so-called along-track (xe) and cross-track error (ye) and is
described as: [

xe

ye

]
=

[
cos(δp(α)) −sin(δp(α))

sin(δp(α)) cos(δp(α))

]> [
xi − xd(α)

yi − yd(α)

]
, (4.1.3)

where (xd(α), yd(α)) as presented in (4.1.1), δp(α) as in (4.1.2), (xi, yi) is current position of the
ith ship.

It is worth mentioning that in (4.1.3), to simplify, along-track error (xe) is considered zero.

6Corresponding to each feasible path found, there is a desired course angle as can be seen in Fig. 4.1.2.
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Figure 4.1.2: LOS guidance system for a feasible path.

The LOS angle, ψLOS (as can be seen in Fig. 4.1.2), is calculated based on the cross-track error
ye and the look-ahead distance Λ, expressed as:

ψLOS = − ye√
y2
e + Λ2

(4.1.4)

It is worth noting that in (4.1.4), arctan-function can also be used as described in [Qu et al., 2017],
however, this approach will result in a very sophisticated controller when ψLOS is differentiated
in the subsequent design steps7.

The angle, ψLOS
8 is considered as a reference state of the heading angle ψ of surface vehicles to

ensure convergence of the ships position to a feasible path generated by RRT∗.

Fig. 4.1.2 depicts all the relevant parameters in (4.1.1), (4.1.2) and (4.1.3) in order to define the
LOS guidance system, i.e., LOS angle as in (4.1.4).

4.2 Path planning for connectivity maintenance with COLREGS
compliance with external disturbances

This section presents the motion planning algorithm for multi-surface vehicles connectivity main-
tenance. The motion planning strategy is illustrated via the block diagram in Fig. 4.2.1. From
a map of the Trondheim fjord, the ground represented by static obstacles and the coordinates
of the harbors can be acquired as seen in Fig. 3.1.3b. A collision-free path, and LOS guidance
system can then be generated off-line from the starting harbor to the desired destination based
on a set of waypoints yielded by the RRT∗ algorithm. NDO-based NMPC, a feedback control
scheme in which an optimization problem is solved on-line at each time step, will ensure collision
avoidance for dynamic obstacles and robustness in the presence of the external disturbances. If

7In case of ψLOS = π
2

, the arctan-function goes to infinity.
8Note that, since locally Λ corresponds to the inverse proportional gain [Breivik and Fossen, 2008], the con-

vergence to the path depends on the value of Λ. A low value means faster convergence than a larger one, but
with a large overshoot.
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Figure 4.2.1: Path planning strategy for MAS.

there are no static or dynamic obstacles, the NDO-based NMPC will try to re-establish path
following of the path obtained from RRT∗.

4.2.1 Connectivity maintenance condition

We consider here that the information of the agents (trajectories, velocities, and the like) can
only be exchanged with their neighbors who are inside the communication range.

Let us consider the undirected graph G = (V, E) where V is the set of nodes representing all
agents and E = {(i, j) ∈ V × V : i ↔ j } is the set of edges of the graph. The adjacency
matrix A = [aij ] indicates if a pair of nodes are adjacent or not in the graph hence satisfying
the property:

aij =

{
1, if (i, j) ∈ E ,
0, otherwise.

(4.2.1)

Definition 4.2.1. The neighboring set of agent i ∈ V is defined by Ni = {j ∈ V \ {i} : Γci},
where Γci (pi, r

c
i ) is described as the communication range of agent i, with rci ∈ R+, is the radius

of the ball centered in pi ∈ Rn, the current position of agent i.

Consequently, the condition of connectivity maintenance for information exchange among agent
i and its neighbors (Ni) is defined as follows:

Ni = {j ∈ V \ {i} : ‖∆pdi,j‖ < Γci )}. (4.2.2)

Next, for any edge between two nodes of set Ni, we define an on-off barrier function as in (3.2.2)
whose value is near zero within the interval [0,min(Γci ,Γ

c
j)):

Mi,j(pi, pj) =
Lij

1 + e−βij
(
‖∆pdi,j‖−min(Γci ,Γ

c
j)
) . (4.2.3)

Note that in this case, βij > 0 and Lij has a high value such that the distance among the agents
of Ni does not exceed the Γi because of penalizing.

Using the above construction we define a so called “connectivity maintenance function” of agent
i with its neighbors Ni:

Mi(pi, pj) =
∑
j∈Ni

aijMi,j(pi, pj). (4.2.4)
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4.2.2 NDO design for external time-variant disturbance

We first reconsider the ship model (3.1.1) as presented in Chapter 3 in the presence of the
external time-variant disturbance:

ẋi = fi(xi(t),ui(t), wi(t)) =

{
η̇i = Ri(ψi)νi,

Miν̇i = −Ci(νi)νi −Diνi + ui + wi,
(4.2.5)

where the state vectors such as ηi, νi and the input vector, ui are presented in detail in Chapter

3. The additive disturbance wi =
[
wui wvi wri

]> ∈ R3 is not a pure Gaussian noise but rather
the output of such a noise (after it passed through a nonlinear filter), is bounded by ‖wi‖ ≤ %i
and accounts for the ocean environment9.

The unknown varying external disturbances (e.g., ocean currents) impact directly the control
inputs of vessels leading to bad performance. Consequently, the nonlinear disturbance observer
will provide an estimate of the disturbance, and its estimation is fed back to the NMPC solver.
Since the control inputs of the ship model (4.2.5) are affected by the ocean currents accounting for
vector wi, a disturbance observer is presented for a general nonlinear dynamic. This disturbance
observer will be used to estimate the uncertainties vector wi with regard to the i-th agent.

A fundamental idea of disturbance observer in NMPC scheme is to estimate the unknown dis-
turbance wi by an estimate ŵi such that |ŵi − wi| → 0. In fact, the acceleration, ν̇i , is not
available in many robotic manipulators, and it is also difficult to construct the acceleration
signal from the velocity signal by differentiation due to measurement noise. Therefore, we first
need to define the qi = Miνi as the auxiliary variable and its estimation q̂i. Consequently, the
estimated error, qie is described as below:

qie = q̂i − qi. (4.2.6)

From the eq. (4.2.5), the time derivative of qi can be rewritten as:

q̇i = −Ci(νi)νi −Di(νi)νi + ui. (4.2.7)

As the results of [Do, 2010,Chen et al., 2000], the time derivative of auxiliary variable’s estima-
tion, q̂i is defined as follows:

˙̂qi = L(−Ci(νi)νi −Di(νi)νi + ui − h(qie)), (4.2.8)

where L = diag{c1, c2, c3} > 0, are the gains of the NDO, and h(qie) ∈ R3 is a design vector to
be determined.

Consequently, the time derivative of estimated error between auxiliary variable, qi and its esti-
mation, q̂i described as:

q̇ie = ˙̂qi − q̇i
= (L− I3)[−Ci(νi)νi −Di(νi)νi + ui]− Lh(qie), (4.2.9)

where I3 is the identity matrix with dimension related to the state space vector of νi.

To ensure that (4.2.9) converges to zero, (4.2.9) has to satisfy two conditions:

1. L = I3,

9I.e., wind, wave, ocean current affect control input of the ship.
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2. The designed function vector converges towards zero, i.e., h(qie)→ 0.

We propose the use of on-off barrier function with continuous nature in order to design h(qie)
based on the estimated error, qie in (4.2.6). Hence, the design function, h(qie), is described as
follows:

h(qie) = K1i(qie) +K2i|qie|J (qie) + diJi(qie), (4.2.10)

where Ji(qie) = eβ
NDO
i Miνie

1+eβ
NDO
i

qie
− e−β

NDO
i qie

1+e−β
NDO
i

qie
∈ R3 is a vector whose dimension depends on vec-

tor qie ∈ R3; K1i = diag{K1
1i,K

2
1i,K

3
1i}, K2i = diag{K1

2i,K
2
2i,K

3
2i} and di = diag{d1

i , d
2
i , d

3
i }

positive gain matrices.

Remark 4.2.2. In [Zhu et al., 2017], the authors employed signum function
(
Ji(qie) = |qie|

qie

)
to

design function h(qie). However, a discontinuity at zero is the main drawback which comes from
the property of the signum function. Since design function h(qie) considers the estimation error
of the real disturbance, a discontinuity at zero means that the convergence of this error toward
zero will be indefinite.
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Figure 4.2.2: The comparison of designed function hi(·) (4.2.10) between on-off barrier function
(with the various value of βNDO > 0) and signum function.

Fig. 4.2.2 compares the proposed function hi(·) with two different values for βNDO with the
original signum function as in (4.2.10).

With hi(·) as in (4.2.10), eq. (4.2.8) can be written as:

˙̂qi =− Ci(νi)νi −Di(νi)νi + ui

−K1i(qie)−K2i|qie|Ji(qie)− diJi(qie). (4.2.11)

The estimated disturbance, ŵi will be given by:

ŵi = ˙̂qi + Ci(νi)νi +Di(νi)νi − ui

= −K1i(qie)−K2i|qie|J (qie)− diJ (qie) = h(qie). (4.2.12)

The following proposition is introduced to highlight the convergence of estimated disturbances
toward the real disturbances.
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Proposition 4.2.3: Consider the additive disturbances in (4.2.5). Given the NDO as in Eq.
(4.2.11)-(4.2.12), its estimate ŵ will asymptotically track the input disturbances w. In other
words, ‖ŵ − w‖∞ → 0.

Proof. Consider the following Lyapunov function

Vi =
1

2
(qie)

>(qie). (4.2.13)

The time derivative of the Lyapunov function is

V̇i = (qie)
>(q̇ie) = (qie)

>( ˙̂qi −Miν̇i)

= (qie)
> [−K1i(qie)−K2i|qie|Ji(qie)− diJi(qie)

]
≤ −(qie)

>K1i(qie)− (qie)
>K2i|qie|Ji(qie)

≤ −2K1iminVi − 2K2iminVi

≤ 0, (4.2.14)

where K1imin = min{K1
1i,K

2
1i,K

3
1i} and K2imin = min{K1

2i,K
2
2i,K

3
2i}.

The estimated error qie will converge to zero (i.e., qie → 0) due to (4.2.14).

Combining (4.2.5) and (4.2.12), the disturbance error wie is rewritten as follows:

wie = ŵi − wi (4.2.15)

= −K1i(qie)−K2i|qie|hi(qie)− dihi(qie)−Miνi − Ciνi −Diνi + ui

= ˙̂qi − q̇i = q̇ie,

where hi(νi) was defined in (4.2.10).

Since νie is the velocity error (surge, sway and yaw rate), if νie converges to zero, ν̇ie (accel-
eration’s error) will converge to zero also. Hence, using the NDO as in (4.2.11)-(4.2.12), the
observer ŵi will converge towards the external disturbance wi.

4.2.3 NMPC - based distributed motion planning with disturbance compen-
sation

The NMPC - based distributed approach of multi-agent systems has an operational mechanism
based on information exchange between an agent and its neighbors to converge towards a stan-
dard solution. Each agent also has its controller, and their information will be transmitted
among the local controllers within the communication range if the connectivity maintenance
condition which is defined by (4.2.3) is guaranteed. Therefore, each one of them has some
knowledge of the behavior of its neighbors. In other words, each controller receives the decision
variables (trajectories, positions, velocities and the like) from the nearby neighbors through a
specified communication topology to be aware of their behaviors and to make the right con-
trol decisions for the agent being controlled. The external disturbances (i.e., wind, waves and
currents) acting on the agents (i.e., surface vehicles) are compensated by using the estimates
obtained with the nonlinear observer.
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Figure 4.2.3: Parallel distributed NMPC architecture.

Figure. 4.2.3a illustrates a communnication topology of distributed motion planning in the con-
text of a group of the three agents if the connectivity maintenance among agents is guaranteed.
The information is broadcasted and received by agents through the undirected graph in parallel.

Let us summarize in the following the necessary ingredients for formulating the motion planning
with disturbance compensation algorithm:

1. to obtain a more flexible behavior, the look-ahead distance, Λ from (4.1.4) is time-varying
and optimized to obtain accelerated convergence and negligible overshoot.

2. to satisfy collision avoidance with the ground and comply to rules 8 and 13 of the COL-
REGS with moving obstacles we add the repulsive potential constructions from (3.3.7),
(3.3.10) in an NMPC optimization problem which will be activated only in the view range
of the agents;

3. to comply with rules 14 and 15 of the COLREGS we add a slack variable in the cost to
give priority to a negative rate of change of yaw moment, i.e., turning to starboard side
as in [Mohamed et al., 2018].

4. to ensure the agents’ connectivity we add in the optimization problem the connectivity
function given in (4.2.4);

5. to reject the unknown disturbance from the current affecting the control system of the
agents, the output of the NDO as in (4.2.11)-(4.2.12) is introduced as a compensation
signal;

6. the implementation is done in a distributed fashion, i.e., the agents exchange information
only with those inside their communication range.

The nominal system of ith agent is defined from (4.2.5) by neglecting the disturbances, i.e.,
wi(t) ≡ 0, and given by

˙̄xi = fi(x̄i(t), ūi(t), 0). (4.2.11)
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Problem 4.2.3 (Collison avoidance and connectivity maintenace for tracking DNMPC). The
potential field approach, at this point, is the combination of the on-off repulsive potential fields
representing static and dynamic obstacles (or the other agents) (3.3.7) and (3.3.10) and attractive
potential function describing the goal configuration at a global energy minimum presented by
quadratic function (2.2.11). This is refomulated by finite prediction horizon strategies, as in
Problem 2.2.8 in order to consider only the repulsive potential fields in the view ranges of MAS,
thus leading to a better-behaved solution in terms of feasibility and collision avoidance.

For each nominal system (4.2.11) we solve a finite horizon open-loop OCP (optimal control
problem) at time t, using the measured state xi(t) over the prediction horizon Tp:

min
ūi(·)

Ei(x̄i(tk + Tp)) +

tk+Tp∫
tk

[
LD-OORP
i (x̄i(τ), x̄j(τ), ūi(τ))

]
dτ, (4.2.12a)

subject to

˙̄xi(τ) = f(x̄i(τ), ūi(τ), 0), x̄i(tk) = xi(tk), (4.2.12b)

x̄i(τ) ∈ Xi; x̄j(τ) ∈ Xj ; ūi(τ)) ∈ Ui, ∀τ ∈ [tk, tk + Tp], (4.2.12c)

Λmin ≤ Λ(τ) ≤ Λmax, (4.2.12d)

εi(τ) > 0, (4.2.12e)

Ṫri(τ)− εi(τ) < 0, (4.2.12f)

where LD-OORP
i (·) is the cost per stage of distributed motion planning using the on-off repulsive

potential for collision avoidance and connectivity-preserving approach.

LD-OORP
i (x̄i(τ), ūi(·)) = LOORP

i (x̄i(τ), ūi(·)) + ‖ ˙̄ui(τ)‖2∆Ri
+Mi(x̄i(τ), x̄j(τ)) + ‖εi(t)‖2Si ,

(4.2.13)

with LOORP
i (·) defined as in (3.4.3).

The terminal cost is defined as:

Ei(x̄i(t+ Tp)) = ‖x̄i(t+ Tp)− xi,ref‖2Pi . (4.2.14)

In (4.2.12b), fi(·, ·) is presented in (4.2.5), x̄i(τ), ūi(τ) are the predicted states and inputs
while ūi(·) represents the predicted input trajectory along the prediction horizon Tp. In the
cost per stage (4.2.13), ˙̄ui(τ) is the predicted input variations, Mi penalises the connectivity
maintenance between agent i and its neighbors as defined in (4.2.4) and the last term εi is the
slack variable. Qi,Ri,Pi and Si are (semi)-positive definite weighting matrices of appropriate
dimensions. Look-ahead constraint, Λ is presented in (4.2.12d). Constraint (4.2.12f) is tightened
by the positive slack variable, εi (4.2.12f) in order to prioritize the negative rate of change of
the yaw moment. This forces the vessel to turn to starboard in any situation, hence complying
with the rules 13, 14 and 15 of COLREGS (see Appendix A). Rule 8 is also obeyed through the
use of the repulsive potential in (3.3.10).

At each sampling instance, each agent solves its OCP (4.2.12a) and yields the minimizing control
sequence for the nominal system (4.2.11) over the interval [t, t+Tp]. Then, only the first sample
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of the control input will be combined with the estimated disturbance in a closed-loop to yield a
compound control as follows:

ui(t) = u∗i (t)− ŵi(t). (4.2.15)

Thus, the agents compensate external disturbances in real-time and obtain a predicted collision-
free trajectory x̄i(τ) through the use of repulsive potential fields constructed for fixed and moving
obstacles. The information (predicted trajectory) of agent i will be transmitted to its neighbor
j ∈ Ni whenever the connectivity between them holds. Then the agent j, with the information
updated from agent i, will solve its own OCP (4.2.12a). This procedure will continue until agent
i ∈ V solves its own problem (4.2.12a) and is repeated at next sampling instance.

Note that the repulsive potentials of static obstacles (3.1.9) and the moving obstacle/other ships
(3.1.6) are taken into account over the prediction horizon for collision avoidance, and is called
repeatedly, for each time instant τ . However, they are disabled due to combining with on-off
barrier function as in (3.3.6) and (3.3.9) (it has a “0” value if nothing is in the ship’s view range).
The repulsive potential will be activated via on-off barrier function (it has a “1” value if the
moving obstacle/other ships or the fixed obstacles are in the ship’s view range). This approach
has shown effectiveness when the potential field changes constantly via on-off barrier function
thus allowing the vessel to avoid getting trapped inside a local minima as presented in Chapter
3.

Note that the distributed NMPC scheme employed is a parallel architecture with the aim of
improving the closed-loop performance for USVs (compared with the sequential architecture)
[Liu et al., 2010]. More specifically, the separate NMPC controllers are evaluated based on a
new measured state (as can be seen x(t) in Fig. 4.2.3b) and broadcast their information (i.e.,
predicted states, for example, x̄1(τ), x̄2(τ) and x̄3(τ) in Fig. 4.2.3b) to their neigbors if they
stay interior of the communication range in parallel at the same sampling time. Fig. 4.2.3b
illustrates the communication topology of the distributed control framework for three agents.

Several remarks are as follows:

Remark 4.2.4. The nominal system (4.2.11) admits only one solution with one input.

Remark 4.2.5. Only the nominal system (4.2.11) is utilized in OCP.

Remark 4.2.6. The initial state of NDO, q̂i(τ) (4.2.11), has to be provided.

Remark 4.2.7. Regarding the rate of change of yaw moment, Ṫri , there are two possible cases:
i) Ṫri > 0 (i.e., ship will turn to port side), ii) Ṫri < 0, (i.e., ship will turn to starboard).
The slack variable weight should be carefully chosen so that Ṫri can only be a very small positive
number but still satisfy constraint (4.2.12f) while the slack variable, εi, is always a small positive
number as in (4.2.12e). These restrictions combine to make case (Ṫri > 0) improbable. In other
words, the case (Ṫri < 0) is strongly encouraged.

Remark 4.2.8. The prediction horizon should be chosen large enough to ensure cover of the
agent’s view range or at least assure that the agent has time enough to avoid an imminent
collision. Conversely, the prediction horizon cannot be chosen arbitrarily large due to numerical
and computational issues.

The details are presented in Algorithm 2. The procedure of information exchange among the
agents in Algorithm 2 is based on [Müller et al., 2012] and Algorithm 1 as presented in Chapter
3. Collision-free motion planning with the rejection of external disturbances through NDO is
proposed by the authors and described in the following:
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Algorithm 2 Information exchange procedure and collision avoidance of the NMPC-based
distributed motion planning with the rejection of external disturbances through NDO.

Require: Consider the set of agents V with the nominal model (i.e., wi is zero in (4.2.11)), the
set of repulsive potentials of the forbidden cells (3.1.9) and of the agents (3.3.4), the on-off

barrier function as in (3.3.6) and (3.3.9), the safe distance Di,`
s , the vew and communication

ranges of agents i, j ∈ V, set of waypoint obtained through RRT*.
1: τ ∈ [t, t+ Tp];
2: Initialize the NDO as in (4.2.11)-(4.2.12);
3: Each controller updates the measured state (x(tk)) and shared information;
4: for i = 1 : Na do
5: Agent i solves OCP (4.2.12a) and obtains the predicted trajectory x̄i(τ);

6: if the connectivity conditions between agent i and the others are satisfied then
7: NMPC i broadcasts its entire information (i.e., predicted state x̄i(τ)) to its neighbors

(Ni). Ni receives the predicted state x̄i(τ) of NMPC i and evaluates their predicted input
trajectories based on the measured state x(tk) and received predicted state (i.e., x̄i(τ));

8: if ‖∆psi,`‖ > Di,`
s and ‖∆pdi,j‖ > min(Γi,Γj) then

9: inactivate static and dynamic repulsive potential fields for the `th fixed and and
the jth moving obstacle (or other agent) in (4.2.13);

10: end if
11: if ‖∆psi,`‖ > Di,`

s and ‖∆pdi,j‖ ≤ min(Γi,Γj) then

12: inactivate the `th static RP of the fixed obstacles and activate the dynamic RP of
the jth agent (or moving obstacle) in (4.2.13);

13: end if
14: if ‖∆psi,`‖ ≤ D

i,`
s and ‖∆pdi,j‖ > min(Γi,Γj) then

15: activate the `th static RP of fixed obstacle whose value stays within the range
(0, 1]Φf

` (·)10and inactivate the dynamic RP of the jth agent (or moving obstacle) in (4.2.13);
16: end if
17: if ‖∆psi,`‖ ≤ D

i,`
s and ‖∆pdi,j‖ ≤ min(Γi,Γj) then

18: activate the `th static RP of fixed obstacle whose value stays within the range
(0, 1]Φf

` (·) and activate the dynamic RP of jth agent (or moving obstacle) whose value stays
within the range (0, 1]Υj(·)11in (4.2.13);

19: end if
20: end if
21: Apply only the first sample of the compound control sequence (i.e., ū∗i (τ ; xi(tk))) as in

(4.2.15) to both the nominal system and NDO over the interval [t, t+ Tp];
22: end for
23: Continue to the next sampling instance;
24: RETURN step 1;

4.3 Simulation results for collision avoidance and connectivity
maintenance

Hereinafter we use the Cybership II model for ship dynamics. This characterizes a real ship at a
scale of 1:70. Since we aim to test our algorithm on a realistic benchmark (using real movement

10Φf` (·) is repulsive potential of the `th static obstacle as defined in (2.2.12).
11Υj(·) is repulsive potential of the jth agent (or moving obstacle) as defined in (3.1.6).
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data, as given by the AIS), we scale all the information (distances, velocities) proportionally to
the scale mentioned earlier (e.g., the distance between harbors used in simulation is 70 times
less than the real one).

Consider a set of Na = 3 underactuated ships with the dynamical model (4.2.5) with the length
overall (LOA) being 1.255 [m], and the matrices12 R,M,D and B as presented in the simulation
section in Chapter 3. These vessels are simulated to navigate in the Trondheim fjord (Norway).
Fig. 3.1.3b illustrates the operating region in which the ships need to navigate among different
harbors while simultaneously maintaining connectivity and avoiding the shore or small islands
and other vessels. The Automatic Identification Systems (AIS) is used to provide real numerical
data related to the position and velocity of ships, as well as time of navigation between harbors.

Furthermore, in order to ensure that the ships can broadcast and be aware of each other’s
complete information, we have three neighboring sets. The neighbors of ship 1 is defined N1 =
{2, 3} (i.e., neighbors of ship 1 are ship 2 and 3) and N3 = {1, 2} (i.e., neighbor of ship 3 are
ship 1 and 2).

The three agents in the group need to maintain the connectivity among them while traveling
from Orkanger to Trondheim harbor (for situation 1) and Stjordal harbor (for situation 2) and
avoid fixed obstacles and a mobile obstacle whose dynamical model is described in (4.2.5).

The number of cells considered from partitioning the map as in Fig. 3.1.3b is Ncell = 22.

The view-range of the ships used in (3.3.5), (3.3.8) is Γi = 35 [m]. The scaling coefficient is
ε` ∈ [1.2, 1.8].

In order to observe easily, the communication range, Γci for information exchange among ships
used in (4.2.3), is assumed 70 [m].

The steepness of the repulsive potential defined in (3.3.6) and (3.3.9) is given by βi = 1. The
steepness of connectivity maintenance function (4.2.4), βij and curve’s maximum value, Lij
used as in (4.2.3) are β12 = β13 = β23 = 0.002 and L12 = L13 = L23 = 1000. Other parameters
of the NMPC optimization problem in (4.2.13) are chosen as follows: the weighting matrices
Qi = 0.1I6, Ri = 0.1I2, Pi = [0.5I2 02 02; 02 I2 02; 02 02 I2], Si = 10−6. We consider
a conservatively chosen prediction horizon Tp = 6s in order to asses less than ideal conditions
(decisions have to be made when the other ships/obstacles are already very close) and the
sampling time Te is 2s.

The design parameters of the NDO in (4.2.11) and (4.2.12) are chosen as follows: λi = 1 and
βNDOi = 1, K1i = diag

{
0.2, 0, 0.2

}
, K2i = diag

{
0.025, 0, 0.025

}
= di.

We consider the surge velocity of agent 1 to be the highest (u1 ∈ [−0.2, 0.6] [m/s]); the surge
velocities of agent 2 and 3 equal (u2 = u3 ∈ [−0.2, 0.4] [m/s]) and less than the surge velocity of
agent 1. The yaw angles’ constraint is [−π, π]. We consider constraints on the actuation force
Tu1 ∈ [−2, 2] [N], Tu2 = Tu3 ∈ [−2, 2] [N] and on the yaw moment Tr1 = Tr2 = Tr3 ∈ [−0.2, 0.2]
[Nm]. The look-ahead distance is taken in the interval Λ ∈ [2 · LOA, 10 · LOA].

The simulations are done using IPOPT solver and CASADI [Andersson et al., 2018] toolkit
in Matlab R2016a on a computer with the following configuration: Intel Core i7-4790CPU,
3.60GHz, 8GB RAM.

12For simplicity, the Coriolis matrix is neglected.
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4.3.1 Scenario 1: Connectivity maintenance of MAS

Scenario 1 evaluates the validity of motion planning for connectivity maintenance in a group of
three vessels in the course of going to the desired harbors, while maintaining collision avoidance,
complying with the COLREG rules, avoiding dynamic obstacles under LOS guidance in the
absence of disturbances.

Situation 1: Multi-USVs depart from Orkanger to Trondheim harbor
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(a) Feasible collision-free path from Orkanger to Trondheim harbor.
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(b) Connectivity maintenance of the 3 USVs in situation 1 with COLREGS compliance -
rules 13 and 14.

Figure 4.3.1: Motion planning of the three agents in situation 1.

Fig. 4.3.1a shows the off-line collision-free path generated using the RRT∗ algorithm after 1500
iterations.

Fig. 4.3.1b depicts the actual motion of the three vessels traveling from Orkanger to Trondheim
harbor. In the same figure, we show the group of agents at 7 different time instances as they
are changing their formation configuration, for instance due to the moving obstacle motion
illustrated in black. Fig. 4.3.2d shows that the connectivity condition is maintained.
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(c) Surge velocities of the three vessels.
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(d) Relative distances of the three agents.

Figure 4.3.2: Control inputs, course angles, surge velocities and relative distances of the three
agents in situation 1.

At time instance k = 93, the ship 1 (in red) is overtaking on the port side of the second and third
ship, hence satisfying the COLREGS rule 13 - the overtaking situation. This can also be observed
in Fig. 4.3.2b and 4.3.2c where ship 2 (in green) and 3 (in blue) are being overtaken, not changing
their course and speed until step k = 135. In time interval k ∈ [365, 400] the COLREGS rule 14
concerning head-on collisions between ships and/or mobile obstacles, becomes active. The first
ship in the group (in red) and the mobile obstacle start changing their course angles to turn to
their starboard (right side) at time step k = 365 (Fig. 4.3.2b), then the course angle of the third
ship of the group (in blue) has a significant increase at time step k = 400 (see also Fig. 4.3.2b).
Note that if the course angle of the ship is increasing, then the vessel is steered to its starboard
and vice-versa.

Fig. 4.3.2a depicts the control inputs corresponding to surge thrust and rudder deflection of the
three vessels.

Situation 2: Multi-USVs depart from Orkanger to Stjordal harbor

Similarly with situation 1, a collision-free path is generated from Orkanger to Stjordal harbor
via RRT∗ after 1500 iterations as in Fig. 4.3.3a.

Fig. 4.3.3b illustrates the actual motion of the three vessels traveling from Orkanger to Stjordal
harbor. We show the group of agents at 10 different time instances changing their formation
configuration due to the moving obstacle illustrated in black. Note that starting with time
step k = 200, the three ships steer away from the given path due to the repulsive potential
of the forbidden cell for ensuring a safe distance between agents and the shore-line. However,
after some steps, in particular, at k = 416, the agents re-approach the given path and continue
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(a) Feasible collision-free path Orkanger to Stjordal harbor.
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(b) Connectivity maintenance of the three ships group in situation 2 with COLREGS com-
pliance - rules 13 and 15.

Figure 4.3.3: Motion planning of the three agents in situation 2.

tracking it. A crossing situation (Rule 15 of COLREGS) between the group of three ships (which
start from Orkanger harbor) and the mobile obstacle (which starts from Trondheim harbor) is
encountered. Since the mobile obstacle crosses from the starboard of the three ships group, the
mobile obstacle can maintain its direction, while the three ships must turn starboard for collision
avoidance at time step k = 500. The change of the ships’ course angles can also be observed in
Fig. 4.3.4b, the first (the red line) and third (the blue line) ship’s course angles start increasing
at time steps k = 500 and k = 515, respectively for collision avoidance on starboard with the
mobile obstacle. The course angle of the second (the green line) ship is not changing since the
mobile obstacle has passed by the time they enter this area. Fig. 4.3.4a and Fig. 4.3.4c present
the control input and the surge velocities of the three ships respectively.

Collision avoidance and connectivity-preserving among agents are also validated since the relative
distances are greater than the safety threshold and smaller than the connectivity threshold, as
can be seen in Fig. 4.3.4d.
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(c) Surge velocities of the three vessels.
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(d) Relative distances of the three vessels.

Figure 4.3.4: Control inputs, course angles, surge velocities and relative distances of the three
agents in situation 2.

4.3.2 Scenario 2: The environmental disturbances affect the performance of
MAS

Assume that the disturbances originated by the ocean environment are time-varying and are
described as follows: 

wui = 0.96sin(0.02t) + 0.84sin(0.03t),

wvi = 0,
wri = −0.16sin(0.09t+ π

3 )− 0.02sin(0.01t).

(4.3.1)

Then the external disturbances are bounded by
[
‖wui‖ |wri |

]> ≤ [1.72 0.18
]>

.

Situation 1: Multi-USVs depart from Orkanger to Trondheim harbor

In this scenario, the NMPC-based optimized control is combined with NDO (eq. (4.2.11) and
(4.2.12)) in the presence of the time varying disturbance as in eq. (4.3.1). The effectiveness of
the combination between NMPC and NDO is shown in Fig. 4.3.5 where the trajectories of three
vessels are similar with those shown in situation 1 of scenario 1. The connectivity maintenance
is also guaranteed as observed in Fig. 4.3.6d. Although the course angle of the three ships is
oscillating more than in the case of no disturbance (in Fig. 4.3.2b), there is also an increased
trend for the ships and the mobile obstacle to steer to their starboard side. For example, at
the time instance k = 368, the course angle of ship 1 (red line) and mobile obstacle (black line)
increase, which also can be observed in Fig. 4.3.6b. As a consequence, the COLREG rules 13
and 14 are maintained as in situation 1 of Scenario 1.
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Figure 4.3.5: Connectivity maintenance of the three ships group for situation 1 in the presence
of disturbances and NDO.
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(b) Course angles of the three vessels and obstacle
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(c) Surge velocities of the three vessels.
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(d) Relative distances of the three vessels.

Figure 4.3.6: Control inputs, course angles, surge velocities and relative distances of the three
agents in situation 1 in the presence of disturbances and NDO.

Fig. 4.3.6a and Fig. 4.3.6c illustrate the control inputs and surge velocites of the three vessels.
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(a) Situation 1 of Scenario 2.

0 200 400 600 800 1,000 1,200
−2
−1

0
1
2

Nsim [s]

ŵ
u

[N
] ŵu1
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(b) Situation 2 of Scenario 2.

Figure 4.3.7: The estimated disturbances of the situation 1 and 2.

Since the nonlinear disturbances of each ship can be estimated and compensated for, the esti-
mated perturbations (ŵ) of three ships converge towards the real disturbance (w), as depicted
in Fig. 4.3.7a. The effectiveness of the use of on-off barrier function for the designed function
(eq. (4.2.10)) (for example, the NDO of the 2nd vessel) can be seen in Fig. 4.3.8. The errors
between estimated and actual disturbances when applying the on-off barrier function (the red
one) have had shown a slight improvement.
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Figure 4.3.8: Comparison of NDO using signum function and on-off barrier function.
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Situation 2: Multi-USVs depart from Orkanger to Stjordal harbor
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(b) Course angles of the three vessels.

200 400 600 800 1,0000

8

20

40

60

80

Nsim[s]

R
el

at
iv

e
di

st
an

ce
[m

]
Ship 1&2
Ship 1&3
Ship 2&3
Connectivity threshold
Safety threshold

200 400 600 800 1,0000

8

20

40

60

80

Nsim[s]

R
el

at
iv

e
di

st
an

ce
[m

]

Ship 1&2
Ship 1&3
Ship 2&3
Connectivity threshold
Safety threshold

(c) Relative distances of the three vessels.

Figure 4.3.9: Simulation results of the three vessels in situation 2 in the presence of disturbances
and NDO.

In this situation, the connectivity maintenance and collision avoidance among agents in the
group are maintained in simulation as illustrated in Fig. 4.3.9c.

Rule 13 of COLREG - overtaking is obeyed as illustrated in Fig. 4.3.9a (at time instance k = 101,
ship 1 in red, overtakes on the left side of the two ships). Moreover, rule 15 - crossing, is also
complied with when the obstacle ship keeps its direction and ship 1 turns starboard for collision
avoidance as can be seen (k = 486) in Fig. 4.3.9a. This can also be seen in Fig. 4.3.9b, the
course angle of ship 1 (red) which increases at k = 486 while course angles of ship 1 (green) and
3 (blue) are not changing since the mobile obstacle has passed by the time they enter this area.

Similar to situation 1 in this scenario, good results are obtained because NDO provides an
estimate that rapidly converges towards the real disturbances depicted in Fig. 4.3.7b. This
allows the ships’ trajectories in the presence of external disturbances (Fig. 4.3.9a) to behave like
the trajectories in the absence of disturbances (Fig. 4.3.3b).

Note that in Fig. 4.3.1b, 4.3.3b, 4.3.5 and 4.3.9a, we also illustrate the repulsive and attractive
potentials projected in 2D (the repulsive potentials appear around the forbidden region pre-
venting the ship’s collison with the fixed and moving obstacles and the attractive potential is
represented by circles around the destination harbor).
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Computation time of the optimization problem, trajectory length and number of simulations to
arrive at the destinations are delineated in Table 4.3.1.

Table 4.3.1: Performance criteria for the motion planning algorithm of situation 1 and 2 for
Scenario 2 and 3.

Situation 1 Scenario 1 Scenario 2

Prediction horizon [s] 6 6

Number of simulations 650 650

CPU time [s]/step 0.0039 0.0039

Length of trajectory [m] 505.2 503.4

Situation 2 Scenario 1 Scenario 2

Prediction horizon [s] 6 6

Number of simulations 1050 1050

CPU time [s]/step 0.0103 0.0103

Length of trajectory [m] 847.6 858.5

4.4 Conclusions

In this chapter, we first presented the collision-free path generation, which is based on the
randomized sampling algorithm, namely RRT*. This algorithm assures the necessary conditions
for sampling-based motion planners towards probabilistic completeness, asymptotic optimality,
and monotone convergence. This path is generated off-line and based on a set of the waypoints
yielded by the RRT* algorithm. It is further parameterized by the associated heading angle
which is to be used for the LOS guidance system employed by the USVs for path tracking.

An NDO-based distributed NMPC scheme has been developed for the motion planning prob-
lem which ensures connectivity maintenance and collision avoidance for multi-surface vehicles.
The classical non-convex constraints from this problem were penalized in the cost function
through appropriate potential field constructions. NDO can estimate the external disturbance
and compensate for their impact via feedback control. Simulation results prove the excellent
performances of the algorithm as well as giving insights for real implementation.

More details on LOS guidance system used for multi-vehicle surfaces can be found in [Breivik
and Fossen, 2004, Børhaug et al., 2010, Hinostroza et al., 2018, Jiang et al., 2019, Wang et al.,
2019c]. NDO formulations can be found in [Fu et al., 2018,Gao and Guo, 2019,He et al., 2019b].
Some applications of tracking MPC for autonomous surface vehicles are introduced in [Yan and
Wang, 2012,Guerreiro et al., 2014,Sun et al., 2018a,Hagen et al., 2018,Persson and Wahlberg,
2019,Chen et al., 2019].

Future work will concentrate on the recursive feasibility of NMPC, the stability of the closed-loop
system as well as experimental results.
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Chapter 5

Conclusions and future developments

5.1 Conclusions

The present manuscript proposed an NMPC (Nonlinear Model Predictive Control) algorithm for
motion planning of multi-agent systems in an environment with fixed and moving obstacles. The
focus was on a real application of safe navigation for ships in the Trondheim fjord. The classical
non-convex constraints resulted from this problem were penalized in the cost function through
appropriate potential field constructions. To reduce complexity and computation times we have
considered on-off barrier functions as weights for the repulsive components of the potential field
(such that only agents and obstacles in the view range of the current agent contribute into its
potential field). Then, an NDO (Nonlinear Disturbance Observer)-based distributed NMPC
scheme has been developed for motion planning problem with connectivity maintenance and
collision avoidance for multi-surface vehicles. NDO was used to estimate the external distur-
bance and compensate for their impact via feedback control. Simulation results have shown the
excellent performances of the algorithm as well as given insights towards real implementations.

We have to emphasize that the collision avoidance problem for multi-agent systems is a large and
challenging domain. We have thus concentrated our contribution on a specific thematic related to
the safe navigation of ships. The topic is complex enough as it covers different challenging issues
appearing in the control of the multi-agent systems such as having underactuated dynamics and
ensuring collision avoidance and connectivity maintenance, all of these in presence of external
disturbances and in a cluttered environment.

Throughout the manuscript we have considered various tools. Chiefly among these, we consider
polytopic sets to characterize obstacles, agents’ safety regions and ground features (islands or
mainland). We have also considered barrier functions and proposed an implementation based
on the logistic regression (shown to behave better than, e.g., the signum function). These tools
allowed us to write the various limitations (either as hard constraints for the MIP (Mixed-Integer
Programming) approach or as penalty terms into the cost for the APF (Artificial Potential
Field) approach) into a manageable form which was further integrated into a MPC (Model
Predictive Control) framework. While in the beginning of the thesis we show both MIP and
APF approaches, we have done so only to highlight the shortcomings of the former (in terms of
computation time and feasibility) w.r.t. to the later.

Despite the fact that the potential field approach in MPC scheme showed some efficiencies in
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obstacle avoidance, the local minima usually emerges as the main shortcoming which may affect
the motion planning procedure. Therefore, we proposed a combined methodology between on-
off barrier functions (is a technique borrowed from machine learning algorithms used in the
field of statistics) and APF constructions to make sure that the magnitude of the total potential
fields (repulsive and attractive potential field) is always variable in the view range of the agents
(needed in order to reduce the probability of having null potential field which would lead to
undesirable behavior for the agent). The proposed method was applied over a benchmark
using real numerical data for the safe navigation of ships in the Trondheim fjord complying to
COLREGS rules. The simulations have shown the effectiveness of the proposed method with
respect to other classical methods.

Finally, we have developed a distributed control framework to deal with the motion planning
problem for multiple surface vehicles in the presence of varying environmental disturbances. The
goal was to steer the vehicles from an initial to a final destination while ensuring connectivity and
avoiding collision with fixed and moving obstacles. Some ingredients like LOS (Line-of-Sight)
guidance and RRT* (optimal Rapidly-exploring Random Tree) algorithms were first employed
for generating a collision-free path considering static surroundings. The main contribution was
in the employment of potential field constructions within a distributed NMPC framework for
safe navigation in a dynamic coastal environment. We discussed the proposed algorithm through
simulations with different scenarios and comparisons carried out over a benchmark for motion
planning in the Trondheim fjord, Norway.

Since the combination between on-off barrier function and APF approach in NMPC scheme is a
new approach for distributed motion planning of MAS topic, there are still many open questions
that will be detailed in the last section.

5.2 Future developments

First of all, we consider the most relevant topic to be the one of time-delay systems1 in the
distributed motion planning framework of MAS. Delays in communication and in reaching a
decision may strongly influence the collision avoidance guarantees. Not in the least, we may
mention that the particular choice for expressing the repulsive component, the sum function,
is not always well-posed. That is, it may happen that the sum function’s derivatives have
discontinuities which negatively influence the resulting cost function. Hence, alternatives to the
sum function will be considered.

Secondly, although the on-off repulsive potentials are the main contribution in this manuscript,
improvements can be carried out in order to better the results. Instead of assuming a fixed
slope parameter β, we may obtain it through an estimation/fitting procedure which maximizes
the appearance of the obstacles in the agent’s view range, i.e., a collision risk may be alerted
earlier. The Newton-Raphson [Bakari et al., 2016, Al-Daffaie and Khan, 2017] and Gradient
Descent [Kim et al., 2018, Manogaran and Lopez, 2018] method as well as its variants such
as Batch Gradient Descent and Stochastic Gradient Descent can be employed to estimate this
parameter.

Thirdly, the additive disturbances need to be fully considered despite the fact that we took the
impact of the environmental disturbances into account with respect to the control inputs (i.e.,

1Delays occur due to finite velocities of signal propagation or processing delays leading to memory effects and,
in general, infinite-dimensional systems [Otto et al., 2019].



5.2. Future developments 103

ocean currents affect the performance of the surge thrust and rudder deflection). That is, the
effect of ocean currents defined in the inertial frame [Caharija et al., 2018] has not yet been taken
into account. Furthermore, the impact of multiplicative disturbances should also be discussed.
These factors cause delays in the communication channel, or degradation of the information
exchanged among the agents. One of the most popular approaches for dealing with the issues in
MPC framework is to employ the min−max MPC, which uses the maximum overall realizations
of the disturbance sequence in the objective function [Gesser et al., 2018, Liu et al., 2018a, Hu
and Ding, 2019]. Another interesting method is tube-based MPC [Villanueva et al., 2017, Sun
et al., 2018b, Yadbantung and Bumroongsri, 2019] which guarantees that the actual dynamics
track the nominal dynamic and are guaranteed to stay in a tube around it.

Finally, one of the most challenging perspectives is to guarantee asymptotic stability of the
potential field-based MPC scheme by using the predicted input trajectory along the prediction
horizon. Without doubt, this is not a trivial problem to deal with since MAS have to leave
their predicted paths due to repulsive forces coming from the forbidden areas. Some well-
known approaches from the literature are promising. On the one hand, stability can be ensured
for finite-horizon problems by suitably choosing a weighting matrix for terminal cost and an
attractive terminal region [Chen and Allgöwer, 1998, Nguyen et al., 2019]. On the other hand,
closed-loop stability can also be achieved for relatively long horizons without the need to use
a terminal cost or a terminal constraint [Grüne, 2012, Grüne and Pannek, 2017]. Stability is
guaranteed by tuning the weighting matrices of the cost function.

Last but not least, while our results have been tested only in simulation, they consider realistic
ship models, ocean disturbances and a benchmark inspired from real data (shore shape, ship
movements, etc.). Thus, we are interested to continue the work and apply our results in real
settings and/or more complex scenarios.
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Appendix A

COLREGS

• Rule 8 - Action to avoid collision: avoidance action must be applied timely, before other
vessel approaches. Any alterations of course and/or speed must be large enough to clear
the approaching vessels.

• Rule 13 - Overtaking: The overtaking vessel can pass on either side and must keep out of
the way of the vessel being overtaken. The vessel being overtaken must hold the course
and speed until other vessel is past and well clear.

• Rule 14 - Head on situation: when two power-driven vessels are meeting on nearly recip-
rocal courses so as to involve risk of collision, then alter course to starboard so that each
pass on the port side of each other.

• Rule 15 - Crossing situation: when two power-driven vessels are crossing so as to involve
risk of collision, the vessel which has the other on her own starboard side shall keep out
of the way.

• Rule 16 - Actions by give-way vessel: take early and substantial action to keep well clear.
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Appendix B

Brief overview of RRT*

Algorithm 3 The Exploring-tree procedure.

Input: Nodes K ∈ N, xinit ∈ F , Xgoal ⊂ F .
Output: tree T .

1 V ← T .Node; E ← T .Edge;
2 (xnear)← Nearest(T , xrand);
3 (xnew)← Steer(xnear, xrand,∆t);
4 if Collision-free-path(xnear, xnew) then
5 T ← T

⋃{xnew};
6 xmin ← xnear; Cmin ← cost(xnear);
7 cost(xnew)← cost(xnear) + dist({xnear, xnew});
8 xnearest ← Check-nearest-neighbors(xrand,R);
9 for all xnearest ∈ Xnearest do

10 if Collision-free-path(xnearest, xnew) and cost(xnearest)+dist({xnearest, xnew}) < Cmin then
11 xmin ← xnearest;
12 Cmin ← cost(xnearest) + dist({xnearest, xnew});
13 end

14 end
15 E ← E ⋃{(Cmin, xnew)};
16 for all xnearest ∈ Xnearest \ {xmin} do
17 if Collision-free-path(xnearest, xnew) and cost(xnearest) > cost(xnew)+dist({xnearest, xnew});

then
18 xparent ← Parent(xnearest);
19 E ← E \ {(xparent, xnearest)};
20 E ← E ⋃{(xnearest, xnew)};
21 end

22 end

23 end
24 Return T = (V, E).
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Appendix C

Solving local minima

Assume that the operating space of the ith agent is the total potential field in classical APF
approach, which is presented as (2.2.10):

Sc(xi) =

Nobs∑
`=1

c1`

(c2` + γ`(xi))2
+ ‖xi − xi,ref‖2Qi

, (C.0.1)

The simplest control action would be a descent gradient method were the input is equated with
the steepest gradient:

F ci (xi) = −∇Sc(xi) = −
Nobs∑
`=1

[
c1`

(c2`+γ`(xi))3

]
∇
Nobs∑
`=1

γ`(xi)− 2Qi(xi − xi,ref )∇xi, (C.0.2)

Local minima will happen when there is a bad choice of the parameters of repulsive and attractive
potential making these potential components cancel each other. This means that (C.0.2) is equal
to zero, i.e.,

−
Nobs∑
`=1

[
c1`

(c2`+γ`(xi))3

]
∇
Nobs∑
`=1

γ`(xi) = 2Qi(xi − xi,ref )∇xi, (C.0.3)

On the other hand, the proposed method gives us a total potential1 described as follows:

Sp(xi) =

Nobs∑
`=1

F i,`(‖∆psi,`‖, βi`)
c1`

(c2` + γ`(xi))2
+ ‖xi − xi,ref‖2Qi

, (C.0.4)

Similar with the classical approach, one has also:

F pi (xi) = −∇Sp(xi) = −
[
−
Nobs∑
`=1

∇F i,`(‖∆psi,`‖, βi`)
c1`

(c2` + γ`(xi))2

+

Nobs∑
`=1

F i,`(‖∆psi,`‖, βi`)
c1`

(c2` + γ`(xi))3
∇
Nobs∑
`=1

γ`(xi)− 2Qi(xi − xi,ref )∇xi

]
(C.0.5)

(C.0.5) will become (C.0.2) (i.e., local minima) if and only if
Nobs∑̀

=1

F i,`(‖∆psi,`‖, βi`) = 1 and

Nobs∑̀
=1

∇F i,`(‖∆psi,`‖, βi`) = 0, i.e., entire total static repulsive potential must be in the interior of

1It is worth noting that all the parameters of total the potential fields are similar.
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the view range of ith agent (i.e., all static repulsive must be activated). This cannot happen
since the view range of the agent is significantly smaller than the size of the workspace under
consideration. Therefore, (C.0.5) always differs from (C.0.2), in other words, the proposed
method can better deal with local minima in comparison to the classical approach.
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[Chen and Allgöwer, 1998] Chen, H. and Allgöwer, F. (1998). A quasi-infinite horizon nonlinear
model predictive control scheme with guaranteed stability. Automatica, 34(10):1205–1217. 29,
62, 103



Bibliography 113

[Chen et al., 2018a] Chen, L., Hopman, H., and Negenborn, R. R. (2018a). Distributed model
predictive control for vessel train formations of cooperative multi-vessel systems. Transporta-
tion Research Part C: Emerging Technologies, 92:101–118. 9

[Chen et al., 2019] Chen, L., Huang, Y., Zheng, H., Hopman, H., and Negenborn, R. (2019). Co-
operative multi-vessel systems in urban waterway networks. IEEE Transactions on Intelligent
Transportation Systems. 99

[Chen et al., 2018b] Chen, L., Negenborn, R. R., and Hopman, H. (2018b). Intersection crossing
of cooperative multi-vessel systems. IFAC-PapersOnLine, 51(9):379–385. 9

[Chen et al., 2000] Chen, W.-H., Ballance, D. J., Gawthrop, P. J., and O’Reilly, J. (2000). A
nonlinear disturbance observer for robotic manipulators. IEEE Transactions on industrial
Electronics, 47(4):932–938. 84

[Chen et al., 2018c] Chen, X., Liu, Y., Hong, X., Wei, X., and Huang, Y. (2018c). Unmanned
ship path planning based on rrt. In International Conference on Intelligent Computing, pages
102–110. Springer. 77

[Chen et al., 2016] Chen, Y.-b., Luo, G.-c., Mei, Y.-s., Yu, J.-q., and Su, X.-l. (2016). Uav path
planning using artificial potential field method updated by optimal control theory. Interna-
tional Journal of Systems Science, 47(6):1407–1420. 16

[Chen and Wang, 2005] Chen, Y. Q. and Wang, Z. (2005). Formation control: a review and
a new consideration. In 2005 IEEE/RSJ International conference on intelligent robots and
systems, pages 3181–3186. IEEE. 3

[Chiang and Tapia, 2018] Chiang, H.-T. L. and Tapia, L. (2018). Colreg-rrt: an rrt-based
colregs-compliant motion planner for surface vehicle navigation. IEEE Robotics and Au-
tomation Letters, 3(3):2024–2031. 46

[Christofides et al., 2013] Christofides, P. D., Scattolini, R., de la Pena, D. M., and Liu, J.
(2013). Distributed model predictive control: A tutorial review and future research directions.
Computers & Chemical Engineering, 51:21–41. 8

[Clark, 2005] Clark, C. M. (2005). Probabilistic road map sampling strategies for multi-robot
motion planning. Robotics and Autonomous Systems, 53(3-4):244–264. 4

[Commandant, 1999] Commandant, U. (1999). International regulations for prevention of col-
lisions at sea, 1972 (72 colregs). US Department of Transportation, US Coast Guard, COM-
MANDANT INSTRUCTION M, 16672. 45, 76

[Cui et al., 2015] Cui, R., Li, Y., and Yan, W. (2015). Mutual information-based multi-auv
path planning for scalar field sampling using multidimensional rrt. IEEE Transactions on
Systems, Man, and Cybernetics: Systems, 46(7):993–1004. 46

[Dalpe and Thein, 2017] Dalpe, A. and Thein, M.-W. (2017). Obstacle avoidance strategies for
autonomous surface vehicles. In OCEANS 2017-Anchorage, pages 1–8. IEEE. 5

[Davis, 1987] Davis, L. (1987). Genetic algorithms and simulated annealing. 4

[Deits and Tedrake, 2015] Deits, R. and Tedrake, R. (2015). Efficient mixed-integer planning
for uavs in cluttered environments. In 2015 IEEE international conference on robotics and
automation (ICRA), pages 42–49. IEEE. 6



Bibliography 114

[Deo, 2017] Deo, N. (2017). Graph theory with applications to engineering and computer science.
Courier Dover Publications. 8

[Di Cairano et al., 2010] Di Cairano, S., Tseng, H., Bernardini, D., and Bemporad, A. (2010).
Steering vehicle control by switched model predictive control. IFAC Proceedings Volumes,
43(7):1–6. 5

[Di Cairano et al., 2008] Di Cairano, S., Yanakiev, D., Bemporad, A., Kolmanovsky, I. V., and
Hrovat, D. (2008). An mpc design flow for automotive control and applications to idle speed
regulation. In 2008 47th IEEE Conference on Decision and Control, pages 5686–5691. IEEE.
5

[Diehl et al., 2009] Diehl, M., Ferreau, H. J., and Haverbeke, N. (2009). Efficient numerical
methods for nonlinear mpc and moving horizon estimation. In Nonlinear model predictive
control, pages 391–417. Springer. 5

[Ding et al., 2017] Ding, L., Han, Q.-L., Ge, X., and Zhang, X.-M. (2017). An overview of
recent advances in event-triggered consensus of multiagent systems. IEEE transactions on
cybernetics, 48(4):1110–1123. 8

[Do, 2010] Do, K. D. (2010). Practical control of underactuated ships. Ocean Engineering,
37(13):1111–1119. 78, 84

[Dombrovskii and Obyedko, 2015] Dombrovskii, V. and Obyedko, T. (2015). Model predictive
control for constrained systems with serially correlated stochastic parameters and portfolio
optimization. Automatica, 54:325–331. 28

[Doria et al., 2013] Doria, N. S. F., Freire, E. O., and Basilio, J. C. (2013). An algorithm inspired
by the deterministic annealing approach to avoid local minima in artificial potential fields. In
2013 16th International Conference on Advanced Robotics (ICAR), pages 1–6. IEEE. 46

[Dorigo and Birattari, 2010] Dorigo, M. and Birattari, M. (2010). Ant colony optimization.
Springer. 4

[Dunbar and Murray, 2006] Dunbar, W. B. and Murray, R. M. (2006). Distributed receding
horizon control for multi-vehicle formation stabilization. Automatica, 42(4):549–558. 9

[Eberhart and Kennedy, 1995] Eberhart, R. and Kennedy, J. (1995). A new optimizer using
particle swarm theory. In MHS’95. Proceedings of the Sixth International Symposium on
Micro Machine and Human Science, pages 39–43. IEEE. 4

[Eriksen et al., 2019] Eriksen, B.-O. H., Breivik, M., Wilthil, E. F., Fl̊aten, A. L., and Brekke,
E. F. (2019). The branching-course model predictive control algorithm for maritime collision
avoidance. Journal of Field Robotics, 36(7):1222–1249. 48

[Fang et al., 2017] Fang, H., Wei, Y., Chen, J., and Xin, B. (2017). Flocking of second-order
multiagent systems with connectivity preservation based on algebraic connectivity estimation.
IEEE transactions on cybernetics, 47(4):1067–1077. 77

[Ferguson and Stentz, 2006] Ferguson, D. and Stentz, A. (2006). Anytime rrts. In 2006
IEEE/RSJ International Conference on Intelligent Robots and Systems, pages 5369–5375.
IEEE. 5

[Ferreau et al., 2014] Ferreau, H. J., Kirches, C., Potschka, A., Bock, H. G., and Diehl, M.
(2014). qpoases: A parametric active-set algorithm for quadratic programming. Mathematical
Programming Computation, 6(4):327–363. 31



Bibliography 115

[Filotheou et al., 2018] Filotheou, A., Nikou, A., and Dimarogonas, D. V. (2018). Decentral-
ized control of uncertain multi-agent systems with connectivity maintenance and collision
avoidance. In 2018 European Control Conference (ECC), pages 8–13. IEEE. 77
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parallel genetic algorithm and particle swarm optimization for real-time uav path planning.
IEEE Transactions on Industrial Informatics, 9(1):132–141. 4

[Robusto, 1957] Robusto, C. C. (1957). The cosine-haversine formula. The American Mathe-
matical Monthly, 64(1):38–40. 51

[Santos and Egerstedt, 2018] Santos, M. and Egerstedt, M. (2018). Coverage control for multi-
robot teams with heterogeneous sensing capabilities using limited communications. In 2018
IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), pages 5313–
5319. IEEE. 9

[Saunders et al., 2005] Saunders, J., Call, B., Curtis, A., Beard, R., and McLain, T. (2005).
Static and dynamic obstacle avoidance in miniature air vehicles. In Infotech@ Aerospace,
page 6950. 5

[Scattolini, 2009] Scattolini, R. (2009). Architectures for distributed and hierarchical model
predictive control–a review. Journal of process control, 19(5):723–731. 7

[Scokaert and Mayne, 1998] Scokaert, P. O. and Mayne, D. (1998). Min-max feedback model
predictive control for constrained linear systems. IEEE Transactions on Automatic control,
43(8):1136–1142. 5

[Sfeir et al., 2011] Sfeir, J., Saad, M., and Saliah-Hassane, H. (2011). An improved artificial
potential field approach to real-time mobile robot path planning in an unknown environment.
In 2011 IEEE international symposium on robotic and sensors environments (ROSE), pages
208–213. IEEE. 46

[Shibata et al., 2018] Shibata, K., Shibata, N., Nonaka, K., and Sekiguchi, K. (2018). Model
predictive obstacle avoidance control for vehicles with automatic velocity suppression using
artificial potential field. IFAC-PapersOnLine, 51(20):313–318. 7, 16

[Skjetne et al., 2004] Skjetne, R., Smogeli, Ø. N., and Fossen, T. I. (2004). A nonlinear ship
manoeuvering model: Identification and adaptive control with experiments for a model ship.
48
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Abstract

This thesis proposes optimization-based control solutions for the motion planning of multi-agent
dynamical systems operating in a variable environment (with static/mobile obstacles and time-
varying environmental disturbances).

Collision-free paths are planned for the agents through the combined use of set theory (par-
ticularly, bounded convex sets), non(-linear) Model Predictive Control (MPC), Potential Field
(PF) and graph-based methods. The contributions build on the proposal of repulsive poten-
tial field constructions together with on-off barrier functions which describe and, respectively,
activate/deactivate the collision-free conditions introduced in a distributed NMPC framework.
These constructions are further used for connectivity maintenance conditions among the group
of agents while ensuring the tracking of the a priori generated path. Furthermore, a nonlin-
ear disturbance observer is integrated within the control scheme for environmental disturbance
rejection.

Finally, the results are validated in simulation through comparisons with mixed-integer ap-
proaches and over a benchmark for the safe navigation of Unmanned Surface Vehicles (USVs)
in the Trondheim fjord, Norway, using real numerical data.

Résumé

Cette thèse propose des solutions de commande basées sur la planification optimale de trajec-
toires pour des systèmes dynamiques multi-agents fonctionnant dans un environnement variable
(avec obstacles statiques ou mobiles et des perturbations variables dans le temps).

Cette planification de trajectoires repose sur l’utilisation combinée de la théorie des ensembles
(en particulier des ensembles convexes bornés), de la commande prédictive non-linéaire (NMPC),
du calcul de champs de potentiel et des méthodes basées sur des graphes. Elle se base sur la
construction de champs de potentiel répulsifs associés à des fonctions de barrière marche-arrêt
(on-off barrier functions) qui décrivent et activent ou désactivent les trajectoires libres (sans
collision) calculées au préalable par une commande de type NMPC distribuée. Ces constructions
sont ensuite utilisées pour maintenir la connectivité dans le groupe d’agents, tout en assurant
le suivi du chemin pré-généré. En outre, un observateur pour l’estimation de perturbations non
linéaires est intégré dans le schéma de commande afin de les rejeter.

Les résultats théoriques obtenus sont validés en simulation, par des comparaisons avec des
approches utilisant la programmation mixte en nombres entiers, à l’aide de données numériques
réelles provenant d’une plateforme de navigation sécurisée pour les véhicules de surface non
habités dans le fjord de Trondheim (Norvège).


	1 Introduction
	1.1 Motion planning for multi-agent dynamical systems
	1.1.1 Path/trajectory planning
	1.1.2 Collision and obstacle avoidance constraints
	1.1.3 Distributed control

	1.2 Contributions of the thesis
	1.3 Organization of the manuscript

	2 Constrained optimization for motion planning
	2.1 Polytopic constraints
	2.1.1 Polytopic descriptions
	2.1.2 Sum function

	2.2 Nonlinear optimization in control
	2.2.1 Potential field approach
	2.2.2 Mixed-integer programming
	2.2.3 (Non-)linear model predictive control

	2.3 Control barrier function-based constraints description
	2.3.1 Control barrier function
	2.3.2 Potential field for anti-collision constrains using the control barrier function

	2.4 Simulation results for collision avoidance using repulsive potentials
	2.4.1 Potential field and Mixed-integer programming approach
	2.4.2 Potential field-based MPC approach using the control barrier constraint

	2.5 Conclusions

	3 Potential-field constructions for motion planning with collision avoidance 
	3.1 Potential field-based description of a costal environment
	3.1.1 Dynamic repulsive potential field
	3.1.2 Static repulsive potential field

	3.2 Logistic Regression analysis
	3.3 NMPC implementation
	3.3.1 Chebyshev center for static polytope configuration
	3.3.2 On-off repulsive potential description

	3.4 NMPC optimization problem
	3.5 Simulation results for collision avoidance using on-off repulsive potentials
	3.5.1 Comparison of Scenario 1 (classical APF) and 2 (proposed APF)
	3.5.2 Comparison of Scenario 2 (proposed APF) and 3 (MIP technique)
	3.5.3 Scenario 4: Consider the proposed algorithm under the COLREGS rules
	3.5.4 Scenario 5: Comparison of the proposed algorithm and another strategy

	3.6 Conclusions

	4 Distributed connectivity maintenance of MAS in the presence of environmental disturbances
	4.1 Path generation with LOS guidance based on randomized sampling algorithms
	4.1.1 Graph-based methods
	4.1.2 LOS guidance system

	4.2 Path planning for connectivity maintenance with COLREGS compliance with external disturbances
	4.2.1 Connectivity maintenance condition
	4.2.2 NDO design for external time-variant disturbance
	4.2.3 NMPC - based distributed motion planning with disturbance compensation

	4.3 Simulation results for collision avoidance and connectivity maintenance
	4.3.1 Scenario 1: Connectivity maintenance of MAS
	4.3.2 Scenario 2: The environmental disturbances affect the performance of MAS

	4.4 Conclusions

	5 Conclusions and future developments
	5.1 Conclusions
	5.2 Future developments

	A COLREGS
	B Brief overview of RRT*
	C Solving local minima



