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FOREWORD AND STRUCTURE OF THE MANUSCRIPT

This manuscript is organized as follows: in the Introduction, we give the mathematical setting of
this thesis, lay down the modelling assumption used throughout the text, present the main problems
under consideration before listing our contributions. The rest of the manuscript consists of the articles
written (either published or submitted) during my time as a PhD student. Each chapter corresponds
to a paper. For most of them, a synthetic presentation has been added in order to underline the main
difficulties of the problem and the principal novelties of the methods developed.

Chapter 2 corresponds to [MNP19b]. It is devoted to maximization of the total population size
in logistic-diffusive equations. The main focus is on the bang-bang property for optimizers, and
leads to the introduction of new asymptotic methods. We also establish a stationarity property
in the one dimensional case.

Chapter 3 corresponds to [MNP19a]. It is devoted to the study of a spectral optimization
problem with respect to the drift and the potential of a linear operator. The emphasis is on
(non)-existence, as well as the introduction of a method which is shorter and more elegant than
the one usually used to investigate stability of optimal shapes. We introduce new tools to derive
stationarity results (i.e for small drifts minimizers are the same as in the case without a drift
when the domain is a ball).

Chapter 4 corresponds to [Maz19a]. It is devoted to the study of a quantitative spectral in-
equality for a Schrodinger operator in the ball. We introduce new transformations and combine
it with new tools developed to handle possible topological changes for competitors.

Chapter 5 corresponds to [MRBZ19]. It is devoted to the study of a control problem for bistable
reaction-diffusion equations. The focus is on existence of control strategy, and the main innov-
ation is the use of perturbative methods to encompass the case of slowly-varying environments.

Chapter 6 corresponds to [HMP19]. Tt is devoted to a non-energetic shape optimization problem
with a non-linear partial differential equation constraint. It focuses on existence of optimal
shapes, as well as the stability of the optimizers for small non-linear perturbations of a shape
optimization problem under linear PDE constraint. We introduce a new way to construct
perturbations for which optimizers for the unperturbed problem no longer satisfy optimality
conditions. This relies on a fine analysis of shape derivatives.
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Although the notations used in this manuscript will be properly introduced in due time, we gather
here, for the sake of readability, the most common ones used throughout the chapters.

NOTATIONAL CONVENTIONS

e Sets and subsets:

(a) N is the set of non-negative integers, N* is defined as N* := N\ {0}, N* (resp. N* ) is the set
of positive (resp. negative) integers.

(b) R is the set of real numbers, R* is defined as R* := R\{0}, R} (resp. R_) is the set of
non-negative (resp. non-positive) real numbers, R (resp. R*) is the set of positive (resp.
negative) real numbers.

(¢) The underlying norm on R"™ (n € N*) is the euclidean norm. The topology used on R" is,
unless otherwise specified, the euclidean topology. The topology on any subset {2 C R" is the
induced topology.

(d) For any n € N*| for any « € R™ and any r > 0, B(z;r) is the euclidean ball of center « and of
radius r. S(z;r) is the euclidean sphere of center  and of radius 7.

(e) For any two subsets A and B of a set E, the notation AAB stands for the symmetric difference
of A and B.

e Measure theory:

(a) The underlying measure is the Lebesgue measure. For any n € N* and any Borel set A C R",
|A| is the n-th dimensional Lebesgue measure.

(b) For any n € N* and any d € {0,...,n—1}, H¢ stands for the d-dimensional Hausdorff measure.
When no confusion is possible, for instance when considering the (n—1)-dimensional Hausdorff
measure of the unit sphere S*~! € R”, this quantity is written in the same way as the Lebesgue
measure: [S?7!| = H""! (S,

e Integration, derivation and function spaces:
Throughout this list, @ C R™ (n € N*) is a Borel set.

(a) Whenever p € [1;+00], LP(2) is the Lebesgue space of order p associated with Q. The L?

norm of a function v € LP(2) is
%
lullrey = ( [ 1)
Q

(b) Whenever u € L'(€2), the mean value of u is defined as

Fum g [
o )"

(¢) The weak derivative of a function w : Q — R is defined in the sense of distributions.

(d) Whenever k € N and p € [1;+00], W*P(Q) is the Sobolev space of order (k,p). It consists of
functions whose weak derivatives up to order k lie in LP(2). It is endowed with the norm

k
||U|‘Wk,p(Q) = Z ||V£U||LP(Q)~
£=0

When € has a ¢! boundary and k > 0, the set Wéc’p(Q) is the set of functions u € WkP(Q)
whose trace on 0f is 0.
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(e) Assuming that © is a smooth open set, then, for any k¥ € N and any « € [0; 1], the set €%*(2)
is the Holder space of order (k,«) and is endowed with the norm

k VEu(z) — Veu(y)]
[|ul|gr.a) = HVZUHLOC Q)+ sup .
“ ; O yernry |z —yl@

e Variational problems:

When considering variational problems of the form

R

we call "solution of the problem" an element z* € X such that F(z*) = ing{F.
[S
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CHAPTER 1
GENERAL INTRODUCTION

La région des mathématiciens est un
monde intellectuel, o ce que ’on prend
pour des vérités rigoureuses perd
absolument cet avantage quand on
I'apporte sur notre terre. On en a conclu
que c’était a la philosophie expérimentale &
rectifier les calculs de la géométrie, et cette
conséquence a été avouée, méme par les
géometres.

Diderot,
Pensées sur linterprétation de la Nature
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CHAPTER 1. GENERAL INTRODUCTION

1.1 PRESENTATION OF THE MODEL AND OF THE MAIN
PROBLEMS

1.1.1 MAIN OBJECTIVE OF THIS THESIS

A simple way to phrase the main question under scrutiny throughout the works presented here is the
following:

What is the optimal way to spread resources in a domain?

On a mathematical level, this formulation requires some formalization; however, one can already
picture the two main topics of this manuscript: spatial ecology, which will be understood through the
lens of reaction-diffusion equations, the qualitative behaviour of which is, by now, well understood,
and shape optimisation, a domain where many interesting questions remain, to this day, completely
open. We do believe that our works contribute to both these domains, whether it be by shining a
new light on the influence of spatial heterogeneity on reaction-diffusion equations or by providing new
tools to tackle shape optimisation problems.

Regarding spatial ecology, a strong emphasis was put on concentration (and, conversely, frag-
mentation) of resources: is it better to scatter resources across the domain or, on the contrary, to
place them all in one spot? We give more details in Section 1.1.3.3.

As for shape optimisation, as will be explained further in Section 1.3, we give new tools to address
two ubiquitous problems: one is that of existence of optimal shapes, the other is that of the stability
of these optimisers, in a sense made precise later. The methods we develop in specific cases to tackle
these questions might however be applied in a more general setting.

1.1.2 STRUCTURE OF THE INTRODUCTION

This Introduction is structured as follows:

We first present the main model for a single-species (which will be the most commonly used
throughout the manuscript, and corresponds to Chapters 2, 3, 4), before tackling a controllability
problem for bistable reaction-diffusion equations (which corresponds to Chapter 5). We gathered the
presentation of all the methods developed in that second part to make the reading easier; furthermore,
as some of them are used in different chapters, or seemed worth discussing in a more general setting,
an independent presentation looked natural.

Thus, each Section of the first part of the introduction corresponds to one or multiple paragraphs
of the second part, according to the correspondance table below:

Problem Chapter Model and results Tools and methods
Total population size Chapter 2 Paragraph 1.2.1.1 Paragraph 1.3.2
Optimal survival- | Chapter 3 Paragraph 1.2.1.2 Paragraphs 1.3.3 and
Spectral optimisation 1.3.4

Quantitative spectral | Chapter 4 Paragraph 1.2.1.3 Paragraphs 1.3.4 and
inequality 1.3.4

Controllability for | Chapter 5 Paragraph 1.2.2 Paragraph 1.3.6
bistable equations

A non-linear optimisa- | Chapter 6 Paragraph 1.2.3 Paragraphs 1.3.2 and
tion problem 1.3.3
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1.1.3 SINGLE-SPECIES MODELS AND PROPERTIES UNDER INVESTIGATION

We start by introducing the main modelling assumptions underlying most of our work. We emphasize
the fact that we will mainly be studying stationary equations; in other words, we generally assume
that the population has already reached its equilibrium. We also highlight the fact that we work at a
macroscopic scale: the unknown in our equations is a population density, in contrast to some models
where individual behaviours are the relevant unknowns. It is possible to make a link between these
two modelling scales, and we give [13, 113] as general references for modelling of biological phenomena.
For a historical overview of the development of mathematical biology and ecology, we refer to [11].

The equations governing population dynamics are often called reaction-diffusion equations and are
ubiquitous since their use in [75, 113]. In the study of these equations, three important phenomena
are to be noted:

1. Inherent non-linearities:

This can already be found in Malthus’ seminal work, [132]: should too many individuals be
present at the same spot, competition between these individuals would have a detrimental effect,
and the total population is limited by this effect. We refer to such interactions as intra-specific
interactions.

2. The interaction of the population with its environment:

Some zones of the environment are favourable to the population (for instance, zones where
resources can be found), while others are lethal or detrimental.

3. Spatial dispersal:

Dispersal phenomena will be interpreted in terms of flux and are linked to conservation law;
these concepts are at the heart of reaction-diffusion equations.

If we sum it up, we will model the environment with a bounded, smooth domain €2 C R"™, in which a
population represented by its density v depending on the spatial variable z and on the time variable
t evolves, disperses, interacts with itself and the environment. The prototypical reaction-diffusion
equation writes

Time evolution=Spatial dispersion+Inter-specific interactions+ Interactions with the environment.
The goal of this thesis is to understand the influence of spatial heterogenity, which we take into account
through the "interactions with the environment" term in the above equation.

1.1.3.1 POPULATION DYNAMICS MODEL: THE CASE OF A SINGLE SPECIES
We lay down the main hypothesis in a more precise way.

1. Macroscopic scale, sex and age structure:

As was explained in the previous paragraph, we consider a population density u = u(t,z). We
work without age-structures (or, equivalently, we assume that individuals reach adulthood as of
their birth) or sex-structure.

2. The domain:

The domain is accounted for via a smooth, bounded subset 2 C R™ (the smoothness assumption
will sometimes be dropped, for instance when considering orthotopes and neumann boundary
conditions).

3. Inter-specific interactions:

We use a quadratic non-linearity; in other words, we work with the non-linearity

flu) = —u?.

4
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4. Interactions with the environment:

In our works, the interactions with the environment (and, consequently, the influence of spatial
heterogeneity) are modeled through resources distributions'. For a domain (2, a resources distri-
bution is a function m : 2 — R . We assume that the growth of the population takes the form
m x u: if m > 0, this corresponds to a local growth of the population whereas, if m < 0, this
corresponds to the death of the population. The subset {m < 0} will be called lethal zone, while
the zone {m > 0} will be called favourable zone. For obvious modelling reasons, we assume that

m € L*°(Q).

5. (Un)biased dispersal:

The diffusion term in the equation accounts for the movement of individuals in the domain. We
will either choose unbiased diffusion (i.e the individuals explore each direction with the same
probability) or biased diffusion (i.e the individuals have some knowledge of their environment,
and move accordingly).

The unbiased flux is defined as follows: for a real parameter p > 0, we define
J(u) == —pVu.

The constant p is called diffusivity and determines the speed of dispersal. This unbiased model
will be used in Chapters 2 and 4.

The biased flur is defined as follows: we want to take into account the fact that individuals
know where to look for food. Let a > 0 be a parameter quantifying the sensitivity of individuals
to resources, and m € L™ () be a resources distribution. The biased flux is

Jo(u) = Vu — auVm,

and we refer for instance to [43]. However, the emphasis will be put on a spectral optimization
problem (see Chapter 3) for which it is equivalent to work with the following flux, henceforth
called biased flux:

J(u) :=—(1+ am)Vu.

For modelling considerations on biased flux, we refer to [16, 17, 143]. For the equivalence (from
the point of view of the spectral optimization problem under consideration) of the two fluxes we
refer to Chapter 3, Section 3.1.3 of this manuscript.

6. Boundary conditions: finally, we need to impose boundary conditions; this is a crucial step,
both for modelling reasons and for the mathematical analyzis of the model. We will choose
either Dirichlet boundary conditions (accounting for a lethal boundary) or Neumann boundary
conditions (modelling a domain the individuals can not get out of).

In a more mathematical way, these assumptions read as follows: we consider
1. A smooth, bounded domain Q C R",
2. A resources distribution m € L*°(2) modelling spatial heterogeneity,
3. A diffusivity p > 0 or a parameter o > 0 quantifying sensitivity to resources,

4. A boundary operator B : L*(9f2) > u +— Bu. The case

Bu =u

1Other interpretations, such as intrinsic birth rates, exist, but we will not focus on them.
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corresponds to Dirichlet boundary conditions and will hence be written D, the case

ou
Bu = W
corresponds to Neumann boundary conditions and will hence be written N/,
5. An initial datum ug > 0, ug # 0, ug € L>=().
The equations then write as follows:

e Unbiased model:

pAu+u(m—u) = 2% in Q x Ry,

u(t=0,-) =wug in Q,

Bu = 0 on 012, (1.1)
u > 0in Q.

This is an evolution equation; our main focus will be on two stationary equations related to it and
which, for the quadratic non-linearity under consideration, govern its long-time behaviour: the first
one, mostly studied in Chapter 2, is the logistic-diffusive equation:

IU,AHB + 03 (m — 93) =0in Q,
Bp = 0 on 012, (1.2)
O > 0in Q.05 #0.

Assuming that this equation has a unique solution, this solution is an equilibrium of (1.1) and one
might expect that under some assumptions on m, any solution of (1.1), for any initial datum ug > 0,
ug # 0, should satisfy

u(t, x) T 0.

To study such existence and uniqueness properties, we introduce the principal eigenvalue associated
with a resource distribution m € L (Q): for any m € L>(£2), the operator

Lh = uA+m

along with some boundary conditions B has a smallest eigenvalue A2 (m, i), associated with the
eigenequation

PAm 1+ MO, = Alg(m,y)cpm# in Q,

Bom,, =0 on 09Q. (1.3)

Jo 9012%/1 =1
This eigenvalue might also be defined through Rayleigh quotients:

. o [Vul®> = [, mu?
wEX5(Q),ur0 Jo u? ’

M5 (m, p) =

where the functional space Xp is either

Xp = Wy?(Q)
for Dirichlet boundary conditions, or

Xy =Wh2(Q)
for Neumann boundary conditions.

The linear equation (1.3) can be thought of as the linearization of (1.1) around z = 0. A first,
implicit link between existence and uniqueness for (1.2) and AP (m, ) was observed by Skellam,

6
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[168, Section 3.3, case iii)]: for constant resources distributions m, in the one dimensional case,
no non-trivial solutions to (1.2) with Dirichlet boundary conditions can exist when the domain is
too small. This observation is turned into a principle by Shigesada and Kawasaki, [166]: roughly
speaking, existence of non-trivial solutions to (1.2) amounts to survival of the population, which
itself boils down to: the population should increase when the initial datum wug is small. This was
extended to the multi-dimensional case in [17, 42, 97] for bounded domains and was completely
formalized by Berestycki, Hamel and Roques [19]: survival holds for any non-negative initial datum
ug # 0 if and only if existence and uniqueness holds for (1.2) if and only if A¥(m) < 0. Their results
are obtained for periodic domains but can easily be adapted here. We sum up the results of [19, 42]:
Let m € L>*(2) and p > 0.

(a) If AMB(m, p) < O,there exists a unique solution 65 # 0 of (1.2). Furthermore, any solution u of
(1.1) associated with an initial datum ug > 0, ug # 0 satisfies

0
u(t, x) ?:j(z) 05.

(b) If X3(m, u) > 0, equation (1.2) has no non-zero solution. Furthermore, any solution u of (1.1)
associated with an initial datum wug > 0, ug > 0 satisfies

0
u(t, ) C‘fﬁ) 0.
— o0

REMARK 1.1. For Neumann boundary conditions, the Rayleigh quotient formulation (1.4) gives a very
simple criterion for survival: using u =1 as a test function gives

AY (m, ) g—fm,xﬁ“(m)s —fm,
Q Q

so that requiring m > 0,m # 0 gives existence and uniqueness for (1.2).

REMARK 1.2 : The influence of diffusivity for Dirichlet boundary conditions. For Dirichlet
boundary conditions however, the situation is quite different. As mentioned earlier, it was noted in [168]
that, if Q= (0; L), u =1 and m = 1, there exists L > 0 such that, for any L < L,

AT (m, 1) > 0.
In other words, too small an environment is detrimental to the survival of the population. Using the change
of variables y = %, this amounts to saying that, in Q@ = (0;1), with m = 1, there exists i > 0 such that,
Jor any pp >,

A1 (m, ,LL) > 0.

In fact, this is valid in any dimension and any resources distribution m: for any Q, any m € L*(Q), there
exists a diffusivity threshold for survival. This is in sharp contrast with Neumann boundary conditions.

The question under scrutiny for these two equations are the following:

The first one deals with the total population size, a mathematically challenging problem which
we tackle in Chapter 2, corresponding to [MNP19b]. In this Introduction, we present the results
obtained for this question in Section 1.2.1.1 and the new method developed in that context in
Section 1.3.2.

Question 1. Which resources distribution m yields the largest total population size for
(1.2) with Neumann boundary conditions? Can we say something about the geometry of
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optimal resources distributions?

This question was first raised by Lou in [125]; we recall the results he obtained in Section 1.2.1.1 of
this Introduction.

The second one deals with spectral optimisation: given the results of [19, 12] recalled above, it is clear
that principal eigenvalues account for the survival capacity associated with a resources distribution.
Let us consider the case of Dirichlet boundary conditions, and let us define A;(m, i) := AP (m, ).
Many informations about the minimisation of this eigenvalue in some relevant class are known; we
recall some of them in Subsection 1.2.1.2, and refer, for the time being, to [19, 128, 116]. The
question of sensitivity of this first eigenvalue is relevant in this context: in other words, knowing a
minimiser m*, in some admissible class, can we obtain some quantitative information in the form
of a quantitative inequality?

Question 2. Can we obtain a quantitative inequality for the first eigenvalue A1 (-, p)?

We address this question in Chapter 4, which corresponds to [Maz19a], where we obtain a quant-
itative inequality in the case of the ball. In this introduction, our results are presented in Section
1.2.1.3 and the methods developed in Paragraphs 1.3.4 and 1.3.4.

Biased models: for biased models, we will only work with Dirichlet boundary conditions and focus
on the question of survival of the population. We consider, for any initial datum wg > 0, ug # 0,
the solution u of

V- ((l—i—am)Vu)+u(m—u):%ianR+,

u(t=0,-) =wug in £, (1.5)
u = 0 on 01,
w >0 in .

along with the associated stationary state

\E ((1 + am)vwa,m> + 1poz,m (m - waﬂn) =01in Qa
wa,m =0 on an (16)
%,m > 01in €, ¢a,m 7A 0

and the first eigenequation associated with the principal eigenvalue A, (m) (as explained, since we
only work with Dirichlet boundary conditions, we drop the superscript D for this eigenvalue):

V- ((1 + am)V£a,m) + mfa,m = )\a(m>€a,m in Q,
fa,m =0 on 8Q, (17)

fQ gi,m = 1'

The proofs of [19, 42] are easily adapted to obtain the following result: let m € L*(Q2) and « > 0.

(a) If Ao(m) < 0, there exists a unique non-trivial solution % ., of (1.6). Furthermore, any
solution u of (1.5) associated with a non-zero initial datum wug > 0 satisfies

€ (Q)

— wa,m-

u(t’ Jj) t— o0
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(b) If Ao(m) > 0, equation (1.6)has no non-trivial solution. Furthermore, any solution u of (1.5)
associated with a non-zero initial datum ug > 0 satisfies
¢ (Q
u(t, x) @,
t—o00
These results have the same interpretations as in the case of the biased model: the principal eigenvalue
Aa(m) quantifies the chances of survival of a population, which leads to the following question (see
for instance [43, 40, 42] and the references therein):

Question 3. Which resources distribution yields the best chances of survival for biased
movement of species?

In contrast to Question 2, even basic results (e.g existence) were not known when this PhD started.
We give an almost complete picture (existence and qualitative properties) of this problem in Chapter
3, which corresponds to [MNP19a]. In this Introduction, our results are presented in Section 1.2.1.2,
while the methods are developed in Paragraphs 1.3.3 and 1.3.4.

BIBLIOGRAPHICAL REMARK. We refer to [/5, 143] for more details regarding modelling assumptions in
reaction-diffusion equations. A wvast literature has been devoted to the study of these equations in unbounded
domains, via the analysis of travelling waves. We will not tackle this subject and refer to the Thesis’ or
Habilitations’ Introductions [26, 82, 1/5] for an overview of these works.

1.1.3.2 ADMISSIBLE CLASS

So far, we have not defined the admissible class for resources distributions. For Questions 3,1 and 2,
the admissible class will be the same, and we now present it.

We impose L™ and L' bounds on resources distributions. This is consistent, from a modelling
point of view: L° bounds model the pointwise environmental limits (i.e it is not possible to store more
than a fixed amount of resources in one location), while L' bounds stand for the global environmental
capacity (i.e it is not possible for a domain to have more than a certain amount of resources).

Let us thus introduce two parameters my > 0 and x > 0, henceforth fixed for the rest of this
Introduction, and define

M(Q)::{meL‘x’(Q),O<m</~@,gln/ﬂm:mo}. (1.8)

Obviously, we require that my < k, so that this class is non trivial.
Bang-bang functions are essential for our upcoming analyzis: we recall that a bang-bang func-
tion is the characteristic function of a set. In other words, a bang-bang function is of the form

m=~rlg

with £ C Q a measurable subset such that |E| = moTIQ\ In many situations, the goal is to prove that
minimisers of some functionals are bang-bang functions.

REMARK 1.3. We could, as is done in [50], consider sign-changing m and replace 0 < m < k with —1 <
m < K, but this would not change anything to our results. Regarding Question 1, our results rely on functional
arguments which are unaffected by the sign of m, while, for eigenvalue problems, the linearity of the problem
would enable us to replace m with m + 1 without changing the results. Furthermore, as was noted in Remark
1.1, working with non-negative m guarantees the existence of non-trivial solutions to (1.2).

The three problems under consideration are then

9
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e maximise the total population size:

A@m am — 9m = 1 Q’
sup O, » With lgo, s+ O (m ) =0in
meM(Q) JQ # = 0 on 90.

e Derive a quantitative inequality for the unbiased movement:

Establish a quantitative inequality for the first Dirichlet eigenvalue Ai(m, u) of L, := —puA—m.
(@)

e Investigate the spectral optimisation problem for the biased movement: derive (non)-existence
results and qualitative properties for

i/r\l/tf(ﬂ) Aa(m), where A, (m) is the first Dirichlet eigenvalue of Ly, := =V - (1 + am)V) —m.
me
(Par)

1.1.3.3 PROPERTIES UNDER INVESTIGATION

Having defined the admissible class, let us present the type of properties we will be investigating for
these variational problems, that is, the total population size (P,) and the biased spectral optimisation
problem (P,). These problems, being notoriously difficult to solve completely (by which we mean
exhibiting the exact minimiser), we will focus on other informations.

Pointwise and geometric properties From a qualitative point of view, building on the works of
[19, 128, 116], two type of properties are particularly relevant:

1. Pointwise properties:

This amounts to investigating whether or not optimal distributions m* for (P,) or (P,) are
bang-bang functions: do we have
m* =klg,

where F is a measurable subset of 27 In other words, is it possible to split the domain into
two zones, a favourable one and a lethal one? From a biological point of view, such resources
distributions correspond to patch-models, the relevance of which is discussed in [19, 42]. In
Section 1.3 of this Introduction, we explain the different methods we introduced, throughout
this PhD, to give this question an answer in several cases. Let us just keep in mind that this
property is usually proved independently of the geometry of the domain and it is often the case
that its proof relies on concavity properties of the functional to optimise. For instance, for the
spectral optimisation problem (P,), the fact that the functional to optimise is energetic makes
it easy to prove that, should a minimiser exist, it is bang-bang. For the total population size
problem (P,) however, the functional is no longer energetic, and proving the bang-bang property
is therefore very challenging. For the quantitative inequality problem (@), we will investigate
an auxiliary optimisation problem, the solutions of which will be bang-bang functions, and that
property will be crucial for the subsequent analisis.

2. Geometric properties: concentration and fragmentation:

Assume now that we already know the solution m* to an optimisation problem to be a bang-bang
function, for instance
m" =klg.

What kind of informations can we have on the set £7 We must often satisfy ourselves with
very broad concentration/fragmentation properties: is the set E connected? Is it convex? Or

10
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is it, on the other hand, fragmented? This question lies naturally in the field of mathematical
biology, since the works [19, 42, 85, 162, 166] where the influence of fragmentation on survival
ability is investigated, mainly in the spatially periodic case. We give a rough representation of
fragmentation and concentration in Figure 1.1 below:

»
'z‘

"J

Figure 1.1 — © = (0,1)2.The resources distribution on the left is "more concentrated" than the one
on the right.

These informations are hard to obtain, but let us note that they are often derived in "simple"
geometries (e.g the ball for Dirichlet boundary conditions, the orthotope for Neumann boundary
conditons) using appropriate rearrangements (see Chapters 2, 3 and 4).

Let us give an example: consider, in the one-dimensional case, the first eigenvalue )\le (m, ) of
—,u% —min Q = (0,1) with Neumann boundary conditions. Then it is proved in [19] that, by
defining m# := k1 g,,~) € M(0, 1) for a suitable r* we have

Vm € M(0,1), X (m, ) > X (m#, ). (1.9)

Thus, concentration is always favourable to survival of species. We represent these two optimisers
below:

0 X 0 - X
0 mo/x 1 0 mo/x 1

Figure 1.2 — Q = (0,1). Two optimal configurations for species survival in the one dimensional case.

11
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m =10

Figure 1.3 — Q = (0,1)2. The type of geometry of optimal resources distributions for species survival
in an orthotope.

We also highlight the fact that, for the optimisation of the total population size, one of our most
striking results of Chapter 2 is that fragmentation is sometimes better for the total population
size.

Minimality of some configurations Given the difficulty of fully describing the optimisers of
variational problems, taking into account the fact that the bang-bang property "should" hold and
that variational problems may respect the symmetry of the domain, it is also customary to try and
verify the optimality of some configurations.

Although this will mainly be used in Chapters 6, 3 and 4 to check whether or not the ball satisfies
optimality conditions, we present the tool used to study these questions in a more general setting.
Let us first consider a functional

F: M(Q)3mw— F(m).

Let, for any subset £ C 2 satisfying
mo|Q|

|E| =
define the shape functional F as
F:Ew— F(E)=: F(klg).

If we want to try the optimality of a particular function m* = k1 g, it is logical to start by considering
shape deformations and shape derivatives of the set E. We only draft the methods used to do so and
refer to [4, 83, 93] as well as to Chapters 6, 3 and 4 of this manuscript for a more rigorous presentation.
Although these shape deformations (i.e deformations through a vector field on the boundary dF) do
not allow for changes in topology, they are usually instrumental in optimisation problems. For more
on the distinction between these shape derivatives and other type of derivatives, we refer to Chapter
4 of this manuscript.
We come back to shape deformations and derivatives: consider a vector field

¢:0FE — R"

smooth enough so that it can be extended to a compactly supported smooth vector field ¢ : Q — R™

so that, for ¢ small enough,

12
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leaves €2 invariant. It is then possible to define
F¢ = F(Ii]l(pt(E)) = .F((I)t(E))
Under some regularity assumptions, the map 1:"¢, is €2 at t = 0, and we may define is derivatives as

Fj(0) =: F'(E)[¢], F}(0) = F'(E)[$, ¢

These derivatives are called shape derivatives of F of first and second order.
This enables us to write down the optimality conditions for such volume constrained optimisation
problems. This volume constraint can be enforced through the use of a Lagrange multiplier.

DEFINITION 1.1.1 Let A be the Lagrange multiplier associated with the volume constraint
mo
|E| = —.
K
Let
Vol: E — |E|,

The first and second order optimality condition associated with the problem

inf F(E)
BCQ | B|l="0l2

are

(F = AVol) (E)[¢) =0, (F—AVol)” (E)[¢,¢] >0 (1.10)
for every vector field ¢ such that
Slog #0. [ (00 =0.
)

BIBLIOGRAPHICAL REMARK. This approach dates back to Hadamard, [83] We refer to [/}, 93] for a rigorous
introduction to shape derivatives.

13
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1.2 MAIN CONTRIBUTIONS OF THE THESIS

1.2.1 QUALITATIVE RESULTS FOR QUESTIONS 1, 2 AND 3

1.2.1.1 THE INFLUENCE OF RESOURCES DISTRIBUTIONS ON THE TOTAL POPULATION
SIZE (CHAPTER 2, QUESTION 1)

Let us first tackle Question 1, that is, optimising the total population size for logistic diffusive models.
This corresponds to Chapter 2 of this manuscript and to [MNP19b].

Our methods are developed for Neumann boundary conditions. Indeed, part of our results are
carried out in the asymptotic regime y — oo. As explained in Remark 1.2, for Dirichlet boundary
conditions, there exists a threshold diffusivity 4 > 0 above which the population goes extinct; this
does not happen for Neumann boundary conditions.

Let us recall that we are working with unbiased movement, and we are studying the equation

Ay, + O (m— 0,y ) = 0in 9,

8%";’“ =0 on 092, (1.11)

Om,p > 0in Q,0,, , #0in Q.

We introduce the total population size functional

F(p) : M(Q2) 5m— ][ Orm s (1.12)
Q
and the variational problem
sup  F(m, ). (P,)
meM(Q)

For this problem, we will investigate the bang-bang property alongside geometric properties of max-
imisers.

Known results Let us first review the results available in the literature.

The variational problem (P,) was introduced and first studied by Lou in [126, 125]. He shows that
the problem has a solution in M(f2) (and that L' and L° are minimal constraints to have existence;
if one of them is absent, existence no longer holds). He also establishes the following results:

Let m = mo € M(Q). Then, for any p > 0, m is a global minimiser of F(-, u) in M(Q):

Vi >0,Ym € M(Q), F(m,p) = F(m, p).

In other words, a homogeneous environment is the worst possible configuration for the total population
size. Furthermore, for any fixed m € M(Q), the mapping

w € (0; +00) — F(m, p)

is continuous, can be continuously extended into a function on [0; +00] by setting F(m,0) = F(m, +00) :=
myp, and is minimal at ;4 = 0 and p = +o0.

REMARK 1.1 Let us stress that the L bound is necessary to obtain existence result.
Indeed, in [12], the one-dimensional case is studied and some partial informations are obtained: if
Q=(0;1), if p =1, then
sup F(m,1) = 3my,
meL>(Q), [, m=mo

14
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and this upper bound is never reached.

In [69], a more general functional is considered and several numerical simulations back the natural
conjecture that solutions of (P,) are bang-bang functions.

The bang-bang character of maximisers remained, however, completely open, until a result by
Nagahara and Yanagida, [148] and our own article [MNP19b].

In [148], a weak bang-bang property is established, namely: if the set {0 < m < k} has an interior
point, then m is not a solution of (P,). The strength of their result lies in the fact that it is valid for
any diffusivity, its weakness on the regularity assumption they make which, as exemplified for several
functionals, is quite difficult to prove.

No result, however, addressed the problem of the geometry of maximisers of F(-,u); while, as
recalled in Subsection 1.1.3.3, concentration is favourable for species survival, it is not clear whether
or not it is the case here and, so far, our article [MNP19b| seems to give the most advanced results
for the following question:

Question 4. Is fragmentation or concentration of resources favourable for the total popula-
tion size?

Contributions of the thesis for the total population size (Chapter 2, Question 1) In
[MNP19b] (Chapter 2) we prove the following results:

THEOREM OF THE THESIS 1 [MNP19b] For the variational problem (P,), there holds:

1. Bang-bang property for large diffusivities (Theorem 2.1.1):

For any dimension n, for any smooth enough bounded domain Q@ C R"™, there exists
= p(mo, K, Q) such that, for any p > p, any solution of (P,) is a bang-bang function.

2. Full stationarity for large enough diffusivities in dimension 1 (Theorem 2.1.5):

Let m? := KL(1—peypey and mi = K1 (g~ be the unique minimisers of )\le(-,u) when
Q = (0;1). Here, the parameter r* is chosen so that kr* = mgy. For Q = (0;1), there
exists T > 0 such that, for any p > 1, m% and m are the unique solutions of the
variational problem (P,).

3. Concentration in dimension 2 for large diffusivities (Theorem 2.1.2):

In Q = [0;1)%, define, for any u > 0, m, as a mazimiser of F(-,p). Up to a sub-
sequence, {m,},>0 converges, in L*(Q) and as p — oo to a resources distribution m*
which is decreasing in every direction. Since this property of being decreasing in every
directions holds in particular for optimisers of the species survival we can say that for
large diffusivities, the maximisers for the total population size behave as the optimisers
for the species survival.

4. Fragmentation for small diffusivities in dimension 1 (Theorem 2.1.4):

Let m : x — m(2x) be the double crenel:
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Then there exists i > 0 such that
Flin, i) > F(m?, ).

In particular, concentration of resources can not hold for any diffusivity, and the op-
timisers for the total population size have a qualitative behaviour different from that of
optimisers for species survival.

The proof of the bang-bang property for large diffusivities is the core of [MNP19b|, and we refer to
Section 1.3.2 for a brief presentation, but highlight the following points:

e The bang-bang property relies on asymptotic expansions of the solutions 6,, , with respect to
the diffusivity p as g — oco. It enables us to bypass regularity assumptions of the type made
by Nagahara and Yanagida but, obviously, also has its own limitations in that it requires the
diffusivity to be large.

e The stationarity result is proved using fine methods on the switch function, which in this case
gives an example of stationarity for a non-energetic functional that does not use rearrangements.

For the time being, we do not know how to give even a formal analisis of the small diffusivity case
1 — 0. However, several numerical simulations seem to indicate that fragmentation is really a relevant
term for describing what goes on as u — 0. For instance, in [MNP19b], we obtain the following
numerical simulations for the optimal resources distributions

Optimal control for j1 = 0.01, mp = 0.4 and & = Optimal control for yi=1, mo=0.4 and k=1 Optimal control for j1=5, mo = 0.4 and & = 1

Figure 1.4 — mg = 0.4, k = 1. From left to right: p = 0.01,1,5. Optimal resources distributions for
(Fp)-

We end this Section by commenting on the fact that this is one of the rare case where such a non-
energetic, non-linear problem is given an answer, event if it is in an asymptotic regime. The study
we carry out in [HMP19] (Chapter 6, Section 1.2.3 of this Introduction) for a prototypical non-linear,
non-energetic shape optimisation problem can also be viewed as pertaining to this category of results.
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1.2.1.2 OPTIMAL SURVIVAL OF A POPULATION (CHAPTER 3, QUESTION 3)

In this Section, devoted to the presentation of our main results regarding spectral optimisation, we
will consider two problems. The first one is devoted to spectral optimisation for biased movement of
species, while the second one deals with a quantitative inequality for a Schrodinger eigenvalue. Let
us start with

i f A(X P(X
e g A (1) (Par)

where A, (m) is the first Dirichlet eigenvalue of
-V (1+am)V)—m.

Before presenting our own results, we give some background material on spectral optimisation for
the unbiased movement. This corresponds to o = 0 in (P,).

Background material for (P,)

Unbiased movement of species Many authors have studied the problem

i/r\l/f(ﬂ) Xo(m), where Ag(m) is the first eigenvalue of —A —m. (1.13)
me

In this case, with Dirichlet boundary conditions, the most striking results obtained in [128, 51] are
the following:

1. [128]: for any domain €2, the variational problem (1.13) has a solution. Any solution m* of
(1.13) is a bang-bang function: there exists E C € such that m* = klg. (see [128, Theorem
1.1] for Neumann boundary conditions, but adapting the proof immediately gives the result for
Dirichlet boundary conditions)

2. When Q = B(0; R), there exists a unique solution of (1.13): let * > 0 be such that
m* = klgg,-) € M(Q).
The unique solution of (1.13) is m*. Thus, when the domain is ball, we have full concentration.

3. [51]: if © is a convex domain with an axis of symmetry, if m* = 1 is a solution of (1.13), then
E has the same axis of symmetry. When  is small enough and Q is simply connected, Q\E is
connected. If k is large enough and if € is convex, then F is convex. Concentration thus holds
under geometric assumptions on the domain.

4. [51]: there exists M, = M,(My) > 0 such that, it M > M,, if Q@ = {M < |z| < M + 1}, if
m* = k1 g is a solution of (1.13), E is not invariant under the action of rotations. Thus, optimal
configurations might not have the same symmetries as the domain.

REMARK 1.4. We have written the results of [51] under the form “if k is large enough” because we defined
Ao as the first eigenvalue of —A — m. Had it been defined as the first eigenvalue of —uA — m, these results
could be rephrased as “if p is small enough”, once again emphasising the role of diffusivity in the geometry of
optimal domains.

Two-phase eigenvalue optimisation The previous paragraph dealt with optimising an eigen-
value with respect to the potential. Another optimisation problem, which is by now classical, consists
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in optimising the first eigenvalue of a differential operator with respect to the drift. Namely, let, for

any m € M(Q) and € > 0, A.(m) be the first eigenvalue of
V- (1+em)V)
with Dirichlet boundary conditions and consider the optimisation problem

inf  A.(m). 1.14
mel/r\l/((sz) (m) ( )

Then, following the seminal work by Murat and Tartar [142], which gave the correct way to look at
optimality conditions, the following results, some of which are very recent, were established:

1. In [142] it is proved that, if a solution m* to (1.14) exists, then it is a bang-bang function and,
if m* = klg and E is regular, then € is a ball Q = B(0; R) and the set E is radially symmetric.
Their proof relies on the use of Serrin’s theorem.

2. In [57], a rearrangement introduced in [7] is used to show that, when  is a ball, it is sufficient
to work with radially symmetric resources distributions, and a proof of existence of a solution
is given in that case.

3. In [117], the case of the ball is completely settled for & small enough: Laurain proves that there
are two radially symmetric functions m; and mgy, a parameter mg and ¢ such that: if mg < mg
and € < g, m; is the only solution of (1.14) while, if mg > mg and € < g, mg is the unique
solution of (1.14).

4. In [46, 47, 48], the problem of existence is definitely settled: there, it is proved that (1.14) has
a solution if and only if €2 is a ball.

In other words, the presence of a drift drastically changes the picture of spectral optimisation problems.
As will be explained later, some of our proofs simplify and give a more systematic understanding of
the proofs of Laurain [117] for stationarity of optimal configurations when « (or ) is small, and shed
a new light on the way to build path of admissible resources distributions.

Biased movement of species For the biased movement problem (P,), we recall that it was
introduced in [17, 59]. The goal of these authors was mainly to understand the effect of adding a drift
(i.e going from « = 0 to some small @ > 0) when the resources distribution m is fixed; they derive
monotonicity results for the map

a = AB(m),

and insist of the influence of boundary conditions. Let us keep in mind that, for Dirichlet boundary
conditions, no monotonicity holds in general: adding a drift when there are resources near the lethal
boundary might be detrimental to the population while adding a drift when these resources are far
enough from the boundary can be favourable. This is coherent with the intuition one might have of
the problem.

A complete study of (P,) in the one-dimensional case , for any boundary conditions (whether it be
Neumann, Robin or Dirichlet) can be found in [50], where most of the relevant qualitative informations
are gathered. For instance, regardless of o > 0, the solution of the biased problem in Q = (—1;1)
is the same as for the unbiased movement optimisation problem (1.13). Their proof relies on the
Sturm-Liouville change of variables which is, unfortunately, unavailable in higher dimensions.

For multi-dimensional domains, the question remained completely open until [MNP19a] (Chapter
3 of this manuscript).

BIBLIOGRAPHICAL REMARK. We also mention [10], where the same type of problem is considered for
Neumann boundary conditions in the context of reaction-diffusion systems.

18



CHAPTER 1. GENERAL INTRODUCTION

We finally mention [84], where a general result for spectral optimisation of eigenvalues with respect
to both the drift term and the potential is established; more precisely, let us briefly state a consequence
of [84, Theorem 2.1]: let, for any mq, mg € M(Q), Ay, m, be the operator

=V - ((1+am)V) —mq

and A(mq,ms) its first Dirichlet eigenvalue. Let Q2* be a ball with the same volume as €. Then, for
any mq,mg € M(€), there exists two radially symmetric functions mj, my € M(Q*) such that

A(mika m;) < A(mlv m2)'

This does not, however, enable us to reach a conclusion, as m} and m3 might be different.

Contributions of the thesis for species’ survival (Chapter 3, Question 3) We give an almost
complete study of the variational problem (P,) in [MNP19a] (Chapter 3 of this manuscript); we sum
up the main contributions in the following theorem:

THEOREM OF THE THESIS 2 [MNP19a] Regarding problem (P,)

1. Non-existence result (Theorem 3.1.1):

In any dimension, if Q is not a ball, then (P,) does not have a solution.

2. Stationarity for small o among radial distributions (Theorem 3.1.2):
IfQ=B(0; R) if n =2,3, if r* > 0 is chosen so that

m* = K]I]B(O;T‘*) S M(Q),

if a > 0 is small enough, then m* is a global minimiser among radially symmetric
resources distributions. In other words, the solutions (for radially symmetric distribu-
tions) is the same for oo =0 and a > 0 small enough.

Figure 1.5 — Solution of the problem among radially symmetric distributions.

3. Full stationarity for small mg and small o (Theorem 3.1):
Let 2 = B(0; R). There exists g > 0,9 > 0 such that, if mg < g and o < ag, then

*

m* is the unique minimiser of Ao in M(Q).

4. Shape minimality (Theorem 3.1.3):
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The resources distribution m* = klp,-) satisfies first and second order optimality
conditions in terms of shape derivatives in dimension n = 2 (see Definition 1.1.1).

For a presentation of the proofs, we refer to Sections 1.3.3 and 1.3.4 of this Introduction. We highlight,
for the time being, that the main novelties in our approach are:

e The use of a new method to prove stationarity for small «; it relies on a very precise study of the
level sets, on a new asymptotic expansion method (across the boundary of the optimal set) and
on a fine use of the switch function provided by classical homogenization theory. This requires
a careful adaptation of one of the methods introduced in [Maz19a] (Chapter 4).

e The use of a comparison principle method introduced in [Maz19a] (Chapter 4) in a perturbative
setting to avoid lengthy computations when discussing optimality conditions in the sense of
shape derivatives.

1.2.1.3 A QUANTITATIVE INEQUALITY FOR THE SENSITIVITY OF A SCHRODINGER
EIGENVALUE (CHAPTER 4, QUESTION 2)

We now explain our final contribution to spectral optimisation in this thesis, that is, obtaining a
quantitative inequality for a Schrédinger eigenvalue when the underlying domain is a ball. This
result has interest in and of itself, but we also believe that [Maz19a| clarifies some points on the
main difference between shape derivatives and parametric derivatives, which are two objects used
throughout all of this thesis, and which we use in fine combination in this work.

We first briefly recall the main bibliographical references for quantitative inequalities. The general
context is the following: consider a shape functional F : Q@ — F(), which is minimised under a
volume constraint or a perimeter constraint, and assume that the unique minimiser of F is a ball
B(0, R). This is the case in the classical isoperimetric inequality or for the Faber-Krahn inequality.
Introduce the Fraenkel asymmetry of a domain

nf |QAB(z; R)|

Al) = veRn |B(z; R)|

This quantity appears naturally in many quantitative inequalities; the typical quantitative inequality
reads

F(Q) - F(B) = CAQ)?,

and the exponent 2 is usually sharp. This type of inequality was first established in [78] for the
classical isoperimetric inequality: there, F(FE) = Per(E) is the perimeter, and they consider a volume
constraint. In [31], such inequalities are derived for F(E) = Ap(E), where Ap(E) is the first Dirichlet
eigenvalue of the Laplace operator. These were extended to more general eigenvalue problems with
Robin boundary conditions in [37]. We give [31] as a general introduction to sharp quantitative
inequalities, and refer to the Introduction of Chapter 4 for a more complete list of bibliographical
references. We note that a strategy of proof commonly used is first to establish such inequalities for a
particular set of domains, namely, normal deformations of the ball B*, (for this step, we refer to the
synthetic [64] where a systemic approach is undertaken), and then, through generally very involved
steps to prove that every other situation can be handled through this lens.

In [29]?, a first result related to quantitative inequalities for interior domains is established; they
consider a quantitative inequality for a general Dirichlet energy, where minimisation is carried out
with respect to the potential under LP constraints and the source term is fixed.

Our approach in [Maz19a] is somehow different, both for the goal and the methods. In it, we work
in the case of a ball Q = B(0; R) and consider the problem we have already encountered of minimising

2We thank L. Brasco for pointing out this reference.
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the first eigenvalue of a Schrodinger operator:

inf  A(m) (Q)

meM(Q)

where A(m) is the first Dirichlet eigenvalue of the operator
—A —m.

We then established a qualitative inequality for this problem; this is the main result of Chapter
4.

THEOREM OF THE THESIS 3 [Maz19b] Let 2 = B(0, R) in dimension n = 2,3 and let
m* = Kkl € M(Q) be the unique solution of (Q). There exists C > 0 such that the
following quantitative inequality holds:

¥m € M(Q),A(m) = A(m*) = Cllm — m* |1 -

For a mathematical presentation of the proof, we refer to Paragraphs 1.3.4 and 1.3.4 of this Introduc-
tion. We underline the two features of this proof which seem relevant to us:

e A comparison principle is used to encompass the case of normal deformations of the optimiser,
which greatly simplifies computations and is used when possible competitors can be compared
to normal deformations of the ball.

e A technique of expansion of the switch function across the border of the optimiser is used in
its full force to handle the case of competitors whose topology might change. This is related to
parametric derivatives, that is, derivatives with respects to the coefficients of the equation. This
is the technique that would need adapting to extend this inequality to other domains.

These two approaches then need to be combined in order to get access to the full quantitative inequal-
ity.

1.2.2 CONTROLLABILITY OF SPATIALLY HETEROGENEOUS BISTABLE
EQUATIONS

This Section deals with Chapter 5, which corresponds to [MRBZ19].

REMARK 1.5. Throughout this section, the notation 0 represents a real parameter, in contrast to the previous
sections, where it stood for a solution of an equation. The reason we do this is to have a presentation that is
coherent with the classical literature devoted to bistable equations.

1.2.2.1 PRESENTATION OF THE MODEL

Bistable reaction-diffusion equations One of the equations we have not yet mentioned but which
is of great importance for applications is the bistable reaction-diffusion equation. We begin with a
review of basic background material on bistable equations and their boundary control.

Bistable equations, which model the evolution of the proportion p = n1Tn2 of a subpopulation n; in
a total population N = n; + no, have a wide range of possible interpretations. Each of the population
subgroup ni, ns is defined by a trait: n; might account for a population of infected mosquitoes while
ng represents sane mosquitoes, nq might be a group of bilingual individuals (speaking both a minority

and a majority language), in which case ny would for instance be a group of monolingual individuals
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(i.e individuals who can only speak the majority language). This equation is characterized by the
Allee effect: assuming that there is no spatial dependence, there exists a threshold 6 € [0;1] such
that, if the initial proportion pg is below 8, then n; will go extinct while, if py is above 8, ny will go
extinct.

We will first state the equation, before sketching how it might be derived; for further references,
we refer to the Introduction of Chapter 5. The usual model goes as follows: consider a bistable
non-linearity that is, a function f : [0;1] — R such that

1. fis € on [0,1],
2. There exists 6 € (0;1) such that 0,6 and 1 are the only roots of f in [0, 1],
3. #(0), f'(1) < 0 and f'(0) > 0,

We work under the assumption that
1
/ f>0
0

f(&) =¢&(E-0)1-9),

and, in this case, fol f > 0 is equivalent to requiring that

An example is given by

1
o< -.
<2

The typical graph of a bistable non-linearity looks like Figure 1.6 below :

‘ v
\

\

Figure 1.6 — Typical bistable non-linearity.

Such a function accounts for the Allee effect.
The main equation then reads

% — uAp = f(p) in Ry x Q,
(1.15)
p(t=10)=po,0 <po(z) <1,

along with some boundary conditions that we do not yet specify.

BIBLIOGRAPHICAL REMARK. Since this equation is only studied in Chapter 5, we refer to [1/5, /3] for
more details on the modelling.

This equation is however not completely satisfactory for several modelling reasons, one of which
being that (1.15) is implicitly set in a spatially homogeneous domain €. Although, in [MRBZ19],
we also tackle so-called gene-flow models (see Chapter 5), we focus, in this Introduction, on spatially
heterogeneous models since this is the setting of our main contributions. These models correspond
to the case of spatially heterogeneous environments, the spatial heterogeneity being modelled by a

22



CHAPTER 1. GENERAL INTRODUCTION

resources distribution m : 2 — R. In this case, under certain scaling assumptions detailed in in the

Introduction of Chapter 5, one can show that the equation on p becomes

I uAp+2(¥m Vp) = p(1—p)(p - 0) =: in Ry x Q

gt — HAP +2 (3, Vp) = p(1 = p)(p — 0) =: f(p) in Ry x Q, (1.16)
p(t=0,-) =po(x),0 < po < 1.

We now explain what kind of controllability questions we want to tackle.

Controllability for bistable equations: background material For many of the proposed in-
terpretations, for instance for sane and infected mosquitoes (a derivation of the model given in [146]
is presented in the Introduction of Chapter 5), control problems naturally arise: is it possible to
control the population of infected mosquitoes inside a domain? Such questions are drawing more and
more attention from mathematicians working in control theory, and the answers to these questions
depend on what we mean by control; we might consider distributed control, as is the case in [5] for
a non-diffusive model (and the authors obtain a full characterization of optimal controls) or, as will
be the case here, boundary controls. This makes sense regarding the biological interpretation of the
equation, whether it be in terms of mosquitoes (we might want to act on the boundary of the jungle
where the mosquitoes live rather than using an interior control; we refer to [163] and to the references
therein) or for bilingualism (where we want to check whether or not an influx of bilingual people
will guarantee the survival of the minority language; we refer to [157, 163, 175]). Obviously, given
the interpretation of p as a proportion, natural constraints will be imposed on the control, and this
significantly complexifies things.

Let us give more precise definition in the case of spatially homogeneous equations with boundary
control, which were first tackled in [157] in the one-dimensional case, and then in [163] in the multi-
dimensional case.

A control is a function a : Ry x 9Q — [0; 1] and, for any such control, we consider the spatially
homogeneous control system

%‘NAP:JC(Z)) in Ry xQ,
p(t=0)=po,0 <po(z) <1, (1.17)
p(ta ) = a(t7 ) € [07 1] on R+ x 0f).

We highlight the constraint
a € [0;1]. (1.18)

We now introduce the targets of the control. Here, the only targets we consider are zg = 0,21 = 1
and zg = 0, i.e we want to drive the proportion p so a spatially homogeneous proportion.

We want to see whether or not it is possible to control any intial datum py to one of these three
states in the following sense:

DEFINITION 1.2.1 Controllability is defined as follows:

e Controllability in finite time: we say that po is controllable to o € {0,6, 1} in finite time if there
exists a finite time T < oo such that there exists a control a satisfying the constraints (1.18) and
such that the solution p = p(t,x) of (1.17) satisfies

p(T,) = zo in Q.

e Controllability in infinite time: we say that po is controllable to a € {0,6,1} in infinite time
if there exists a control a satisfying the constraints (1.18) such that the solution p = p(t,x) of
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(1.17) satisfies

0
t,) ..
t—o0
The following results are obtained in [157, 163]:
1. In [157] they reach the following conclusions in the one-dimensional case (for Q@ = (0;L)):

Equation (1.17) is always controllable to 1 in infinite time. Furthermore, there exists a limit
diffusivity p.« = p«(L) > 0 such that:

(a) whenever p > p.(L), Equation (1.17) is controllable to 0 and 1 in infinite time, and to ¢
in finite (but positive) time.

(b) For any p < p«(L), Equation (1.17) is not controllable to either 6 or 0.

2. In [163], these results are extended to the multi-dimensional case; the existence of a limit diffus-
ivity for controllability is established and spectral conditions on the domain are given to ensure
controllability to zp and zy.

In both these works, the method used is the staircase method of [58], see Chapter 5 for a more
detailed presentation, but let us keep in mind that the lack of controllability is due to the existence
of non-trivial steady-states of the equation.

In a spatially heterogeneous context the natural question is then the following one:

Question 5. Does spatial heterogeneity have an influence on controllability properties? In
other words, can the results of [157, 165] be extended in this context, or do spatial variations
lead to lack of controllability?

1.2.2.2 CONTRIBUTIONS OF THE THESIS FOR THE CONTROLLABILITY OF BISTABLE
EQUATIONS (CHAPTER 5, QUESTION 5)

We summarize the results obtain in [MRBZ19]| (Chapter 5 of this manuscript). Let m : @ — R be a
resources distribution. We consider a control a defined as any function satisfying

a: Ry x 00— [0;1].

For an initial datum
po € [0;1] p.p

the spatially heterogeneous control system associated is
% — pAp+2(Vin(m),Vp) = f(p) in Ry x Q,
p(t=0)=po,0 <po(r) <1, (1.19)
p(t, ) = a(t,-) € [0;1] on Ry x 0Q.

Using the notion of controllability similar to that of Definition 1.2.1, we obtain in [MRBZ19| the
following result®:

3which is stated in the n-dimensional case with a limit diffusivity while, in the one dimensional case, we focus on
the length of the interval, which is more suited to the phase plane analisis of Chapter 5. Note that, while in Chapter
5 we mainly states the results insisting on some spectral and geometric parameters here, to be in agreement with the

viewpoint of earlier works presented in the introduction, we adopt the standpoint of diffusivity.
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THEOREM OF THE THESIS 4 : [MRBZ19] For the control system (1.17), there holds:

1. For any type of spatial heterogeneity:

There exists a limit diffusivity p.(2) > 0 below which controllability to 0 does not hold.

2. For slowly varying environments:

Assume that the spatial heterogeneity is slowly varying, i.e, assume that m writes as
m=14em.

Then there exists e, > 0 such that, if € < £.(2,m), Equation (1.19) is controllable to 1 in
infinite time. If in addition p > p.(Q), then (1.19) is controllable to 0 in infinite time and
to 6 in finite time. This corresponds to Theorem 5.1.2.

3. A prototypical rapidly varying environment:

We consider the one-dimensional case. Fixz p =1 and define, for any o > 0 the gaussian

Then, for any o > 0 and o € {0;1}, there existsL:* such that Equation (1.19) is not
controllable to 0,0 or 1 on (—L%*, LX*).

Furthermore, let, for any o € {0;1}, L% («) be the minimal L such that controllability to «
fails on (—L,L). There holds

Ly(1) = 0,L5(1) = oo,

g —00

and
L:(0) — 0.

o—0

This corresponds to Theorem 5.1.4.

In other words, for rapidly varying environments, blocking phenomena appear, which seems to corrob-
orate an observation of [146], where a similar blocking phenomenon was derived for the propagation
of travelling waves in a rapidly shifting environment. We underline two points in the proofs of these
results:

e The main innovation is the proof for slowly varying environments, which is sketched in Paragraph
1.3.6 of this Introduction, and whose main innovation is the use of perturbative arguments in
combination with the staircase method of Coron and Trélat, [58].

e The lack of controllability to 1 is related to the existence of non-trivial solutions p # z; to

—p" +2In(m))'p’ = f(p) in (=L, L),
p(£L) = 1.

This result seems interesting in and of itself.

1.2.3 A PROTOTYPICAL NON-LINEAR, NON-ENERGETIC SHAPE
OPTIMISATION PROBLEM IN THE ASYMPTOTIC REGIME

This Section deals with Chapter 6, which corresponds to [HMP19].
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Let us mention a non-linear perturbation of a classical shape optimisation problem that we tackle
in the asymptotic regime. We sketch the problem and the type of properties investigated; since the
main contributions are a new technical outlook on a shape optimisation problem, we postpone a full
presentation to Paragagraphs 1.3.2 and 1.3.3.

In our articles [MNP19a, MNP19b], the study of optimisation problem heavily relies on perturbative
arguments, whether it be when the diffusivity is large or when the drift is small. Here, the point of
view is quite different, since it is the domain itself we seek to optimise.

Let us consider, for a small enough parameter p, the unique solution u, q of

_AupQ+pf(upQ) =g inQ
' ’ 1.20
{ up0 € WiR(9). (1.20)
We consider, for some parameter V) and some box D, the optimisation problem
. 1
e @) where 1,@) = 5 [ 19u,0P = [ guse. (7,)

The non-linearity of the equation, the fact that the criterion to optimise is highly non-linear, make it
a difficult problem.

More precisely, we were interested in existence properties and in stability issues. Namely, we know
that, when p = 0, when ¢ is a non-increasing, radially symmetric function, the unique solution to
(P,) is a centered ball B*, and we wanted to investigate whether or not B* still satisfies optimality
conditions when p > 0 is small enough. A brief summary of the results obtained in [HMP19] reads

THEOREM OF THE THESIS 5 : [HMP19] 1. Ifinfpg >0 and f is smooth enough, then
there exists p > 0 such that, for any p < p, the variational problem (P,) has a solution €.
This result can be extended to non-negative g by adding monotonicity assumptions on f.

2. If g =1 (in which case, for p =0, the unique solution of (P,) is a ball B* of volume V}),
there exists a smooth non-linearity f such that, for any p > 0 small enough, the centered
ball B* does not satisfy second order optimality conditions.

As explained, we postpone the presentation of the methods to Paragraphs 1.3.2 and 1.3.3, but
highlight the two main arguments:

e To obtain existence under different monotonicity and sign assumptions on the non-linearity f and
the source term g, we introduce a relaxed version of the problem which makes it so that we can
work in a fixed domain, study the switch function associated with the problem in this domain and
pass to the limit to obtain monotonicity of J,; it then remains to apply the Buttazzo-DalMaso
theorem. This method seems promising to tackle other non-linear, non-energetic problems, at
least in some regimes.

e To establish that, if ¢ = 1, there exists a non-linearity f such that B* no longer satisfies
optimality conditions for p > 0 small enough we carry out an asymptotic analysis of the second
order shape derivative of the associated lagrangian; to the best of our knowledge, this method
is new and looks like it might be adapted to other contexts. For this result, we also adapt some
of the methods (e.g comparison principle) introduced in [Maz19a].
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1.3 SHAPE OPTIMISATION: METHODS DEVELOPED IN THE
THESIS

As explained when we laid out the structure of this Introduction, we are now going to present, in this
second part, what we think are the main tools and innovations developed throughout the works we
carried out. Without dwelling on too many details, we try to give a clear presentation of what we
think are the most salient features of the methods we introduced.

1.3.1 TYPICAL PROBLEMS

In the same way we presented, in the first part of this Introduction, the typical questions we were
led to study, let us introduce the prototypical problems we were faced with and that we managed to
overcome in certain situations.

The existence of optimal shapes The problem of existence of optimal shapes is ubiquitous and
notoriously difficult to solve when the functionals we seek to minimise are not energetic functionals.
This question is interesting, both from a mathematical perspective and from an applied perspective; as
underlined in Section 1.1.3.3, the existence of optimal shapes may also be a validation of the relevance
of patch models and are a natural framework to study mathematical biology.

The typical problem for patch models Many of the questions we consider in Chapters 2, 3 and
4, whether it be the total population size, the optimal survival of species..., can be recast as a problem
under the general form

in F 1.21
mem/\ilr%Q) (m) ( )

where we recall that the admissible class is
M(Q)::{meLm(Q),Ogmgm, m:mo},
Q

and can be linked with a shape optimisation problem: let m € M(Q) be a bang-bang function, that
is, m rewrites as
m=mpg :=klg,

where E C () is a measurable subset with

Bl ="°_. g,
K
Define the class of admissible sets
0Q):={ECQ,|E|=Ey}, (1.22)
and consider the problem
min F(E). (1.23)
EcO(Q)

Problem (1.21) is called a relazed version of (1.23). Then, checking whether or not the solutions of
(1.21) are bang-bang functions amounts to answering the following question:

Question 6. Can we prove that (1.21) and (1.23) have the same solutions or, in other words, can
we prove that any solution of (1.21) is a bang-bang function?
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Not only is this question relevant for interpretational purposes, but also for the analisis of optimality
conditions.

A more theoretical shape optimisation problem Another contribution of this thesis (Chapter
6) is the understanding of a non-linear, non-energetic shape optimisation problem presented in Section
1.2.3 of this Introduction. In this article, we consider the following problem: let D C R™, V4 € (0,|D|),
f € WH*(R), g € L*(D), p > 0. For Q C D such that |2| = Vo, consider the solution ug , of

—Auq,, + pf(ua,) = g in Q,
{ ugq,, = 0 on 012, (1.24)

and the functional

1
Jp(Q) == 5/Q|VuQ7p|2—/qu.

We consider the variational problem

inf J,(9). b
QCD,Q qualinl—open,‘levo P( ) ( p)

The question is then

Question 7. How can we prove that (P,) has a solution?

Stability of the ball under perturbation Another interesting question is that of investigating
whether or not certain specific configurations satisfy the optimality conditions for the problem under
consideration.

For instance, when dealing with problems of the form (1.21), if the domain Q = B(0; R), then,
when dealing with Dirichlet boundary conditions, a natural candidate to be a minimiser is

m* = klp«

where B* is a centered ball satisfying the required volume constraint. Now, in Chapter 3 (see Section
1.2.1.2 of this Introduction), we consider the following problem: let A,(m) be the first Dirichlet
eigenvalue of

V- (1+am)V)—m

and consider the problem
inf A, (m). P,
Let © = B(0, R) be a ball. It is known that, for « = 0, m* = k1lp- is the unique solution of (Fp).
The following question raises the problem of stability of m* under perturbation as « increases from 0:

Question 8. Can we prove that B* remains a minimiser when o > 0 is small enough?

We also tackled the problem of the stability of the ball as a minimiser under perturbations in the
classical shape optimisation problem: namely, for the variational problem (P,) of Paragraph 1.3.1
(and recalled in the previous paragraph), if the box D is a ball, if g is radially symmetric and non-
increasing, then it is known that Q@ = B* with [B*| = Vj is the unique solution of (P,). It is then
natural to investigate the following question:

Question 9. Is it true that, for any non-linearity f and p > 0 small enough, B* satisfies the optimality
conditions of Problem (P,)? On the contrary, can we build a non-linearity f such that B* does not
satisfy these optimality conditions for p > 0 small enough?
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Despite the fact that these problems have different natures ((P,) is a parametric optimisation
problem, while (P,) is a shape optimisation one), we gather these two questions in the same paragraph
for the reason that we developed the use of the same kind of comparison principle in these two cases.
Namely, building on the traditional approach of Lord Rayleigh, we use separation of variables for
shape derivatives and derive the desired conclusions in somewhat similar manners in both cases. For
Problem (P,), we boost this method to build non-linearities for which B* no longer satisfies optimality
conditions when p > 0.

Quantitative stability of the ball Another natural question when dealing with shape optimisation
is that of the stability of minimisers in a quantitative sense. The usual context, as explained in Section
1.2.1.3 (which corresponds to [Maz19a|, Chapter 4 of this manuscript), is that of shape optimisation:
for an optimisation problem of the form

inf  F(E)
E a|E|:V0

is known (for the isoperimetric inequality, for the first eigenvalue of the Laplace operator with a variety
of boundary conditions) that, if E* is the unique minimiser (usually the ball), then there holds, for
some constant C' > 0, the following quantitative inequality:

VE CR",|E| =V,,F(E)— F(E*)>C inf |EA(E* + 2)|?,
zeER™

where we obviously do not specify the type of regularity required. We refer to [30, 64].
A question that arose in the context of Problem (Q), that is, the Problem

ijr\l/lf(m A(m), where A\(m) is the first Dirichlet eigenvalue of —A —m
me

was that of establishing such inequalities in this case- we note that quantitative inequalities in this
parametric context have not been studied much. In [29], this question is addressed in the case of
the natural energy of a differential operator with LP constraints on the potential of this operator,
and a range of these inequalities is proved in this context. In the case of eigenvalues, however, our
contribution is, as far as we know, new.

The question is thus:
Question 10. Can we have a quantitative inequality for (Q)?
We are able to give a positive answer when the domain 2 is a ball.

1.3.2 METHODS DEVELOPED FOR THE EXISTENCE OF OPTIMAL SHAPE
(CHAPTERS 2 AND 6)

We first address Questions 6 and 7.

An asymptotic expansion method to prove the bang-bang property (Chapter 2) In
Chapter 2, we consider the problem of optimising the total population size in a logistic diffusive
model. The problem writes as

sup f gm,;u
memM(Q) JQ
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where 6,, ,, solves (1.11):
Al o+ Oy (m — 6, ) =0in Q)
P — 0 on 99,
O =0,
O, 7 0in O

Defining
]:(,vam) = f am,/u
Q

this rewrites
sup  F(p,m).
meM(Q)
The existence of a maximiser m* is a consequence of the direct method in the calculus of variations.
As explained in Section 1.2.1.1, an interesting question is that of knowing whether or not any solution
m™* is of bang-bang type.

To give a positive answer to this question when p is large enough, we use the fact that bang-bang
functions are extreme points of the convex set M(Q). Thus, if F(-, u) is strictly convex, any maximiser
is a bang-bang function. This approach is frequently used for energetic problems (see for instance
[116, 128]). Here, the fact that F(-, ) can not be linked to the energy of the underlying equation
complexifies things, and obtaining such convexity properties proves to be challenging.

Thus, our strategy is to prove:

For p large enough, F(-, 1) is convex. (1.25)

To prove (1.25), we define the admissible perturbations: let m € M(Q). We say that h € L>(Q)
is an admissible perturbation at m if, for every t > 0, t small enough, m + th € M(Q). Let, for any
admissible perturbation h at m, F(-, ) (resp F (-, )[h, h]) be the first (resp. second) order derivative
at t =0 of

t— F(m+th, p).
Proving (1.25) is equivalent to proving that, for every u large enough, for every m € M(Q), for every
admissible perturbation i # 0 at m, there holds

F(m, pw)[h, h] > 0.
We first refine a result of [125] that states that

gm,,u — My
J1—00

and prove that there holds, uniformly in m € M(),
Gm,,‘:m0+771;;”+ﬁ(2),

where 71, solves

ANy + mo(m —mg) =0,

Mim
o 0’

fQ mm = # JCQ ‘vnl,m|2~
0
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We may thus write
and, defining

it is clear that

JFiis strictly convex in m:
for any m € M(R), for any admissible perturbation h # 0 at m, there holds

Fi(m)[h,h] > 0.

As is usual in infinite dimensional optimisation, this second derivative is not coercive enough to
guarantee on its own that F (-, u) is strictly convex for u large enough. To overcome this phenomenon,
we fully develop 6,, , and F(-, i) with respect to % This is done by introducing a sequence of functions
{Nk.m }ren and a sequence of coefficients {B. m }ren such that

® 0., expands as
o0

nk,m
O =D~

=0 M
e The sequence {7 m }ren satisfies a hierarchy of equations

Tlo = Mo,
VE >0, Ankt1,m + He1(Moms - - s Mem) = 0,

Vk e N, 2 =,

fQ Ne+1,m = 6k+1,m = ]:k:(m)

We then carefully analyse the behaviour of the sequence {8k m = Fx(m)}ren and show that, for
every k, there exists a constant Ay such that, for any m € M() and any admissible perturbation h
at m there holds ) )

[ Flm)in, )| < AxFi(m) h, B,

and that the power series ), Arz* has a positive radius of convergence; hence, for p large enough,
there holds

1 A | -
_— = ——Z—k Fi(m)[h,h] > 0.

ken M SR

——

~()
This proves (1.25); hence, all maximisers are bang-bang for p large enough. This method has a
considerable advantage: since it does not rely on the construction of explicit perturbations to prove
the bang-bang property, it is not necessary to make any regularity assumptions on the maximisers.
However, its main drawback is that it is only available for large diffusivities.

A relaxed formulation for a shape optimisation problem (Chapter 6) We now present
the method developed to tackle the shape optimisation problem P, (see [HMP19], Chapter 6 of this

31



CHAPTER 1. GENERAL INTRODUCTION

manuscript). We briefly recall that it is set as follows: let D C R™ be a box and define, for a parameter

Vo, the admissible class
0(D) ={Q C D,Q quasi-open , Q] <V},

a function g € L?(D), a function f € W?°(R) and a parameter p > 0. For any € (D), if p is
small enough (uniformly in Q € &(D)), we can define the solution u, o of

—Aupa+pf(upn) =gin Q,
{ Uy 0 = 0 on 012, (1.26)

and

1
JP(Q) = §/Q|Vup’g\2—/ggup7g

Qelng) Jo(). (£p)

The problem is

Using a result of Buttazzo-Dalmaso, existence for (P,) is guaranteed if .J, is regular enough (in the
sense of y-convergence, see Chapter 6) and monotonous with respect to domain inclusion:

VQ,Q € 6(D),QC Q= J,(Q) > J,Q).

We now focus on proving this monotonicity property.

We introduce the following relaxation of (P,): identifying a domain € with its characteristic
function 1 we define a relaxation class as

@Vo = {CL S LOO(D, [O, 1]) et / a S ‘/0}
D
For any M > 0,p > 0, we define the relaxed functional JAM,p on @Vo as
. 1 M
Iat@) =5 [ Vugaral + G [ (= 0~ (00t -0 0300
D Q
ol u, p.q € Hy(D) is the unique solution of

{ _Aup,l\/f,a + M(l - a)up,IW,a + pf(up,M,a) =g in D7 (127)

Up M,a = 0 on 0D.

In this parametric context, an asymptotic study as p — 0 of the switch function of this relaxed
problem enables us to prove that, under certain assumptions on f and g, we have

Vay ,az € @Vo ya1 < ax = j]\/[,p(al) > j]\/f7p(a/2)~
It is furthermore standard to see that, for any Q € &'(D), there holds

j\M7p(]IQ) — JP(Q).

M—o0

The desired monotonicity thus holds under certain assumptions on f and g, which guarantees existence
for (P,).
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1.3.3 METHODS DEVELOPED TO STUDY THE (IN)STABILITY OF THE BALL
(CHAPTERS 6 AND 3): SHAPE DERIVATIVES

We present here the methods used to study the stability of the ball through the lens of shape derivat-
ives, see Section 1.1.3.3 for definitions; stability is to be understood as "under some perturbation, the
ball still satisfies optimality conditions". We consider two problems. The first one is (P,) and writes
as
inf Ay (m
meM(Q) o(m)

where A, (m) is the first eigenvalue of
-V - (1+am)V)—m.

This problem is studied in Chapter 3 of this manuscript and presented in Section 1.2.1.2 of this
Introduction. We consider the case

Q =B(0; R).
Let B* = B(0,7*) be such that m* = klp- is the unique solution of (P,) when oo = 0. We want to
check whether or not m* still satisfies optimality conditions when a > 0, o small enough. The first
step is then to compute the shape derivatives of

Fo: E = Ao(klp)

and to study the Lagrangian associated with the volume constraint. First of all, we note that it is
always a critical point in the sense of a shape: m* satisfies first order optimality conditions. Since
m™* is a critical point for any a > 0, which can be established in a straightforward manner, let us
introduce the Lagrange multiplier A,, and the Lagrangian

L, :=F,—A,Vol.

The second problem we consider is set in a more classical context; it is Problem (P,) presented in
the previous Section 1.3.2 and in Section 1.2.3 of the Introduction. We briefly recall that we want to
solve

. 1 —Aup 0+ pflupn)=gin Q
f J, (22 J,(Q) == 2_ s s )
QchiIQISVo o), o) 2 /Q Vil /qu’ { up.0 = 0 on .

Since, if g is radially symmetric and non-increasing, the centered ball B* such that [B*| = V} is the
unique solution for p = 0, we want to see if for p > 0 small enough, B* satisfies optimality conditions.
It is once again easy to check that B* is a critical point (in the sense of shape derivatives). Let /~\p be
the Lagrange multiplier associated with the volume constraint and consider the Lagrangian

T,:=J,— A, Vol.

The second order optimality conditions in the sense of shape derivatives writes as follows in both

cases: let
2= €t ,V) = 0} .
foeet [0

In the case of L, we need to require ¢ to have a compact support in the underlying domain 2, while
in the case of T, we only need to require that it has a compact support.

The second order optimality conditions for Problem (P,) (resp. Problem (P,)) reads as follows

Vo €E, (), V)gpe # 0, Lo (B )¢, ¢] >0 (resp. T)/(B")[¢,¢] > 0).
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We are going to prove that, in the two-dimensional case, this positivity holds for L (Theorem 3.1.3
of Chapter 3) whenever o > 0 is small enough, while, depending on f, when g = 1, positivity might
fail for T}/, even if p is small.

In both cases, the fact that we are working with the ball B* in two dimensions allows us to
decompose (¢,v)|yp. as its Fourier series

2tk 9
Wloge = D e
E>1

We then prove that there exist two sequences {wy o }ren €t {ex,p trensuch that

LI(BY) [, ¢l = Y wralanel®

k>1

T,/ (B0, 6] = Y enplarsl®

k>1

and

These two problems then have different qualitative behaviours:

1. For L.:

We begin with a study of the unperturbed problem, i.e, with the study of the sequence {wy o }ren+-
We prove that, for every k > 1, wy o = yx(r*) for a solution y; to an equation of the form

]{32
Loy = — zVkon (0; R), [y, (r*)] = C independent of k,y},(0) = y(R) = 0.

We prove that the differential operator £y has a maximum principle, which gives us monotonicity
for the sequence {wx o }ren:
Vk>1 y WE+1,0 > Wk,0-

Finally, studying the case wq,0 we prove that wy o > 0 so that

Wk,0 > W1,0 (k > 2).
We then show that, for a« > 0, the coefficient wy o is defined, in the same way, through a
hierarchy of equations that admits a maximum principle. This allows us to prove that, for every

k > 2, there holds
Wk,ao — W1, Z —Ma

for some uniform (in k) constant M > 0. The proof that L, is positive then follows immediately.

2. For T;’)’ : regardless of g and f, we can prove, using the same comparison methods to get that,
for the unperturbed problem (p = 0) there holds

Vk € N, ept1,0 > €r0 > €10 > 0,
and that there exists M > 0 such that, for p > 0 small enough, there holds

Vk e N,ep,—¢1,, > —Mp.

We then need to distinguish two cases:
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(a) When g satisfies the stability condition

1

— R
I IBg*g>g( ),

then there holds €19 > 0 and hence, for any f there exists p. = p.(f) > 0 such that, for
any p < ps, T,/ is positive on =.

(b) When g = 1, there holds €19 = 0. We then look for a Taylor expansion of €; , of the form
e1, = pe(f)+ O (p?).

p—0

Computing €(f), we prove that there exists f such that e(f) < 0, which means that, for
any p > 0 small enough, €; , < 0. Hence, B* does not satisfy the second order optimality
conditions.

Both these methods have the advantage to overcome the usually lengthy computations, which involve
Bessel functions, and we do believe that this method can be used in many situations; indeed, it only
relies on separation of variables and on a maximum principle for the underlying elliptic operator. Such
assumptions are verified in many cases. We do note, however, that this method, however useful, can
not be used in a straightforward manner to derive local quantitative inequalities- it only gives a L?
coercivity, while, in classical shape optimisation, a H 3. coercivity is usually to be expected (see [64]).

1.3.4 ANOTHER WAY TO INVESTIGATE THE STATIONARITY OF THE BALL
(CHAPTERS 3 AND 4): PARAMETRIC FRAMEWORK

We now present a method developed in [Maz19a| and [MNP19a| to investigate, once again, the stability
of the ball m* = k1« in a parametric setting, i.e when we are trying to optimise an interior domain.
While the previous paragraph was devoted to the study of shape derivatives, this paragraphe focuses
on the optimality among radial distributions, which allows for changes in the topology.

We work with Problem (P,), that is

inf Ay (m), P,
by Aol (P.)

where A\, (m) is the first Dirichlet eigenvalue of
V- (14+am)V)—m

and with Problem (Q), that is

inf  A(m), (Q)

meM(Q)
where A(m) is the first Dirichlet eigenvalue of

—A —m.

In both cases,
Q=B(0,R), m" =kl € M(Q),

and we are going to prove two different results for these problems, using the same method which can,
in a crude form, be linked to a quantitative version of the bathtub principle.

A quantitative bathtub principle This method can be described as follows in a simpler context:
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Assume you are given a ¢! function f : E — R (for some domain E), whose level sets you assume
to be regular (n—1)-dimensional submanifolds. Consider the following optimisation problem, for some

parameter § > 0:
inf — H
HefHs /E fH,

55:{0<H<1,/H:6}.
E

The bathtub principle states that, given the regularity of f, the unique minimiser for this problem is

where

H* := ILE*

with
E*={f=un}

a level set of f. One might then consider a quantitative inequality for this problem. Since we expect
an inequality of the form

/ fH—/ FH* > C||H = B3, )
E E

we introduce the auxiliary class
He = {H € 95, ||H — H*HLI(E) = 8}.
We rewrite, for any H € H., h:= H — H*. Then
heG.={-1<h<1,hlp <0,hlpp- 20,/ h:O,/ Ih = e},
E E

It is then easy to see that, to prove the desired quantitative inequality, it suffices to prove that

—fh
lim inf fEizf =C>0.
e—0h€eg. £

Finally, using once again the bathtub principle, one sees that solution A} of
inf — h
heH: ~/E f

*
he = ]lEE1 - ]1E§7

is

with ‘
Bl ={pl>f>p} E2={u>f>p},|E|=c,i=1,2

Once again, the regularity asumptions on f ensure that these solutions are uniquely characterized as
these intermediate level sets.

Let us represent the situation in the figure below
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and the dashed boundaries are level set of f.

If we zoom around a point xy on the boundary 0FE*, we get the following situation:

-
I
®

o

\.,
Il
o

te +(z0) he = —1

} te, —(z0) he = +1
f=n __ Py
i) }

We approximately have
tey =t~ C(2)[|h]|Lr (@),

and, if gTJj # 0 on OE*, we have
C(z) > Cy > 0 on OE™.

If we compute the quantity — |’  hef and use the Fubini theorem, we have

f/thf R~ /OE </Ot6,+(w) flx —tvg- (x))dt> dH" ()
_ /aE (/Ota,(x) f(x+t1/E*(;z;))dt> dH ().

We then write

Pl = twpea) ~ i o (1) (), £ - () % a4 1 () (&),
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so that

f/Ehsf ~ /é)E* (/Ota,+(z) flz tl/E*(;L'))dt> dH" ()
- /(,)E (/Otsy(m) flx+tvg- (I))dt> dH" ()

[ t@t@anr @ - [ far @@

E* OFE

- / O (1) @) (b (@) + b (@)%) a1 ()
oOE*

ov
~ 0 2 n—1
ol AN (20 el ) ) a4 )
_|of )
> 2Cy inf o - Per(E )Hh6||2L1(E)-

This is the desired inequality. Note that the key here is the Taylor expansion of the function f across
the boundary of one of its level sets and its regularity. We are going to apply this idea to our two
problems.

Stationarity of the ball among radial distribution (Chapter 3) We first sketch the proof of
the following result:

Voo > 0 small enough, Vm € M(Q), m radially symmetric, Ao (m) > Ao (m™). (1.28)

In order to prove (1.28), the naive approach would be the following: argue by contradiction and assume
that, for every a > 0, there exists a radially symmetric m, € M(Q) such that A\, (mqs) < Ao (m*).
We can prove that, if this is the case, then m,, writes as m, = k1, and, working a bit more, we can
prove that the Hausdorff distance d,, := dy(E.,B*) satisfies

do — 0.

a—0

One might then consider the application
frit= Aa(me + t(me —m™)),

compute its derivative and write that there exists ¢y € [0, 1] such that

Aa(ma) = Aa(m®) = f/(to) = /Q (10— m07) (| Vg 2 — 222,

where, for every 7 € [0;1], we define u, as the eigenfunction associated with m, := mgy +7(mqy —m™).
At this step, the strategy developed above (i.e expending (cm\VutO |2 — ufo) across 0B*) would work to
prove that this last quantity is bounded from below by Cy||hq |3, (2> but this is not a licit computation;
indeed, (ak|Vug,|? — u?,) is not regular enough (it is not even continuous) to apply the method.
To overcome this difficulty, we introduce the following path in [MNP19a]: following [142], introduce,
for any 7 € [0, 1],
1+ ak

A(me) = T =y
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define f(7) to be the first eigenvalue of =V - (A_(m,)V) — m., associated with the eigenfunction z;.
Then we can write, computing once again the derivative of f,

halima) = Nam’) = F(1) = F0) = F(t0) = [ ha (arh-(mo)| Va2 =22) = [ nowr.

Now, the switch function U] is regular and, from the radiality assumption, it is constant on the
boundary OB*. This is where the radiality hypothesis is used. Some work (which is carried out in
Chapter 3 of this manuscript) still needs to be done, but the method of expanding ¥7, across 0B*
works in this context and we can conclude to a contradiction. We also note that this method leads to
a quicker proof of the stationarity result of [117].

Quantitative stability of the ball (Chapter 4) In [Maz19a], we apply this method as a step in
the proof of a quantitative inequality for Problem (@) which, we recall, is defined as

inf  A(m).
meM(Q)

Indeed, the first step is to prove the quantitative inequality for radial distributions m: we want to
show that there exists C' > 0 such that, for any radially symmetric m € M(Q),

A(m) = A(m*) = Cllm — m*||1: -
Let us introduce, for a parameter 6 > 0, the auxiliary class
M;s = {m € M(Q),m radially symmetric, |[m —m~||1q) = d}.
Let mj be the solution of

inf  A(m).
meM;s(Q)

Obviously it suffices to prove that
Amg) — A(m*)?
i A7) =AM o,
6—0 o

After some careful work, we can prove that the graph of hs = ms — m* looks as follows (OB* is the
black circle):

We introduce, for ¢ € [0,1], m; := m* + ths and define f(t) := A(my), as well as u;, which is the
associated eigenfunction. We compute the derivative of f and, combined with the fact that there
exists to € [0,1] such that

A(ms) = A(m™) = f'(to)
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we get
Ama) — A(m*) = —/ hsid,.
Q

We first notice that u,, is constant on OB* since it is radial. This is where the radiality hypothesis is
needed.

Now, using the fact that, for § > 0 small enough, u, is close in the ¢! topology to ug, we can
apply the very same method to obtain

A(ms) = A(m*) > C||hs|[71q) = C°.

This is the core argument for this step of the proof of the quantitative inequality, and we write down
the remaining steps in Chapter 4 of this manuscript.

1.3.5 METHODS DEVELOPED FOR THE QUANTITATIVE STABILITY OF THE
BALL (CHAPTER 4)

Combining the methods of Paragraph 1.3.4, the comparison methods for shape derivatives of Para-
graph 1.3.3 and a new type of surgery, we were able to prove in [Maz19a|, a quantitative inequality
for the optimization problem
min  A(m),
meM(B)
where A(m) is the first Dirichlet eigenvalue of —A —m and ©Q = B(0, R) is a centered ball. We recall
that, if B* = B(0;*) with x|B*| = mo, then m* = klp~ is the unique solution of this problem.
Our proof may be split in three main steps:

1. Proving it for radially symmetric distributions:

Using the methods of Paragraph 1.3.4, we can prove that there exists C' > 0 such that, for any
radially symmetric m,
A(m) = A(m*) > C|lm — m*[| 71 o

2. Proving it for normal deformations of B*:

Let L : E — A (klg) — AVol(E) be the Lagrangian associated with the volume constraint of
the optimisation problem. using the comparison method presented in Paragraph 1.3.3 to study
the sign of the second order shape derivative at B*, we can establish that, for any compactly
supported vector field ¢ such that [,..(¢,v) = 0, there holds

L"(B(0;7)[¢, 6] > Cll(d, )][72(0m+)-

Here, this L? coercivity is optimal. Adapting the systematic approach of [64], we derive a local
quantitative inequality for normal perturbations of B*.
3. Conclusion

To derive the general inequality, we consider the solution mgs of

A(m).

inf
meM(Q),[lm—m*|| 1 g)=0

We show that there exists V; such that ms = 1y,, and that, by defining us as the associated
eigenfunction, we get the following situation: there exist ps and 7s such that we have the
following picture
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We then study the measure of the striped zone below:

Let us call this volume As. We prove that, if A5 ~s_0 Cd, then mg can be compared to a
radially symmetric competitor and that, if A5 = 500(5)’ then mgs can be compared to a small
—

normal perturbation of the ball, which, in both cases, was studied in the two previous steps.
This concludes the proof.

1.3.6 METHODS DEVELOPED FOR THE CONTROLLABILITY OF
REACTION-DIFFUSION EQUATIONS (CHAPTER 5)

We conclude this Section with a quick presentation of the method developed in [MRBZ19] to obtain
positive controllability results for bistable equations set in a slowly varying environment. The negative
results (i.e blocking phenomena leading to lack of controllability) are obtained through involved energy
arguments.

We recall that we work in a smooth bounded domain €2, with a bistable non-linearity (see Section
1.2.2.2) f that has only three roots 0 < § < 1. We want, for any initial datum pg, to establish that
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there exists a control a : 9Q — [0;1] and a time T' > 0 such that the solution p of

% — nAp —e(VN,Vp) = f(p) in (0,T) x Q,
p=a(t,x) in (0,7 x 01,

(1.29)
0<p<l1,

satisfies p(T,-) = 0, 0 or 1. We assume that this is possible for any initial datum 0 < pg < 1 when
e=0.

The method used in [163, 157] to prove this result for € = 0 is the staircase method of [58]. Without
getting in too much details, we simply state the following result: if there exists a continuous (in the ¢°
topology) path of steady states linking 0 to 6, if zp = 0 is the unique steady state with homogeneous
(zero) Dirichlet boundary conditions, then the this controllability property holds. We first note that
if, for e = 0, zg = 0 is the unique steady-state with boundary conditions 0, this uniqueness property
still holds for £ > 0 small enough. In [157], such a path is built in the one-dimensional case; in [163],
they prove the existence of such a path in the multi-dimensional case.

In [MRBZ19], we proved the following property, which, however weaker, still guarantees the ap-
plicability of the staircase method: for any £ > 0 small enough, for any § > 0 small enough, there
exists a sequence of steady-states pg s.c,D1,5,¢:---,PN,5,c Of the equation

—pApise —(VN,Vpise) = f(Dise) 0 <pise <1

and such that

P1,5e = 0,0N65.e =0, ||Pit1,5c — DisellLe < 0.

To build such a sequence, we first considered a sequence obtained in [163] of steadys-states
P0,5,0:P1,6,05 - - -, PN,5,0 such that

1)
[P0 = pirrsollee < 7

We then tried to perturb each of these p; 5o to obtain a branch € — p; 5. of steady-states for the
equation with drift. The implicit function theorem would enable us to do so, provided the operator

Li: —=A = f(pis0)

with Dirichlet boundary conditions is invertible. This is, in general, not the case. To overcome this
difficulty, rather than applying this theorem on , we applied it on §,, := Q + B(0;7) after extending
Di,5,0 to €, We then choose 1 > 0 small enough, so that the monotonicity of the eigenvalues ensures
the invertibility of the operator on Ly on €,. We then apply the implicit function theorem on this
domain. We represent the situation below:
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Figure 1.7 — The solution p; 50 on B(0; R) is extended to a solution on B(0; R + n), and we apply the
implicit function theorem to obtain the blue curve.
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1.4 OPEN PROBLEMS & RESEARCH PROJECTS

We finally present possible research projects.

1.4.1 UNDERSTANDING OSCILLATIONS IN THE SMALL DIFFUSIVITY
SETTING
Regarding the optimisation of the total population size addressed in [MNP19b]|, Chapter 2 and presen-
ted in Section 1.2.1.1 of this Introduction, we can say that the situation is rather well understood in
the case of large diffusivities. However, even in the one-dimensional case, the case of small diffusiv-

ities is rather open: apart from knowing that fragmentation may be better than concentration, no
qualitative information is known. This leads us to formulating the following question:

OPEN QUESTION 1 Can we give qualitative information about the solutions of (P,) as p— 07

An analisis of the same type than the one carried out for large diffusivities, that is, the derivation
of a limit problem, seems delicate to obtain. The idea would be to obtain an asymptotic expansion of
the solution 6,, ,, of (1.11) under the form

x
Om,u(x) = m(z) + 61 (a:, )
m,p \/,E
but, even on a formal level, the equation on 6; is difficult to study. So far, even a purely formal
approach to this problem remains open.

1.4.2 AN OPTIMAL CONTROL PROBLEM FOR MONOSTABLE EQUATIONS

Another related issue is that of optimal strategy for parabolic monostable equations. Following
[MNP19b], one may consider the control system

I (% = DO y) = O (M(t,-) = Omp) =0 in Ry x Q,

Prmn — 0 on Ry x 0, (1.30)

em,,,u(t =0 5 ) = 00 )
where the resources distribution m depends on time and space. Let T be a time horizon; we assume
that

m e M(T;Q) := {m,O <m(t,z) <k, et Vt € [0;T], 4 m(t,x)dzr = mo},

Q
or that

T
m e Msy(T;Q) := {m,OSm(t,x)Sfi, et ][ ][m(t,a:)dx:mo},
o Ja

and we consider the two optimisation problems

sup f O, (T, z)dx, (1.31)
meM1(T;Q) JQ
and
sup ][ O, (T, z)dx. (1.32)
meMs(T;02)(22) JQ
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Then we wish to investigate whether or not we can prove the bang-bang property for these problems
(in the sense that optimisers are bang-bang functions). Namely:

OPEN QUESTION 2 Are the solutions of (1.31), (1.32) bang-bang functions? What can be said, in
terms of concentration and fragmentation, about these maximisers?

We believe that our methods enable us to provide partial answers to these questions.

We are currently working with E. Zuazua and D. Ruiz-Balet on a turnpike property for (1.31). For
an introduction to the turnpike property in optimal control, we refer to [173, 156] and the references
therein, but sum it up here as follows: roughly speaking, what we want to prove is that there exists
two times T} < T» that do not depend on T such that, for T' large enough and ||6p||L~ small enough:

1. Between 0 and 77, the optimiser m* is close to an optimiser for the first eigenvalue A;(m, u),

2. between T and T5, m* is close to the maximiser for the elliptic optimiser for the total population
size,

3. between T; and T, m* goes away from the elliptic maximiser.
We have several promising leads, which lead to investigating the following question:

OPEN QUESTION 3 Can we prove this rough turnpike property for (1.31)%

1.4.3 A REARRANGEMENT d la ALVINO-TROMBETTI FOR EIGENVALUES
WITH DRIFTS AND POTENTIALS

In [MNP19a], Chapter 3, we give a fairly complete study of the variational problem (P, ) which consists
in optimising the first eigenvalue of

Lm=-V-(1+am)V)—m;

we refer to Sections 1.2.1.2 and 1.3.4 of this Introduction. When ©Q = B(0; R), we were able to show
that, for a > 0, m* = klp+ is minimal among radial distributions and among all distributions if mg
is small enough.

To prove that m™* is, in general, a global minimiser if o > 0 is small enough, without any smallness
assumption on mg, the most promising approach seems to be an approach mixing properties of the
Schwarz rearrangement and of the Alvino-Trombetti rearrangement.

OPEN QUESTION 4 Can we obtain a rearrangement mapping any m € M(B(0,R)) to a radially
symmetric function m* €M (B(0, R)) such that

Ao (m#) < Aa(m)?

Should such a rearrangement exist, our result on the minimality of m* among radial distributions
would lead to the conclusion.

Finding such a rearrangement seems complicated: the Schwarz rearrangement has a “global”action,
while the rearrangement of Alvino and Trombetti has a “local”’definition. We do not know yet whether
or not it is possible to concile these two approaches.

1.4.4 OPEN QUESTIONS IN SPECTRAL OPTIMISATION

We mention two other problems we could study, which are linked to Chapters 3, 4.
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1. Disproving a conjecture (Neumann boundary conditions):

This is the following question raised in[116]: consider the spectral optimisation problem

min AV (m),
meM(Q)

where
(a) 2 =B(0;1),
(b) AN (m) is the first Neumann eigenvalue of

Ly, =—A—m.

It has been conjectured that the solution of this optimisation problem was a piece of a disk,
but we think we might be able to prove that this is not the case. This would be a first step
in understanding qualitative properties of optimisers for spectral problem, in a geometry that
would not be a square.

2. A stationarity property (Robin boundary conditions):

We might consider another related problem, that of spectral optimisation with Robin boundary
conditions, that is, try to study the following variational problem:

mén/\i/ll%ﬂ) Ag(m) (1.33)
where
(a) @=B(0;1),
(b) Ag(m) is the first eigenvalue of the operator
Ly =—-A—m
with the Robin boundary conditions
% + pfu = 0.

It is known (see [116]) that, as 8 — oo, the solutions mg of this problem converge to m* = klg-.
A natural conjecture backed by the numerical simulations of [116] is the following

* >0, VB>, mg=m".

In the one dimensional case, this is proved in [50].

Adapting some of the tools and methods introduced in [Maz19a], Chapter 4, we think we might
be able to give this conjecture a positive answer in the two-dimensional case.

We might sum up these conjectures as follows:

OPEN QUESTION 5 Can our methods enable us to derive more qualitative properties on spectral
optimisation problems?

1.4.5 EXTENSION OF THE QUANTITATIVE INEQUALITY TO OTHER

DOMAINS

A natural extension of [Maz19a], Chapter 4, presented in Sections 1.2.1.3 and 1.3.4 of this Introduction,
is the following question:
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OPEN QUESTION 6 Can we prove that, for any domain Q, ift M* is the set of maximisers of the

first Dirichlet eigenvalue A(m) of
L—m:=—-A—-m

we have
A(m) — A(m*) > Cdistrs (m, M*)??

Here, the main difficulty is the fact that the Schwarz rearrangement, which is a crucial tool to

handle topological changes in [Maz19al, is no longer available.

1.4.6 SHAPE OPTIMISATION & OPTIMAL CONTROL

After the work we carried out in [MRBZ19], Chapter 5, presented in Sections 1.2.2 and 1.3.6 of this
Introduction, it seems interesting to understand the influence of spatial heterogeneity on controllability
properties of equations- one approach may be to understand the following toy problem: let the class
of admissible drifts be defined as

N(Q) = {NELOO(Q),1<N<R,]éN:NO}

and consider the heat equation with boundary control a:
9u V. (NVu) =0in Ry x Q,
u(t=0) =0, (1.34)
u(t,) = a(t,-) € [0;1] on Ry x 0

Let, for any N € N(Q), T(N) be the minimal control time from 0 to 6. Then:

OPEN QUESTION 7 What can be said about the optimisers N* of

min T(N)?
NeN ()
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CHAPTER 2. OPTIMIZATION OF THE TOTAL POPULATION SIZE

GENERAL PRESENTATION OF THE CHAPTER: MAIN DIFFICULTIES
AND METHODS

This Chapter is devoted to the study of the influence of spatial heterogeneity on the total population
size. Namely, considering the logistic reaction-diffusion equation

Oy () + () = O o (2))0m (1) =0 @ € Q,
90 (2.1)
where
m € M, x(Q) = {O<m<f~c,][m:mo}7
Q
can we characterize or give some properties of the solutions of the variational problem
max Fm,u) =4 0n7 2.2
o P = f (22)

As explained in the Introduction to this thesis, two qualitative features are important: pointwise
properties (the so-called bang-bang property) and geometric properties, referred to as fragmentation
and concentration of resources.

Our four main results, and the methods developed here to obtain them, can be summed up as follows:

e The bang-bang property for large diffusivities:

This is Theorem 2.1.1, which asserts that, for large diffusivities u, any solution m* is of bang-
bang type, i.e writes m* = k1 g for some subset £ C §2. The main difficulty in establishing this
Theorem is that the convexity of m — F(m, u) is not clear at all, since the criterion we wish
to optimize is non-energetic. To overcome this difficulty, we decompose the solution ,,,, and
F(-, 1) in a power series

— Tk,m o Fi(m)
em,ﬂzz % 7F(m7/’6):Z k0
k=0 K k=0 H

we establish that Fj is a strictly convex functional and that the possible loss of convexity due
to higher order terms Fj is controlled by the convexity of Fi:

‘Fk|§F17

thus establishing the convexity of the functional for large diffusivities. To the best of our
knowledge, this method is entirely new.

e A full stationarity result in dimension 1: This is the content of Theorem 2.1.3. Using the op-
timality conditions we prove that, in dimension 1, in £ = [0, 1], there exists u1 > 0 such that,
for any p > p1, the unique solutions of Problem (2.2) are the two following crenels:

Figure 2.1 - Q@ = (0,1). Plot of the only two maximizers of F,, over M, .(©).
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We also derive concentration properties for large diffusivities in 2 dimensional orthotopes, see
Theorem 2.1.2, and provide the full proof of the decreasingness of minimizers of an ergetic
variational problem, which we could not locate in the existing literature.

e A more surprising fragmentation result in dimension 1:

This is Theorem 2.1.4, which asserts that, for small enough diffusivities, fragmentation is better
(with regards to Problem (2.2)) than concentration (which is known to always be better for
optimal survival):

Figure 2.2 — Q = (0,1). The left distribution is better than the right for small diffusivities.

This observation is quite striking in the context of optimization in mathematical ecology and
provides a strong example of a natural criterion for which fragmenting resources is better than
concentrating them. Numerical simulations back this result up, but a full understanding of the
phenomenon at play here is not yet available. We plan on coming back to this problem in future
works.
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2.1 INTRODUCTION

2.1.1 MOTIVATIONS AND STATE OF THE ART

In this article, we investigate an optimal control problem arising in population dynamics. Let us
consider the population density 0,, , of a given species evolving in a bounded and connected domain
Q in R with n € N*, having a 42 boundary. In what follows, we will assume that 6,, , is the positive
solution of the steady logistic-diffusive equation (denoted (LDE) in the sequel) which writes

{ PO, () + (m(x) — Oy ) (2)) 0, () =0z € Q,

O
T,_O mE@Q,

(LDE)

where m € L>(2) stands for the resources distribution and p > 0 stands for the dispersal ability of
the species, also called diffusion rate. From a biological point of view, the real number m(z) is the
local intrinsic growth rate of species at location z of the habitat {2 and can be seen as a measure of
the resources available at x.

As will be explained below, we will only consider non-negative resource distributions m, i.e such
that m € LL(Q) = {m € L>(Q),m > 0 a.e}. In view of investigating the influence of spatial hetero-
geneity on the model, we consider the optimal control problem of maximizing the functional

]:# : Lio(ﬂ) >m — ][ em,,uv
Q

where the notation f denotes the average operator, in other words f, f = ﬁ Jo f- The functional F
stands for the total population size, in order to further our understanding of spatial heterogeneity on
population dynamics.

In the framework of population dynamics, the density 6, , solving Equation (LDE) can be interpreted
as a steady state associated to the following evolution equation

St (t,x) = pAu(t, ) + u(t,z)(m(z) —u(t,z)) t>0, r€Q
o (Hx) =0 t>0, z€oQ (LDEE)
u(0,2) =u’(z) > 0,u’ £0 z €

modeling the spatiotemporal behavior of a population density v in a domain 2 with the spatially
heterogeneous resource term m.

The pioneering works by Fisher [75], Kolmogorov-Petrovski-Piskounov [113] and Skellam [168] on
the logistic diffusive equation were mainly concerned with the spatially homogeneous case. Thereafter,
many authors investigated the influence of spatial heterogeneity on population dynamics and species
survival. In [107], propagation properties in a patch model environment are studied. In [166], a
spectral condition for species survival in heterogeneous environments has been derived, while [112]
deals with the influence of fragmentation and concentration of resources on population dynamics.
These works were followed by [19] dedicated to an optimal design problem, that will be commented
in the sequel.

Investigating existence and uniqueness properties of solutions for the two previous equations as
well as their regularity properties boils down to the study of spectral properties for the linearized
operator

L:DL)> fr uAf+mf,
where the domain of £ is D(L£) = {f € L*(Q) | Af € L*(Q)} and of its first eigenvalue \;(m, u),
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characterized by the Courant-Fischer formula

M) = sup {—u [rwse [ me}. (2.3)
FEWL2(Q),f, f2=1 Q Q

Indeed, the positiveness of A(m, i) is a sufficient condition ensuring the well-posedness of equations
(LDEE) and (LDE) ([19]). Then, Equation (LDE) has a unique positive solution 6,,, € W2().
Furthermore, for any p > 1, 6,, , belongs to W%?({2), and there holds

0 <inf by < Oy < [l Lo @) (2.4)
Q

Moreover, the steady state 6., , is globally asymptotically stable: for any ug € W?(Q2) such that
ug > 0 a.e. in Q and ug # 0 , one has

||U(LL, ) - am,u

| (@) S 0.
where u denotes the unique solution of (LDEE) with initial state ug (belonging to L?(0,T; W12(Q))
for every T > 0).

The importance of Aj(m, ) for stability issues related to population dynamics models was first
noted in simple cases by Ludwig, Aronson and Weinberger [130]. Let us mention [70] where the case
of diffusive Lotka-Volterra equations is investigated.

To guarantee that Aj(m, p) > 0, it is enough to work with distributions of resources m satisfying
the assumption

m € L(Q2) where L(Q) = {m € L>(Q), /Qm > 0} . (H1)

Note that the issue of maximizing this principal eigenvalue was addressed for instance in [103, 104,
116, 129, 85].

In the survey article [127], Lou suggests the following problem: the parameter p > 0 being fixed,
which weight m maximizes the total population size among all uniformly bounded elements of L>°(€2)?

In this article, we aim at providing partial answers to this issue, and more generally new results
about the influence of the spatial heterogeneity m(-) on the total population size.

For that purpose, let us introduce the total population size functional, defined for a given u > 0
by

Fu:LE(Q) 5 mr— ][ " (2.5)
Q

where 6,,, , denotes the solution of equation (LDE).

Let us mention several previous works dealing with the maximization of the total population
size functional. It is shown in [125] that, among all weights m such that fQ m = myg, there holds
Fu(m) > F,(mo) = moe; this inequality is strict whenever m is nonconstant. Moreover, it is also
shown that the problem of maximizing F,, over L3°(£2) has no solution.

REMARK 2.1 The fact that m = mg is a minimum for F, among the resources distributions m
satisfying fQ m = mg relies on the following observation: multiplying (LDE) by ﬁ and integrating

by parts yields
VO, .2
ufl——%f+fon—mw)=0 (2.6)
Q em,u Q

and therefore, F,(m) =mo+ pu [, WOQ’""%F > mg = Fu(mo) for all m € LY (Q) such that fom = my.

It follows that the constant function equal to mg is a global minimizer of F,, over {m € L (), fQ m=
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mo}.

In the recent article [12], it is shown that, when Q = (0, ), one has

Vi >0, Ym e LE(Q) [m >0 ae., f@m,ug?)][m.
Q Q

This inequality is sharp, although the right-hand side is never reached, and the authors exhibit a
sequence (my, pux)ken such that fo 6, 4./ fome — 3 as k — 400, but for such a sequence there
holds ||| (@) — +oc and py — 0 as k — +oo.

In [127], it is proved that, without L' or L> bounds on the weight function m, the maximization
problem is ill-posed. It is thus natural to introduce two parameters x,mg > 0, and to restrict our
investigation to the class

M. () = {mGL“(Q),OSmSKa.e ,][m:mo}. (2.7)
Q
It is notable that in [69], the more general functional Jp defined by
Jp(m) = / (O — Bm?)  for B> 0
Q

is introduced. In the case B = 0, the authors apply the so-called Pontryagin principle, show the
Gateaux-differentiability of Jp and carry out numerical simulations backing up the conjecture that
maximizers of Jy over M, (£2) are of bang-bang type.

However, proving this bang-bang property is a challenge. The analysis of optimal conditions is
quite complex, because the sensitivity of the functional "total population size" with respect to m(-)
is directly related to the solution of an adjoint state, solving a linearized version of (LDE). Deriving
and exploiting the properties of optimal configurations therefore requires a thorough understanding
of the 6,, , behavior as well as the associated state. To do this, we are introducing a new asymptotic
method to exploit optimal conditions.

We will investigate two properties of the maximizers of the total population size function F,,.

1. Pointwise constraints. The main issue that will be addressed in what follows is the bang-
bang character of optimal weights m*(-), in other words, whether m* is equal to 0 or x almost
everywhere. Noting that M., .(£2) is a convex set and that bang-bang functions are the extreme
points of this convex set, this question rewrites:

Are the mazimizers m* extreme points of the set My, () ?

In our main result (Theorem 2.1.1) we provide a positive answer for large diffusivities. It
is notable that our proof rests upon a well-adapted expansion of the solution 6,,, of (LDE)
with respect to the diffusivity u.

This approach could be considered unusual, since such results are usually obtained by an analysis
of the properties of the adjoint state (or switching function). However, since the switching
function very implicitly depends on the design variable m(-), we did not obtain this result in
this way.

2. Concentration-fragmentation. It is well known that resource concentration (which means
that the distribution of resources m decreases in all directions, see Definition 2.1.2 for a specific
statement) promotes the survival of species [19]. On the contrary, we will say that a resource
distribution m = kx g, where E is a subset of 2, is fragmented when the FE set is disconnected. In
the figure 2.3, Q is a square, and the intuitive notion of concentration-fragmentation of resource
distribution is illustrated.
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m =0

Figure 2.3 — Q = (0,1)2. The left distribution is "concentrated" (connected) whereas the right one is
fragmented (disconnected).

A natural issue related to qualitative properties of maximizers is thus
Are maximizers m* concentrated? Fragmentated?

In Theorem 2.1.2, we consider the case of a orthotope shape habitat, and we show that con-
centration occurs for large diffusivities: if m, maximizes F,, over M, ..(£2), the sequence
{m,} >0 strongly converges in L' (£2) to a concentrated distribution as u — oco,.

In the one-dimensional case, we also prove that if the diffusivity is large enough, there are only
two maximizers, that are plotted on Fig. 2.4 (see Theorem 2.1.3).

v

0 mo/x 1 0 mo/x 1

Figure 2.4 - 2 = (0,1). Plot of the only two maximizers of F,, over M, ().

Finally, in the one-dimensional case, we obtain a surprising result: fragmentation may be
better than concentration for small diffusivities (see Theorem 2.1.4 and Fig. 2.5 below).

This is surprising because in many problems of optimizing the logistic-diffusive equation, it is
expected that the best disposition of resources will be concentrated.
2.1.2 MAIN RESULTS

In the whole article, the notation x; will be used to denote the characteristic function of a measurable
subset I of R™, in other words, the function equal to 1 in I and 0 elsewhere.
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0 1 0 mo/x 1

Figure 2.5 - Q2 = (0,1). A double crenel (on the left) is better than a single one (on the right).

For the reasons mentioned in Section 2.1.1, it is biologically relevant to consider the class of ad-
missible weights M., (€2) defined by (2.7), where £ > 0 and mg > 0 denote two positive parameters
such that mg < & (so that this set is nontrivial).

We will henceforth consider the following optimal design problem.

Optimal design problem. Fizn € N* >0, k>0, mg € (0,k) and let Q be a
bounded connected domain of R™ having a €* boundary. We consider the optimization
problem
sup  Fu(m). (PL)
MEMc g ()

As will be highlighted in the sequel, the existence of a maximizer follows from a direct argument.
We will thus investigate the qualitative properties of maximizers described in the previous section
(bang-bang character, concentration/fragmentation phenomena).

For the sake of readability, almost all the proofs are postponed to Section 2.2.

Let us stress that the bang-bang character of maximizer is of practical interest in view of spreading
resources in an optimal way. Indeed, in the case where a maximizer m* writes m* = kxg, the total
size of population is maximized by locating all the resources on F.

2.1.2.1 FIRST PROPERTY

We start with a preliminary result related to the saturation of pointwise constraints for Problem
(77[; ), valid for all diffusivities p. It is obtained by exploiting the first order optimality conditions for
Problem (7)), written in terms of an adjoint state.

PROPOSITION 2.1 Let n € N*, 1 >0, k > 0, mg € (0,x). Let m* be a solution of Problem (P};).
Then, the set {m = k} U{m = 0} has a positive measure
2.1.2.2 THE BANG-BANG PROPERTY HOLDS FOR LARGE DIFFUSIVITIES

For large values of y, we will prove that the variational problem can be recast in terms of a shape
optimization problem, as underlined in the next results.

THEOREM 2.1.1 Let n € N*, k > 0, mg € (0,k). There exists a positive number p* = p*(Q, k, myp)
such that, for every u > u*, the functional F, is strictly convex. As a consequence, for p > u*, any
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mazimizer of F,, over Mm, () (or similarly any solution of Problem (P})) is moreover of bang-bang
type' .

We emphasize that the proof of Theorem 2.1.1 is quite original, since it does not rest upon the
exploitation of adjoint state properties, but upon the use of a power series expansions in the diffusivity
o of the solution 6,, , of (LDE), as well as their derivative with respect to the design variable m. In
particular, this expansion is used to prove that, if y is large enough, then the function F,, is strictly
convex. Since the extreme points of M,,, () are bang-bang resources functions, the conclusion
readily follows.

This theorem justifies that Problem (73]]) can be recast as a shape optimization problem. Indeed, every
maximizer m* is of the form m* = kxg where E is a measurable subset such that |E| = mg|Q|/k.

REMARK 2.2 We can rewrite this result in terms of shape optimization, by considering as main un-
known the subset E of 2 where resources are located: indeed, under the assumptions of Theorem 2.1.1,
there exists a positive number p* = p*(Q, k,mg) such that, for every p > p*, the shape optimization
problem

sup Fu(kXE), (2.8)
ECQ, |E|=mo|Q|/k

where the supremum is taken over all measurable subset E C Q such that |E| = mo|Q|/k, has a
solution. We underline the fact that, for such a shape functional, which is “non-energetic” in the
sense that the solution of the PDE involved cannot be seen as a minimizer of the same functional,
proving the existence of mazimizers is usually intricate.

2.1.2.3 CONCENTRATION OCCURS FOR LARGE DIFFUSIVITIES

In this section, we state two results suggesting concentration properties for the solutions of Problem
(P);) may hold for large diffusivities.
For that purpose, let us introduce the function space

X :=Wh(Q)n {u c Wh(Q) fQu = } (2.9)

and the energy functional
1
Em:X2our 7][ |Vul|* — mO][ mu. (2.10)
2 Ja Q

THEOREM 2.1.2 [T-convergence property]

1. Let Q be a domain with a €° boundary. For any u > 0, let m, be a solution of Problem (P)-
Any L' closure point of {mu}u>0 as p — oo is a solution of the optimal design problem

i in &y (u). 2.11
e D, 2 Em (1) 2.1y

2. In the case of a two 2d orthotope Q2 = (0;a1) % (0; az), any solution of the asymptotic optimization
problem (2.11) decreases in every direction.

As will be clear in the proof, this theorem is a I'-convergence property.
In the one-dimensional case, one can refine this result by showing that, for u large enough, the
maximizer is a step function.

THEOREM 2.1.3 Let us assume that n = 1 and Q = (0,1). Let kK > 0, mg € (0,x). There exists
ft > 0 such that, for any ju > fi, any solution m of Problem (P)!) is equal a.e. to either m or m(1—-),
where M = KX (1—¢,1) and £ =mo/k.

1In other words, it is an element of Ming,x () equal a.e. to 0 or £ in .
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2.1.2.4 FRAGMENTATION MAY OCCUR FOR SMALL DIFFUSIVITIES

Let us conclude by underlining that the statement of Theorem 2.1.3 cannot be true for all u > 0.
Indeed, we provide an example in Section 2.3.1 where a double-crenel growth rate gives a larger total
population size than the simple crenel m of Theorem 2.1.3.
THEOREM 2.1.4 The function m = kx-¢1) (and m(1l —-) = Kkx(o,¢)) does not solve Problem (P}!)
for small values of p. More precisely, if we extend m outside of (0,1) by periodicity, there exists p > 0
such that

Fu(m(2 ) > Fu(m).

This result is quite unusual. For the optimization of the first eigenvalue A1 (m, 1) defined by (2.3)
with respect to m on the interval (0;1)

sup  Aa(m, p)
meM((0;1))

we know (see [19]) that the only solutions are m and m(1 — -), for any p.
It is notable that the following result is a byproduct of Theorem 2.1.4 above.

COROLLARY 2.1 There exists pn > 0 such that the problems

sup  Aa(m, p)
meM((0;1))

and
sup  Fu(m)
meM((0;1))

do not have the same maximizers.

For further comments on the relationship between the main eigenvalue and the total size of the
population, we refer to [Maz19b], where an asymptotic analysis of the main eigenvalue (relative to y
as t — +00) is performed, and the references therein.

We conclude this section by mentioning the recent work [148], that was reported to us when we
wrote this article. They show that, if we assume the optimal distribution of regular resources (more
precisely, Riemann integrable), then it is necessarily of bang-bang type. Their proof is based on a
perturbation argument valid for all p >0. However, proving such regularity is generally quite difficult.
Our proof, although it is not valid for all u, is not based on such a regularity assumption, but these
two combined results seem to suggest that all maximizers of this problem are of bang-bang type.

2.1.3 ToOLS AND NOTATIONS
In this section, we gather some useful tools we will use to prove the main results.
Rearrangements of functions and principal eigenvalue. Let us first recall several monotonicity
and regularity related to the principal eigenvalue of the operator L.
PROPOSITION 2.2 [70] Let m € LS (2) and pn > 0.
(i) The mapping R > p— Ai(m, p) is continuous and non-increasing.

(ii) If m < mq, then A\y(m,pu) < Aj(my,p), and the equality is true if, and only if m = my a.e. in
Q.

In the proof of Theorem 2.1.3, we will use rearrangement inequalities at length. Let us briefly
recall the notion of decreasing rearrangement.
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DEFINITION 2.1.1 For a given function b € L?(0,1), one defines its monotone decreasing (resp.
monotone increasing) rearrangement bg, (resp. by ) on (0,1) by bgr(z) = sup{c € R | z € Q}, where
O =1 —|92|,1) with Q. = {b > c} (resp. bp-(-) = bar(1 —-)).

The functions by, and by enjoy nice properties. In particular, the Polya-Szego and Hardy-
Littlewood inequalities allow to compare integral quantities depending on b, by, by and their de-
rivative.

THEOREM : [108, 118] Let u be a non-negative and measurable function.

(i) If 1 is any measurable function from Ry to R, then
1 1 1
| vt = [ tuan) = [ wtun)  (eqpimeasurabitty);
0 0 0
(ii) If u belongs to WP (0,1) with 1 < p, then
1 1 1
[y = [ = [ (P inoguatity;
0 0 0
(iii) If u, v belong to L?(0,1), then
1 1 1
/ uv < / Upy Vpy :/ Ugrvgr  (Hardy-Littlewood inequality);
0 0 0

The equality case in the Polya-Szego inequality is the object of the Brothers-Ziemer theorem (see
e.g. [74]).

Symmetric decreasing functions In higher dimensions, in order to highlight concentration phe-
nomena, we will use another notion of symmetry, namely monotone symmetric rearrangements that
are extensions of monotone rearrangements in one dimension. Here, €2 denotes the n-dimensional
orthotope []7"_, (a;, b;).

DEFINITION 2.1.2 For a given function b € L*(S2), one defines its symmetric decreasing rearrange-

ment bsqg on Q as follows: first fix the n — 1 variables x2,...,x,. Define by sq as the monotone
decreasing rearrangement of x +— b(x,x2,...,xy,). Then fix x1,3,...,2, and define by sq as the
monotone decreasing rearrangement of x — by sq(x1,,...,z,). Perform such monotone decreasing

rearrangements successively. The resulting function is the symmetric decreasing rearrangement of b.

We define the symmetric increasing rearrangement in a direction i a similar fashion and write it b; ;q.
Note that, in higher dimensions, the definition of decreasing rearrangement strongly depends on the
order in which the vartables are taken.

Similarly to the one-dimensional case, the Polya-Szego and Hardy-Littlewood inequalities allow us
to compare integral quantities.

THEOREM : [19, 20] Let u be a non-negative and measurable function defined on a boxr Q =

H;L:1(0§ai)-

(i) If ¥ is any measurable function from Ry to R, then

o = [ vt = [ ) (equimeasurabitty):
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(ii) If u belongs to WLP(Q) with 1 < p, then, for every i € Ny, [a;;b;] = w1, Uwa,; Uws,;, where
the map (x1,...,%i—1,Tit1,.-.,ZN) > w(T1,...,2,) @s decreasing if x; € wi,;, increasing if
Z; € wa; and constant if T; € ws ;.

/\Vu|p2/|Vusd|p (Pélya inequality);
Q Q

Furthermore, if, for any i € N,,, fﬂ |[VulP = fQ |V sq|P then there exist three measurable subets
wi1, w2 and w; s of (0;a;) such that

1. (05a4) = win Uw;ow; s,

2. U= Ujpg ON Hz;ll((); ag) X wi1 X HZ:i-H(O; ar),

8. w=1iiq on [T,y (0;ak) X wiz X [Ti—; 41 (05 ax),

4o U= U pd = Ujid ON Hi;ll(o; ar) x wi;z X [Ti_i41(05 ).

(iii) If u, v belong to L*(Q), then
/uvg/usdvsd (Hardy-Littlewood inequality);
Q Q

Poincaré constants and elliptic regularity results. We will denote by c&p )

constant such that for every p € [1,4+00), f € LP(Q) and u € WP(Q) satisfying

the optimal positive

Au=f inD'(Q),

there holds
lullw=w0y < & (1f | + llull o)) -

The optimal constant in the Poincaré-Wirtinger inequality will be denoted by Cl(f‘zv (€2). This inequality
reads: for every u € WHP(Q),
u— ][ u
Q

We will also use the following regularity results:

< CE (V] Lo (2.12)
Lr(Q)

THEOREM ([169, Theorem 9.1]) Let Q be a € domain. There exists a constant Cq > 0 such that,
if f € L>®(Q) and u € WH2(Q) solve

—Au=f inQ,
{ 20 onogQ, (2.13)
then
IVullLi@) < CallfllL@)- (2.14)

THEOREM (/55, Theorem 1.1]) Let Q be a €% domain. There exists a constant Cq > 0 such that, if
f € L) and u € WH2(Q) solve

—Au=f inQ,
{ % =0 on 011, (2.15)
then
Vull o) < Callflle=()- (2.16)
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REMARK 2.3 This result is in fact a corollary [53, Theorem 1.1]. In this article it is proved that the
L® norm of the gradient of f is bounded by the Lorentz norm L™ () of f, which is automatically
controlled by the L (Q) norm of f.

Note that Stampacchia’s orginal result deals with Dirichlet boundary conditions. However, the same
duality arguments provide the result for Neumann boundary conditions.

THEOREM ([121]) Let r € (1;+00). There exists C,. > 0 such that, if f € L"(Q) and if u € WH"(Q)
be a solution of

—Au =div(f) inQ,
{ % =0 on 092, (2.17)
then there holds
1Vullr) < CrllfllLr)- (2.18)

2.2 PROOFS OF THE MAIN RESULTS

2.2.1 FIRST ORDER OPTIMALITY CONDITIONS FOR PROBLEM (7))

To prove the main results, we first need to state the first order optimality conditions for Problem
(P);). For that purpose, let us introduce the tangent cone to My, .(£2) at any point of this set.

DEFINITION 2.2.1 ([93, chapter 7]) For every m € M.y, (), the tangent cone to the set M, ()
at m, denoted by Toy m,,, .(2) @ the set of functions h € L*>(Q) such that, for any sequence of positive
real numbers &,, decreasing to 0, there exists a sequence of functions hy, € L>=(Q) converging to h as
n — +00, and m + ephy, € Moy, () for every n € N.

We will show that, for any m € M,,, () and any admissible perturbation h € T Moy < (2), the
functional F,, is twice Gateaux-differentiable at m in direction h. To do that, we will show that the

solution mapping
S:m € Moy n(Q) = 0, € L2(Q),

where 6, ,, denotes the solution of (LDE), is twice Gateaux-differentiable. In this view, we provide
several L?(Q) estimates of the solution 6, ,.

LEMMA 2.1 ([69]) The mappping S is twice Gateauz-differentiable.

For the sake of simplicity, we will denote by Gmu = dS(m)[h] the Gateaux-differential of 6, , at
m in direction h and by 6,, , = d*S(m)[h, h] its second order derivative at m in direction h.
Elementary computations show that 0, , solves the PDE

Dby, 1+ (= 20, )0 = =Ny, 0
D pom— " (2.19)
T =0 on 897
whereas ém,,i solves the PDE
{ H B (= 26,) = =2 (hemvﬂ - egw) in Q, 220,
Qo = on 99,

It follows that, for all u > 0, the application F, is Gateaux-differentiable with respect to m in
direction h and its Gateaux derivative writes

AFu )] = [ G

Q
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Since the expression of dF,,(m)[h] above is not workable, we need to introduce the adjoint state p, ,
to the equation satisfied by 6,, ,, i.e the solution of the equation

{ PP+ P (m = 20m,) =1 in Q, (2.21)

8%% =0 on 0.
Note that p,,,, belongs to W12(Q) and is unique, according to the Fredholm alternative. In fact, we
can prove the following regularity results on py, 0 P, € L(Q), [[pm,ullze @) < M, where M is
uniform in m € My, () and, for any p € [1;400), pm,, € W2P(£2), so that Sobolev embeddings
guarantee that p,, , € €1*(1).
Now, multiplying the main equation of (2.21) by 6,,. . and integrating two times by parts leads to
the expression

dF,(m)h] = —/thﬁ)mupm,#.

Now consider a maximizer m. For every perturbation h in the cone 7y, a4,, .(o), there holds
dF,(m)[h] > 0. The analysis of such optimality condition is standard in optimal control theory
(see for example [179]) and leads to the following result.

PROPOSITION 2.3 Let us define @m . = Om, yPm,u, where Oy, and pr,,, solve respectively equations
(LDE) and (2.21). There exists ¢ € R such that

{(pm,u < C} = {m = K/}a {(pm,u = C} = {0 <m< K}, {(pm,p > C} = {m = O}

2.2.2 PROOF OF PROPOSITION 2.1

An easy but tedious computation shows that the function ¢, , introduced in Proposition 2.3 is
€1 (Q) N WLH2(Q) function, as a product of two €1 functions and satisfies (in a W12 weak sense)

Om

OPmp _
v 0 on 89,

VO VO] _ :
{ NAQOm,u =2 (VOm i, g ) + Omp (200 O +2m — 39m,u = am,u in €, (2 22)

where (-, ) stands for the usual Euclidean inner product. To prove that [{m = 0}| + [{m = k}| > 0,
we argue by contradiction, by assuming that |{m = x}| = |[{m = 0}| = 0. Therefore, ¢,,, = c a.e. in
Q and, according to (2.22), there holds

2
c (2M|v69'rn,;;| +2m — 39m,;¢> = e’m,ﬂ

m,p

Integrating this identity and using that 6,,, > 0in ©Q and c # 0, we get

VO u)?
2c <.U % + / (m — 9m,u)> = (c+ 1)/ Orm -
Q Omy ) Q

Equation (2.6) yields that the left-hand side equals 0, so that one has ¢ = —1. Coming back to the
equation satisfied by ¢,y leads to

[V O

m=0pm , —
N7 em,p,2

The logistic diffusive equation (LDE) is then transformed into

10 1 DOy 1y — 1|V O > = 0.
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Integrating this equation by parts yields fQ |V9m,u|2 = 0. Thus, 0,,, is constant, and so is m. In
other words, m = myg, which, according to (2.6) (see Remark 2.1) is impossible. The expected result
follows.

2.2.3 PROOF OF THEOREM 2.1.1

The proof of Theorem 2.1.1 is based on a careful asymptotic analysis with respect to the diffusivity
variable p.

Let us first explain the outlines of the proof.

Let us fix m € Moy, »(Q) and h € L°(Q). In the sequel, the dot or double dot notation f or f
will respectively denote first and second order Gateaux-differential of f at m in direction h.

According to Lemma 2.1, F, is twice Gateaux-differentiable and its second order Gateaux-derivative
is given by

dzf,u(m)[hvh] = / em,uv
Q

where ém’u is the second Gateaux derivative of S, defined as the unique solution of (2.20).
Let my and mq be two elements of M, (€2) and define

B [0,1] 3t F, (tmg (- t)ml) — () — (1 — ) F,u(ma).

One has
d2¢“ ..
A2 (t) = 0 9(17t)m1+tm2,;u and d)p,(o) = (bp,(l) =0,

where é(l_t)ml_,_tmz,“ must be interpreted as a bilinear form from L>(Q) to W2(1), evaluated two
times at the same direction mg —m;. Hence, to get the strict convexity of F,,, it suffices to show that,
whenever p is large enough,

/ étm2+(17t)m1,,u >0
Q

as soon as mi # meo (in L>(Q)) and t € (0,1), or equivalently that d*F,(m)[h,h] > 0 as soon as
m € M, () and h € L>®(Q). Note that since h = mg — my, it is possible to assume without loss
of generality that ||h[| L) < 2k.
The proof is based on an asymptotic expansion of ¢, , into a main term and a reminder one, with
respect to the diffusivity p. It is well-known (see e.g. [125, Lemma 2.2]) that one has

wh3(Q)

Qm’# ;H—oo> mo. (223)

However, since we are working with resources distributions living in M, .(€2), such a convergence
property does not allow us to exploit it for deriving optimality properties for Problem (77]})

For this reason, in what follows, we find a first order term in this asymptotic expansion. To get
an insight into the proof’s main idea, let us first proceed in a formal way, by looking for a function

M1,m such that

771,7%
Gm,# ~ Mo +

as 1 — o0o. Plugging this formal expansion in (LDE) and identifying at order % yields that 7y,
m,

"
satisfies
{ At +mo(m —mg) =0 in Q,

6 m
“em = () on Of.
v

To make this equation well-posed, it is convenient to introduce the function 7, ,, defined as the unqgiue
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solution to the system
Afjy m +mo(m —mp) =0 in Q,
87};””" =0 on 09},
fQ ﬁl,m = 07

and to determine a constant 3 ,, such that

Mm = ﬁl,m + Bl,m'

In view of identifying the constant 5 ,,, we integrate equation (LDE) to get

/ B (0 — O p) = 0.
Q

which yields, at the order *,
"

1 . 1 .
Brm = — 7[ i m(m — mg) = —2][ Vil
mo Jo mg Ja

Therefore, one has formally
1 "
][ O, = mo + *][ ‘Vn17m|2'
Q K Ja

As will be proved in Step 1 (paragraph 2.2.3), the mapping M,,, «(©2) > m > (1, is convex so that,
at the order i, the mapping M, »(2) > m — fﬂ O, is convex. We will prove the validity of all the
claims above, by taking into account remainder terms in the asymptotic expansion above, to prove
that the mapping F,, : m fQ O, is itself convex whenever p is large enough.

REMARK 2.4 One could also notice that the quantity 81, arose in the recent paper [89], where the
authors determine the large time behavior of a diffusive Lotka-Volterra competitive system between
two populations with growth rates mi and ma. If Bim, > Bi,m,, then when p is large enough, the
solution converges as t — 400 to the steady state solution of a scalar equation associated with the
growth rate my. In other words, the species with growth rate my chases the other one. In the present
article, as a byproduct of our results, we maximize the function m — (1 . This remark implies that
this intermediate result might find other applications of its own.

Let us now formalize rigorously the reasoning outlined above, by considering an expansion of the

form

R
em,u = mo + M,m + W;,u.
jz jz

Hence, one has for all m € M, ..(9),

1 1 .
d2fmh,h:—/“ +—/RmL
(m)[h, h] p Qm,m 2 e

We will show that there holds

> Cth) ({_A
P Fum)lh ) 2 = (1 M) (2.24)

for all u > 0, where C(h) and A denote some positive constants.

The strict convexity of F,, will then follow. Concerning the bang-bang character of maximizers,
notice that the admissible set My, ,(£2) is convex, and that its extreme points are exactly the bang-
bang functions of M, «(€2). Once the strict convexity of F,, showed, we then easily infer that F,
reaches its maxima at extreme points, in other words that any maximizer is bang-bang. Indeed,
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assuming by contradiction the existence of a maximizer writing tm; + (1 — t)meq with ¢ € (0,1), mq
and mg, two elements of M, ,(€2) such that m; # m2 on a positive Lebesgue measure set, one has

Fu(tmy + (1 —t)mg) < tF,(m1) + (1 — t)Fu(me) < max{F,(m1), Fu(ms)},

by convexity of F,, whence the contradiction.
The rest of the proof is devoted to the proof of the inequality (2.24). It is divided into the following
steps:
Step 1. Uniform estimate of fQ fj1,m With respect to p.

Step 2. Definition and expansion of the reminder term R, ,.

Step 3. Uniform estimate of R, , with respect to p.

Step 1: minoration of fQ 1,m. One computes successively

; 1 2 A 5 1 X =
61,m = f <771,mm + nl,mh> , 51,m = ][ (2771,mh + nl,mh) (225)
mo Jo mo Jo
where ﬁLm solves the equation
Aijy g +moh =0 inQ :
oy T o with / fitm = 0. (2.26)
5 =0, on 0f) Q

Notice moreover that ﬁlm = 0, since ﬁlym is linear with respect to h. Moreover, multiplying the
equation above by 7; ,,, and integrating by parts yields

. ) R
Bl,m = 72][ ‘an,m|2 >0 (2.27)
my Ja

whenever h # 0, according to (2.25). Finally, we obtain

. ; N , 2 .
/ Mm = |Q|61,m +/ Mm = |Q‘ﬂ1,m - P} / ‘an,m|2~
Q Q my Jo

It is then notable that [(, 7j1,m > 0.

Step 2: expansion of the reminder term R,, ,. Instead of studying directly the equation (2.20),
our strategy consists in providing a well-chosen expansion of 0,, ,, of the form

“+o0
ém,ﬂ = Z /i where the (j are such that Z fQ gk M][ M ,m-
k=0 =2 M

For that purpose, we will expand formally 0,, , as

iom
_ m

k=0 K

(2.28)

Note that, as underlined previously, since 6,, , —+> mg in L (), we already know that g ,, = mo.
p—>+00
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Provided that this expansion makes sense and is (two times) differentiable term by term (what
will be checked in the sequel) in the sense of Gateaux, we will get the following expansions

+o0o 77
A k,m
O, = Z k
k=0

I

. +oo ..
and 6, , = Z 77%@7]:1.
=0 H

Plugging the expression (2.28) of 6,, , into the logistic diffusive equation (LDE), a formal computation
first yields

o,
AN m + mo(m —mg) =0, Mym _ 0 on 09)

v
. . anZ,m
ANz 4+ M1 m(m —2mg) =0in Q, 9 0 on 99}
v
and, for any k € N,k > 2, n, ,,, satisfies the induction relation
k—1
ANgt1,m + (M — 2mo) Nk, m — Z NemMe—e,m =0 in Q, (2.29)
(=1

as well as homogeneous Neumann boundary conditions. These relations do not allow to define 7, in
a unique way (it is determined up to a constant). We introduce the following equations to overcome
this difficulty: first, we define 7y ,,, and 72 ,,, as the solutions to

87?1,77;

Ady —mg) =0,
m, +m0(m mo) v

zoonﬁﬂ,][ﬁ17m20,

Q

OM2,m

12, :OonaQ,][ﬁz,mZO
8V 0

and, for any k € N,k > 2, we define 7j;41,, as the solution of the PDE

AR+ N1m(m —2mg) =0 in Q,

" with f m =0, 2.30
OMkt1m _ 0 on 99 /anJrl, ( )

{ Afgg1,m + (M — 2mo) Nk m — 252—11 Ne,mMk—e,m =0 in Q
ov

and to define the real number fy ., in such a way that

Nk,m = ﬁk,'m + ﬁk,’m- (231)

for every k € N*. Integrating the main equation of (LDE) yields

/ O, (m — Oy ) = 0.
Q

Plugging the expansion (2.28) and identifying the terms of order k indicates that we must define S,
by the induction relation

Pim = T%g Jfgz |V771,7R‘27
ﬂQ,m = mio fQ mﬁZ,m - mio JCQ 77%,7;1;C
BkJrl,m = %0 JCQ m’flkJrl,m - mio Z[:l fQ Ne,mMNk+1—£,m- (k > 2)
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This leads to the following cascade system for {7k m, Bk,m » M,m Hren:

ﬁO,m =0,

A g + mo(m —mg) =0 in Q,

Afg.m 4 1M1.m(m —2mg) =0 in Q,

Afgg1,m + (M — 2mo) Nk, m — Zi:ll Ne,mMi—t,m =010 Q, (k> 2)
fQ nk m — 0 (k > 0)

Brgy’“ =0 over 092, (k>0) (2.32)
ﬁO,m =mo,

ﬂl,m 1 fQ |V771 TYL|

BZ,m JCQ 772 m T g fQ 771 ma

Br+1,m = ™o ]CQ MAk+1,m — ™o Ze 1 JCQ Ne,mMk+1—£,m » (k>2)
Ne,m = ﬁk,m + ﬁk,m- (k > O)

This implies

][ Nk,m = Bk,m 5 % = 0 over 0f2. (k > O)
Q v

Now, the Gateaux-differentiability of both 7 ., and B, with respect to m follows from similar
arguments as those used to prove Proposition 2.1. Similarly to System (2.32), the system satisfied
by the derivatives needs the introduction of two auxiliary sequences {77k m tken and {nk m tken. More

precisely, we expand 9m7 u As
o0 .
k=0

L
1k
with _ ]
ﬁk,m = ﬁk,m + /Bk,mv

and the sequence {ﬁkm ,Bk,m . Mk,m }ren satisfies

"70,]% = 07

A m +moh =01n Q,

Al + 11m (m — 2mg) = —hijy m in Q,

Aﬁkﬂ m + (m = 2mo)Mk.m — 225;11 NemMk—t,m = —hnem in Q, (k> 2)
JCQ Mk,m =0, (k>0)

% =0over 092, (k>0) (2.33)
Bom =0,

Bl,m = mio fQ (hﬁl,m + mﬁl m) = l fQ Vi,m, Vni,m)s

5:2,m = m%) Fo (P2, m + M2 m) — o fQ M, m771 ms

Bk-&-l,m = mLO fQ(hﬁk+l,m + m77k+1,m) ~ mo ZZ 1 JCQ 77@ mlk+1—€,m; (k > 2)
Mesm = Meym + Bem- (k> 0)

We note that this implies, for any k € N,

= — = Q. >
]énk,m Br,m » £y 0on 0 (k> 0)

Let us also write the system satisfied by the second order differentials. One gets the following hierarchy
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for {ﬁk,m 7Bk,m 7ﬁk,m}k€N:

fo,m = 0,

Anl m = 01n €,

Ang m + (m — 2mg)ij m = —2h101 4, in Q,

A77Ic+1,m + (m — 2mo)ijg,m — 2 Z;:ll Te,mMk—0,m = 2(25;11 ne,mMke—t,m — hﬁk,m) inQ, (k>2)
fo e =0, (k>0)

a%"y’" =0on 0, (k>0)

Bo,m = 0

Bl,m = fQ |V771 m|

Bom = prove fQ 2R m + Mij2,m) — ,30 fo ((1,m)? + it mmm)

BkJrl m = g fg 2h7}k+1 m + mﬂkﬂ m) - mlo 25:1 fg(ﬁf,mﬁkﬂfﬁ,m + 7'7'6,m77k+17£,m)7 (k > 2)
iem = Thoym + Brem- (k> 0)

(2.34)
This gives
.. - Ot m
Tikm = Brm >, ——— = 0 over 9Q0. (k> 0).
Q ov

Step 3: uniform estimates of R,, ;. This section is devoted to proving an estimate on B;%m,
namely

{ Vk € N*, ‘Bkm‘ < A(k)Brm, (2.35)

The power series 3 A(k)z"* has a positive convergence radius.

This estimate is a key point in our reasoning. Indeed, recall that our goal is to prove that F, is
convex. Assuming that Estimates (2.35) hold true, we expand F,, as follows:

fg Nk,m ﬁk m
kz;) Z

Differentiating this expression twice with respect to m in direction A yields

oo

)k, h] =

k=1

Note that the sum starts at & = 1 since fy ,, = m( does not depend on m.
We can then write

Ic:2'u Ic:2'u
” 1 S A(k+2)
:ﬂ,m 1** -

Recall that ,6’1m is positive as soon as h is not identically equal on 0, according to (2.27). The power
series associated with {A(k 4 2)}ren also has a positive convergence radius. Then, the right hand
side term is positive provided that p be large enough. For the sake of notational clarity, we define ¢§
as follows: by the Rellich-Kondrachov embedding theorem, see [34, Theorem 9.16], there exists 6 > 0
such that the continuous embedding W12(Q2) < L**9(Q) holds. We fix such a § > 0.
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Recall that we know from Equation (2.27) that £, is proportional to ||V, m||L2(Q From the

explicit expression of ﬁk m in (2.34), one claims that (2.35) follows both from the positivity of [31 m
and from the following estimates:

1M8,m Lo @) > I VIkm |l Lo ) < k), (1)
IVikmllLz) < o)V mllL2 ), (1)
17%,m 220y < YRVl L2(0)5 (I¥)
70k m Nl 25 () < ARVl L2(0)5 (1%)
Vit mll L) < S(R)IViLml 20, (I5)
i, mll 21 @) < e(R)IVALm T2 (0 (IF)

where for all k£ € N, the numbers «a(k), o(k), v(k), v(k), 6(k) and (k) are positive.

In what follows, we will write f < g when there exists a constant C' (independent of k) such that
f<Cyg.

The end of the proof is devoted to proving the aforementioned estimates. In what follows, we
will mainly deal with the indices k£ > 3. Indeed, the case k = 2 is much simpler since, according to
the cascade systems (2.29)-(2.31)-(2.32)-(2.33)-(2.34), the equations on 9k m, Mkm and ik, for k >3
involve more terms than the ones on 1 p,, 12 m and s .

EsTIMATE (/%) This estimate follows from an iterative procedure.
Let us fix a(0) = mg and assume that, for some k € N*, the estimate (/*) holds true.

By W2P(Q) elliptic regularity theorem, there holds

k—1
v Sl ey + |0 = 2000010 = 3 -
=1 Lr(Q)
One thus gets from the induction hypothesis
k—1 k—1
H(m - Zmo)nk,m - Z e, mMNk—0,m SJHOK(IC) + Z a(g)a(k‘ - E)
=1 Lr(Q) £=0

Moreover, using that ||9x41,mllzr@) < [9k+1,mllze@) + [Bri1,m| and the LP-Poincaré-Wirtinger in-
equality (see Section 2.1.3), we get

17k-+1,mll Lo (@) SIVAk+1,m | Lr () -

We now use the result from [53, Theorem 1.1] recalled in the introduction: it readily yields

k k
||Vnk+1,mHLOO(Q)N||7]k m||Lo<> Q) + an,mnk*l,m gza(g)a(k_
=0 Lee(@) =0
The term Bj41,m is controlled similarly, so that
k k
Brsrml SO a@alk —0) + > a()a(k+1-0).
£=0 =1
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Since it is clear that the sequence {a(k)}ren can be assumed to be increasing, we write

k
> a)alk —6) +

k—1
a(®)a(k +1—0) :Za (0) + a(+ 1)) + a(0)a(k)
{=0 (=1 =

Mw

k—
<SS a(t+ Dalk — o).
=

—

(=)

Under this assumption, one has
k
||77k+1 m||L°° @ < |Bk+1,m| + ||77k+1 m”L‘X’(Q) Za (L + Da(k —0).
£=0

This reasoning guarantees the existence of a constant C7, depending only on €, £ and mg, such
that the sequence defined recursively by a(0) = mg and

k—1
alk+1)=C1 > o+ ok —0)

£=0

satisfies the estimate (I5).

Setting ar, = a(k)/C¥ for all k € N, we know that {ai}ren is a shifted Catalan sequence (see
[161]), and therefore, the power series S a(k)z* has a positive convergence radius.

ESTIMATES (I}) AND (IF). Obviously, one can assume that ¢(0) = v(0) = 0. One again, we work
by induction, by assuming these two estimates known at a given k € N. Since (/ ¥) is an estimate on
the L?(Q2)-norm of the gradient of 741, it suffices to deal with fg11.,,. According to the Poincaré-
Wirtinger inequality, one has fQ |7L)k+1,m|2§ fQ \Vﬁk+1,m|2. Now, using the weak formulation of the
equations on 7g11,m and 71, as well as the uniform boundedness of ||h[| (@), We get

k—1
][ Vik1ml? = j[(m = 2m0) e, m Me+1,m — 2 Z][ Mh—t,mMe,mMh+1,m +][ Wk m Tlke+1,m
Q Q Q Q
) k
S kmllzz@ e 1mll 2@y + D @k = Ol ks rmll 2@ llheml L2 ) +
=1
][nk,m<vﬁ1,mvvﬁk+1,m> +][ Met+-1,m NV 11,m5 Vile,m)
Q Q
. k
S I¥r1mll 2@ I Vi lae) (v(8) + Y alk = 0(0) + alh +a(k))
L=
. k
S IV mllL2 @I Vi mll 2@ (”Y +ZO‘ ) ;
=0

where the constants appearing in these inequalities only depend on €2, k and mg. It follows that there
exists a constant Cs such that, by setting for all £k € N,

k
o(k+1)= ( )+ > alk—)a( )
=0
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the inequality (/¥) is satisfied at rank k + 1.
Let us now state the estimate (14) By using the Poincaré-Wirtinger inequality, one gets

k
. 1 . : 2 .
‘BkJrl,m‘ = 7][(h77k+1,m+m77k+1,m)_ 727[ 1e,mMk+1—€,m
mo Jo mo .= Ja
. k
< ]i (Vi Vilst,m) + I Viksmllz2@) + I Vinmll2@) Y v(@alk +1-10)
=1

k
S alk+ DIVimliee@ + otk + DIVirml2@ + 1Vinml 2@ > y(@alk +1 - 0).
=1

Once again, since all the constants appearing in the inequalities depend only on €, k and mg, we infer
that one can choose C5 such that, by setting

k
Yk +1) = Cs (a(k—i— 1) +alk+1)+ > y(Oalk+1- e)) ,
/=1

the estimate (I%) is satisfied. Notice that, by bounding each term a(¢),¢ < k by a(k) and by using
the explicit formula for o(k + 1), there exists a constant Cy depending only on 2, k and mg such that

k
Z (k+1—0)(y(0) + a(0)).

Under this form, the same arguments as previously guarantee that the associated power series has a
positive convergence radius.

EsTIMATE (/%) This is a simple consequence of the Sobolev embedding W'?(Q) — L*9(Q). Let
Cs > 0 be such that, for any u € W12(Q),

lull 245 ) < Csllullwrz(q)- (2.36)
Then, Estimates (/}) and (I¥) rewrite
[7e,m llwz) < (a(k) + (k) [IVi1,ml L2(0)-

and setting
Y(k) = Cs (o(k) +~(k))

concludes the proof of Estimate (I%).

ESTIMATES (If) AND (IF). For the sake of clarity, let us recall that k¥ € N being fixed, according to
Systems (2.33) and (2.34), the functions gy m and fj ., satisfy respectively

k—1
Ay 1,m + (M — 2mo) 1k, m — 2 Z Ne,mMk—e,m = —MMk,m in Q
—
and
k-1 k—1
Afjgg1,m + (M — 2mo)ijg,m — 2 Z N, mMh—e,m = 2( Z e, mMk—e,m — hﬁk,m> in
=1 /=1
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As previously, we first set 6(0) = £(0) = 0 and argue by induction.

To prove these estimates, let us first control ||Vﬁk+17m\| r1(Q)- To this aim, let us use Estimates
(IF), the Stampacchia regularity Estimate (2.14) and the Lions-Magenes regularity Estimate (2.18).
We first use the equation

Aﬁl,m + moh =0

to split the equation on ﬁlkH’m in System (2.34) as follows:
. 1, . 1 o . : :
him = ——Ne,m ANy, = —— ( div (Me,m Vi1,m) — (Vi m, Vm,m>> .
mo mo
Introduce the function

k-1 k-1
9 . .

H: —2 m_2 “m 7m_2 .m.f.m 7v mav m

& = (m — 2mg)fj, ;ﬂz, Ni—¢, ZZ::IW, Ni—e, +m0< Nk, M1,m)

then fjg41,m solves

- 2 ., .
A77k'+1,m + Hp = mio div (nk,mvnlﬁn) ’

along with Neumann boundary conditions, according to (2.35).

By using the induction assumption and the Cauchy-Schwarz inequality, one gets

k-1 k-1
[HkllLy o) <a(k) + Y e(Oalk =0+ A(Oy(k — ) + 7(1)7(1?)) IVimlZ2(q)-
=1 =1

Furthermore, let us consider the same number ¢ > 0 as the one introduced and used in Estimate (/. i‘/,’)7

and define 7 > 1 such that = 1 + ﬁ, where § > 0 is fixed so that (2.36) holds true. By combining

Estimate (1 éf ) with the Holder’s inequality, we have

1778, Vit mll e < e | 25 (@) 1 VLm | 2200) < AR NVLMIT2(0)- (2.37)

Let us introduce (1gt1,&k+1) as the respective solutions of

A1+ Hp, =0 in Q,

S — g on 09, (2.38)
fQ warl = 07
and
Ay = f2div(r';k7mV1'717m) in €,
% — on 99, (2.39)
fQ §et1 =0,

so that ﬁk+17m = Yg+1 + &k+1. Stampacchia’s Estimate (2.14) leads to

k—1 k—1
Vbt o2 ) SIHE 2 @) S <s<k) + Y e@alk =0 +> Ok —0)+ v(l)v(k)) IViLm 720
=1 /=1
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and moreover,

V&1l @) SIVE+1llr ) by Holder’s inequality
SHk,m Vi1,ml L) by Lions and Magenes Estimate (2.18)
gﬁ(k)Hvﬁl,mH%?(Q) by Estimate (2.37).

We then have
IVietrmlli@) = IVt + Vel

k-1 k-1
< <€(k) + > e(Oalk =0+ AOy(k =0 +y()y(k) + 1(1@)) Vi ml1 220
=1 =1

and we conclude by setting §(k+1) = ¢(k )+Ze 1 Le(O)a(k— €)+Zé 1 L0y (k=) +y(1)y (k) +7(k).

Let us now derive e(k+1). We proceed similarly to the proof of Estimate (I%): from the Poincaré-
Wirtinger Inequality, there holds

so that, from Estimate (1}) it suffices to control f, fjk+1,m-
Starting from the expression

SHViikt1,mll 22 ()
L2(Q)

ﬁk-{-l,m - 7[ ﬁk-}-l,m
Q

. 1 : 5 2 .. ..
][ NMk+1,m — —— ][ (2h77k+1,m + m77k+1,m) - Z ][ (nz,mﬁk+14,m + 77£,m77k+17€,m)
Q Mo Jo mo ;= Ja

stated in (2.34) and using the Cauchy-Schwarz inequality, one gets

][ ﬁk+1,m‘ -
Q

1

. » 2
_ 2hA m d m)— T 7 m i —£,m m —£,m
. ]é( Mhe+1,m + Mkt1,m) o ng(w, Mht1—t,m + Te,mMht+1—2,m)

k

][hnk+1m‘+|77k+1mL2(9)+Z|772m”l2(9)|77k+1 emllz20)
=1

N

k

+ 3 el 29 k1 —e.mll 220
=1

We then use Equation (2.26) to get
A 1 . A 1 . 2
P+ 1,m = — 1 (Vi,m, Vikti,m) < —0o(D)o(k + D)[[Vinmlz2q)-
Q mo Ja mo

Since 31, is proportional to ||V7'717m|\%2(9), this gives

k
fﬁkﬂ,m‘s( ok + 1) +0(k+ 1)+ 3 (O (E+1—0) +a(k+1- e ()))Bl,m.
Q =1

Setting e(k+1) =o(1)o(k+1)+d(k+1)+ Z?:l (vO)y(k+1—20) 4+ alk+1—2£)e(l)) concludes the
proof.
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Summary. We have proved here that the functional F,, has an asymptotic expansion of the form

Film) = m P

+ th (m)v

where m — By, = # fQ |Vn1.m|? is a strictly convex functional, and where R,, satisfies the two
0
following conditions:

1. R, = M_Omo (#—12) uniformly in M,,, (),

2. R, can be expanded in a power series of i as follows:

oo
Z 6/4:,171

k—1
k=2

Ru(m) = 0

==

)

3. R, is twice Gateaux-differentiable, and, for any m € M,,, »(Q2), for any admissible variation
h e Tm,/\/lmoyn(ﬂ)a

p Bl | S B

It immediately follows that the functional F,, satisfies the following lower bound on its second deriv-
ative: for any m € M, (Q), for any admissible variation h € Tona My (92)5

1\ - .
<1 - M) BrmS uFu(m)lh, b, (2.40)

so that it has a positive second derivative, according to (2.27). Hence, F,, is strictly convex for ;1 large
enough.

Since the maximizers of a strictly convex functional defined on a convex set are extreme points, and
that the extreme points of M., ..(2) are bang-bang functions, this ensures that all maximizers of F,,
are bang-bang functions.

2.2.4 PROOF OF THEOREM 2.1.2

In what follows, it will be convenient to introduce the functional

1
Fl tm— ﬁl,m = 72][ |v'r]1,'m|2 = ][ T,m
my Ja Q

0

where 71 ,,, is defined as a solution to System (2.32). The index in the notation F; underlines the fact
that Fy involves the solution 7y .
According to the proof of Theorem 2.1.1 (Step 1), we already know that F} is a convex functional

on M, ().

2.2.4.1 PROOF OF ['-CONVERGENCE PROPERTY FOR GENERAL DOMAINS

To prove this theorem, we proceed into three steps: we first prove weak convergence, then show that
maximizers of the functional F are necessarily extreme points of M, . (£?) and finally recast F; using
the energy functional &,,. Since weak convergence to an extreme point entails strong convergence,
this will conclude the proof of the I'-convergence property.
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n

Convergence of maximizers. For y > 0, let m, be a solution to (7). According to Theorem
2.1.1, there exists * > 0 such that m,, = kxp, forall 4 > p*, where £, C Qis such that |E,| = mol%.
Since the family {m,},>0 is uniformly bounded in L*°(2), it converges up to a subsequence to some
element Mo € Moy, (), weakly star in L°(€2). Observe that the maximizers of F,, over M, ..(£2)
are the same as the maximizers of u(F, — mo). Recall that, given m in M,,, .(Q), there holds

(Fu(m) —mo) = fomm + O (i) according to the proof of Theorem 2.1.1, where the notation
p—00

O (i) stands for a function uniformly bounded in L*°(€2). In other words, we have

p(Fu—mo)=F+ O <1>

p—roo \ L

with the same notation for O (ﬁ)
For an arbitrary m € M, (), by passing to the limit in the inequality

,u(]:u(mu) —mg) > N’(]:u(m) —my)

one gets that me, is necessarily a maximizer of the functional Fy over M., ().

Wa have shown in the proof of Theorem 2.1.1 that Fy is convex on My, »(Q) (Step 1). Its
maximizers are thus extreme points. It follows that any weak limit of {m,},~¢ is an extreme point
to this set. Thus, the convergence is in fact strong in L' (|93, Proposition 2.2.1]).

“Energetic” expression of F;(m). Recall that F; is given by

1
Fi(m) = 2 ]é |V771,m|2,
0

where 7, solves
AN g +mo(m —mg) =0 in Q,
Inm — () on 09,
ov 1 9
JCQ Mm = 5z JCQ IV01,ml]°.

The last constraint, which is derived from the integration of Equation (LDE), by passing to the limit
as {4 — 400, is not so easy to handle. This is why we prefer to deal with 7); ,,, solving the same
equation as 71, completed with the integral condition

][ ’f/l,m =0.
Q

Since 11, and 7 ,, only differ up to an additive constant, we have V1, = V71 1, so that

1 . .
Fi(m) = — ]é |Virm|> and ., € X. (2.41)
0

Regarding then the variational problem

sup  Fi(m), (PV1)
memM(Q)

and standard reasoning on the PDE solved by 7 ,,, yields that

Fi(m)=-2 irélg Em(u),
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leading to the desired result.

2.2.4.2 PROPERTIES OF MAXIMIZERS OF F| IN A TWO-DIMENSIONAL ORTHOTOPE

We investigate here the case of the two-dimensional orthotope @ = (0;a;) x (0;a2). In the last
section, we proved that every maximizer m of Fy over M, () is of the form m = kxp where E is
a measurable subset of  such that k|E| = mg|Q|.

Let E* be such a set. We will prove that E* is, up to a rotation of {2, decreasing in every direc-
tion. It relies on the combination of symmetric decreasing rearrangements properties and optimality
conditions for Problem (PV}).

Introduce the notation 71 g+ := M1 xy .. A similar reasoning to the one used in Proposition 2.3
(see e.g. [179]) yields the existence of a Lagrange multiplier ¢ such that

{mpg>c}=FE* {mp <c}=(E) {hg =c}=0E" (2.42)

We already know, thanks to the equality case in the decreasing rearrangement inequality, that any
maximizer F* is decreasing or increasing in every direction.

To conclude, it remains to prove that E* is connected. Let us argue by contradiction, by assuming
that E* has at least two connected components.

In what follows, if ¥ denotes a measurable subset of 2, we will use the notation 71 g := M1 kyz-
The steps of the proof are illustrated on Figure 2.6 below.

Step 1: E* has at most two components. It is clear from the equality case in the Polya-Szego
inequality that 71 g+ is decreasing in every direction (i.e, it is either nondecreasing or nonincreasing
on every horizontal or vertical line).

Let e; = (0,0),e2 = (a1,0),es = (a1,a2),eq = (0,a2) be the four vertices of the orthotope
Q = (0;a1) x (0;a3). Let Ey be a connected component of E*. Since E; is monotonic in both
directions x and y, thus it necessarily contains at least one vertex. Up to a rotation, one can assume
that e; € E;. Since Fj is decreasing in the direction y, there exists z € [0;a;] and a non-increasing
function f : [0;z] — [0;a4] such that

Ey={(,t),x € (0;21),t € [0; f(2)]}

Since f is decreasing, one has E; C [0;z] x [0; £(0)].

Let FE5 be another connected component of E*. Since E* is monotonic in every direction, the only
possibility is that F5 meet the upper corner [z;a1] x [f(0); az], meaning that e3 € Fy and therefore,
there exist T € [z;a1] and a non-decreasing function g : [T; az] — [0; az] such that

By ={(z,t),x € [T;a1] ;1 € [az — g(2); az]}

Step 2: geometrical properties of E; and E5;. We are going to prove that g or f is constant
and that z = Z. Let by be the decreasing rearrangement in the direction y. Let E, := ba(E™*).
We claim that, by optimality of E*, we have

Fl(bQ(E*)) = Fl(E*) and bZ(ﬁl,E*) = ﬁl,bg(E*)' (243)

For the sake of clarity, the proof of (2.43) is postponed to the end of this step.
Since bo(E*) is necessarily a solution of Problem (PV7), it follows, by monotonicity of maximizers,

that the mapping f : € [0;a1] — Hl(({x} X [0;az]) N bg(E*)) is also monotonic. However, it is
straightforward that f = f X[0:] T 9X[@a1]- If f is nonconstant, it follows that f is non-increasing.
Since g is non-decreasing and has the same monotonicity as f , it follows that g is necessarily constant.
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Hence, we get that x = T and that inf f is positive. Else, f would be non-increasing and vanish in
0;z.

(z;T). Finally, we also conclude that inf f > g. Thus, we can consider the following situation: z = T,

(0;z]

f > aand f is non-increasing and g is constant, i.e g = a.

Proof of (2.43). Recall that for every m € M(Q), 71y, is the unique minimizer of the energy functional
Em over X where &, and X are defined by (2.9)-(2.10). For a measurable subset E of €2, introduce
the notations Fy(E) = Fi(kxg) and g := &xyp. Since Fi(m) = f%&n(ﬁl’m) and since E* is a
maximizer of F}, we have ’

Fi(E*) > Fy(ba(EY)).

Furthermore, one has

N 2 i
Fi(E") = _WEE* (M,e+) < —wgbg(E*)(bﬂnl,E*))
0 0
2

< _mi(Q)gbz(E*)(ﬁl,bz(E*)) = F1(b2(E")).

by using successively the Hardy-Littlewood and Polya-Szego inequalities.

Thus, all these inequalities are in fact equality, which implies that by (E™*) is also a maximizer of F}
over M(Q). Furthermore, by the equimeasurability property, one has b (71 g+) € X, so that ba (71, g+)
is a minimizer of &,(g+) over X. The conclusion follows. O

Step 3: E* has at most one component. To get a contradiction, let us use the optimality
conditions (2.42). This step is illustrated on the bottom of Figure 2.6.
By using the aforementioned properties of maximizers, we get that 7, ;,(g-) is constant and equal
to con {z} x [0;a] C bo(E™*):
M ,pe(E+) = ¢ on {z} x [0;a]. (2.44)

Furthermore, since by(£*) is a maximizer of Fi, it follows that 7 ,(g+) is constant on 0by(E£*). But
one has by(71,5+) = 71,8+ on [0;z] x [0;as] since 71,5+ is decreasing in the vertical direction on this
subset. We get that 7y 5, (p+) is equal to ¢ on Obs(E*)

However, by the strict maximum principle, 7; 4, (g+) cannot reach its minimum in by(£*), which
is a contradiction with (2.44). This concludes the proof.

2.2.5 PROOF OF THEOREM 2.1.3

As a preliminary remark, we claim that the function 64 , solving (LDE) with m = 7 is positive
increasing. Indeed, recall that 64, is the unique minimizer of the energy functional

1 1 1
1 1
E:WHA(Q,R,) BUHB/ u'sz/ m*u2+f/ ud. (2.45)
2 Jo 2 Jo 3 Jo

By using the rearrangement inequalities recalled in Section 2.1.3 and the relation (m)y,. = m, one
easily shows that

E(Omnu) = E((Orin,u)or),

and therefore, one has necessarily 65, = (6 ,.)or by uniqueness of the steady-state (see Section
2.1.1). Hence, 05, , is non-decreasing. Moreover, according to (LDE), 5, ,, is convex on (0,1 —¢) and
concave on (1—¢,1) which, combined with the boundary conditions on 8, ,,, justifies the positiveness
of its derivative. The expected result follows.
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graph of az — g

Figure 2.6 — Illustration of the proof and the notations used.

Step 1: convergence of sequences of maximizers. As a consequence of Theorem 2.1.2, we
get that the functions m = kx(o,¢) or (1 — -) = Kx(1—¢,1) are the only closure points of the family
(my,) >0 for the L*(0,1) topology.

Step 2: asymptotic behaviour of p,,, and of ¢,,, We claim that, as done for the solution
O, of (LDE), the following asymptotic behaviour for the adjoint state py, ,

_ 1 1 : 2,2
pm,p - _m_o +M900(;), m W (0, ].),

by using Sobolev embeddings. In particular, this expansion holds in ([0, 1]).

Introduce the function z, = p(pm, . +1). Using the convergence results established in the previous

steps, in particular that (m,),>o converges to rm in L*(0,1) and that Omu=—1+ O (%) uniformly
pH—00

in ¢1*([0,1])? as p — +o0, one infers that (z,,),>¢ is uniformly bounded in €*:*([0, 1]) and converges,
up to a subsequence to z., in €*([0,1]), where 2z, satisfies in particular

2+ 2(mg —m) =0,

with Neumann Boundary conditions in the W2 sense.

2This is obtained similarly to the proof’s technique of theorem 2.1.1, using elliptic estimates and Sobolev embedding
for the functions 0, , and pm, -
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Conclusion: m, = m or m(1 —-) whenever . is large enough. According to Theorem 2.1.1
and Proposition 2.3, we know at this step that for u large enough, there exists ¢, € R such that

{Spmwu > cu} = {m, = 0}, {@mu,u <cut ={m, = r}.

We will show that, provided that z be large enough, one has necessarily m,, = m or m, = m(1—-).
Since m = & in (0, £), it follows that z is strictly convex on this interval and since 2. (0) = 0, one has
necessarily z. > 0 in (0, ¢). Similarly, by concavity of zo, in (¢,1), one has z._ > 0 in this interval.

Furthermore, let us introduce d, = p(c, + 1). Since (2,),>0 is bounded in C°((0,1)), (d)u>0
converges up to a subsequence to some d,,. By monotonicity of z,, and a compactness argument,
there exists a unique o, € [0, ¢] such that zo () = ds. The dominated convergence theorem hence
yields

(oo Sd}l =, [z = doc}] = K(1 - 0),

and the the aforementioned local convergence results yield

Hence, the inclusions are equalities (the equality of sets must be understood up to a zero Lebesgue
measure set) by using that z., is increasing.

Moreover, since z is increasing, one has 2, (0) < doo and 2o (1) > doo. Since the family (z,),>0
is uniformly Lipschitz-continuous, there exists € > 0 such that for u large enough, there holds

2y <dyin (0,6), z,>d,in(l-¢1), 2,>0 in(s1—¢).
This implies the existence of z,, € (0,1) such that
{zn <du} =1[0,2,) and {2z, >d.} = (z,1],

whence the result.

2.2.6 PROOF OF THEOREM 2.1.4

Let k > 0,m0 > 0, and m := kx[1_p,1) With £ = =22 i.e the single crenel distribution.
In order to prove this result, as the function p > 0 +— F, (m(2 -)) has a first local maximizer ([125,
Theorem 1.2, Remark 1.4]), we define p; as its first local maximizer. One gets from a simple change
of variables that 0 ., (22) = 0y,(2.),, /4() for all x € Q and thus one has

Fpuy (m) = Fey (m(2-))

4

But our choice of y; yields that pu+— F, (7(2-)) is increasing on (0, 11) and thus:

Fpuy(m) = Fuy ((2-)) < Fly (m(2)) - (2.46)

4

2.3 CONCLUSION AND FURTHER COMMENTS

2.3.1 ABOUT THE 1D CASE

Let us assume in this section that n = 1 and Q = (0,1). We provide hereafter several numerical
simulations based on the primal formulation of the optimal design problem (73[}): on Fig. 2.7, we
investigate the general problem (PZL’) and we plot the optimal m determined numerically for several
values of p.
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These simulations were obtained with an interior point method applied to the optimal control
problem (7). We used a Runge-Kutta method of order 4 to discretize the underlying differential
equations. The control m has been also discretized, which has allowed to reduce the optimal control
problem to some finite dimensional minimization problem with constraints. We used the code IPOPT
(see [176]) combined with AMPL (see [77]) on a standard desktop machine. We considered a regular
subdivision of (0,1) with N points, where the order of magnitude of N is 1000/u. The resulting code

works out the solution quickly (around 5 to 10 seconds depending on the choice of the parameter p).

VRSN

Figure 2.7 — mg = 0.4, k = 1. From left to right: = 0.01,1,5. Top: plot of the optimal solution of
Problem (7)}) computed with the help of an interior point method. Bottom: plot of the corresponding
eigenfunction.

In the cases mentioned above, the algorithm is initialized with several choices of function m,
among which the optimal simple crenel as p is large enough. If i is equal to 1 or 5, the simple crenel
is obtained at convergence. Nevertheless, in the case ;= 0.01, we obtain a “symmetric” double crenel
(in accordance with Theorem 2.1.4) at convergence.

Although we have no guarantee to obtain optimal solutions by using this numerical approach, we
checked that a simple crenel is better than a double one in the cases p = 1, 5 whereas we observe the
contrary in the case p = 0.01.

Notice that we encountered a problem when dealing with too small values of p (for instance
@ = 0.001). Indeed, in that case, the stiffness of the discretized system seems to become huge as y
takes small positive values and makes the numerical computations hard to converge. Improvements
of the numerical method should be found for further numerical investigations.

2.3.2 COMMENTS AND OPEN ISSUES

It is also interesting, from a biological point of view, to investigate a more general version of Problem
(77[; ) for changing-sign weights. In that case, the admissible class of weights is then transformed (for
instance) into

Mg 1 (Q) = {m € L>®(Q),m € [-1;k] a.e and ]ﬁm = mo},

with mg € (0,1) (so that A;(m, ) > 0 and Equation (LDE) is well-posed). We claim that the main
results of this article can be extended without effort to this new framework and that we will still
obtain the bang-bang character of maximizers provided that p be large enough. Such a class has also
been considered in the context of principal eigenvalue minimization (see [99, 116]).

Finally, we end this section by providing some open problems for which we did not manage to
bring complete answer and that deserve and remain, to our opinion, to be investigated. They are in
order:

e (for general domains §2) we conjecture that maximizers are bang-bang functions for any p > 0.
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As outlined in the introduction, this conjecture is supported by Theorem 2.1.1 and the main
result of [148].

e (for general domains 2) use the main results of the present article to determine numerically the
maximizer m* with the help of an adapted shape optimization algorithm;

o (for Q = (0;1)) given that, for u small enough, the optimal configurations for A, (-, ) and F,, are
not equal, it would be natural and biologically relevant to try to maximize a convex combination

of F,, and (-, p).

e (for general domains Q) investigate the asymptotic behavior of maximizer as the parameter p
tends to 07 Such a issue appears intricate since it requires a refine study of singular limits for
Problem (LDE).
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APPENDIX

2.A CONVERGENCE OF THE SERIES
Let i be the minimum of the convergence radii associated to the power series > a(k)z*, 3 o (k)a*,

S y(k)a®, S 6(k)z* and 3 e(k)2* introduced in the proof of Theorem 2.1.1.
We will show that, whenever p > p7, the following expansions

+oo 77
. kem .
= s Z P O
k=1 H

+
8

77 7;]
k,m k,m
: - em 5 :
“k ’ kz “k

~
Il
o

make sense in L? (€2). Since the proofs for the series defining 9',,17 pand 0m . are exactly similar to the one

. . : o +00 Nk,m
for 6,,,,,, we only concentrate on the expansion of 6, ,. By construction, the series goc , 1= >, 3

converges in W12(Q) to a function Joo,u- We need to show that geo , = O, p-
To this aim, let us set

N
Nk,m
gN,pu = E : A
k=0 K

for any N € N*, Notice that gy, solves the equation

N
HAGN ; + gN—1,M — Z UZ:L IN-ku =0, inQ (2.47)
k=0
with Neumann boundary conditions.

In order to pass to the limit N — oo, one has to determine the limit of gy, := Zszo "Z’,Z” IN—F,pu-
First note that the Cauchy-Schwarz inequality proves the absolute convergence of the sequence
{9n1} vy In WH2(Q) as N — oco. Let H denote its limit. Now, let us show that

~ 2 c o2

INw T Goop I L (Q),

whenever p is large enough. Let R; be the convergence radius of the power series associated with
the sequence {a(k)}ren. This convergence radius is known to be positive. As a consequence, the
convergence radius Ry of the power series associated with the sequence {a(k)?}ren is also positive

and Ry = R3.
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Let € > 0. Since we are only working with large diffusivities, let us assume that g > 1 and that
w> (R%)l/s. Noting that, for any N € N, we have

N 1 N 77
- ‘,

k=0 H {=N—-k+1 K

and using the fact that the sequence {a(k)}reny was built increasing, we get the existence of M > 0
such that

H a3 /l,”
T gN _g s L2(Q TOl
N

N
1 E—1 .
< a(N)? Z E\ NET T _“ T ) by using that a(k)a(l) < a(N)?

N+1 «a(N)?
(W) NFL (pe) N+

=M

This last quantity converges to zero as N — oco. Besides, since u° > R%, it follows that the sequence

2
{(QE()LN)H} is bounded. Assuming moreover that u'=% > 1, we get
H N—o0

N+1

(U1 —)N+1 Noeo 0.

We conclude that H = ggq - Passing to the limit in Equation (2.47), it follows that

UAGE, , + Goou (M — goo ) =0 in ©

with Neumann boundary conditions.

Finally, we know that g, 7., Mo uniformly in M, ..(2) and moreover, one has mg > 0. It
H—>—+00 :

follows that, for u large enough, g is positive. The uniqueness of positive solutions of equation
(LDE) entails that, for p large enough, goo,, = 6 . This concludes the proof of the series expansion
convergences and thus, the proof of Theorem 2.1.1.
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THE OPTIMAL LOCATION OF
RESOURCES PROBLEM FOR BIASED
MOVEMENT

WITH G. NADIN AND Y. PRIVAT.

On peut affirmer qu’une traduction s’écarte
d’autant plus qu’elle aspire péniblement a
la généralité. Car elle cherche alors & imiter
jusqu’aux plus fines particularités, évite ce
qui est simplement général, et ne peut
qu’opposer a chaque propriété une
propriété différente. Cela ne doit pourtant
pas nous dissuader de traduire.

W. Von Humboldt,
Introduction a I’Agamemnon(1816)
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CHAPTER 3. OPTIMIZATION OF A DRIFTED EIGENVALUE

GENERAL PRESENTATION OF THE CHAPTER: MAIN DIFFICULTIES
AND METHODS

In this chapter, we study a spectral optimization problem: for any a > 0 and any

m e M(Q) := {Ogmgﬁ,]{)mzmo},
define A, (m) as the first eigenvalue of the operator
Lo:=-V- ((1 + am)V) —m,
and consider the optimization problem

min A, (m).
meM(Q)

The main results of this chapter and the methods developed to obtain them can be summarized as
follows:

e Non-existence of minimizers:

Whenever € is not a ball, the optimization problem does not have a solution. This is Theorem
3.1.1, and it is proved using classical methods of H-convergence.

e Stability of the minimizer m™* in the ball:

When (Q is a ball, we know that the minimizer m* for & = 0 is uniquely defined as
m* = KlB(O;r*)'

We prove that, when o > 0 is small enough, m* remains the unique minimizer among radial
resources distributions, using a new technique. This is Theorem 3.1.2. Using this technique and
a rearrangement of Alvino-Trombetti, we also prove that, when mg is small enough, m* remains
the unique minimizer in all of M (). This is Theorem 3.1. Both these results are proved using
a new technique of Taylor expansion of a suitably chosen switch function across the boundary
of the optimal set.

e Shape stability: We use a comparison method to establish the local shape minimality of m*, in
the sense that the second order shape derivative is positive. We use a comparison principle to
prove that controlling the problem for o = 0 leads to optimality conditions for o > 0 small
enough. This is Theorem 3.1.3.
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CHAPTER 3. OPTIMIZATION OF A DRIFTED EIGENVALUE

3.1 INTRODUCTION AND MAIN RESULTS

In recent decades, much attention has been paid to extremal problems involving eigenvalues, and in
particular to shape optimization problems in which the unknown is the domain where the eigenvalue
problem is solved. The study of these last problems is motivated by stability issues of vibrating bodies,
wave propagation in composite environments, or also on conductor thermal insulation.

In this article, we are interested in studying a particular extremal eigenvalues problem, involving
a drift term. The influence of drift terms on optimal design problems is not so well understood. Such
problems naturally arise for instance when looking for optimal shape design for two-phase composite
materials. In that case, a possible formulation reads: given (), a bounded connected open subset of
R™ and a set of admissible non-negative densities M in 2, solve the optimal design problem

Jinf Aa(m) (Pa)

where A\, (m) denotes the first eigenvalue of the elliptic operator
LT Wy (Q) 3 ur =V - (14 am)Vu).

Restricting the set of admissible densities to bang-bang ones (in other words to functions taking only
two different values) is known to be relevant for the research of structures optimizing the compliance.
We refer to Section 3.3 for detailed bibliographical comments.

Mathematically, the main issues regarding Problem (P, ) concern the existence of optimal densities
in M, possibly the existence of optimal bang-bang densities (i.e characteristic functions). In this case,
it is interesting to try to describe minimizers in a qualitative way.

In what follows, we will consider a refined version of Problem (]5”), where the operator ﬁ;” is
replaced by
L2 W (Q) 3 u— =V - (14 am)Vu) — mu. (3.1)

In spite of its intrinsic mathematical interest, the issue of minimizing the first eigenvalue of £ with
respect to densities m is motivated by a model of population dynamics.

Before providing a precise mathematical frame of the questions we raise in what follows, let us
roughly describe the main results and contributions of this article:

e by adapting the methods developed by Murat and Tartar, [142], and Cox and Lipton, [60], we
show that the first eigenvalue of £ has no regular minimizer in M unless €2 is a ball;

e if ) is a ball, denoting by m* a minimizer (known to be bang-bang and radial) of £ over
M, we show the following stationarity result: m™* stil minimizes £ over radial distributions
of M whenever « is small enough and in small dimension (n = 1,2,3). Such a result appears
unexpectedly difficult to prove. Our approach is based on the use of a well chosen path of
quasi-minimizers and on a new type of local argument.

e if () is a ball, we investigate the local optimality of ball centered distributions among all distri-
butions and prove a quantitative estimate on the second order shape derivative by using a new
approach relying on a kind of comparison principle for second order shape derivatives.

Precise statements of these results are given in Section 3.1.2.
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3.1.1 MATHEMATICAL SET UpP

Throughout this article, mg, x are fixed positive parameters. Since in our work we want to extend
the results of [116], let us define the set of admissible functions

Mmo,K(Q):{mELOO(Q),OSmSK, m:mo},
Q

where me denotes the average value of m (see Section 3.1.4) and assume that mo < £ so that
Mo (82) is non-empty. Given o > 0 and m € M,,, (), the operator £, is symmetric and
compact. According to the spectral theorem, it is diagonalizable in L?(£2). In what follows, let \, (m)
be the first positive eigenvalue for this problem. According to the Krein-Rutman theorem, A\, (m) is
simple and its associated L?({2)-normalized eigenfunction wu,_,, has a constant sign, say wa,m > 0. Let
R m be the associated Rayleigh quotient given by

— %fﬂ(l + am)|Vul* — fQ mu2.

Ram : W32(Q) 3 u (3.2)
’ fou?
We recall that A\, (m) can also be defined through the variational formulation
Aa(m) :=  inf Rom(u) = Ram(Ua,m)- (3.3)
u€Wy % (Q) ,u#0
and that u, ,, solves
-V ((1 + ozm)Vu%m) — MUg,m = Aa(M)Ua,m InQ, (3.4)
Ua,m =0 on (2. .
in a weak WO1 2((2) sense. In this article, we address the optimization problem
inf Aa(m). (Py)

mGMmO,,{(Q)

This problem is a modified version of the standard two-phase problem. It is notable that it is relevant
in the framework of population dynamics, when looking for optimal resources configurations in a
heterogeneous environment for species survival, see Section 3.1.3.

3.1.2 MAIN RESULTS

Before providing the main results of this article, we state a first fundamental property of the in-
vestigated model, reducing in some sense the research of general minimizers to the one of bang-bang
densities. It is notable that, although the set of bang-bang densities is known to be dense in the set
of all densities for the weak-star topology, such a result is not obvious since it rests upon continuity
properties of A\, for this topology. We overcome this difficulty by exploiting a convexity-like property
of A\,.

PROPOSITION 3.1 : weak bang-bang property Let Q be a bounded connected subset of R™ with
a Lipschitz boundary and let o > 0 be given. For every m € My, (), there exists a bang-bang
function m € M, .(Q) such that

Aa(m) > Ao (M).

Moreover, if m is not bang-bang, then we can choose m so that the previous inequality is strict.

In other words, given any resources distribution m, it is always possible to construct a bang-bang
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function m that improves the criterion.

Non-existence for general domains. In a series of paper, [46, 47, 48], Casado-Diaz proved that
the problem of minimizing the first eigenvalue of the operator u +— —V - (1 + am)Vu with respect to
m does not have a solution when 0f2 is connected. His proof relies on a study of the regularity for this
minimization problem, on homogenization and on a Serrin type argument. The following result is in
the same vein, with two differences: it is weaker than his in the sense that it needs to assume higher
regularity of the optimal set, but stronger in the sense that we do not make any strong assumption
on Jf). For further details regarding this literature, we refer to Section 3.3.1.

THEOREM 3.1.1 Let Q be a bounded connected subset of R™ with a Lipschitz boundary, let o > 0
and n > 2. If the optimization problem (P,) has a solution 1 € My, (), then this solution writes
m = kXxp, where E is a measurable subset of Q. Moreover, if OF is a €2 hypersurface and if € is
connected, then Q is a ball.

The proof of this Theorem relies on methods developed by Murat and Tartar, [142], Cox and
Lipton, [60], and on a Theorem of Serrin [165].

Analysis of optimal configurations in a ball. According to Theorem 3.1.1, existence of regular
solutions fail when ( is not a ball. This suggest to investigate the case Q = B(0, R), which is the main
goal of what follows.

Let us stress that proving the existence of a minimizer in this setting and characterizing it is a hard
thing. Indeed, to underline the difficulty, notice in particular that none of the usual rearrangement
techniques (the Schwarz rearrangement or the Alvino-Trombetti one, see Section 3.3.1), that enable
to only consider radial densities m, and thus to get compactness properties, can be applied here.

The case of radially symmetric distributions
Here, we assume that 2 denotes the ball B(0, R) with R > 0. Let
mg = Ii]l[g;(oﬂas) = H]lEg

be the centered distribution known to be the unique minimizer of A\g in M, () (see e.g. [116]).
In what follows, we restrict ourselves to the case of radial resources distributions.

THEOREM 3.1.2 Let M,qq be the subset of radially symmetric distributions of M, (82). The

optimization problem
inf  Ay(m
MEMad a( )
has a solution. Furthermore, when n = 1,2,3, there exists o™ > 0 such that, for any o < o™, there
holds
min  A,(m) = Ao (m]). 3.5
i Aa(m) = Xa(m) (35)
The proof of the existence part of the theorem relies on rearrangement techniques that were first
introduced by Alvino and Trombetti in [7] and then refined in [57]. The stationarity result, i.e the fact
that m* is a minimizer among radially symmetric distributions, was proved in the one-dimensional case
in [50]. To extend this result to higher dimensions, we developed an approach involving a homogenized
version of the problem under consideration. The small dimensions hypothesis is due to a technical
reason, which arises when dealing with elliptic regularity for this equation.
Restricting ourselves to radially symmetric distributions might appear surprising since one could
expect this result to be true without restriction, in M, (). For instance, a similar result has
been shown in the framework of two-phase eigenvalues [57], as a consequence of the Alvino-Trombetti
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rearrangement. Unfortunately, regarding Problem (P, ), no standard rearrangement technique leads to
the expected conclusion, because of the specific form of the involved Rayleigh quotient. A first attempt
in the investigation of the ball case is then to consider the case of radially symmetric distributions. It
is notable that, even in this case, the proof appears unexpectedly difficult.

Finally, we note that, as a consequence of the methods developed to prove Theorem 3.1.2, when a
small amount of resources is available, the centered distribution myj is optimal.

COROLLARY 3.1 Under the same assumptions as in Theorem 3.1.2, there exists m > 0, a > 0 such
that, if mog < m and a < a, then the unique solution of (P,) is m{ = Kl .

Local minimality of the centered distribution among all resources distributions

In what follows, we tackle the issue of the local minimality of m{ in My, (£2) with the help of a
shape derivative approach. We obtain partial results in dimension n = 2.

Let © be a bounded connected domain with a Lipschitz boundary, and consider a bang-bang
function m € M, () writing m = klg, for a measurable subset E of {2 such that x|E| = mg|Q|.
Let us introduce A\, (E) := A, (1), with a slight abuse of notation. Let us assume that E has a €
boundary. Let V : Q — R™ be a W3 vector field with compact support, and define for every ¢
small enough, F; := (Id+tV) E. For t small enough, ¢; := Id +¢V is a smooth diffeomorphism from
E to E;, and E; is an open connected set with a 42 boundary. If F : E — F(FE) denotes a shape
functional, the first (resp. second) order shape derivative of F at E in the direction V is

2

d
f(Et) <I‘€Sp. @

#(E)

t=0 t=0

whenever these quantities exist.

For further details regarding the notion of shape derivative, we refer to [93, Chapter 5].

Since one wants to ensure that |Ey| = V, we impose the condition [, V-V =0 on the vector field
V. We call admissible at E such vector fields and introduce

X(E) = {V € WOO(R";R"),/EV V=0,V|wse < 1}. (3.6)

A shape E C Q with a ¢ boundary such that k|E| = mg|Q| is said to be critical if
YV e X(E), M. (E)V]=0. (3.7)

or, similarly, if there exist a Lagrange multiplier A, such that (A, — A4 Vol)' (E)[V] = 0 for all
V € X(E), where Vol : Q — || denotes the volume functional. Furthermore, if F is a local minimizer
for Problem (P,), then one has

VYV € X(E), (Ao — Ay Vol)" (E)[V,V]>0. (3.8)

THEOREM 3.1.3 Let us assume that n = 2. The ball E = B(0,r5) = B* satisfies the shape optim-
ality conditions (3.7)-(3.8). Furthermore, if A, is the Lagrange multiplier associated with the volume

constraint, there exists two constants @ > 0 and C > 0 such that, for any a € [0,@) and any vector
field Ve X(B*) normal to OB* = S* there holds

(Aa = Mg Vo)’ (B) [V, V] = C||V - V|| 325y

REMARK 3.1 The proof requires explicit computation of the shape derivative of the eigenfunction.
We note that in [03] such computations are carried out for the two-phase problem and that in [10/]
such an approach is undertaken to investigate the stability of certain configurations for a weighted
Neumann eigenvalue problem.
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The main contribution of this result is to shed light on a monotonicity principle that enables one
to lead a careful asymptotic analysis of the second order shape derivative of the functional as o — 0.
It is tmportant to note that, although this allows us to deeply analyze the second order optimality
conditions, it is expected that the optimal coercivity norm in the right-hand side above is expected to
be Hz whenever o > 0, which we do not recover with our method. When o = 0, we know that the
optimal coercivity norm is L* (see [Maz19a]).

The rest of this article is dedicated to proofs of the results we have just outlined.

3.1.3 A BIOLOGICAL APPLICATION OF THE PROBLEM

Equation (4.2) arises naturally when dealing with simple population dynamics in heterogeneous spaces.
For € > 0, a parameter of the model , we consider a population density whose flux is given by

Je = —Vu+cuVm.

Since Vm might not make sense if m is assumed to be only measurable, we temporarily omit this
difficulty by assuming it smooth enough so that the expression above makes sense. The term uVm
stands for a bias in the population movement, modeling a tendency of the population to disperse
along the gradient of resources and hence move to favorable regions. The parameter € quantifies
the influence of the resources distribution on the movement of the species. The complete associated
reaction diffusion equation, called “logistic diffusive equation”, reads

0

8—1: =V- (Vu—auVm) +mu—u? inQ,

completed with suitable boundary conditions. In what follows, we will focus on Dirichlet boundary
conditions meaning that the boundary of 2 is lethal for the population living inside. Plugging the

change of variable v = e~ in this equation leads to

0
6—: = Av+&(Vm, Vo) + mv — e™v? in Q.
It is known (see e.g. [17, 16, 143]) that the asymptotic behavior of this equation is driven by the

principal eigenvalue of the operator £ : u — —Au — &(Vm,Vu) — mu. The associated principal
eigenfunction 1 satisfies ~
=V - (V) —me ™ = Ape®™  in Q.

Following the approach developed in [116], optimal configurations of resources correspond to the ones
ensuring the fastest convergence to the steady-states of the PDE above, which comes to minimizing
A<(m) with respect to m.

By using Proposition 3.1, which enables us to only deal with bang-bang densities m, one shows
easily that minimizing \.(m) over My, »(Q) is equivalent to minimizing A.(m) over M,,, (), in
other words to Problem (P,) with @ = e. Theorem 3.1.1 can thus be interpreted as follows in this
framework: assuming that the population density moves along the gradient of the resources, it is not
possible to lay the resources in an optimal way. Note that the conclusion is completely different in
the case o« = 0 (see [116]) or in the one-dimensional case (i.e. © = (0;1)) with o > 0 (see [50]),
where minimizers exist. In the last case, optimal configurations for three kinds boundary conditions
(Dirichlet, Neumann, Robin) have been obtained, by using a new rearrangement technique. Finally,
let us mention the related result [84, Theorem 2.1]|, dealing with Faber-Krahn type inequalities for
general operators of the form

K:u— =V - (AVu) — (V,Vu) —mu
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where A is a positive symmetric matrix. Let us denote the first eigenvalue of K by E(A,V,m). It is
shown, by using new rearrangements, that there exist radially symmetric elements A*, V* m* such
that

0<infA <A <[ Alloo, ATz = (A e, V7L < [V]Ize

and E(A,V,m) > E(A*,V*,m*). We note that applying this result directly to our problem would not
allow us to conclude. Indeed, we would get that for every Q of volume V; and every m € M, (),
if Q* is the ball of volume V;, there exists two radially symmetric functions m, and ms satisfying
mi, me in My, «(Q) such that A\o(m) > pq(ma, me), where po(mi,ma) is the first eigenvalue of
the operator —V - ((1 + am1)V) — my. We note that this result could also be obtained by using the
symmetrization techniques of [7].

Finally, let us mention that an optimal control problem involving a similar model but a different

cost functional, related to optimal harvesting of a marine resource, has been investigated in the series
of articles [32, 33, 54].

3.1.4 NOTATIONS AND NOTATIONAL CONVENTIONS, TECHNICAL
PROPERTIES OF THE EIGENFUNCTIONS

Let us sum-up the notations used throughout this article.
e R, is the set of non-negative real numbers. R} is the set of positive real numbers.

e n is a fixed positive integer and € is a bounded connected domain in R™.

if F denotes a subset of €2, the notation y g stands for the characteristic function of F, equal to
1in E and 0 elsewhere.

the notation || - || used without subscript refers to the standard Euclidean norm in R™. When
referring to the norm of a Banach space X, we write it || - || x.

The average of every f € L*(2) is denoted by f, f := \ﬁll Jo f-

v stands for the outward unit normal vector on 0.

3.2 PRELIMINARIES

3.2.1 SWITCHING FUNCTION

In view of deriving optimality conditions for Problem (P, ), we introduce the tangent cone to M, ..(£2)
at any point of this set.

DEFINITION 3.2.1 (/93, chapter 7]) For every m € My, (), the tangent cone to the set My, ()
at m, also called the admissible cone to the set My, (1) at m, denoted by Tp, is the set of functions
h € L*>(Q) such that, for any sequence of positive real numbers e, decreasing to 0, there exists a
sequence of functions h, € L>(Q) converging to h as n — +oo, and m+ephy, € My, «(Q) for every
n € N.

Notice that, as a consequence of this definition, any h € 7, satisfies fQ h =0.

LEMMA 3.1 Let m € M, () and h € Tp. The mapping Moy, () 2 m +— Uqm is twice
differentiable at m in direction h in a strong L*(Q)) sense and in a weak Wol’z(Q) sense, and the
mapping M, (Q) 2 m— A, is twice differentiable in a strong L*(Q) sense.
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The proof of this lemma is technical and is postponed to Appendix 4.B.3.

For t small enough, let us introduce the mapping g5, : t — A, ([m + th]). Hence, gp is twice
differentiable. The first and second order derivatives of A, at m in direction h, denoted by A4 (m)[h]
and Ao (m)[h], are defined by

Aa(m)[H] = g (0) and  3a(m)[h] == g7/(0).

LEMMA 3.2 Let m € My, () and h € Ty, The mapping m — Ao (m) is differentiable at m in
direction h in L? and its differential reads

)\a(m)[h}:/ﬂhwa’m, with  Yo,m = |V m|* —u2 . (3.9)

The function 1. m is called switching function.

Proof. According to Lemma 3.1, we can differentiate the variational formulation associated to (4.2)
and get that the differential @, (k] of M — U m at m in direction h satisfies

V. (aavua,m [h]) —av. (hvua,m) = Aa(m)[Muam + Xa(m)ia,mh]

+mua7m[h] + hua,m in Q7 (310)
Giamm]h] = 0 on 0,
Jo ta,mlam[h] = 0.

Multiplying this equation by uq ., integrating by parts and using that ug, ., is normalized in L?(12)
leads to

Aa(m)[h] = /Q Oo(Vita.m[h], Viigm) — Ao (m) /Q Uy, mUer,m 1] — /Q MUy v, m D]

=0 according to (4.2)

+/ ah\vua,mﬁ—/hua,m?.
Q Q

3.2.2 PROOF OF PROPOSITION 3.1

The proof relies on concavity properties of the functional A,. More precisely, let mq,ma € My, ().
We will show that the map f : [0;1] 3 t — Ay (1 — £)mq + tmye) is strictly concave, i.e that f” <0
on [0, 1].

Note that the characterization of the concavity in terms of second order derivatives makes sense,
according to Lemma 3.1, since \, is twice differentiable. Before showing this concavity property,
let us first explain why it implies the conclusion of Proposition 3.1 (the weak bang-bang property).
Let m € M, () assumed to be not bang-bang. The set Z = {0 < m < k} is then of positive
Lebesgue measure and m is therefore not extremal in M., ..(92), according to [93, Prop. 7.2.14]. We
then infer the existence of ¢ € (0,1) as well as two distinct elements my and mgy of M, () such
that m = (1 — t)my + tmg. Because of the strict concavity of A, the solution of the optimization
problem min{A,((1 — t)my + tmsz)} is either m; or ms, and moreover, m cannot solve this problem.
Assume that m; solves this problem without loss of generality. One thus has A, (m1) < Aq(m). Since
the subset of bang-bang functions of M,,, () is dense in M,,, (€2) for the weak-star topology of
L>(Q), there exists a sequence of bang-bang functions (m*)rey of M, () converging weakly-star
to my in L*>(Q). Furthermore, A\, is upper semicontinuous for the for the weak-star topology of
L*>°(Q), since it reads as the infimum of continuous linear functionals for this topology. Let ¢ > 0. We
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infer the existence of k. € N such that \,(m*s) < A\,(m1) +¢&. By choosing ¢ small enough, we infer
that A\, (mF) < Ao (m), whence the result.

It now remains to prove that f is strictly concave. Let m € My, »(Q), and set m; = m,
h = mg — my, we observe that f”(t) = Aa((1 — t)my + tmg)[h] for all t € [0,1]. The differential
Ua.mlh] of m — ug ., at m in direction h, denoted tq m,[h], satisfies (3.10) and the second order
Géateaux-derivatives i, [h] and ;\a(m) [h] solve

V- (0aViiaumlh]) = 207 - (hViamlB]) = Ko (m)Rluam + 250 (m)[Rliamlh]
Ao (M)lig,m [h] + Miig m[h] + 2htiam[h]  in Q,
Uamlh] =0 on 0NQ.
(3.11)
Multiplying this Equation by wg,m, using that u ,, is normalized in L?*(2) and integrating by parts
yields

S (m)[h] = /Q 0o (Vi [1], Vo) — Aar(m) /

uoz,maoz,m[h] _/mua,mﬂa,m[h]
Q Q

=0 according to (4.2)

42 / B (Vi (], Vit ) — 2 / Dt it 1]
Q Q

s (_ /Q 0o Vit 1] + /ﬂ ity )2 + A () /Q uam[h]Q) + 23 (m)[h] /Q ot m|h]

=0 since [, Ua,mUa,m[h] =0

_ /Q tar [ (= Ror mliter 1] + Aa(m)) < 0,

where the last inequality comes from the observation that, whenever h # 0, one has 4, [h] # 0 and
Ui, m[h] is in the orthogonal space to the first eigenfunction u, ., in L?(£2). Since the first eigenvalue
is simple, the Rayleigh quotient of g ., [h] is greater than A, (m).

3.3 PROOF OF THEOREM 3.1.1

This proof is based on a homogenization argument, inspired from the notions and techniques intro-
duced in [142]. In the next section, we gather the preliminary tools and material involved in what
follows.

3.3.1 BACKGROUND MATERIAL ON HOMOGENIZATION AND
BIBLIOGRAPHICAL COMMENTS

Let us recall several usual definitions and results in homogenization theory we will need hereafter.

DEFINITION 3.3.1 : H-convergence Let (mp)ken € My «(Q)N and for every k € N, define
respectively oy, and up(f) by o = 1+ amy and as the unique solution of

{ =V (oxVu(f))=f inQ
ug(f) =0 on €2

where f € L?(Q) is given. We say that the sequence (o)ren H-converges to A : Q — M, (R) if,
for every f € L%(), the sequence (ug(f))ken converges weakly to us, in W1>°(Q) and the sequence
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(0kVug)ren converges weakly to AVue in Lz(Q), where us, solves

Uso =0 on

{ -V - (AVus)=f inQ,

In that case, we will write oy, A4
k—o0

DEFINITION 3.3.2 : arithmetic and geometric means Let m € M., () and 0 = 1+ am.
We define the arithmetic mean of o by AL (m) = o, and its harmonic mean by A_(m) = %
One has A_(m) < Ay (m), according to the arithmetic-harmonic inequality, with equality if and only

if m is a bang-bang function.

PROPOSITION [1/2, Proposition 10] Let (my)ren € Mg (Q)N and (ok)ken given by o, = 1+amy.
Up to a subsequence, there exists m € M, () such that (mg)reny € Mg «(Q)N converges to m for
the weak-star topology of L>°.

Assume moreover that the sequence (oy)ren H-converges to a matriz A. Then, A is a symmetric
matriz, its spectrum X(A) is real, and

A_(m) <min¥(A) < max3(4) < Ay (m). (J1)
~ 1 1 n—1
<
j;)‘j_l_Af(m)—lJrAJr(m)—l’ (J2)
3 1 1 n—1
< .
j;lJromf)\j_1+om—A_(m)+1+a,{,A+(m) (J3)

For a given m € M, »(€), we introduce
M,s; = {A Q) — S”(R) s A satisfies (Jl)—(Jg)—(Jg)}

For a matrix-valued application A € M2 for some m € M, »(€), it is possible to define the principal
eigenvalue of A via Rayleigh quotients as

Ca(m, A) = inf /Q<AVU7Vu)—/Qmu2. (3.12)

ueEWH2(Q), [ u?=1

Note that the dependence of ¢, on the parameter « is implicitly contained in the condition A € M2.
We henceforth focus on the following relaxed version of the optimization problem:

inf o(m, A). 3.13
mEMmO,tI%Q),AEMO‘C (m, 4) (3:13)

for which we have the following result.
THEOREM [1/2, Proposition 10]

1. For everym € My, () and A € M2, there exists a sequence (my)ken € M. (2) such that
(my)ken converges to m for the weak-star topology of L™, and the sequence (ok)ken defined by
o = 14+ amy H-converges to A, as k — +oo.

2. The mapping (m, A) — Ao (m, A) is continuous with respect to the H-convergence (see in par-
ticular [1/9]).
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3. The variational problem (3.13) has a solution (M, A); by definition, A € M. Furthermore, if
U is the associated eigenfunction, then AVu = A_(m)Vu.

This theorem allows us to solve Problem (3.13).

COROLLARY 3.2 [142] If Problem (P,) has a solution T, then the couple (M, 1 + am) solves Prob-
lem (3.13).

Proof of Corollary 5.2. Assume that the solution of (3.13) is (M, A) and that A # 1+«am. Then there
exists a sequence (my)ken converging weak-star in L>° to 7 and such that the sequence (1+amg)ken

H-converges to A. This means that

Ao (M) = (o (M, 1+ am) > (. (M, A) = lim A\, (my)

k—o0
which immediately yields a contradiction. O

Let us end this section with several bibliographical comments on such problems.

Bibliographical comments on the two-phase conductors problem. Problem (£,) has drawn
a lot of attention in the last decades, since the seminal works by Murat and Tartar, [141, 142] Roughly
speaking, this optimal design problem is, in general, ill-posed and one needs to introduce a relaxed
formulation to get existence. We refer to [3, 60, 142, 149].

Let us provide the main lines strategy to investigate existence issues for Problem (f)a), according
to [141, 142]. If the solution (7,1 4+ am) to the relaxed problem (3.13) is a solution to the original
problem (]5{,)7 then there exists a measurable subset E of Q such that m = klg. If furthermore
E is assumed to be smooth enough, then, denoting by @ the principal eigenfunction associated with
(m, Aa(m)) = (M, (o (M, 1 + o)), we get that w and (1 + am)g—f must be constant on JE. The
function 1+ a7 being discontinuous across JF, the optimality condition above has to be understood
in the following sense: the function (14 am) g—a a priori discontinuous, is in fact continuous across OF
and even constant on it. Note that these arguments have been generalized in [60]. These optimality
conditions, combined with Serrin’s Theorem [165], suggest that Problem (P,) could have a solution

if, and only if €2 is a ball. The best results known to date are the following ones.

THEOREM (i) Let Q be an open set such that O is €% and connected. Problem (P,) has a solution
if and only if Q is a ball [/8].

(ii) If Q is a ball, then Problem (P.) has a solution which is moreover radially symmetric [57].

Regarding the second part of the theorem, the authors used a particular rearrangement coming to
replace 1 + am by its harmonic mean on each level-set of the eigenfunction. Such a rearrangement
has been first introduced by Alvino and Trombetti [7]. This drives the author to reduce the class of
admissible functions to radially symmetric ones, which allow them to conclude thanks to a compactness
argument [6]. These arguments are mimicked to derive the existence part of Theorem 3.1.2.

Finally, let us mention [56, 117], where the optimality of annular configurations in the ball is
investigated. A complete picture of the situation is then depicted in teh case where « is small, which
is often referred to as the "low contrast regime". We also mention [63] , where a shape derivative
approach is undertaken to characterize minimizers when (2 is a ball.

3.3.2 PROOF OF THEOREM 3.1.1

Let us assume the existence of a solution to Problem (P, ), denoted m. According to Proposition 3.1,
there exists a measurable subset E of 2 such that m = kxg- Let us introduce & := 1 + am and 7,
the L?-normalized eigenfunction associated to m.

Let us now assume that OF is €2.
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Step 1: derivation of optimality conditions. What follows is an adaptation of [60]. For this
reason, we only recall the main lines. Let us write the optimality condition for the problem

min min (,(m, A) = \,(M),
MEMimg () AeM:;C (m, 4) m)

where (, is given by (3.12). Let h be an admissible perturbation at m. In [142] it is is proved that
for every € > 0 small enough, there exists a matrix-valued application A, € M7 ycp such that

AVu=A_(m+eh)Vu inQ,

where A_ has been introduced in Definition 3.3.2. Fix ¢ as above. Since (7, 1 + o) is a solution of
the Problem (3.13), one has

/(AEVH, V) —/(m+£h)ﬂ2 > Co(m +eh, A,)
Q Q
zga(m,1+am):/E\VmQ—/mﬂ?.
Q Q

where one used the Rayleigh quotient definition of {, as well as the minimality of (7, 1+a7m). Dividing
the last inequality by € and passing to the limit yields

/hdA(m)‘ |Va|> — ha® > 0.
Q dm —

Using that dA_/dm = aA_(m)?/(1 + ak), and that 7 is a bang-bang function (so that A_(m) = 7),
we infer that he first order optimality conditions read: there exists p € R such that

o«
T 14 ak

E={Y,<u} where U,: 72| Va|* —u. (3.14)

Since the flux E% is continuous across OF, one has necessarily ¥, = 1 on OF.

Now, let us follow the approach used in [142] and [48] to simplify the writing of the optimality
2

conditions. Notice first that 7 and 72 ’8672 are continuous across OE. Let V@ denote the tangential
E

gradient of 7 on OF. For the sake of clarity, the quantities computed on 0F seen as the boundary
of E will be denoted with the subscript int, whereas the ones computed on OF seen as part of the
boundary of E° will be denoted with the subscript ext. According to the optimality conditions (3.14),
one has

« « ou\?
7E2|v7m2+ 02( > — 2

1+ ak 1+ak v

87 2
® Fwval+ 2 @2 () @2
1+ ak 1+ ak

ext

which comes to

on OE. By continuity of the flux E%, we infer that a@? |Vfﬂ\2
ext

wm
(1+ak) V.| < |VTE|2’ . Since |V7ﬂ|2‘ = |VTH\2’ , we have V.T|s = 0. Therefore, T is
int ext ant ext

< ao? |V, al
t

- . . - . w2 - -
constant on JF and since V¥, is constant on JF, it follows that ’(‘%‘m , 1s constant as well on JOF.
To sum-up, the first order necessary conditions drive to the following condition:

The functions 7 and |Vu| are constant on JF. (3.15)

Step 2: proof that  is necessarily a ball. To prove that € is a ball, we will use Serrin’s
Theorem, that we recall hereafter.
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THEOREM [165, Theorem 2| Let & be a connected domain with a 6 boundary, h a € (R;R) function
and let f € €? ((59) be a function satisfying

—Af=n(f), f>0né&, [f=0o0nd&, gisconsmnton&f.
v

Then & is a ball and f is radially symmetric.

According to (3.15), let us introduce i = %|y7. One has 7z > 0 by using the maximum principle.
Let us set f = u — 0, h(z) = (Aa(M) + k) z and call & a given connected component of E. By
assumption, E is a €2 set, and, according to (3.15), the function 9 (u — Jz) /v is constant on OF.

The next result allows us to verify the last assumption of Serrin’s theorem.

LEMMA 3.3 There holds @ > i in E.

For the sake of clarity, the proof of this lemma is postponed to the end of this section.

Let us now pick a connected component of E and write it 1. Applying Serrin’s Theorem yields
that E; is a ball centered at some point =g and that % is radially symmetric in E;. Let us introduce
O = Uy >0 7 radially symmetric in B(I07T1)]B%(a:0,r1) so that & is the maximal set in which @ is radially
symmetric. Let us now show that one has necessarily & = €. Since % is radially symmetric in E,, &
is non-empty and there exists 1 > @ such that ¥, = i on 0. We argue by contradiction, assuming
that & # Q. It follows that the set Us = {00 + B(0; )} is contained in Q for § > 0 small enough.
Let us fix such a §. To get a contradiction we will show that 77 is in fact radially symmetric in Us.

If i = 7, then 96 C OF and there exists § > 0 such that Us\E C {m = 0} and UsNE C {m = x}.
In any case, m is radially symmetric in Us which contradicts the maximality of &.

If i < @ then, by continuity of ¥, it follows that, for 6 > 0 small enough, Us C {m = &}, so that m
is radially symmetric in Us and we conclude as before. The conclusion follows. Hence, & = €2, and (2
is a ball.

Proof of Lemma 3.3. Let us set v = u — @, hence v solves

(3.16)

{ —Av = (Aa(Mm) + k) v+ Na(M) +K)p  in E,
v=0 on OF.

and we are led to show that v > 0 in E. Let AP(Q) be the first Dirichlet eigenvalue' of the Laplace
operator in E. By using the Rayleigh quotient (4.3) we have

1 2 2
1 V —
Ao(@)=  min  Ram(u)>  min 3 Jo VUl 2’”““ = \P(Q) — &,
uEWUl’Z(Q) ,u#0 uEW[)l‘2(Q) Ju#0 fQ u

so that Ao (M) + £ > AP(Q) > 0. Now, since v = 0 on JF and that E is a 4 open subset of , the
extension @ of v by zero outside E belongs to W, (Q). Since (Ao (72) + £) and T are non-negative, we
get

A9 > (A\o(M) + k)0 in B and — AD =0 = (A (M) + )0 in (E)°.

We thus have
=AY > (Ao(M) + k)0 in

=0 on OF (3.18)
v e W2 (9).
1In other words
AP(Q) = inf |Vul? > 0. (3.17)

weWy 3 (Q), [ u2=1/@
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Splitting ¥ into its positive and negative parts as © = 4 — 0_ and multiply (3.18) by 0_ we get after

an integration by parts
~ [ 195 2 ~Oam) 4 ) [ 2.
Q Q

Using that A\, (M) + x> AP (Q) > 0, we get

/Q\Vzuz < (Aa(m)—&-m)/ﬂﬁ <AD(Q)/Q@3,

which, combined with the Rayleigh quotient formulation of AP () yields #_ = 0. Hence v is nonneg-
ative in E. Using moreover that (A, () + £) > 0 and 7z > 0 yields that —Av > 0 in E Notice that
v does not vanish identically in E. Indeed, v would otherwise be constant in E which cannot arise
because of (4.2). According to the strong maximum principle, we infer that v > 0 in E. O

REMARK 3.2 Following the arguments by Casado-Diaz in [/8], it would be possible to weaken the reg-
ularity assumption on E provided that we assume the stronger hypothesis that OS2 is simply connected.
Indeed, in that case, assuming that E is only of class €' leads to the same conclusion.

3.4 PROOF OF THEOREM 3.1.2

Throughout this section, Q2 will denote the ball B(0, R), which will also be denoted B for the sake of
simplicity. Let 5 € (0, R) be chosen in such a way that mg = klpo,x) belongs to M, (). Let us
introduce the notation Ef = B(0,rg).

The existence part of the Theorem follows from a straightforward adaptation of [57]. In what
follows, we focus on the second part of this theorem, that is, the stationarity of minimizers provided
« is small enough.

3.4.1 STEPS OF THE PROOF FOR THE STATIONARITY

We argue by contradiction, assuming that, for any a > 0, there exists a radially symmetric distribution
Me such that A (Mq) < Aq(mf). Consider the resulting sequence {1mq }a>0-

e Step 1: we prove that {f,}a—0 converges strongly to mj in L', as o — 0. Regarding the
associated eigenfunction, we prove that {ta, m, }o>0 converges strongly to UQ,my in %" and that
aVig,m, converges to 0 in L>(B), as o — 0.

e Step 2: by adapting [117, Theorem 3.7|, we prove that we can reduce ourselves to considering
bang-bang radially symmetric distributions of resources m, = xlj such that the Hausdorff
distance dy (F, Ej) is arbitrarily small.

e Step 3: this is the main innovation of the proof. Introduce h, = M, —mg, and consider the
path {mt}'te[()yl] from m, to m{ defined by m; = m{ + th,. We then consider the mapping

fa it Ca(me, A_(my))

where (, and A_(m;) are respectively given in Def. 3.3.2 and Eq. (3.12). Notice that, since mg
and M, are bang-bang, f,(0) = Ao (m*) and f, (1) = Aq(m4) according to Def. 3.3.2. Let u; be
a L? normalized eigenfunction associated with (my, A_(m;)), in other words a solution to the
equation

=V - (A_(my)Vu) = Co(my, A_(my))ug +myuy,  in B

ur =0 on OB (3.19)
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According to the proof of the optimality conditions (3.14), one has

0= [ o (APl = ).

1+ ak

Applying the mean value Theorem yields the existence of ¢; € (0,1) such that A\, (m,) —
Aa(mg) = f'(t1). This enables us to show that, for ¢ € [0,1] and « small enough, one has

ACETe / |ha dist(-, S(0, 75))

for some C' > 0, giving in turn A\, (mqa) — Ao (m*) > C [; |ho| dist(-,S(0,75)). (we note that the
same quantity is obtained in [117]. Nevertheless, we obtain it in a more straightforward manner
which bypasses the exact decomposition of eigenfunctions and eigenvalues used there.).

Let us now provide the details of each step.

3.4.2 STEP 1: CONVERGENCE OF QUASI-MINIMIZERS AND OF SEQUENCES
OF EIGENFUNCTIONS

We first investigate the convergence of quasi-minimizers.

LEMMA 3.4 Let {mqy}a>0 be a sequence in My, () such that,
Ya >0, A(ma) < Ao(mg). (3.20)
Then, {ma}aso converges strongly to mf in L(Q).

Proof of Lemma 3./. The sequence (Ay(mq))a>0 is bounded from above. Indeed, choosing any test
function v € W, *(Q) such that [;, ¢* = 1, it follows from (4.3) that A (m,) < (1+ar)||Ve[[3-+]|y| 3.
Similarly, using once again (4.3), we get that if &, is the first eigenvalue associated to the operator
—(14+ ar)A — K, then A, (mq) > &,. Since (€ )a>0 converges to the first eigenvalue of —A — £ as
a — 0, (£4)a>0 is bounded from below whenever « is small enough. Combining these facts yields that
the sequence (Ao (Mqa))a>0 is bounded by some positive constant M and converges, up to a subfamily,
to A. For any a > 0, let us denote by u, the associated L?-normalized eigenfunction associated to
Aa(mq). From the weak formulation of equation (4.2) and the normalization condition [, u2 =1, we
infer that

||Vua||§:/ Iwaﬁé/ﬂwmnwalz:/mauiﬂa(ma)/uiéwm.
Q Q Q Q

According to the Poincaré inequality and the Rellich-Kondrachov Theorem, the sequence (u4)a>0 18
uniformly bounded in W,*(Q) and converges, up to subfamily, to & € W,>(Q) weakly in Wy(Q)
and strongly in L?(Q), and moreover 4 is also normalized in L?(2).

Furthermore, since L? convergence implies pointwise convergence (up to a subfamily), @ is ne-
cessarily nonnegative in Q. Let m be a closure point of (my)a>0 for the weak-star topology of L.
Passing to the weak limit in the weak formulation of the equation solved by u,, namely Eq. (4.2), one
gets ~

—Al —mi = AG in Q.
%mce % > 0 and f]E(
A= Xo(m*).

Mimicking this reasoning enables us to show in a similar way that, up to a subfamily, (A (m§))a>0

converges to Ao (1) and (ta,mz )a>0 converges to ug m: as o — 0. Passing to the limit in the inequality

0.R) 4% =1, it follows that @ is the principal eigenfunction of —A — 7, so that
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(3.20) and since mg is the only minimizer of Ag in M,,, (2) according to the Faber-Krahn inequality,
we infer that necessarily, m = m{. Moreover, m{, being an extreme point of M, .(€2), the subfamily
(Ma)a>0 converges to m = m* (see [93, Proposition 2.2.1]), strongly in L!(Q). O

A straightforward adaptation of Lemma 3.4’s proof yields that both sets {\,(m)} e Moy (@) and
{llua,mllwr2@) tmem,, (@) are uniformly bounded whenever v < 1. Let us hence introduce Mo > 0
such that

Vo€ [0,1],  max{|Aa(m)], [luamllyr2iq)} < Mo. (3.21)

The next result is the only ingredient of the proof of Theorem 3.1.2 where the low dimension
assumption on n is needed.

LEMMA 3.5 Let us assume that n = 1,2,3. There exists My > 0 such that, for every radially
symmetric distribution m € My, () and every « € [0,1], there holds

Ue,mllwoe @) < M.

Furthermore, define 6o m, m and @o.m : (0,R) = R by

Ve €B, tam(®) =@am(2]), dam(®)=7Gam(lz]), m(z)=m(z]),
then 6o m(Pa,m) belongs to WH(0, R).

Proof of Lemma 3.5. This proof is inspired by [117, Proof of Theorem 3.3]. It is standard that for
every « € [0,1] and every radially symmetric distribution m € M,,, ..(£2), the eigenfunction ug, ., is
itself radially symmetric. By rewriting the equation (4.2) on g, ., in polar coordinates, on sees that
Pa,m solves
{ 7%« (Tn715a»m%¢a7m) = (Aa(m)@a,m + Mpa,m) "1 in (0, R) (3.22)
Ya,m(R) = 0. ’

By applying the Hardy Inequality” on f = @4 m, we get

R R
/ Gam>(r)dr < 4/ 22 00.m' () do
0 0

IN

2 Bz yn-t 2 4-2 2
AR /0 (ﬁ) o' (2)2da = AR |Vt |22 < M,

since n € {1,2,3}. Hence, there exists C > 0 such that

leamlzzo,r) < C- (3.23)

We will successively prove that ¢, is uniformly bounded in WO1 -2 (0, R), then in L*°(0, R) to infer
that @a,m' is bounded in L*°(0, R). This proves in particular that oa mey, ,, € L(0, R). We will
then conclude that oo me,, ., € W1hee(0, R) by using that it is a continuous function whose derivative
is uniformly bounded in L* by the equation on g .

According to (3.21), HTHT_lgoa,m/||L2(07R) = ||Vua,m| 22 is bounded and therefore, 7"~ 1oy ' (r)

2This inequality reads (see e.g. [150, Lemma 1.3] or [87]): for any non-negative f,

/OO flz)?de < 4 /00 22 f(z)%da.
0 Jo
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converges to 0 as r — 0. Hence, integrating Eq. (3.22) between 0 and r > 0 yields

Gaim(1)oan' 1) = = [ 07 Qi) (9) + 1 Ohp0m(0) i
0

By using the Cauchy-Schwarz inequality and (3.23), we get the existence of M > 0 such that

1
~ 2
||(pa,m/||%2(07R) < /() (O'a,m‘pa,m/) (r)dr
2

/o1 % ( /O " (Na(m)pa,m(t) + () pam(t) dt) dr

1
1 n
< /Om()\a(m)+’€)2H<Pa,mH%2(o,R)||t 1”%2(0;7-)617"

M - -
< m”%ﬁa,mniz(o,}%) < MH‘Pa,mHzL?(o,R) < MC,
Hence, @q,m is uniformly bounded in I/VO1 ’2(0, R).
It follows from standard Sobolev embedding’s theorems that there exists a constant Ms > 0, such
that [[@a,ml Lo (0,r) < Mo.
Finally, plugging this estimate in the equality

&a,m(r)QOa,m/(r) = 7% /OT ! (Aa(m)pa,m(t) + m(t)pa,m(t)) dt

and since t"~1 < r"~1 on (0,7), we get that ¢, ' is uniformly bounded in L>(0, R).
O

The next lemma is a direct corollary of Lemma 3.4, Lemma 3.5 and the Arzela-Ascoli Theorem.

LEMMA 3.6 Let (mq)a>0 be a sequence of radially symmetric functions of My, (2) such that, for
every a € [0,1], Aa(ma) < Aa(mg). Then, up to a subfamily, wa, m+ converges to ug m; for the strong
topology of €°(Q) as a — 0.

3.4.3 STEP 2: REDUCTION TO PARTICULAR RESOURCE DISTRIBUTIONS
CLOSE TO my

Let us consider a sequence of radially symmetric distributions (mq)a>0 such that, for every a € [0, 1],
Aa(me) < Aa(mf). According to Proposition 3.1, we can assume that each m, is a bang-bang, in
other words that m, = kxg, where E, is a measurable subset of B(0, R). For every « € [0,1], one
introduces d, = dg(Eq, Ef), the Hausdorff distance of E,, to Ej.

LEMMA 3.7 For every € > 0 small enough, there exists @ > 0 such that, for every a € [0,@], there
exists a measurable subset E,, of € such that

Aa(kXE,) = AalkiXp, ), [Eal = |E,| and dH(Ea,ES‘) <e.
Proof of Lemma 3.7. Let o € [0,1]. Observe first that Ao (m) = [5 [Vuam|* + a [z m|Vuam|* —

Jamuam® = [ |Vuam|® + [3 mba,m, where g n has been introduced in Lemma 3.2. We will first
construct m,, in such a way that

Na(ima) > / Vit | + / P Ma > A1),
B Q
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and, to this aim, we will define ™, as a suitable level set of 14, m,. Thus, we will evaluate the
Hausdorft distance of these level sets to £. The main difficulty here rests upon the lack of regularity
of the switching function g, , which is even not continuous.

According to Lemmas 3.5 and 3.6, ¢, converges to *ug,mg for the strong topology of L (B).
Recall that m§ = kxg(o,r;) and let Vg be defined by Vo = [B(0,75)|. Let us define uj, by dichotomy,
as the only real number such that

wal < Vo < [@al,

where w, = {¢a,m. < pi} and Wo = {Ya,m, < pk}-

Since [{10,ms < _‘Pg,mg (7‘5)}‘ = Vb, we deduce that (u},) converges to _‘Pg,mg (r§) as a — 0. Since
%0,m; 1s decreasing, we infer that for any € > 0 small enough, there exists @ > 0 such that: for every
a€l0,al, B(0;ry —e) Cw, CWo C B(0;75 + ). Therefore, there exists a radially symmetric set B¢
such that

w, C B Cw,, |BS|=Vo, du(BS ES) <e.

Since E, and B2 have the same measure, one has |(Eq)*NB| = |[E,N(BE)¢|, we introduce mq = kX Be
so that m, belongs to M, ().

Figure 3.1 — Possible graph of the discontinuous function % . The bold intervals on the x axis
correspond to {m, = 0}.

By construction, one has

Aa(Ma) = /(1+0¢ma)|vua,ma|2_/maui,m :/|vua7ma|2+/¢a,mam0z
B B B B

= / ‘vua,ma|2 +"3/ ¢a,ma = / |vuo¢,m(x|2 +"i/ w(x,ma “'R/ wa,ma
B Ea B Eon(B2)e EoNB2

> [ Vttaim, [+ B B+ [ o,
B E,NBZ

- / Vit [ + | (Ba)® 0 B2 4 / Yo,

EoNB2

> / ‘Vua,ma|2 +’<5/ Ya,ma +’{/ Yama = / |vua,ma|2 +/ma'¢a,ma
B (Eo)eNBe EonB2 B B

= /Ua7ma|vuayma|2i/mau(21,m > )\a(’ﬁl(,),
B B

the last inequality coming from the variational formulation (4.3). The expected conclusion thus
follows. H
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From now on we will replace mq by kx5 and still denote this function by m, with a slight abuse
of notation.

3.4.4 STEP 3: CONCLUSION, BY THE MEAN VALUE THEOREM

Recall that, according to Section 3.4.1, for every a € [0, 1], the mapping f, is defined by f,(t) :=
Ca(my, A_(my)) for all t € [0,1] We claim that f, belongs to ¢’1. This follows from similar arguments
to those of the L? differentiability of m +— A, (m) in Appendix 4.B.3. Following the proof of (3.14), it
is also straightforward that for every t € [0, 1], one has

) = [ (T oVl = a2 ) . (3.24)

Finally, since m{ and m, are bang-bang, it follows from Definition 3.3.2 that f,(0) = As(m™*) and
fa(1) = Aa(ma).

Since m,, is assumed to be radially symmetric, so is m; for every t € [0,1] thanks to a standard
reasoning, and, therefore, so is u;. With a slight abuse of notation, we identify m;, u; and A_(m;)
with their radial part 7y, @, A_(m;) defined on [0, R] by

w(z) = w(lz)), me(z) =i(lz)), A-(me)(x) = A (m)(|2]).
Then the function u; (defined on [0, R]) solves the equation

= " "A_( )%) = (Ca(my, A_(my))ug + myug) r™~ 1 € [0; R]

i (
o
Jo it g (r)?dr = 2

0 cp?

(3.25)

where ¢, = |S(0,1)]. As a consequence, an immediate adaptation of the proof of Lemma 3.5 yields:

LEMMA 3.8 There exists M > 0 such that

mavs { < [A-maut] .} < 0

Furthermore, A_(mq)u; converges to ug ,,. in L>(0, R) and uniformly with respect to t € [0,1], as
a— 0.

According to the mean value Theorem, there exists t; = ¢1(«) € [0, 1] such that

Aa(ma) - )\a(m*) = foz(l) - fa(o) = f(ly(tl)
and by using Eq. (3.24), one has

fc/v(tl) = ~/B < - A*(mt1)2‘vut1|2 - ua) ho"

1+ak

where h, = m, —mj. Let us introduce I as the two subsets of [0, R] given by I = {h, = +1}. Let
g > 0. According to Lemma 3.7, we have, for a small enough, I C [r§,r§ +¢] and I, C [r§ — e, 7]

Finally, let us introduce
@

1+ akx
According to Lemma 3.8, §1 belongs to W and §1 +u3 ,,,- converges to 0 as a — 0, for the strong
topology of W1°°(0, R). Moreover, there exists M > 0 independent of « such that for ¢ > 0 small

31 = A,(mtl)2|Vut1|2 — ufl.
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enough,

uoz,m;

d
-M < 2U0¢,m6 <-M in [TS - E,’I"S + E]

dr —
and it follows that M d3

1 . * *
ESWSZM 111[7"0—677“0"'5]

for o small enough. Hence, since §; is Lipschitz continuous and thus absolutely continuous, one has
for every y € [0,¢],

ro+y

M
Bl =500+ [ R ds= R0+ G

7‘5 M
and  $1(r — y) = F1(r8) + / (—,(s)) ds < 31(r3) — L,

.3 y 2
Since hy < 01in [ry —e,rf] and hy > 0 in [rd, 75 + €], we have

hal(ry +y)M

| Bl e

 lhal(rs —y)M1
2

ha(rg +y)81(ro +y) = ha(rg +y)Ta(r")
and  ha(rg —y)81(ro —y) = halrg —y)81(r7) Y.

for every y € [0,¢]. Hence, using that [ he = 0, we infer that

R
Fl(t) = /B (1 +OéaKA_(mtl)2‘vUtl|2 - u§1> he = C"/o ha(s)&1(s)s" ! ds

ry ro+e
=c, / ha1(s)s" tds + / ha1(s)s" 1 ds
7.6_6 V%

To
"o ro+e
seo [ hatomien)s s [ hain)s s
o —€ g
nM "o ry+e
+ ¢ : (/ [hal(s)|rg — s|s”*1d$+/ |he|(8)|rE — s]s™ ds)
To—€ re
cnM

=S8 [ haldise(-50,75)),
2 Jp
which concludes Step 3. Theorem 3.1.2 is thus proved.

REMARK 3.3 Regarding the proof of Theorem 3.1.2, it would have been more natural to consider the
path t — (Ao (my), me) rather than t — ((o(me, A_(my)), my). However, we would have been led to
consider &; = ak|Vuy m,|* — Ui,mt instead of §¢. Unfortunately, this would have been more intricate
because of the regqularity of &;, which is discontinuous and thus, no longer a W4 function, so that
a Lemma analogous to Lemma 3.8 would not be true. Adapting step by step the arguments of [117]
would nevertheless be possible although much more technical.

3.5 SKETCH OF THE PROOF OF COROLLARY 3.1

We do not give all details since the proof is then very similar to the ones written previously. We only
underline the slight differences in every step.
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To prove this result, we consider the following relaxation of our problem, which is reminiscent of the
problems considered in [34]. Let us consider, for any pair (m1,ma) € M, ()2, the first eigenvalue
of the operator A : u — =V - ((1 + ami)Vu) — mau, and write it 174(m1,m2). Let m* := klg( r)-
By using the results of [84] or alternatively, applying the rearrangement of Alvino and Trombetti, 7]
as it has been done in [57], one proves the existence of a radially symmetric function 74 such that

Na(m1,m2) = na(my,m"),
so that we are done if we can prove that, for any m € M(Q) there holds

Na(m, m*) > no(m*, m*). (3.26)
We claim that (3.26) holds for any m € M,,, ., provided that my and a be small enough. Let us

describe the main steps of the proof:

e Step 1: mimicking the compactness argument used in [57], one shows that there exists a solution
M to the problem
inf m,m"),
merd™ ) Na( )
which is radially symmetric and bang-bang. We write it my = klg, .

e Step 2: let pp and 7§ be the unique real numbers such that
[{IVuome* < po}| = Vo = B0, 75)].

Introducing Ey = {|Vu07m* 12 < ,uo}, we prove that m, converges in L*(Q) to kl g, as a — 0.

e Step 3: we establish that if mg is small enough, then Ey = B(0,r}). This is done by proving
that ug ,,« converges in 4! to the first Dirichlet eigenfunction of the ball as r§ — 0 and by
determining the level-sets of this first eigenfunction, as done in [56, Section 2.2].

e Step 4: once this limit identified, we mimick the steps of the proof of Theorem 3.1.2 (reduction
to a small Hausdorff distance and mean value Theorem for a well-chosen auxiliary function) to
conclude that one necessarily has m, = m™* for a small enough.

3.6 PROOF OF THEOREM 3.1.3

Throughout this section, we will denote by B* the ball B(0, r), where rj is chosen so that m§ = kxp~
belongs to M., . (£2).

When it makes sense, we will write flin:(y) = limeep 2y f(2), flewt(y) = limye@eye oy f(Y),
so that [f] = flext — flint denotes the jump of f at the boundary S(0,rg).

3.6.1 PRELIMINARIES

For ¢ > 0, let us introduce B! := (Id +eV)B* and define u. as the L?-normalized first eigenfunction
associated with me = kxp: .
It is well known (see e.g. [92, 93]) that u. expands as

U
Ue = Ug.o + UL o + 52% + 0 (), (3.27)

where, in particular, ug = Ua,mg s whereas A, (B?) expands as

Ma(B) = oo +eXGBI)V]+AB)V]+ o (%)

e—0
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= X +erateiroat+ o (7). (3.28)
' e—0

By mimicking the proof of Lemma 3.5, one shows the following symmetry result.

LEMMA 3.9 uq i is a radially symmetric function. Let pq ms and m be such that ue,ms = Pa,ms (|-])
and mg = m(| - [), then @o ms satisfies the ODE

_dlr (Tnil&O“m?) w;,mé) = ()‘a(ma) + m) Qooé,mgrnil in (Oa R) (329)
Pa,m} (R) =0

and one has the following jump conditions
[‘Pmmé](ré) = [Uoz,mé ‘Pla,mg](rg) =0, [Ua@g,mg](rg) = KPa,m} (76)- (3.30)

Furthermore, 0o m; converges to o mes for the strong topology of €' as a — 0.

3.6.2 COMPUTATION OF THE FIRST AND SECOND ORDER SHAPE
DERIVATIVES

Hadamard’s structure theorem enables us to work with only normal vector fields V' to compute the
second order derivative. Since we are working in dimension 2, this means that one can deal with
vector fields V' given in polar coordinates by

V(rg,0) = g(0)(cosf,sind).

The proof of the shape differentiability at the first and second order of \,, based on the method of
[139], is exactly similar to [63, Proof of Theorem 2.2], and are thus omitted in [MNP19a]. Never-
theless, for the sake of completeness, we present the proofs and computations related to these shape
differentiability properties in Appendix 3.A.1.1 of this Chapter.

Computation and analysis of the first order shape derivative. Let us prove that B* is a
critical shape in the sense of (3.7).

LEMMA 3.10 The first order shape derivative of A\ at B* in direction V reads
Mo =M, (BYV] = / V.v. (3.31)
S(0,73)

For all V € X(B*) (defined by (3.6)), one has A1 o = 0 meaning that B* satisfies (3.7).

Proof of Lemma 5.10. First, elementary computations show that u; , solves

-V (UaVuLa) = A qU0,0 + A0,0U1,a + M* UL in B(0, R),
[0 282] (1 cos 0,75 5in0) = —rg (0}, (3.32)

[1.0] (1 cos 0, sin 8) = —(0) | 2522 | (15 cos 6,75 sin 0),

where the jumps denote the jumps of the functions at S(0,r§). The derivation of the main equation
of (3.32) is provided in Appendix 4.B.2. To derive the jump on u 4, we follow [63] and differentiate
the continuity equation [uc]gop: = 0. Formally plugging (3.27) in this equation yields

8”0,04

or ’

ext

8”0,04

ul,a|int(r*7 0) + g(e) 87‘

- ul,oz|ea:t(r*7 0) + 9(9)

nt
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and hence

8“0,0(
or |’

Note that the same goes for the normal derivative: we differentiate the continuity equation

[ul,a] - ul,a'ext - ul,alint = 79(0) |:

ov

81141,0‘ _ (9211,07@
|:0'a or :|—_g(0) |:Ua Or2 :|

According to the equation —o,Augq = Aa(M*)ug o + M ug o in B*, this rewrites

[(1 +am,) aus"a] =0,
B

yielding

Ouy o
[Ua glr ] = —kg(0)ug,q- (3.33)

Now, using ug o as a test function in (3.32), we get

*
)\1,04 = _/ Uozu(),aAul,a _/ moul,aU0,00 = _/ Uau(),aAul,oz +/ Uaul,ozAuO,a
B(0,R) B(0,R) B(0,R) B(0,R)

/ |: aul,a :| / |: auO,a :|
= U0, |Oa—Ffa | — Oq U1,
S(0,rg) ov S(0,r%) or

o 2m
8u0a aUOQ
- g . N 2d9 % 0 o”— : do
ro/o kg (0)uo,a(r) +T0/O 9( )<U' or > [ or }

27
= r(’j/ g(0) (—nuo’a(réf +
0

by using that fB(o R) u? =1, so that fB( ug,aU1,o = 0 by differentiation.

0,R)
Since ug o is radially symmetric according to Lemma 3.9, we introduce the two real numbers

Mo = —Kttga(15)” +

811,0 a 2 * 2
Ou : and A1 =70 g(0) db. (3.34)
or 0

It is easy to see that V belongs to X' (B*) if, and only if fOQW g = 0 so that we finally have A\; , =0. O

Computation of the Lagrange multiplier. The existence of a Lagrange multiplier A, € R
related to the volume constraint is standard, and one has

YV € X(B*), (Ao — Ay Vol) (B*)[V] =0,

Since

Vol (B*)[V] = / Vev=r /0 " (0)d6.

$(0,75)

(see e.g. [93, chapitre 5]) and since

Ny (B V] = 13m0 / " g(0)ds,
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where 7, is defined by (3.34), the Lagrange multiplier reads
o (9U()7a 2
N\ or '

Computation of the second order derivative and second order optimality conditions.

Ao =1Na = _HuO,@(TS)Z +

LEMMA 3.11 For every V € X(B*), one has for the coefficient Aa o = Ao(B*)[V, V] introduced in
(3.28) the expression

8UO
)\2,a = 2/ UaaruLa'int [ 9 )ajl V-v-— 2/‘3/ ul,a'intUO,aV v
8(0,r5) r S(0,r8)

1 Oug
+/ <—* [oa\Vuo,a 2] — ﬁ*ug a) (V-v)? = 2/ KUQ, o U0,a
S(0,r%) To ro S(0,r%) or |,

0

Proof of Lemma /4.6. In the computations below, we do not need to make the equation satisfied by
U2, explicit, but we nevertheless will need several times the knowledge of [us ] at S(0,75). In the
same fashion that we obtained the jump conditions on u; o Let us differentiate two times the continuity
equation [u.]sp: = 0. We obtain

oaaloe; = —20(0)| 252] - 02| 552 (335

Now, according to Hadamard second variation formula (see [93, Chapitre 5, page 227] for a proof), if
Q is a €% domain and f is two times differentiable at 0 and taking values in W22(Q), then one has

— " / . 8f7(0)
t=0 /(Id +tV)Q 7)) = /Qf ) +2 o0 FOv-v /asz (Hf(()) - 0

) (V-v)%,  (3.36)
v

where H denotes the mean curvature. We apply it to f(g) = 04.|Vue|?> — mou? on B(0, R), since
Aa(me) = f[ﬂa(o R) f=. Let us distinguish between the two subdomains B* and (B})¢. We introduce

/ (0(176\Vu5|2)
e=0J (Br)e

d2
dt?

d2
de?

d2
5_0/]]33 (cr(¥75|VuE|2 —nug) and Dy = 2

*
€

Dy =

so that AL (B*)[V,V] = Dy + Ds.
One has

D, = / 2(1+ ak)Vug o - Vo + 2/ (1+ om)|Vu1,oé|2

—2,1/ U2, 0U0,a —2/<;/ U100,

+4/ (14 ar)(Vur,alint - Vuo,alint)V - v — 45/ Ul,alintto,aV - v
S(0,r8) S(

0,r3)
1 K Oug d%ug
—(1 \Y 2 — —ul 2(1 ad i
+/S(0,T(§) (T’S( - aH)| u070‘|1"t r UO7(X " ( " O”{) or int or? int
8u0 a
—2KUp, —— ) (V- 1/)2,
6T int
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and taking into account that the mean curvature has a sign on (B7)°, one has

Dy, = / 2Vug o - Vg o + 2/ [Vui o
(B*)e (B*)e
_4/ (Vul,a ext * V'U'O,oz emt)v ‘v
S(0,7§)

2

1 6u0 82U()
+/ <_*|vu0,o¢|§,a:t -2 ) - ) an
S(0,73) To T et r ext
Summing these two quantities, we get
N(BH[V, V] = 2/ 0a Vg, - Vo — 2/ MYUY,a U2, o
B(0,R) B(0,R)

,4/ Ua% [am’a] V.v— 4/@/ Ul lintUo,aV - V
S(0,r%) or or S(0,r%)

1
+/ (—* [O'Q|V’U/0’a|2} - Fiuga> (V- 1/)2
S(0,rg) To To

2
72/ |:CT(X LUO,Q L Uo,a} (V- 1/)2 — 2KUp
S(0,7¢)

or  0Or?

To simplify this expression, let us use Eq. (3.30). Introducing

D3 = / a'avuo,a : vu2,o¢ - / UQ,aU2,a — AO{(B*)/
B(O,R) B(0,R) B(O,R)

one has

auo,a

DS = / [u2,a]0a
S(0,rg) or

and hence, by using Equation (3.35), one has

g, a
D = —2/ [u2.4]04 vo,
5(0,73) or

:4/ Uaauo,a |:8’LL1,04:| VI/+2/ P
S(0,rg) or or S(0,7%)

Dy :/ 0|V al? —/
B(0,R) B(0,R)

By using Eq. (3.32) and the fact that A; o = 0, one has

Ou1 o
N
BOR)  Js0rg) or

Out,q
)\(X(IB%*)/ uza—/ Ul,a <0a : )
BO.R) S(O,r*)[ L) or

0

Similarly, let

2
3uo,a 0 U0,
* or

* 2
mouLa.

- / U1,
ext S(Oﬂ"(’;)

3u07a
or

%

int

U, U205

int |:Ua

)2,

sz v

8u17a

or

|

111



CHAPTER 3. OPTIMIZATION OF A DRIFTED EIGENVALUE

= )\Q(B*)/ ufa+/ <aa<9ru17a
B(O,R) S(0,r%)

Finally, by differentiating the normalization condition fB(O R) u? =1, we get

/ Up 02,0 + / ui, = 0. (3.37)
B(0,R) B(O,R)

Combining the equalities above, one gets

Moo [OUL o
Ao = 2X(BY) / uo}auz,a-i-/ uia +4/ Oa vo, [ “, }Vm
B(0,R) B(0,R) sorg)  Or L or

8u0 a 82u0 a 2 auo a
2 a - . : 2 alUr alex — :
+ /S(O}T* Ta=g, [ 52 V-v)*+ /S(O,ra‘)a Orti1,o | ext o V.v

0
Dug o [y w

UL,o|intU0,aV - ¥ — 4/ oo Uo, { uy, } V.
8(0.75) S(0,7§) or or

1 K
_4’5/ ul,a‘intuo,av V= / < " [Ua|vu0,a|2] + *u(Q),a) (V : V)2
S(0,rg) s(o,rz) \To To

g0 0*ug o Oug o
By
S(O,Ta‘) 37“ 37’ S(O,T(’J‘) 57"
o
= 2/ Uaarul,a|ext [%] V.v— 2“/ ul,a‘intuo,av ‘v
5(0.r3) or 5(0.r3)

l:aUOa:|
ext | T/ +Hu1,a

or intuO,a> V-

+2k

o

(V-v)?

nt

1 dug o
_/ (* [0a|vu0,a|2} + iug.a> (V : V)2 - 2/ RUQ, 4o, (V ! 1/)2
s,rg) \To To S(0,7%) o ing
We have then obtained the desired expression. O
Strong stability The second derivative of the volume is known to be
Vol” (B*)[V, V] :/ H(V -v)* (3.38)
S(0,73)

Hence, introducing D5 = (Aq — 1o Vol)”(B*)[V, V] and taking into account Lemma 4.6, (3.34) and
(3.38), we have

0 0
Ds = 2/ Ua87'u1,a|€wt |: uO,a:l V.v-— 2/ RUQ, o Do (V : V)2
5(0.75) or 5(0.75) O int

1
72/<;/ UL o|extlo,aV -V +/ <* [0a|Vu07a|2] - i“%,a) (v 1/)2
S(0,r¢) S(0,73) To To

sTo

1 1
5 / Lz oo / L o[ Vugal?] (V - v)?
S S

0,78) o 0,r5) To
(V-v)?

Oug OJug
= 2/ Uaarul,alezt |: 9 ,a:| V-v-— 2/ KUQ, o ) -
S(0,rg) r S(0,rg) T lint

2
—2/{/ Ul,alintU0,oV - v — / — [UQ\VUOQ\Q] (V- u)2
S(0,7¢) S(

0,r5) To
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We are then led to determine the signature of the quadratic form
1
2

/ Uaarul,a
S(0,r5)

Fa [Va V] (Aa(B*) =14 VODN [Vv V]

8’11,0 a
ext |: ” Vev—xk u17a|im‘/u0,av v
S(0,74)

or

2 0up,
+/ <* [JaVu07a|2]> (V-v)? - / KU o Yo, (V)2
s(rg) \ T 5(0,r O i

3.6.3 ANALYSIS OF THE QUADRATIC FORM J,

(3.39)

Separation of variables and first simplification. Each perturbation g € L?(0,27) such that

[ g =0 expands as

Z i cos(k-) + By sin(k-)), with v = 0.
k=1

For every k € N* let us introduce gj := cos(k-) and g := sin(k-). For any k € N*, let u(k) be the
solution of Eq. (3.32) associated with the perturbation gi. It is readily checked that there exists a

function 9y, o : [0; R] — R such that

Y(r,0) € [0;R] x [0:27],  ul*)(r,0) = gi(0)vn.alr).

Furthermore, v, o solves the ODE

~0atf o~ ZU(r) = (Moo — 5 ) Yo+ mbra  in (~R:R),
[aawk,ah ) = —fito.a(75)

el 0~ ~[282] .
Yk, —R) = 1, (R) = 0.

)

Regarding gy, if we define u( in a similar fashion, it is readily checked that

¥(r,0) € 0 ] x [0 2], @) (r, 0) = Gi(0)hpa(r).

Therefore, any admissible perturbation g writes
oo
= {9k + Brgr}  with vo =0
k=1

and the solution u; , associated with g writes
oo
~(k
Ul = Z {%% o + Bkug ()x} .
k=1

Using (3.39) and the orthogonality properties of the family {g }ren+ U {Gk tren, one gets

T — Oug o .
-F(x[va V} = ?0 Z (O'awk o TO ‘ext |:8(;:} - Hwk,a“ntuo,a(ro)) (’le + 52)

k=1

(3.40)
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P — o 0U0
—Eokz_onuo’a(ro) 3

_ Tiruoa(rs) S (L QUoa .
B 2 Z ( or (ro)

( ) Vi +Bk 22 Ua|vu0,oz|2] (7]3 +BI§)
k=1

- ’l/)k,oz|int> (7]3 + 6[3)

int

k=1
> . Oug o
+> (—2 [0a|Vuo,al?] + oathh o (r§)]eat {a?: D (i + B7) (3.41)

k=1

Define, for any k € N,
ou Q% * ou a
Who = — a(;: (7'0) . - 1plc,o¢|int and (o = —2 [UQIVuo,aP] + an/k,a(roﬂemt [(;;:] .
Thus,
‘Fa[Va V} = Z (wk',a + Ck,a) (7/3 + Bl?:) .
k=1

The end of the proof is devoted to proving the local shape minimality of the centered ball, which relies
on an asymptotic analysis of the sequences {wg o tren and {Cx o }ren as o converges to 0.

PROPOSITION 3.2 There exists C > 0 and & > 0, there exists M € R such that for any a < @& and

any k € N, one has
Wpa>C>0, and (ro>—Mao. (3.42)

The last claim of Theorem 3.1.3 is then an easy consequence of this proposition. The rest of the
proof is devoted to the proof of Proposition 3.2, which follows from the combination of the following
series of lemmas.

LEMMA 3.12 There exists @ > 0 such that, for everyy « € [0, @], 1,4 is nonnegative on (0, R).

Proof of Lemma 3.12. For the sake of notational simplicity, we temporarily drop the dependence on
o and denote 11 o by 9. The function %, solves the ODE

—0aty — % 1/}/ (r) = (/\O,oz 2) Yo +m Pe  in (0; R),
(0wt (r§) = —ritio0(75)

[l (1) = — | 252] (r5),

wa( ):: .

Let us introduce p,, = ¥4 /ug,o. One checks easily that p, solves the ODE

Oa 1 u{),oz .
—0aph — Tp; = 3Pa + 2p;m in (0, R).
Furthermore, p, satisfies the jump conditions
[aTuO,Oé] (7"6) _ _a"{aruo,a“nt

wa(ry) — uoa(ry)

>0 and [o.p)](ry) = —k +

Pa](r) = — %&wanﬂ'

Uo,a(rg)? | Or

To show that 1, is nonnegative, we argue by contradiction and consider first the case where a negative
minimum is reached at an interior point r_ # r§. Then, p, is €2 in a neighborhood of r_ and we
have

Palr-)

0> —pli(r_)=— )2

—_ [}

>0,
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whence the contradiction.

To exclude the case r— = R, let us notice that, according to ’'Hospital’s rule, one has p,(R) =
Y, (R)/ug o(R). According to the Hopf lemma applied to ug,q«, this quotient is well-defined. If p, (R) <
0 then it follows that ¢/, (R) > 0. However, one has p,(r) ~ 9. (r)/(2uo,«(r)) > 0 as 7 — R, which
contradicts the fact that a minimum is reached at R.

Let us finally exclude the case where r_ = rj. Mimicking the elliptic regularity arguments used in
the proofs ofLemmas 3.5 and 3.6, we get that p, converges to pg as a — 0 for the strong topologies
of €°([0,73]) and €°([r§, R]).

To conclude, it suffices hence to prove that pg is positive in a neighborhood of r§. We once again
argue by contradiction and assume that py reaches a negative minimum at r_ € [0, R]. Notice that
r_ # 1 since [po](r§) = 0 and [pp)(r§) = —k < 0.

If r_ € (0, R), since r_ # r{, we claim that py is €2 in a neighborhood of r_ and, if po(r_) < 0,

the contradiction follows from
_Po (r-)
(r-)?
For the same reason, a negative minimum cannot be reached at r = 0.
If = = R, we observe that po(R) = 9y(R)/upo(R). According to the Hopf lemma applied
to ug,, this quantity is well-defined. If po(R) < 0, then it follows that ¢{(R) > 0. However,
po(r) ~y(r)/(2u(r)) > 0 as r — R, which contradicts the fact that R is a minimizer.

Therefore pg is positive in a neighborhood of r§ and we infer that p, is non-negative, so that, in
turn, ¥, > 0 in [0, R]. O

0> —py(r-) =

> 0.

LEMMA 3.13 Let @ be defined as in Lemma 3.12. Then, for every a € [0,@] and every k € N,
wk’a < ¢1,ow (3~43)
As a consequence, for any a <@ and any k € N, there holds wy o > w1 q.

Proof of Lemma 3.15. Since wi,q — Wi, = =Yk, alint(15) + V1,alint(r5), the fact that wg o > wq o will
follow from (3.43), on which we now focus on. Let us set Uy, = 91 o — ¥ . From the jump conditions
on 1,4 and Y o, one has [¥](rg) = [04¥}](ro) = 0. The function ¥}, satisfies

Tk

k2 . 1 X
_Gaqjg —0Oqa - <)\0,o¢ - 7“2) q/jk’,a - m0¢k,a + (/\O,a - 7“2> ¢1,a + mod’l,a

2

k
) 77/11,(1 + mg%,a

72

V

k2
<)\0,()¢ - ) wk,a - m81/)k,a + ()\O,a -

r2
k2

> <>\0,0¢ - 2) \Ilk- + mzk)\:[jk
r

since 11 o > 0, according to Lemma 3.12. Since U}, satisfies Dirichlet boundary conditions, ¥; > 0 in
(0, R). O

LEMMA 3.14 There exists C > 0 such that, for every o € [0, @], where @ is introduced on Lemma (3.12),
one has wy o > C.

Proof of Lemma 5.5.5. Let us introduce ¥ = —0ugo/0r — ¥k,o. According to (3.29), we have
[(P](r§) = [¥'](r§) = 0. Furthermore, U(R) = —alg(;;“ (R) > 0 according to the Hopf Lemma and
T(0) = 0. Finally, since ¥ solves the ODE, one has

—%(JQ\II’)’ = <>\O,o< 1 ) U+ m*¥ in (0, R),

r2
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it follows that W is positive in (0, R]. Furthermore, ¥ converges to ¥ for the strong topology of
%°([0, R]) and ¥ solves the ODE

o IO
o) =~ 25 > 0.

Hence there exists C' > 0 such that, for every « € [0, @], one has ¥(rg) > C > 0. O

It remains to prove the second inequality of(4.56). As a consequence of the convergence result
stated in Lemma 3.9, one has

<0. (3.44)

Oug.o Oug.o
[aa\Vuo7a|2] = O(a), [ Yo, } = ak Yo,

or

wnt

It follows that we only need to prove that there exists a constant M > 0 such that, for any « € [0, @],
and any k € N*,
M > Ua¢27a|ewt(7“8) (3.45)

so that
> O(a) — Mak

nt

* 8U [e) * 8” e *
Cha = O(a) + an;c,a|€$t(TO> O"‘@T(;’(TO) 3?“ (1)

To show the estimate (3.45), let us distinguish between small and large values of k. To this aim,
we introduce NV € N as he smallest integer such that

wnt

k’2
Ao, +mf — — < 0in (0, R) (3.46)
T

for every k > N and a € [0,a]. The existence of such an integer follows immediately from the
convergence of (Ao.a)a>0 t0 Ao(mg) as a — 0.

First, we will prove that, for every k > N,

w;c,a(rS)‘ext <0 (347)

and that there exists M > 0 such that, for every k£ < N,

|w;c,a(r8)‘ezt| <M (3.48)

which will lead to (3.45) and thus yield the desired conclusion.
To show (3.47), let us argue by contradiction, assuming that v ,(75)|ezt > 0. Since the jump
[0V, o] = —Kuo,a(rg) is negative, it follows that

(14 ar)ihy, o (ro)lint = Vg o (1) leat — [0ath), o] > 0.

By mimicking the reasonings in the proof of Lemma 3.12, 1)}, o, cannot reach a negative minimum on
(0,75) since (3.46) holds true. Therefore, since 95, o(0) = 0 and ¥y, ,(75)[int > 0, one has necessarily
Vi) lint > 0, which in turn gives ¢y o (rg)|ext > 0 since [V o] = —ana%or’o‘ > 0.

Furthermore, ¢ o (R) = 0. Since ¢k o (r§)|ese > 0 and w;ya(réﬂmt > 0, it follows that 1y, , reaches
a positive maximum at some interior point r, satisfying hence

k2
0 S _w;c/,a(r*) = <)‘0,a + m* - 7”2> djk,a(rf) < 07

leading to a contradiction.
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Let us now deal with small values of k, by assuming k¥ < N. We will prove that (3.48) holds true.
To this aim, we will compute ¢y, o. Let Ji (resp. Yj) be the k-th Bessel function of the first (resp.
the second) kind. One has

A J /AoaJrnr if r < g
Vr,a(r )—{ kalkly T &) -

Bradk(v/Aoag) + CraYr(y/Aoag) ifrg <r <R,

where X, o = (Bk,a> Ck,as Ak,o) solves the linear system

Ak:,an,a = ba
where
0
bo = | —Ku0,0 (1)
[ORrU0,q]
and

Ik (VA0) Y (Vo) 0
Ao = | Voo T 1) VMooVl om T %) —/ 2ty 2peterd)
=)

Jk(\/)\o,a%) Yk(\/m%) —Ji( )\ffa: %

It is easy to check that

[Ak,o — Aol < Ma

where M only depends® on N. Hence it is enough to prove that |1 o(r5)| < M for some M > 0
depending only on N, which is straightforward since the set of indices is finite. The expected conclusion
follows.

3.6.4 CONCLUSION
From Eq. (4.56) and Lemma 5.5.3, there exists C' > 0 and M > 0 such that wg o > C > 0 and
Ck,a > —Ma for every a € [0,@] and k € N, from which we infer that

FalV,V] = (C = Ma)> (i +B}) = \|V~v||%z-
k=1

according to Eq. (5.35).

3Indeed, {Jy, Yi}r<n are uniformly bounded in ¢2([r}/R — ¢, R]) for every e > 0 small enough. Since we consider
a finite number of indices k, there exists § > 0 (depending only on N) such that

Vk € {0,...,N}, det(Ag.a)>3>0.

Then, since || Xo — Xo|| < Ma, it follows from the Cramer formula that there exists M (depending only on N) such
that ”Xk,a — Xk,OIILOO S Mo

117



CHAPTER 3. OPTIMIZATION OF A DRIFTED EIGENVALUE

118



APPENDIX

3.A PROOF OF LEMMA 3.1

We prove hereafter that the mapping m — (uq,m,Aa(m)) is twice differentiable (and even €°)
in the L? sense, the proof of the differentiability in the weak W12(f2) sense being similar. Let
m* € My (), 0o := 1+ am™, and (ug, Ag) be the eigenpair associated with m*. Let h € T~ (see
Def. 3.2.1). Let mj :=m* 4+ h and 0,,- 41, := 1+ a(m* + h). Let (un, Ap) be the eigenpair associated
with mj. Let us introduce the mapping G defined by

.1 Tm X Wy2(Q) x R — W12(Q) x R,
"1 (hv,A) = (=Y - (O gn V) = Ao — mio, [ov? —1).

From the definition of the eigenvalue, one has G(0,ugp, A\g) = 0. Moreover, G is € in T« N B X
Wy2(€2) x R, where B is an open ball centered at 0. The differential of G at (0,ug, Ao) reads

D, 2G(0, ug, Xo)[w, p] = (—V (0o Vw) — pug — Aow — m*w,/ 2uow) )
Q

Let us show that this differential is invertible. We will show that, if (z,k) € W~12(Q) x R, then
there exists a unique pair (w, i) such that D, xG(0,ug, Ao)[w, pt] = (2, k). According to the Fredholm
alternative, one has necessarily u = —(z, up) and for this choice of y, there exists a solution w; to the
equation

=V - (6aVw) — pug — dow —m*w =2z in Q.

Moreover, since A is simple, any other solution is of the form w = w; + tug with t € R. From the
equation 2fQ uow = k, we get t = k/2 — fQ wiug. Hence, the pair (w,p) is uniquely determined.
According to the implicit function theorem, the mapping h — (up, Ap) is € in a neighbourhood of
0.

3.A.1 SHAPE DIFFERENTIABILITY AND COMPUTATION OF THE SHAPE
DERIVATIVES

3.A.1.1 PROOF OF THE SHAPE DIFFERENTIABILITY

Proof of the shape differentiability. Let B* be the centered ball of radius rg, m* := kxp+, 0o =
14+ am*, (ug, Ag) be the eigenpair associated with m*, and let V' be an admissible vector field at B*.
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In particular, V is a W* vector field. Let Ty := (Id + V) and E}, := Ty (Ej). Let uy be the
eigenvalue associated with rkxg:, and Ay be the associated eigenvalue. If we introduce

J(V) := det(DV), A(V) := J(V)DT; " (DT; 1)

then the weak formulation of the equation on uy is: for any v € Wol’Q(Q),

/ ol A(V)Vuy, Vo) = Ay / w v (V) + / muy (V).
Q Q Q
We define the map F in the following way:

P { Wheo(R? R™) x W2 (Q) x R = W~12(Q) x R,
(V,0,0) = (=V - (0. A(V)Vv) = WJ (V) —m*vJ(V), [v2 ] (V) —1).

It is clear from the definition of the eigenvalue that
F(O,UO, )\0) =0.

Furthermore, the same arguments as in [63, Lemma 2.3] show that F is > in B x W}'*(Q) x R,
where B is an open ball centered at 0.
The differential of F at (0, ug, Ag) is given by

Dy 2 F(0, ug, Xo)[w, ] = (—V (oo VW) — pug — Aow — m*w,/ 2u0w> .
Q

To prove that this differential is invertible, it suffices to show that, if (z,k) € W~12(Q) x R, then
there exists a unique couple (w, ) such that

Dy xF(0,ug, \o)[w, pu] = (2, k).
By the Fredholm alternative, we know that
p=—(z,up).
There exists a solution w; to the equation
=V (0aVWw) — pug — ow — m*w = z.

We fix such a solution. Any other solution is of the form w = w; + tug for a real parameter t. We
look for such a t. From the equation
2 / uow = k
Q

1=k /
= — — | wyug.
9 Q10

hence the couple (w, u) is uniquely determined. From the implicit function theorem, the map V —
(uy, Ay) is € in a neighbourhood of 0. O

there comes

3.A.1.2 COMPUTATION OF THE FIRST ORDER SHAPE DERIVATIVE

Computation of the first order shape derivative. Let V' be a smooth vector field defined on S$* =
S(0,78)(0;7*) and normal to S(0,75)". Let, for any ¢ > 0 small enough, B, = T;(B*) where
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T, :=1d+tV.
Let (A, ut) be the eigencouple associated with m; := kxp;- We first define

’UtZ:UtOTtIB—)R.

The derivative of v; with respect to ¢ will be denoted u. This is the material derivative, while we aim
at computting the shape derivative v’ := u; ,, defined as

v =1+ (V,Vug).

For more on these notions, we refer to [93].
Obivously v; € W&’Q(Q).The weak formulation on u; writes: for any ¢ € Wol’Q(Q),

/ o1{Vus, Vi) = )\t/ urp + /4;/ Ugp.
B(0;R) B(0;R) B}
We do the change of variables

so that
dz = det (VT}) ().

Furthermore,
Vu(r) = VI (z)Vu (T (z)).

and, for any test function ¢:

/ o(det(VT) VT, (VT Yoy, Vi) = A, /
B(0;R)

v det(VTy) + H/ vep det(VTy).
B(0;R)

s

We follow the notations of [63] and define
J(t,x) := det(VTy)(x).

It is known that
_oJ

J(z) = e

(t,x) =V -V.
t=0

We also introduce -
A(t,z) == det(VT)VT, (VI

and "

We recall that A has the following property: if V7 and V5 sare two vector fields, there holds

(t,x) = (V- -V)L, — (VV + (VV)T).

t=0

(AV, Vo) =V - ((Vi, V2)V) = (V(V - W), V) = (V(V - V), V1), (3.49)

The weak formulation on v; is thus

/ A(t,x){ogVu, Vi) = )\t/ J(t, x)vep + n/ J(t, z)viep.
B(0;R) B(0;R)

*
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We differentiate this equation with respect to t to get the following equation on :

/ <VQ0,0'0V1-1,+0'0.AVUO> = )\/
B(0;R)

U090+>\0/ juo@-ﬁm/ it<p+l<z/ wpt+k | T (x)ugp.
B(0; R) B(0; R) B(0;R) . B

(3.50)
Through Property (4.69).A, we get

00{AVug, V) = 0oV - ((Vug, VoyV) — 0o(V({V, Vug)), Vo) — 0o(V((V, Vo)), Vug).

We deal with these three terms separately: from the divergence Formula

/ 00V - (Vuo, Vo) V) = — / {00V 0, V)] (V).
B(0;R) S(0,r3)*

We do not touch the second term.
The third term id dealt with using the weak equation on wug:

V., V)up + & / oV, V) — / {(00Vu0, V)] (Vi)

* *

[ SUreh.onu) = [
B(0;R)

B(0;R)

On a finalement

/ <J()AVUO,V<,0> = / O'Ov' (<VUO7VQD>V) —0’0<V(<V, VUO>),VQP> —00<V(<V, V(,O>)7VUO>
B(0;R) B(0;R)

—— [ VvV, Vo)
B(0;R)
— /\0/ (V,V)ug — H/ ug(V, V).
B(0;R) *
The left hand term of 4.70 becomes

/ (o00Vt + 09 AV ug, Vi) = /
B(0;R)

B

— )\0/ (V. Vp)ug — H/ uo(V, ¢).
B(0;R) *

. <00V(u -V Vuo) , Vgo>

Thus
/ <aov(u —v. Vuo),V<p> - /\0/ (V, Vhuo — m/ uo(V, Vip)
B(0;R) B(0;R) B

=\ uo<p+)\0/ J(m)uogo—i—)\o/ wp—l—n/ wp—l—f@/ J(x)ugep.
B(0;R) B(0;R) B(0;R) * B*

By rearranging the terms, we get

/IB(O;R) <00V(u -V. Vuo) , Vg0>

= +X/ U + Ao (/ T (x)uop + / (v, V@>Uo>
B(0;R) B(0;R) B(0;R)
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—i—)\o/ w+n/ e+ K j(w)uogo—l—ﬁ/ uo(V, Vo).
B(0;R) . B* .

However, since J(z) = V - V(z), we have
J(@)p + (V. Vep(z)) = V- (pV).

Hence

/ T (@)uop + / (V. V)uo / V- (Voo
B(0;R) B(0:R) B(0;R)

= —/ ©(V, Vug),
B(0;R)

because u satisfies homogeneous Dirichlet boundary conditions. In the same way

k[ T(eyuop +r / (V, Vig)ug = / V- (Voo
B* B B(0;R)

s [ oViVuo) + [ (Voo
We turn back to the shape derivative; recall that it is defined as
u' =10 — (V,Vu).

The previous equation rewrites

/ (ooVu', Vo) :)'\0/ ol + /\0/ u'p+ H/ uw'
B(0;R) B(0;R) B(0;R) B*

s
oB*

Thus there appears that ' = u;_,, solves
pp a
*k
—00AUL o = M,aU0,0 + A0,all,a + M UL o

along with Dirichlet boundary conditions and

Ou1,q
{00 gi" }z—n(\/,u}uoﬁa.

Obtaining the jump conditions on u o , U2, is done by differentiating the continuity condition

dluy]

=0
dt

exactly as in [63].
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CHAPTER 4

A QUANTITATIVE INEQUALITY FOR
THE FIRST EIGENVALUE OF A
SCHRODINGER OPERATOR IN THE
BALL

Il m’arrive encore de sortir de ma maison,
sur ma colline, au-dessus de la baie de San
Francisco, et 1a, en pleine vue, en pleine
lumiére, je jongle avec trois oranges, tout
ce que je peux faire aujourd’hui.

Gary, La promesse de l’aube
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GENERAL PRESENTATION OF THE CHAPTER: MAIN DIFFICULTIES
AND METHODS

This Chapter, which corresponds to [Maz19al, is devoted to the following quantitative inequality: let

M(Q)::{V,Ogvgl,]évzvo}

and let
Q =B(0; R).

It is known that there exists r* > 0 such that V* = 1p,.~) is the only solution of the minimization
problem
min  A(V)
VeEM(Q)
where A(V) is the first eigenvalue of
EV =—-A-V.

We establish that there exists a constant C' > 0 such that
AV)=AV*) = C|[V = V|7

In order to prove it, we introduce an auxilliary problem, but the key parts are Steps 3 and 5 of the
Proof of Theorem 4.1.1, which deal with possible topological changes of competitors.

Roughly speaking, we first prove the inequality for normal deformations of B(0;7*), using classical
techniques of shape derivatives. This involves the use of a comparison principle, which alleviates the
computations. We then proceed to study an auxilliary problem for radially symmetric functions. This
part is, to the best of our knowledge, quite new, and uses an original method of Taylor expansion
across the boundary. Finally, in Step 5 of the proof, we introduce a new transformation to show that
handling radial perturbations and normal perturbations of the optimizer are enough to handle every
possible competitors. This last step is, once again to the best of our knowledge, new.
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4.1 INTRODUCTION

4.1.1 STRUCTURE OF THE PAPER

In the first part (Section 4.1.2) of the introduction, we lay out the mathematical setting of this
article, the main results and give the relevant definitions. In the second part of the Introduction,
we give bibliographical references concerning quantitative inequalities and the biological motivations
this study stems from. We then explain, in Subsection 4.2.1, how the proof differs from that of other
quantitative inequalities.

The core of this paper is devoted to the proof of Theorem 4.1.1. In the conclusion, we give a conjecture
and a final comment on a possible way to obtain an optimal exponent using parametric derivatives.

4.1.2 MATHEMATICAL SETTING

The optimization of eigenvalues of elliptic operators defined on domains with a zero-order term (i.e
with a potential) with respect to either the domain (with a fixed potential defined on a bigger domain)
or the potential (with a fixed domain) is a classical question in optimization under partial differential
equations constraints. The example under scrutiny here is the operator

Ly :ueWH2(Q)NW2(Q) = —Au— Vu, (4.1)

where Q is a smooth domain. Under the assumption that V' € L (), this operator is known to have
a first, simple eigenvalue, denoted by A(V'), and associated with an eigenfunction wy, which solves

—Auy — Vuy = A(V)uy in Q,
uy = 0 on ON. (4.2)
Joui =1

Alternatively, this eigenvalue admits the following variational formulation in terms of Rayleigh quo-

tients:
AV) = inf {/ |Vu|2—/ Vu2}. (4.3)
uEWOI’Q(Q) Jq u?=1 Q Q

We make stronger assumptions on the potential V' and require that it lies in
1
M(Q)::{VGLOO(Q),0<V<1,m/vzvo}, (4.4)
Q

where Vj > 0 is a real parameter such that
Ww<1
so that M(€) is non-empty. The optimization problem we focus on in this paper is

inf  A(V). 4.5
v o (V) (4.5)

This problem has drawn a lot of attention from the mathematical community over the last decades,
and is quite a general one. It is particularly relevant in the context of mathematical biology, see
Section 4.1.4.2.
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4.1.3 MAIN RESULTS

4.1.3.1 NOTATIONS

Here and throughout, the underlying domain is Q = B(0; R).
The parameter r* is chosen so that

V= XB(0;r*) = XE* € M(Q)

The constant ¢, > 0 is the (n — 1)-dimensional volume of the unit sphere in dimension n.
For any E C B, we define A(E) := A(xg).

4.1.3.2 QUANTITATIVE INEQUALITY

A classical application of Schwarz’ rearrangement shows that V* is the unique minimizer of A in
M(Q):
YV e M(Q),A\V) > A(V™).

We refer to [108] for an introduction to the Schwarz rearrangement and to [116] for its use in this
context. For the sake of completeness, we also prove this result in Annex 4.A.
The goalf of this paper is to establish the following quantitative spectral inequality:

THEOREM 4.1.1 Let n = 2. There exists a constant C > 0 such that, for any V.€ M(Q), there
holds
AV) = A(V*) > C||[V = V*|7.. (4.6)

This result has a Corollary which fits in the natural context of estimates using the Fraenkel
asymmetry: as we will explain in Subsection 4.1.4.1, this is the natural property to expect in the
context of quantitative inequalities. Indeed, if V = xyp € M(Q), then

|V —=V*||pr = |E*AE]
where A stands for the symmetric difference, and, if we define the Fraenkel asymmetry of E as

A(E) : )|EAB($;T)|

= inf
B(z;7) ,XB(w;r) EM(Q
then it follows from Theorem 4.1.1 that
AxE) — Mxe+) > CA(E)?,
We thus have a parametric version of a quantitative inequality with what is in fact a sharp exponent.

4.1.3.3 A COMMENT ON PARAMETRIC AND SHAPE DERIVATIVES

The proof of Theorem 4.1.1 relies on parametric and shape derivatives, and the aim of this Section is
to give possible links between the two notions and, most notably, to give a situation where this link
is no longer possible. This is obviously in sharp contrast with classical shape optimization, since here
we are only optimizing with respect to the potential, while it is customary to derive Faber-Krahn type
inequalities, i.e to optimize with respect to the domain 2 itself, see Subsection 4.1.4.1.

Roughly speaking, there are two ways to tackle spectral optimizatoin problems such as (4.5): the
parametric approach and the shape derivative approach. By parametric approach we mean the fol-
lowing:

DEFINITION 4.1.1 We define, for any V. € M(QY), the tangent cone to M(2) at V as

Tv:={h:Q = [-1;1],Ve < 1,V +ch € M(Q)}
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and define, provided it exists, the parametric derivative of X at V in the direction h € Ty as

AV = iy AV + tht) —A(V)

In this case, the optimality condition reads
Yh e Ty, A(V)[h] > 0.
In the conclusion of this article, we will explain why there holds
Vh € Ty+ , A(V*)[h] > C||h|[7..
Since, for any V € M(Q), h:=V — V* € T+, what we get is
AV =V > C|lV - V*[T

that is, an infinitesimal version of Estimate (4.6), and one might wonder whether such infinitesimal
estimates might lead to global qualitative inequality of the type (4.6). This is customary, in the
context of shape derivatives. We need to define the notion of shape derivative before going further:

DEFINITION 4.1.2 Let F : E— F(E) € R be a shape functional. We define
X1 (V*) :={® :B(0; R) = R*, ||®|[p1.0 <1,VtE (—=1;1), X(1at10)®) € M(Q).}

as the set of admissible perturbations at E*. The shape derivative of first (resp. second) order of a
shape function F at V* in the direction ® is

]-‘((Id + t@)E*) — F(E*)
FI(E7)[@] = lim ;

]—'((Id + t<I>)E*> — F(E7) — FI(E*)(®)
(resp.F"(E*)[®,®] := lim ) (4.7)
20 12
A customary way to derive quantitative inequality is to show that, at a given shape FE, there holds
F(E)®]=0,F"(E)®,® >0
and to lift the last inequality to a quantitative inequality of the form

F(E)[®,2] > C[|2|]3

where || - ||s is a suitable norm; we refer to [64] for more details but for instance one might have
|| ®|5z ||3: which often turns out to be the suitable exponent for a quantitative inequality. This
quantitative inequality for shape deformations is usually not enough, and we refer to Section 4.1.4.1
for more details and bibliographical references.

4.1.3.4 A REMARK ON THE PROOF

The main innovation of this paper is the proof of Theorem 4.1.1 which, although it uses shape deriv-
atives as is customary while proving quantitative inequalities, see Subsection 4.1.4.1, relies heavily on
parametric derivatives. This is allowed by the fact that we are working with a potential defined on
the interior of the domain.

Furthermore, we also prove that, unlike classical shape optimization, our coercivity norm for the

130



CHAPTER 4. A QUANTITATIVE INEQUALITY FOR A SCHRODINGER EIGENVALUE

second order shape derivative is the L? norm.

4.1.4 BIBLIOGRAPHICAL REFERENCES

4.1.4.1 QUANTITATIVE SPECTRAL INEQUALITIES

Spectral deficit for Faber-Krahn type inequalities: Quantitative spectral inequalities have
received a lot of attention for a few decades, and are usually set in a context which is more general
than the one introduced here. The main goal of such inequalities were to derive quantitative versions
of the Faber-Krahn inequality: for a given parameter 8 € (0;+oc] and a bounded domain Q C R",
consider the first eigenvalue 1g(€2) of the Laplacian with Robin boundary conditions:

{ —AU[;’7Q = 7’]5(9)“57(2 in Q,

u 4.
aa’i‘n + Bug,o =0 on 012, (48)

with the convention that 1., (£2) is the first Dirichlet eigenvalue of the Laplace operator. Although it
has been known since the independent works of Faber [73] and Krahn [114] that, whenever Q* is a
ball with the same volume as 2, there holds

Moo () 2 150 (927),

the question of providing a sharp lower bound for the so-called spectral deficit
Roo (22) = 1100 (2) — 100 (27)

remained largely open until Nadriashvili and Hansen [86] and Melas, [136], using Bonnesen type
inequalities, obtained a lower bound on the spectral deficit involving quantities related to the geometry
of domain 2 through the inradius. In a later work, Brasco, De Philippis and Velichkov, [31], the sharp
version of the quantitative inequality, namely:

Roo(Q) > CA(Q)2. (4.9)

Their proof relies uses as a first step a second order shape derivative argument, a series of reduction
to small asymmetry regime and, finally, a quite delicate selection principle. We comment in the next
paragraph on the role of second order shape derivative for generic quantitative inequalities and the
part it plays in our proof.
For a survey of the history and proofs of quantitative Faber-Krahn inequalities, we refer to the survey
[30] and the references therein.
For quantitative forms of spectral inequalities with general Robin boundary conditions, the Bossel-
Daners inequality, first derived by Bossel in dimension 2 in [25] and later extended by Daners in all
dimensions in [66] reads:

Rp(Q) :=ng(R2) —np(B) = 0,8 >0,

and a quantitative version of the Inequality was proved by Bucur, Ferone, Nitsch and Trombetti in
[37]:
Ra(9) > CA(Q)2.

Their method for f < oo is different from the case of Dirichlet eigenvalue and relies on a free boundary
approach.

The role of second order shape derivatives: We only want to mention here the results we draw
our inspiration from in Step 4 of the proof, and do not aim at giving out the rigorous mathematical
setting of the results mentioned below. We refer to [64] for a thorough presentation of the link between
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second order shape derivatives, local shape stability and local quantitative inequalities.

As we said in the previous paragraph, most proofs of quantitative inequalities start with a local
quantitative inequality for shape perturbation of the optimum FEj: namely, if F is a regular enough
shape functional and F; is an admissible set such that

F(Ey)[®] =0,F"(E)[®,®] >0 (4.10)

for any ® € X;(E;) then it is proved in [62], [65] that Ej is a strict local minimizer in a €
neighbourhood of E (actually, in these two articles, the authors assume a coercivity of the second order
derivative in in Hz norm on ®). In [64], Dambrine and Lamboley proved that the same conditions
imply a local quantitative inequality under certain technical assumptions. Roughly speaking, their
result implies the following result: Condition (4.10) implies that if, for any function h € €°(9Q) N
W222(9Q) we define E} as the domain bounded by

OEY .= {x 4 h(x)vg, (x),x € DF,}
then there exists £ > 0 such that, for any ||h||y2.sq) < £ there holds
F(Ey) + Clh|}: < F(EY)

for some C' > 0.
Their result actually holds in stronger norm, but this is the version we wanted to mention here since
it is the one we will adapt in our parametric setting. We note however, that the authors, in their
problems, prove their inequalities for shape using a H 3 coercivity norm for the second derivative:
they usually have

F(E)" [ 1] > O||hl? .

In this expression, we have defined F”(E4)[h, h| := F(E1)"[x + hvg, (x), x + hvg, (z)]. Here, in Step
4, we will show, using comparison principles, that the optimal coercivity norm is the L? norm.

Difference with our proofs and contribution: To the best of our knowledge, quantitative in-
equalities in a parametric setting have not been studied yet, and this article aims at providing a first
step in that direction. As we will see while proving Theorem 4.1.1, a shape derivative approach can
not be sufficient in of its own for our purposes, as is usually the case, but is needed. To tackle the
second order shape derivative, we use a comparison principle. The parametric setting also enables
us more freedom while dealing with other competitors and enables us to introduce a new method for
dealing with such problems.

4.1.4.2 MATHEMATICAL BIOLOGY

We briefly sketch some of the biological motivations for the problem under scrutiny here. Following
the works of Fisher, [75], Kolmogoroff, Petrovsky and Piscounoff [113], a popular model for population
dynamics in a bounded domain is the following so-called logistic-diffusive equation:

‘g—“t‘:Au—l—u(m—u) in Q,
u =0 on 092, (4.11)
u(t=0)=wup >0,ug #0.

In this equation, m € L% () accounts for the spatial heterogeneity and can be interpreted in terms
of resources distribution: the zones {m > 0} are favorable to the growth of the population, while
the zones {m < 0} are detrimental to this population. The particular structure of the non-linearity
—u? (which accounts for the Malthusian growth of the population) makes it so that two linear steady

132



CHAPTER 4. A QUANTITATIVE INEQUALITY FOR A SCHRODINGER EIGENVALUE

states equations are relevant to our study: the steady-logistic diffusive equation

A§+6(m—6)=0in Q,
6 =0 on 0Q, (4.12)
6 >0,

and the first eigenvalue equation of the linearization of (4.11) around the solution z = 0:

_Aﬁpm - MPm = )\(m)(p in 2,
{ @ =0 on 09, (4.13)

where A(m) is the first eigenvalue of the operator £, defined in (4.1). More precisely, it is known (see
[19, 40, 168]) that

1. Whenever A(m) < 0, has a unique solution 6,,, and any solution u = u(t,x) of (4.11) with initial
datum ug > 0,ug # 0 converges in any LP to 0,, as t — oo.

2. Whenever A(m) > 0, any solution u = u(t,x) of (4.11) with initial datum uy > 0,up # 0
converges in any LP to 0 as t — oo.

The eigenvalue which we seek to minimize can thus be interpreted as a measure of the survival ability
given by a resources distribution, and later works investigated the problem of minimizing A\(m) with
respect to m under the constraint m € M(Q), where M(2) is defined in (4.4). In other words, this
is the problem (4.5).

In the case of Neumann boundary conditions, Berestycki, Hamel and Roques introduced the use of a
rearrangement (due to Berestycki and Lachand-Robert,[20]) in that context, see [19] and [108] for an
introduction to rearrangement, and further geometrical properties of optimizers were derived by Lou
and Yanagida, [128], by Kao, Lou and Yanagida [104]. We do not wish to be exhaustive regarding the
literature of this domain and refer to [116] where Lamboley, Laurain, Nadin and Privat investigate
several properties of solutions of (4.5) under a variety of boundary conditions, and the references
therein.

4.2 PROOF OF THEOREM 4.1.1

4.2.1 BACKGROUND ON (4.5) AND STRUCTURE OF THE PROOF

We recall that we work in = B(0; R) C R?, that

M := M(B(0; R)) = {og V< 1,/ V:VO}
Q
and that r* is chosen so that
IB(0; )| = Vo

i.e such that
V* = XIB(O;T*) e M.

We define
S* := OB*.

We first recall the following simple consequence of Schwarz’ rearrangement:

LEMMA 4.1 V* is the unique minimizer of X in M: for any V € M,

A(VT) < A(V),
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and equality holds if and only if V= V*. The associated eigenfunction u, is decreasing and radially
symmetric.

This result is well-known, but for the sake of completeness we prove it in Annex 4.A.
The proof of Theorem 4.1.1 relies on the study of two auxilliary problem: we introduce, for a given
6 > 0, the new admissible sets

Ms :={V e M,||V=V||p1 =68}, (4.14)
M := {V radially symmetric, V€ M ||V — V*||p1 = 6} (4.15)
and study the two variational problems
inf  A(V) (4.16)
VeMs
and
VIGI.I/\f;l(s A(V). (4.17)

Obviously, Theorem 4.1.1 is equivalent to the existence of C' > 0 such that
V8 >0,V € Ms, A(V) — A\(V*) > C82. (4.18)

REMARK 4.1 This is a parametric version of the selection principle of [1], that was developed in [31].
We refer to [30] for a synthetic presentation of this selection principle. We note however that the fact
that they use a perimeter constraint enables them to prove that a solution to their auxiliary problem is
a normal deformation of the optimal shape. The main difficulty in the analysis of [31] is establishing
€2 bounds for this normal deformation. Here, working with subsets as shape variables gives, from
elliptic reqularity, enough regularity to carry out this step when the solution of the auziliary problem
is a normal deformation of B*. However, we conjecture that the solutions of (4.16) and (4.17) are
equal and are disconnected (see Step 8 and the Conclusion for a precise conjecture), so that the core
difficulty is proving that handling the inequality for normal deformations and for radial distributions
is enough to get the inequality for all other sets.

To prove (A1) we follow the steps below:

1. We first show that (4.17) and (4.16) have solutions. The solutions of (4.17) will be denoted by
Vs, the solution of (4.16) will be denoted by Hs.

2. We prove that it suffices to establish (A;) for § small enough.
3. For (4.16) we fully characterize the solutions for § > 0 small enough and prove that
V8 >0,YV € M5, A(V) = A(V*) > Co2. (4.19)
In other words, we prove that Theorem 4.1.1 holds for radially symmetric functions.

4. We compute the first and second order shape derivatives of the associated Lagrangian at the ball
B* and prove a L2-coercivity estimate for the second order derivative. We comment upon the
fact that (unlike many shape optimization problems) this is the optimal coercivity norm at the
beginning of this Step. We use this information to prove that Theorem 4.1.1 holds for domains
that are small normal deformations of B* with bounded mean curvature.

5. We establish a dichotomy for the behaviour of Vs and prove that (A;) holds for any V' by using
(4.19) and the inequality for normal deformations of the ball.
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4.2.2 STEP 1: EXISTENCE OF SOLUTIONS TO (4.16)-(4.17)
We prove the following Lemma:
LEMMA 4.2 The optimization problems (4.16) and (4.17) have solutions.
Proof of Lemma 4.2. The proof follows from the following claim:
CLAIM 4.2.1 My and My are compact for the weak L topology.

We postpone the proof to the end of this Proof.
Lemma 4.2 follows from this claim, and we only write the details for (4.17). Let {Vi}ren be a
minimizing sequence for A in M. From Claim 4.2.1, there exists V,, € M; such that

Vi = V.

The notation — stands for the weak convergence in the weak L°°-* sense. Let, for any k € N,
ug = uy, and A := A(Vg).

We first note that the sequence { A\ }xen is bounded. Indeed, let ¢ € W,"?(€2) be such that Joe* =1
From the formulation in terms of Rayleigh quotients and Vi > 0 there holds

)\kS/ \V@IQ—/VWQS/IWPIQ-
Q Q Q

This gives an upper bound. For a lower bound, let A;(2) be the first Dirichlet eigenvalue of Q
(equivalently, this is the eigenvalue associated with V' = 0). From V < 1, fQ ui = 1 and the
variational formulation for A;(Q2) there holds

Al(Q)flg/ |Vuk|27/Vu%§/\k
Q Q

so that the sequence also admits a lower bound. It is straightforward to see that {u }ren is bounded in
WO1 2(Q) so that from the Rellich-Kondrachov Theorem there exists us, € WO1 2(Q) such that {ug}ren
converges strongly in L? and weakly in WO1 2(£)) t0 Uoo. Passing to the limit in the weak formulation

Yv € WOI’Q(Q) ,/(Vuk7Vv) —/ Viugv = )\(Vk)/ UL,
Q Q Q

/ui:l
Q

ug >0

in the normalization condition

and in

readily shows that u. is a non-trivial eigenfunction of Ly . Furthermore, it is non-negative. Since
the first eigenfunction is the only eigenfunction with a constant sign, this proves that Ao, = A(V)
and that u. is the eigenfunction associated with V... Thus:

A(Vae) = inf A(V).

It remains to prove Claim 4.2.1:

Proof of Claim 4.2.1. We only prove it for M.
Let {Vi}ren € MY. We define, for any k € N

hk = Vk -V
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Since V* = yp+ and 0 < Vi, < 1, the following signe conditions hold on hy:

hk Z 0 in (E*)C,hk § 0 in B*.

/ hy = _/ .
* (B*)e

Vi = V*la =6

5= / Vi — V)
Q
:/mm
Q
:/ hi 7/ hy from (4.20)
(B*)c *

=—-2 [ hy from (4.21)
B*

2
(B*)e

Since [, Vi = [, V* there holds

Finally from

there comes

(4.20)

(4.21)

(4.22)
(4.23)
(4.24)
(4.25)

(4.26)

We see hix(g+)- as an element of L ((B*)¢). Let hl be a weak-L> closure point of {h;}ren in

L*> ((B*)¢). From (4.26) and (4.20) we have

12h;207/ hj;ozé.
(B*)c 2
For the same reason, there exists h, € L (B*) such that
~1<h <0, hgo:—é
B 2
and
hi = heo weak-* in L™ (B*).
We define

heo == hooX®)e + hoo XB~

and it is clear that
hi = heo weak-* in L (Q).

Setting Voo := V* + hoo there holds
Vk - Voo

and, by (4.27),(4.28), Vo € Ms(Q).

(4.27)

(4.28)

4.2.3 STEP 2: REDUCTION TO SMALL L! NEIGHBOURHOODS OF V*

We now prove the following Lemma:
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LEMMA 4.3 To prove Theorem j.1.1, it suffices to prove (Ay) for § small enough, in other words it
suffices to prove that there exists C' > 0 such that

liminf ( inf AV) = AVT) > C.
550 \VeMs 62

Proof of Lemma /4.5. We define, for any V # V*,

A(V) = A(V¥)

Q)= 20
HV -V ||2L1

and consider a minimizing sequence {Vj }ren for G. Then we either have, up to subsequence,
VEeN, ||V, —V*||pr >e>0

or
(Vi = V*||r — 0.
k—o0

In the first case, up to a converging subsequence, Vj, — V, in a weak L°°-x sense and, by the same
arguments as in the Proof of Claim 4.2.1,

Voo = V*||pr > € > 0.
Furthermore, by the same arguments as in the proof of Lemma 4.2,

A(Vk) — /\(Voo)

k— o0
so that (Vi) — A(V*)
G(V, APee) AV )
Vo) 22 e =Vl
and, by Lemma 4.1, G(V,) > 0. Hence we only need to study the case ||V — V*||11 T 0, as
— o0

claimed. O

The same arguments yield the following Lemma:

LEMMA 4.4 (4.19) is equivalent to proving that there exists C > 0 such that

liminf | inf M > C.
d—0 VEM& 62
4.2.4 STEP 3: PROOF OF (4.19)

In this Subsection we prove (4.19) or, in other words, we prove that Theorem 4.1.1 holds for radial
distributions.

Proof of (4.19). We recall that, by Lemma 4.2, there exists a solution to (4.16). Let Hs be such a
minimizer.
We first characterize Hs for § small enough. Let

As = {lz| <r* +r5}\{z,r* —rs < |z| <r* + 7§} (4.29)

be the annular structure such that R
Xa; € M. (4.30)
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| ‘\V
\ As |
\ /

Figure 4.1 — An example of A;

We represent it below

Since rj is defined by the relation

N | S

{rr <zl < +r5} =3

the set A is uniquely defined. We claim the following:
CLAIM 4.2.2 There exists § > 0 such that, for any 6 <6,

Hs = Xas-

Proof of Claim /.2.2. To prove this claim, we need the optimality conditions associated with (4.16).
We first note that, if us is the eigenfunction associated with Hs, there exist two real numbers 7s, 15
such that

1. H(S = X{u5>;t,§}ﬂm§* in ]B*)

(&

2. Hs = X{supgs us>us>ns}n(@+)e in (B*)°,
3. {us > s} NB*[ = Vo — 2, [{supg. us > us > n5} N (B*)| =

[

5
This is readily seen from the Rayleigh quotient formulation (4.3). We only prove 1: let us € R be the
only real number such that

. 1)
|{u5>,u5}ﬂIB|:VO—§= Hs
B*
and replace Hs by :
Hs = X{us>usyrB* T HoX@*)e-

Since us is radially symmetric (because H; is radially symmetric), Hs is radially symmetric.
Then, because [;. Hs = [;. Hs, we have, by the bathtub principle (see [93])

2 2
/ ’U,(;H(S S‘/ USX{U5>;L5}OB*7
* B*
hence

AHs) > / [Vus|? —/%u? >\ (7:15) .
B B

This gives the required property.
We now need to exploit these optimality conditions. First of all, since us is radially symmetric, we
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can define

C(; = Us|gx -

By standard elliptic estimates, we also have
us — Uy in €1 (s < 1),
§—0

where u, is the eigenfunction associated with V*. Since 9% < —c on {|z| > £}, us is radially
decreasing in {|z| > €} for 6 > 0 small enough. It follows that us > {5 for 6 small enough. For the

same reason, (s > 7y for § small enough. Hence we have

s > 15 > 15, Ho = X{us>psy T X{¢s>us>ns}-

Finally, once again because us is radially decreasing on {|z| > €} for § small enough, both level sets
{us > ps} and {(5 > us > ns} are connected, and H; is the characteristic function of a centered ball
and of an annulus, i.e

Hs = X{Jlzll<r*—zs} T X{r=<|la]|<r++ys}-
Since
|AsAB*| = / My — V|
B
there holds
Hs = Xas

for 0 small enough, as claimed.
O

We now turn to the proof of (4.19): since Hs is the minimizer of A in M we are going to prove
that there exists a constant C' > 0 such that
AHs) > A(V*) 4+ Cs? (4.31)

for § < §. Because of Lemma 4.3, (4.19) will follow. To prove (4.31), we use parametric derivatives.
Let us fix notations:

1. For any ¢ > 0 small enough so that Hs = xa,, we set
hs = =Hs = V",

2. For any t € [0;1] we define V;, as
Vé,t = V* + th§

and us; as the eigenfunction associated with Vj;:

—Ausy — Vs use = Asye in €,
ust = 0 on 0Q. (4.32)
fQ uc2§,t =1L

3. For any such 6, 4; is the first order parametric derivative of u at Vs, in the direction hs and
As,¢ is the first order parametric derivative of A at Vs, in the direction hs.

As is proved in Annex 4.B, these objects are well-defined. Differentiating the equation with respect
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to t gives
—Adtss = )\(V*)ﬂg’t + V*us, + ).\5’tu* + hssu®, in €,
U5 = 0 on 99, (4.33)
fIB u*aﬁ,t = 07

and , multiplying the first equation by us: and integrating by parts ,

\ 2
)\6,t = —/ h(;u(;,t.
B

We apply the mean value Theorem to f : ¢ +— As,;. This gives the existence of t; € [0;1] such that

A(Hs) = MB7) = F(1) — £(0) = f/(tr) = — / hou,

Our goal is now to prove that
- / hsuj,, > C6 (4.34)
B

for some constant C' > 0 whenever § is small enough. We will actually prove the existence of § > 0
such that, for any ¢ € [0;1] and any 6 < ¢, there holds

- / hsuy, > C6 (4.35)
B
for some C' > 0.

Proof of Estimate (4.35). We recall that r5 and r§ were defined in (4.29)-(4.30). We can rewrite

Hs = xa; € Xs under the form
r* 4y 5
/ t"’ldzH—/ "t = —
r*—rs r* Cn

where ¢, = H"71(S(0;1)) and the condition [, hs = 0 implies

r* r* s
/ " ldt = / t"Ldt.
S i

An explicit computation yields the existence of a constant C' > 0 such that

/
~ . 4.
TS TS Ccé (4.36)
Let I3 := {hs = +1}. Since h; is radial, for any ¢ € [0;1] the function us, is radial.

First facts regarding us, Identifying us, (resp. Vs,) with. the unidimensional function @s, (resp.
Vs,¢) such that
usi(z) = Uge(|z]) (resp. Vsi(z) = Viu(|z]))

we have the following equation on us;:

Vs.tus,e + Avusy in [0; R,
0, (4.37)

fol rus s (2)?dr = L.

3
|
1
-
S
£
|
e
I
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Since Vs is constant in (r* — rs;r*) U (r*;7* 4+ %) and since usy is uniformly bounded in L* by
standard elliptic estimates, us; is €2 in (r* — rs;r*) U (r*;7* + rj). Furthermore, Equation (4.37)
readily gives the existence of a constant M such that, uniformly in § and in ¢ € [0;1],

lusellyz < M. (4.38)
Finally, it is standard to see that Equation (4.32) gives

Hué,t - u*”cgl 5:>0 0 (439)

uniformly in ¢. As a consequence, since
ul (r*) <0

there exists d; > 0 such that, for any § < ¢, and any ¢ € [0;1],

ug,(r*) < —C <0. (4.40)

End of the Proof For any x € I(Si and any ¢ € [0;1], a Taylor expansion gives

o« dist(z;S*) + o (dist(x;S)),

u?ﬁt(a:) = u?,t g+ T 2u§,t‘vu6,t|

and o (dist(x;S*)) is uniform in § > 0 small enough and ¢ € [0;1] by Estimate (4.38). This Taylor
expansion gives

).\5,)5 = — / hug t
s
o /h5 (: 0 because /h = 0)
B B

o dist(z;S™) + o ( dist(x;S*))

_ 2
= Usy

+ [ 2usi| Vs

I

+/ 2us¢|Vusil|g. dist(x;S*) 4o / dist(z;S*)
Iy I

)

Is

where the o (II; dist(z; S*)) are uniform in ¢ € [0; 1] and d. Furthermore,

U57t|vu(;}t s« >C>0

for some constant C' > 0 independent of § and ¢ by Estimate (4.40).

Hence
g </I+ dist(z;S*) + /I* dist(x;S )) .
5 5

r* g
/ dist(x;S*):/ "t —r*)dt
I

Aot ~ 2us¢|Vus,
d—0

However,

r*
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+ 520(52) by (4.36)
= ()" (rg)? + 530(52)

~ O
§—0

for some C > 0 by (4.36). In the same manner,

J

and so, combining these estimates gives

r*

dist(x;S*) = /

r*—rs

"t —t)dt ~ C'8%
5 6—0

Aoi > C8% 4 0(5?)
§—0

uniformly in ¢ and ¢, which concludes the proof. O

4.2.5 STEP 4: SHAPE DERIVATIVES AND QUANTITATIVE INEQUALITY FOR
GRAPHS

4.2.5.1 PRELIMINARIES AND NOTATIONS

In this Subsection, we aim at proving Theorem 4.1.1 for V' = yg and where E can be obtained as a
normal graph over B*.

Introduction of the Lagrangian and optimality conditions We introduce the Lagrange mul-
tiplier 7 associated with the volume constraint and define the Lagrangian
L;:Ew— MNE)—T1Vol(E).

From classical results in the calculus of variations, we have the following optimality conditions.

CLAIM 4.2.3 The necessary optimality conditions for a shape E to be a local minimizer (however
they are not sufficient) are:

Vb € X (E),N(E)[® =0, V®eXi(E),L'(E)®, ® >0.
Here, we use the notion of shape derivatives introduced in Definition 4.1.2. Since we only want a

local quantitative inequality for shapes that can be obtained as normal graphs over the ball B*, we
introduce some notations.

Notations We consider in this parts functions g belonging to

X(B*) = {g € W (B*), [|9| = (om+) < 17/8 g= 0}~
B*

Whenever g € Xy(B*), there exists &, € X7 (B*) such that

(®g,v) = g on OB".
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The set Xy corresponds to a linearization of the volume constraints for normal graphs and can be
seen as a subset of the set of admissible perturbations X7 (B*) defined in Definition 4.1.2, in the sense
that we restrict admissible perturbations to normal graphs.

Figure 4.2 — A normal deformation of the ball. The dotted line can be understood as the graph of g.

Figure 4.3 — A perturbation of the ball which can not be seen as the graph of a function

We define, for any g € Xp(B*) and any ¢ € [0; T (with T uniform in g because of the L constraint)
the set B, ; whose boundary is defined as

OBy g := {z +tg(z)v(z),z € OB"}

i.e a slight deformation of E*.
We define
)\g,t = )\ (Bt,g) .

Recall that 7 is the Lagrange multiplier associated with the volume constraint. By defining L/ (B*)[g] :=
L (B*)[®,] and L7(B*)[g,g] := L] (B*)[®y, ®y], and with the same convention for other shape func-
tionals involved, necessary optimality conditions are

Vg € Xo(B*), L4.(B")lg] = 0, LY(B)[g. g] > . (4.41)

We first prove that these optimality conditions hold in the case of a ball and then use them to obtain
Theorem 4.1.1 for normal perturbations.
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4.2.5.2 STRATEGY OF PROOF AND COMMENT ON THE COERCIVITY NORM

The strategy of proof is the same as the one used in many articles devoted to quantitative spectral
inequalities. For example, we refer to |1, 31| for applications of these methods and to the recent [64],
which presents a general framework for the study of stability and local quantitative inequalities using
second order shape variations.

Although our method of proof is similar, we point out that the main thing to be careful with here is
the coercivity norm for the second-order shape derivative. Indeed, let J : E — J(FE) be a differentiable
shape function. In the context of shape spectral optimization, the "typical" coercivity norm at a local
minimum E* for J is the H? norm: in [64] a summary of shape functionals known to satisfy

" * > 2
TE®,® = Cl@ IR,
is established and proofs of thess coercivity properties are given. In this estimate, ® is an admissible
vector field at E*.
Here, in the context of parametric shape derivatives, i.e when the shape is a subdomain, it appears
(see Subsubsection 4.2.5.5) that the natural coercivity norm is the L? norm:

LY(E")[@, 2] > CI(®, )72 (0.44)

and this coercivity norm is optimal. This makes things a bit more complicated when dealing with
the terms of the second order derivative that involve the mean curvature. This lack of coercivity
might be accounted for by the fact that, while in shape optimization, it is the normal derivative of the
shape derivative of the eigenfunction that is involved (see [64]) here, it is just the trace of the shape
derivative of the eigenfunction on the boundary of the optimal shape that matters.

Once this L? coercivity is established, we will prove that there exists a constant &, M,C > 0 such
that, for any g satisfying ||g||w1..~ < & and such that the mean curvature of B, ; is bounded by M for
any t < T, there holds

L (Br,g) [@g, ®g] — LY (B")[y, By]| < (C+ M)l|gllw.<|lglIZ-- (4.42)

We then apply the Taylor-Lagrange formula to f : ¢t — L. (B 4) to get the desired conclusion, see
Subsubsection 4.2.5.7.

4.2.5.3 ANALYSIS OF THE FIRST ORDER SHAPE DERIVATIVE AT THE BALL AND
COMPUTATION OF THE LAGRANGE MULTIPLIER

The aim of this section is to prove the following Lemma:

LEMMA 4.5 B* is a critical shape and the Lagrange multiplier associated with the volume constraint
18
T = *UEL’)B* .

Proof of Lemma 4.5. We recall (see [93]) that

Vol (B)la) = | g(=0ifg € 0(E).

We now compute the first order shape derivative of . The shape differentiability of A follows from
an application of the implicit function Theorem of Mignot, Murat and Puel, [139], and is proved in
Appendix 4.B.

Let, for any g € X (B*), u;, be the shape derivative of the ug, , at t = 0. We recall that this derivative
is defined as follows (see [93, Chapitre 5] for more details): we first define vy := ug; 0 @4, we define
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Ug as the derivative in W, 2(Q) of v, with respect to ¢ at t = 0, and set

g = Uy — (g, Vug).

We proceed formally to get the equation on u; (for rigorous computations we refer to Appendix 4.B):

we first differentiate the main equation
—Augt = Agttigs + Vgitg.e

with respect to ¢, yielding
—Aug = Nju. + Mg + (V)uy,.

We then differentiate the continuity equations to get the jump conditions: if we define

[fl(x):= lim_ f(y)— lim _ f(y),

y—ax,ye(B*)e y—rx,yEB*
we have o
Ug t
[ug,i] OB, , — [ - } =0,
t9 v OB, ,
yielding
ou
s == ||| =0
9llom W |-
because u, is €1, and
2], - (2]
W |5 2 ||
However, from the Equation on u* we see that
= Ux|0B*,
92 || op-

so that we finally have the following equation on u;:

!
Ouy,

—Au’g = Xgu* + At + (V¥u,  in B(0; R),
{W} = —gu.|op~-

The weak formulation of this equation reads: for any ¢ € VVO1 -2 (B),

/<vu;,v¢> —/ gu*gpz)\’g/gou* —&-)\*/(pu*—k/(v*)gou*.
B OB~ B B B

We finally remark that, by differentiating fB u;t =1, we get

I
/u*ug =0.
B

(4.43)

(4.44)

Taking u, as a test function in (4.44) and using the normalization condition fB u? = 1 thus gives

)\; = /(Vu*,Vu;> —)\*/u;u* —/(V*)u*u; —/ gu?.
B B B OB~

(4.45)
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However, since u’g does not have a jump at OB*, we have

/(Vu*,Vu’g> — A / Up Uy — /(V*)u*u; =0
B B B

by using the Equation on u..
/ 2
Ay = — / qus.
oOB*

In the end, we get
Since u2 = i, is constant on IB* and g € Xy(B*),

)\':—,u*/ g=0.
g OB*

This also enables us to compute the Lagrange multiplier: for a function g € W°°(9B*) which is no
longer assumed to satisfy [, ap+ 9 = 0, one must have

LL[B")(g) = 0.

Indeed, we know, from Lemma 4.1, that B* is the unique minimizer of A under the volume constraint.
However, the same computations show that

LL[B*](g) = —u*/ g / "
oB* OB*

and the Lagrange multiplier is thus
T=—p* = —ullp-. (4.46)

We now compute the second order shape derivative of L, at any given shape.

4.2.5.4 COMPUTATION OF THE SECOND ORDER SHAPE DERIVATIVE OF \

We explained in Subsection 4.2.5.2 that we need to compute the second order derivative at any given
shape in order to apply the Taylor-Lagrange formula. Thus, the objectif of this section is the proof
of the following Lemma:

LEMMA 4.6 The second order derivative of the eigenvalue A at a shape E in the direction ® € X1 (E)
is given by

N(E)[®,®] = 72/@1; u (O, v)+2 /E)E % ([v2u[q>, ?]] — [giﬂ <<I>,1/>2> +/6E <Hu2 - QUgZ) (®,1)2,

where u' is defined by Equation (4.43) and H is the mean curvature of E.

Proof of Lemma 4.6. To compute \'(E)[®, ®], we use Hadamard’s second variation formula (see [93,
Chapitre 5, page 227]): let K be a ¢ domain, f(t) be a shape differentiable function , then

d2
at?

o= [ roszf rour [ (mo+2D)e

t=0 Y Kot

Let u’ be the shape derivative of ur with respect to ¢t and u” the second order shape derivative of ug
with respect to t. We successively apply (4.47) to Eg, and f(t) = |Vu|? — u? and to (Es )¢ and
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Ft) = [Vue*.
Since M(Ea 1) = [, (IVui|® =u7) + [z [Vug|?, this gives

N (B)[®, &] =2 /

Q

+2/Q|vu’|2 fsz(u')Q (4.49)
+4/8E [(Vu, Vu')] (®,v) — 4/ u'u(®, v) (4.50)

OF

ou [9? 0
A R L

Let us simplify this expression: First of all the weak formulation of the equation on u’ gives

/
2/ |Vu’|2—2/(u’)2 = 2)\’/ u'u +2)\/(u’)2—2/ [u’au}
Q E Q Q OE v
N——

=0 since [, u'u=0

(V" Vu) — 2/ u'u (4.48)
E

We also note that by differentiating fQ u? = 1 twice with respect to t we get

/Qu”u—i—/ﬂ(u')2 =0. (4.52)

We note one last simplification to handle Line (4.50) in the expression for A”: we decompose

ou
Vu = i +Vtu, <VLu, 1/> =0.

We adopt the same decomposition for u’' and notice that, since u’ does not have a jump at OF,
[VLU} = 0.
The notation 0 stands for the zero vector in R”. The same holds true for u, and so, since 2% has no

ov
jump at OF, we get

(Y, V)] = 22 P“/} .

T ov | ov

Finally, using the weak formulation of the equation on u (Equation (4.2)) we get

2/<Vu”,Vu>—2/ u”u:2)\/u”u—/ [u”]@.
Q E Q oE v

We then only need to compute the jump [u”] at E. However, invoking the W22 regularity of the
material derivative i, we get for the shape derivative u'":

[W"] = =2[Vu/[®]] - [Vu[DR(®)]] - [VZu[[®, ®]]] .

We now use the fact that
[Vu] = [Vtu] = [V*u/] =0 on 9E

to rewrite
= 2| 52| (@) - [Tulie, o)

14
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If we gather these expressions we get

N'(B)[®, ®] = 2)\/

Q

u"u+2)\/(u’)2
Q

ou [O0u'] ou o
1] ol @2 5 vl

+2/ u'u
oFE

[ o)

— | (®,v —4/ uu(®, v
aE3V_3V_< ) - (@,v)

ou [ 0%u ou
g2 pOuotul o Ou 2
+/0E( Hu 281/ [3u2} 2uay><q>,y>

- —2/6Euu'<<l>,u) +2/8E % ([V%@,‘PH - Biﬁ] (‘I’aV>2> +/8E (‘H“2 - 2“23) <

O

4.2.5.5 ANALYSIS OF THE SECOND ORDER SHAPE DERIVATIVE AT THE BALL

The aim of this paragraph is to prove the following Lemma:
PROPOSITION 4.1 There exists a constant C > 0 such that
Vg € Xo(B*), LY[B*)(9,9) = Cllgll72(om-

We note that the proof of this Lemma relies on a monotonicity principle, which guarantees the weak
L? coercivity. In fact, this is to be the optimal coercivity, in sharp contrast with shape optimization
with respect to the boundary of the whole domain 0f), where the optimal coercivity usually occurs in
the H? norm, as noted in Subsection 4.2.5.2.

Proof of Proposition 4.1. We proceed in several steps. We identify g with the normal vector field ®,
that can be constructed from g, and, to alleviate notations, write ® = ®,.

1. Computation of A We use Lemma 4.6 and first note that, since the vector field ® associated
with g is normal,

0%y

[VZu[®, ®]] = {ayrz] (®,v)2.

In the case of a ball, H = % For notational simplicity, we stick to the notation

1

,’-.*

H* =

The second derivative of A becomes
*, 2 Ouy 2 /
—H*u; — 2u, (P,v)* —2 uu' (P, v).
aV OB*

Taking into account the value of the Lagrange multiplier 7 associated with the volume constraint,
see Equation (4.46), and

N/ (BY)[®, §] = /

oB*

Vol” (B*)[®@, ®] = - H*(®,v)?
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we get

L!(B*)[®, ®] = 2/63* —u*%@% V)2 — u (9, ). (4.53)

2. Separation of variables and first simplifications We identify g with a function ¢ : [0; 27] — R.
We write the decomposition of g as a Fourier series:

g= Z ay, cos(k-) + By sin(k-).

keN

Since g € Xp(B*) we have ap = 0 and thus
9= agcos(k) + By sin(k-). (4.54)
k=1

We define, for any k& € N*, u) (resp. w)) as the shape derivative of u with respect to the
perturbation g = cos(k-) (resp. g = sin(k-)). Since B* is a critical shape from Lemma 4.5, u),
satisfies

—Au), = Ay + Vi,

[u}] = —uy cos(k-) on OB*,

u}, = 0 on O

Since u, is constant on partial B*, we can write, in polar coordinates

uy,(r,0) = Yy (r) cos(kb)

where 9, satisfies the following equation (and we identify V* with the one dimensional function
V* such that (V*)(z) = V*(|z]) = X|zj<r=):

[T/JZ] (r*) = —us(r*) (4.55)

In the same way, we have
wy, (1, 0) = Vg (r) sin(kh).

Whenever g admits the Fourier decomposition (4.54), the linearity (with respect to g) of the
equation on wuj, gives
o0
Uy = Z aguy, + Brw,.
k=1
Plugging this in the expression of L”, see Equation (4.53), and using the orthogonality properties

of {cos(k~),sm(k)}k21 finally yields

= ou
L// B* — L// B* (b @ — 2 2 . . _ * _ * .
‘r( )[979] ‘r( )[ ’ ] ’;{ak—’_ﬂk}u ‘83 81/ o~ ¢k:(7“ )
We define the relevant sequence {wy }ren+:
Oy
Vk € N* wy, o= — S| — (), (4.56)
o |9
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so that

LY(B)g, 9] = uslon- Y _wi {af + 57} (4.57)
k=1

Our goal is now the following Lemma:

LEMMA 4.7 There exists C > 0 such that

Vk e N ,w, > C > 0.

In order to prove this Lemma, we use a comparison principle for one-dimensional differential

equations.

3. Proof of Lemma 4.7: monotonicity principle We will first prove that

Vk € N*  wg > ws. (4.58)

We first note that
1 > 0in (0; R). (4.59)

Before we prove, let us see how (4.59) implies (4.58). Let, for any k > 2, 2z, be the function

defined as
2 = Y — Y.

Since 1y, can be expressed as ¢ = AgJi( ”) for r < r* where Jj, is the k-th Bessel function of

first kind, we have z;(0) = zx(R) = 0. Furthermore, z;, satisfies

_i(rz;c)/:<>\ +V*—72 Uk — <>\ +V*—) 1
</\ +V*——

) =
)
) Ui — <>\ +V*— ) N because 11 > 0 by (4.59)
) (4.60)

<)\ +V*——

We also have
[26](r™) = 0.

However, this equation and this no-jump condition imply
2 < 0. (4.61)

For k large enough, this simply follows by a contradiction argument: if A\, + V* — f—; < 0in
(0; R) then, if z; reached a positive maximum at some interior point 7, we should have

1 k?
0< —=(Fz (7)) < </\* +V*— 2) 2,(T) < 0,
T r

yielding a contradiction.
A proof of (4.61) that is valid for all values of k reads as follows: identifying u, with its one-

dimensional counterpart (i.e with the function . : [0; R] — R such that u.(z) = 4.(|z])) we

define
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We notice that pi(0) = 0 and that
[p](r") = 0.

Furthermore, by straightforward computation, pj satisfies

1 Y -1 1\ z 1 Y u; /
—— ) = — )+ - L) +2—pL.
T(Tpk) U (r21) u2 T(W ) % Py

By (4.60) and by non-negativity of u, we get

1 / \/ 2
‘—;(Tpk) S'—;gpk~

From this it is straightforward to see by a contradiction argument that pi can not reach a
positive maximum at an interior point. It remains to exclude the case pg(R) > 0.
We argue, once again, by contradiction, and assume that px(R) > 0. Since by I’'Hospital rules
we have

A4
r—R ’U,; (T)

pr(r)
we must have z},(r) < 0. However once again by I'Hospital’s rule,

2k

uip g

1
pl(r) = ~ §z;2u* < 0.

r—0

Hence py, is locally decreasing at R, yielding a contradiction. Thus p; < 0 and in turn ¥ — ¢, =
zr < 0, completing the proof of (4.58).
The proof of (4.59) follows from the same arguments: we define

B

U

\Ifll

and observe that )

1 ul, * *
Lewy = - 2" w0 = ).

We once again argue by contradiction and assume that ¥; reaches a negative minimum. From
the jump condition at 7*, if this maximum is reached at an interior point, it cannot be at r = r*
and the contradiction follows from the Equation. We exclude the case of a negative minimum
at R through the same reasons as for py.

It follows that v, < 11 so that

wp — w1 = Y1(r") — Yp(r*) > 0.
To conclude the proof of Lemma 4.7, it remains to prove that

wy > 0. (4.62)

Proof of (4.62). We define

We note that
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By Hopf’s Lemma, v/ (R) < 0 and, since u, is €2 in B*, /,(0) = 0.
We get the following equation on W:

_vlﬂ(r\pl),:()\*JrV*_:Q)\y’ [U](r*) =0, ¥(0)=0, ¥(R)<O.

Defining

we get

1 1 !
——(r®) = -0 + 220’
T T U

*

and © can thus not reach a positive maximum at an interior point. Since it is negative at r = R
we get © < 0 in [0; R]. Furthermore, it is not identically zero since ©(R) # 0, and the strong
maximum principle implies © < 0 in (0; R). This gives

0(r*) <0

or, equivalently
w; =—-0(r*) >0

and this concludes the proof of Lemma 4.7. O

4. Conclusion of the proof To prove Proposition 4.1, we simply write

LI(B%)g.g) = > wi {af + 57} by (4.57)
k=1
> C’Z{aiqtﬁi} by Lemma 4.7
k=1
= Cllg|l72
= CIl(@. ) 2.

The proof of the Proposition is now complete.

4.2.5.6 TAYLOR-LAGRANGE FORMULA AND CONTROL OF THE REMAINDER

We now state the main estimate which will enable us to apply the Taylor-Lagrange formula.

PROPOSITION 4.2 Let M > 0 and n > 0. There exists s € (0;1),e = () > 0 such that f ny
de (B*) satisfying or a
||i||%1=1§M7||@||<51,5 <e

there holds
L7 (Bs)[@, @] — LY (B*)[®, @]| < nl[{®,v)|[7-- (4.63)

As mentioned earlier, this will prove a quantitative inequality for sets of bounded curvature that
are in a ¢'* neighbourhood of B*. Note that working in the ¥’'>* norm rather than in a ¢** norm
will be enough, since elliptic regularity estimates will prove sufficient for our proofs.

The proof of this proposition is technical but not unexpected in this context. We postpone the proof
to Appendix 4.C.

152



CHAPTER 4. A QUANTITATIVE INEQUALITY FOR A SCHRODINGER EIGENVALUE

4.2.5.7 CONCLUSION OF THE PROOF OF STEP 4

Recall that we have defined
f(@t) := A(Bia).

Then:
ABe) — A(B*) = f(1) — £(0)
= 1'(0) (= 0 because B* is critical )
+/0 (I —=t)f"(t)dt
1

1

=570+ [ a0 - o
0

> CI[(@,v)|[22 = nll(@, v)][7-

C

> i@l

> C'|[(®, )3, by the Cauchy-Schwarz Inequality

= (C'? because B AB*| = 6.

whenever ||V®||L~ is small enough. This concludes the proof of Step 4.

4.2.5.8 A REMARK ON THE COERCIVITY NORM

The L? coercivity established in Proposition 4.1 is not only sufficient, but also optimal. Indeed, since
¥y, is non-negative in (0; R), we immediately have the bound

Oy
0< < — .
S WE S P

v

In other words, the coercivity norm for the second derivative is the L? (rather than the Hz) norm of
the perturbation. This is due to the fact that here, in the context of parametric optimization, it is the
value of the shape derivative v’ rather than the value of its normal derivative that is involved in the
second order shape derivative. We not that this is in sharp contrast with classical shape optimization,
where the optimization is carried out with respect to the whole domain €2, and where the coercivity
norm is the H2 norm, see [64] and the references therein.

4.2.6 STEP 5: CONCLUSION OF THE PROOF OF THEOREM 4.1.1

We now conclude the proof of Theorem 4.1.1: let Vs be a solution of the variational problem (4.17) In
the same way we derived the optimality conditions for the radial version of the optimization problem,
that is, for the variational problem (4.16), it is easy to see that Vj is equal to 0 or 1 almost everywhere
and that, furthermore, if us is the associated eigenfunction, that there exists two real numbers p5 and
ns such that

{V§ = 1} = ({U5 > ,u(;} QB*) @] ({’LL5 > 775} N (B*)c>.
REMARK 4.2 We actually expect that
Vs = Hs

where Hs was defined in Step 3, at least for § > 0 small enough, in which case Step 4 would prove
irrelevant. We were however not able to prove this fact. Put otherwise, we expect the solution to
(4.17) to be a radially symmetric set, given the symmetries properties involved.
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We introduce one last parameter: let (s be the unique real number such that
’{w > Cs}’ =". (4.64)
In the two figures below, we represent the two most extreme cases we might face (note that we always

represent sets that are symmetric with respect to the x-axis; this is allowed by Steiner’s rearrangement
but this property will not be used in what follows)

Figure 4.4 — Here, the set Vs is connected, and we might compare it with a normal deformation of B*.
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Figure 4.5 — Here, the set Vs is disconnected, and we might compare it with a radial distribution.

To formalize this, we introduce the quantity

f(0) = [{us = (s} A ({us > ns} 0 (BY)°)]-

Since 5
{us 2 15} N (BY)°] = 5

because Vs € Mg,

f) <

N

We now distinguish two cases:

1. First case: comparison with a radial distribution The first case is defined by

@ — £>0.
d 60

In that case, f(0) o £5.We now apply the bathub principle: let E} be the solution of
—

inf —/ us.
Ec{us>(s},|El=Vo—f(9) {us>Cs}NE
If (5.1 is defined through
[ {us > Gsu}| = Vo - £(0)

then (5,1 > (5 and consequently
E; = {us > (51}
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In the same way, we define E? as the solution of

inf _/ u
EC<{ua><5}) JE|=f(5) JAuws2ls}nE

and, if we define (52 through the equation

{6 > us > Goa} | = £0)

then
E} ={C > us > (s} -

We replace Vs by
Ws = Xg! + XE2-

—/ V(su?; > —/ W(;u?;.
Q Q

/|W5—XIB*|=5-
Q

From the bathutb principle,

However, W5 might not satisfy

We represent Eg, 1= 1,2, below:

Figure 4.6 — An illustration of the process

Finally, following the notations of step 3, we recall that A ;) is defined as
Af((;) = {|1‘| <rf— Tf(g)} U {’I”* < ‘.’E| <7r*4+ T‘}((;)},XAHJ) S Mf(g).

Our competitor is A y(s):
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Let u} be the Schwarz rearrangement of us. By equimeasurability of the Schwarz rearrangement,

we have
2 2
/ (uz) = [ Wsus.

By the Polya-Szego Inequality (see [108]),

/ Vg2 < / Vs
Q Q

Finally, we have established the chain of inequalities

A(vg)z/ |VU5\2—/W5U§
Q Q

> [ 1905 = [ e )
Q Q
> A (A( f(5)) by the Rayleigh quotient formulation (4.3).

Now, by (4.19), ,
A(Agr@)) = A +CF(0)

and thus, since

F(8) ~ 06

6—0

we have

A(Vs) = A\, > C'1262
which concludes the proof.

2. Second case: comparison with a normal deformation The second case is defined by

f0)
= 0. (4.65)

In this case, we use Step 4 of the proof, i.e the quantitative inequality for normal deformations
of the ball.
Let us replace Vs with

We 1= X{us>¢s}-
Recall that (5 was defined in such a way that W5 € M(Q). By the bathtub principle,

)\(V(;) > )\(W(;).
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Furthermore, Condition (4.65) implies
{us > G} AB*| =6+ o (9).
6—0

Indeed,

1) £\c *\C

5 = Hus > ns} 0 (BY)° = [{us > G5} N (BY)°] + £(9)-
Finally, standard elliptic estimates imply (in dimension 2 and 3) that

<g1,s o)
o

* 4.
6—0 b ( 66)

Us

and, since %—“ﬂa@* # 0 and (s o U |op~ it follows that 0 {us > (s} is a €’ hypersurface by the
—

implicit function Theorem.
It remains to prove that 0 {us > (5} is a graph above dB*. We start by noticing that (4.66)
implies

dH({U5 > C(s} ,B*) 5:>O 0, (4.67)

where dy is the Hausdorff distance. We then argue by contradiction and assume that, for every

& > 0 there exists x5 € OB* ,t; # t2 € R such that
x5 + trv(xs) € 8{u5 > C(;} Jk=1,2.

It follows that
us(zs + tiv(xs)) = us(xs + tav(zs))

and by the intermediate value Theorem and (4.67), there exists t5 € R such that

(Vu(;(x(; + tgl/(:v(;)) , V($5)> =0,ts — 0.
6—0

By passing to the limit in this equation up to a subsequence, there exists a point z, € JB* such

that
(Vus(zy) ,v(zy)) = 0.

This is a contradiction since

Ou,
o | op-

£0.

We can then say that 9 {us > (s} is the graph of a function s over 9B*. Besides, the Conver-

gence result (4.66) implies that

<1 (9B%)
_)
§—0

s 0.

Finally, since the set {us > us} converges in the €1* topology to B*, there exists a uniform
radius r > 0 such that, for any x € O{us > us}, there exists y, satisfying

2 € B(yz, 1), B(ya, ) C {us > ps}-

Since Vj is constant in B(y,,r), we can apply elliptic regularity results to get a uniform %2 norm
on ug in {ug > ps}: there exists M > 0 such that, for any © € {us > ps}, dist(x,0{us, us}) <r,
|V2u(z)| < M. Hence, the curvature of {us > s} is uniformly bounded by some constant M.

To prove that the curvature of {us > (s} is uniformly bounded as well, we note the following
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fact: for any x € d{us > (s}, let 5 be its orthogonal projection on {us > us}. Then,

GU5
Hs =G5 ™ |5 — $|5($5)
and so the map {us > (5} 3 (z,y) — E:Z;“'
be described, asymptotically, as {us > us} + B(0;5), so that it also has a uniformly bounded
curvature.

converges uniformly to 1. {us > (5} can thus

REMARK 4.3 We could have worked directly with {us > us} + B(0;ts), by choosing a suitable
ts but in this context, it seemed more relevant to work with level sets.

We can hence apply Step 4:

A(Vs) > A(Ws)
> A+ C{us > (s} AB*|* by Step 4
> AN+ C(6+ 620(5))2
>\ + 6%

The proof of Theorem 4.1.1 is now complete.

4.3 CONCLUDING REMARKS AND CONJECTURE

4.3.1 EXTENSION TO OTHER DOMAINS

We do believe that this quantitative inequality is valid not only in the ball but for more general
domains. Let, for any domain Q, Vi, be a solution of (4.5). Let ug be the associated eigenfunction.
By the bathtub principle, it is easy to see that there exists puo € R such that

Vo = X{uo>pal = XEq-
We give the following conjecture:
CONJECTURE 4.1 Assume that
1. The minimizer is reqular in the sense that %LVQ < —-C <0 ondEq,

2. Eq is a non-degenerate shape minimizer: for any admissible variation ® € X1(Eq), if L. is the
associated lagrangian, there holds

Then there exists a parameter n > 0 such that, for any V. € M(Q),
IV =Vallei@) <n=AV) = AV*) > C||[V = V|10

Here the main difficulty lies not only in the quantitative inequality for normal perturbations of
the domain (Step 4 of the proof of Theorem 4.1.1) but also in the quantitative inequality for possibly
disconnected competitors (Step 3 of the proof). Indeed, since the parametric derivatives g are no
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longer constant on the boundary of the set Eq, the approach used in Step 3 might fail. We note,
however, that the infinitesimal quantitative bound

AVa)[h] = ClIMlIZs

still holds. To see why, we notice that

AValh] = - [
Q
and consider, for a parameter §, the solution hgs of

A(Va)[h).

min
h admissible at Vo ,|[h[[11(q)=0

By the bathtub principle, hs can be written for any J as a level set of us and, for § small enough, one
can prove that hs writes as follows:

hs :XE;r _XE(;7

where Ef C E¢ and E; C Eq and can be described as follows: if v is the unit normal vector to Eq,
Ef = {z +tv(x),t € (0;t5(x))}.

We can then prove that
t
- = >0
6 60 fi

uniformly in z € F. It remains to apply the methods of Step 3 of the Proof of Theorem 4.1.1 and to
do a Taylor expansion of —u2, at dFq to get

AVo)[hs] > C5?
for some constant C' that depends on inf ag—lf’. Thus, the infinitesimal inequality seems valid. However,
it seems complicated to go further using only this information, since the parametric derivatives 4 are
no longer constant on JFq.

4.3.2 OTHER CONSTRAINTS

It would be relevant to consider perimeter constraints instead of volume constraints, but we expect the
behaviour of the sequences of solutions to the auxiliary problems to be quite different. We nonetheless
believe that the free boundary techniques used in [31] might apply directly to get regularity.

4.3.3 A CONJECTURE

Our conjecture is that the solution of the optimization problem (4.17) is, for any ¢ > 0 small enough,
equal to Hs. This would make Step 4 of the proof irrelevant. Moreover, this problem seems interesting
in of itself. Je sais comment faire pour une des deux parties: pour tout x,h_(x) = hy(z) en termes
de longueur. Donc ca passe. 1l faut egalement noter que h_ > hy
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APPENDIX

4.A PROOF OF LEMMA 4.1

We briefly recall that the Schwarz rearrangement of a function u € VVO1 ’2(]B%), u > 0 is defined as the
only radially symmetric non-increasing function u* such that, for any ¢ € R,

Hu >t} = {u" = t}].

Proof of Lemma /.1. We use the Polya-Szego Inequality for the Schwarz rearrangement: for any u €

Wy (B),u >0,
/|Vu*|2§/|Vu2|.
B B

We also use the Hardy-Littlewood Inequality: for any u,v € L?(£),

/u*v*z/uv
B B

and the equimeasurability of the rearrangement:

/Bu2 :/B(u*)2.

We refer to [108] for proofs. Using the Rayleigh quotient formulation (4.3), for any V € M(B),

_ fB [Vuy |* - fJB Vs,

a fIB ui,

e VP — V()2
B fIB(u*V)Q

> AV7).

A(V)

This also proves that uy+« = uj,.. Since the eigenvalue is simple, the eigenfunction is radially sym-
metric. The fact that it is decreasing follows from the Equation satisfied by uy« in polar coordinates.

O

161



CHAPTER 4. A QUANTITATIVE INEQUALITY FOR A SCHRODINGER EIGENVALUE

4.B PROOF OF THE SHAPE DIFFERENTIABILITY OF \

4.B.1 PROOF OF THE SHAPE DIFFERENTIABILITY

Proof of the shape differentiability. Let E be a regular subdomain of B, (ug,Ag) be the eigenpair
associated with V' := xg, and let ® be an admissible vector field at E. Let Ty := (Id + ®) and
E; = Te(E). Let ug be the eigenvalue associated with Vp := xg, and Ae be the associated
eigenvalue. If we introduce

Jo(®) := det(VTs) , Ag := Jo(®) DT, (DTy )"

then the weak formulation of the equation on ug is: for any v € VVO1 ’Q(Q),

/<A<1>VU<1>,VU> = /\@/U@UJQ((I)) +/V¢u¢>vJQ(<I>).
B B B

We define the map F in the following way:

P { Whoeo(R? R™) x Wy ?(B) x R — W-12(B) x R,
((I),U, )\) — (7V . (7V . (A.:DV’U) — )\UJQ((D) — V@UJQ(@), flE U2JQ(@) — 1) .

It is clear from the definition of the eigenvalue that
F(O,UO, )\0) =0.

Furthermore, the same arguments as in [63, Lemma 2.3] show that F is > in B x W}*(Q) x R,
where B is an open ball centered at 0.
The differential of F at (0, uq, Ag) is given by

Dy 2 F(0,ug, Xo)[w, p] = (—Aw — pug — Aow — Vw, / 2u0w> .
B

To prove that this differential is invertible, it suffices to show that, if (z,k) € W=12(Q) x R, then
there exists a unique couple (w, ) such that

Dy 2 F(0,ug, Mo)[w, p] = (2, k).
By the Fredholm alternative, we know that we must have
w=—(z,up).
There exists a solution w; to the equation
—Aw — pug — w — m*w = z.

We fix such a solution. Any other solution is of the form w = w; + tug for a real parameter t. We
look for such a t. From the equation
2 / uow = k
Q

t=5- [
= - — [ wyue.
5 Q10

162

there comes




CHAPTER 4. A QUANTITATIVE INEQUALITY FOR A SCHRODINGER EIGENVALUE

hence the couple (w, i) is uniquely determined. From the implicit function theorem, the map ® —
(ug, Ap) is €*° in a neighbourhood of 0. O

4.B.2 COMPUTATION OF THE FIRST ORDER SHAPE DERIVATIVE

Proof of Lemma /.6. Let ® be a smooth vector field at E and F; = T;(F) where T} := Id + t®. We
define J; := Jo(t®) and A; := A;s. The other notations are the same as in the previous paragraph.
Let (At,u:) be the eigencouple associated with V; := xg,. We first define

vg:=ur 0Ty : B — R.

The derivative of v; with respect to ¢t will be denoted . This is the material derivative, while we aim
at computing the shape derivative u’ defined as

u =1+ (P, Vug).

For more on these notions, we refer to [93].
Obivously v; € VVO1 (). The weak formulation on u; writes: for any ¢ € WO1 2(Q),

/<VUt,V@> = )\t/uﬂﬂ'f‘/ Ugp.
B B Ey

We do the change of variables

z = Ty(y),

so that, for any test function ¢,

/(AtVUt,V@ = At/’l}tQOJt—‘r/ ’UtQOJt. (468)

B B E
It is known that 57
t
= = t,x) =V - P,
I@= | @)

and that

04

A(z) == (t,x) = (V- ®)I, — (VO + (V@)T').

t=0

ot
We recall that A has the following property: if ®; and ®5 are two vector fields, there holds
(AP, Do) =V - ((91,P2)P) — (V(DP - D), Do) — (V(D - Dy), D). (4.69)

We differentiate Equation (4.68) with respect to t to get the following equation on :
/(V@,Vqu.AVuo} = }\/uocp+)\o/ju0<p+)\o/u<p+/ ugoJr/ J(z)ugpep. (4.70)
B B B B E E
Through Property (4.69) we get

(AVug, Vip) = V- ((Vug, Vi) @) = (V((®, Vu)), Vo) = (V((D, V), Vaug).

We deal with these three terms separately: from the divergence Formula

/B V- (Vuo, Vo)) = — /a (0, V)] (@)
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We do not touch the second term.
The third term is dealt with using the weak equation on ug:

9@, 96), Fua) = [ (@.9guo + [

[ wn(@,99) - /a (Y0, V)] (@)

Hence
/IB<AVUO,V<P> = /BV “((Vug, V) @) = (V((®, Vo)), Vo) = (V((®, V), Vuug)
- _/B<v(<<1>7wo>),w>
—AO/B@%WMO —/Euo@vv@'

The left hand term of (4.70) becomes

/B<Vu+AVu0,Vgo> :/B<v(u—<1>-wo),vgo>

—Ao/(I)VCP

/B<V<1""I"W°)’W>*AO/B“I”V@WO*/EUM‘I’»W@
:).\/IBU(W—'—AO/]Bj(x)UOSD+)‘O/IBiL@‘f'/Eﬂtva/Ej(x)uotp.

By rearranging the terms, we get

ug (P

tq\

Thus

/B<v(u—<1>-vu0),w>
:+}\/IBu0<p+)\o (/B J(x)uoﬁp-i-/B@vV@Uo)
oo [igt [ o+ [ Tt [ w@ v,

However, since J(z) = V - ®(x), we have

T (x)p + (2, Vp(z)) =V - (¢2).

Hence

/B T (@)uop + /E (@, Voo = /B V- (@)uo
= —/Bw@avuo%
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because uq satisfies homogeneous Dirichlet boundary conditions. In the same way

[ @ue+ [ @.Vom= [ - @

B

:_/E<p<<1>,w0>+/ (P, v)ugep.

OFE

We turn back to the shape derivative; recall that it is defined as
u =1 — (P, Vu).

The previous equation rewrites

/(Vu/,Vgo) :).\()/U(](p+)\0/U/§0+/ ’UJ/QD
B B B E

+ / (@, yuop
OF

Thus there appears that u’ solves
—Au = Nug + dug + V'
along with Dirichlet boundary conditions and

2] 0.

Obtaining the jump condition on u” is done in the same way as in [63]. O

4.B.3 GATEAUX-DIFFERENTIABILITY OF THE EIGENVALUE

The parametric differentiability is also proved using the implicit function theorem applied to the
following map:
a. ] L= x Wy 2() xR — W12(Q) x R,
(h,v,A) = (—Av = Xv — (V + h)v, [v* —1).
The invertibility of the differential follows from the same arguments as the ones used to prove the
invertibility of DF in the previous section.

4.C PROOF OF PROPOSITION 4.2

Proof of Proposition 4.2. We can not apply in a straightforward manner the methods of [64], which
are well-suited for the proof of a convergence in the H B topology. Some minor adjustments are in
order.

Let us define T := (Id 4+ @) and, for any function f: Q — R,

f = f ] T<I>.
We define the surface Jacobian

Js(®) :=det(VTo) |("VT5 ") v

)
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the volume Jacobian
Jo(®) := det (VD)

and, finally
Ag = Jo(®)(Id+ V) (Id+' V)~ L.

It is known (see [64, Lemma 4.8]) that
[ Ja/n(®) = 1|, < Cll@llwie, [[As = 1| < O||@[|wr.o- (4.71)

We define ug as the eigenfunction asociated with B* and wu{, the shape derivative of ug in the direction
.

Finally let u}, be the shape derivative in the direction ® and 4} := u} o Tg. Let Hg be the mean
curvature of Bg. Using the change of variable y = T (), the fact that ® is normal to B* and the
value of the Lagrange multiplier 7 given by (4.46), we get

LZ(B@)[CI), CI)] = -2 JE(@)@(I)’EL{I)<®7 I/> + JE((I)) <-I§[’LAL<I>2 — 2ﬁq>auq)> <<D, I/>2
OB* OB* 31/

—7 [ H(®,v)?
oB*

= 72/ Js(®)iip il (O, ) +/ Js(®) <I§I(ﬂ¢2 —ud) — zaq)) (®,v)2.
OB* OB* (91/
Hence we have

L7 (Bg)[®, @] — L, (B")[®, D] = —2 /6)B*(Jz(<1>)ﬂ<1>ﬁ&> — ugug)(®,v)
+ /aIng (I?(Jg(cb)ﬁqf - ug)) (@, 1)? (4.72)
Ouyg . Oug 2
+ ‘/aIB* <2U08V — QJE(CI))’U,q)aV) <¢‘,V> .

We will prove the Proposition using the following estimates

CrLAaM 4.C.1 For any n > 0 there exists € > 0 such that, for any ® satisfying

|®]|r <€
there holds
1.
|ltie — usllgr @) <, (4.73)
2.
|l — ugllyrz < 0[P, V)] L2, - (4.74)

Proof of Claim /4.C.1. Estimate (6.34) follows from a simple contradiction argument and by using the
fact that, if a sequence {®y }ren converges in the ¢! norm to 0, then ug, converges, in every ¢1:*(2)
(s <1) toug. To prove (4.74), we first prove that there exists a constant M such that

[y < MK, )]s - (4.75)
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By the change of variable y := T (), we see that 4}, satisfies
V. (A(pvazp) = Jo(®) Vot + (V)i + Nytia) , [Ad, ] = —Js(®, V) ie (4.76)

with homogeneous Dirichlet boundary conditions. The orthogonality conditions gives

/ Jo(®)igiy =0
Q
and we will use a Spectral Gap Estimate (4.81) combined with a bootstrap argument.

Spectral gap estimate For any V € M(B), A\(V) was defined as the first eigenvalue of the operator
Ly defined in (4.1). We recalled in the Introduction that this eigenvalue is simple. Let, for any
Ve M(Q), A2(V) > A(V) and ug,v be the second eigenvalue and an associated eigenfunction (we
choose a L? normalization). We claim there exists w > 0 such that, for any V € M(Q),

w < Aa(V) = A(V). (4.77)

To prove this, we use a direct argument. Let S(V) := Ao(V)—A(V') be the spectral gap associated with
V. We consider a minimizing sequence {Vj}ren € M(Q) (the radiality assumption is not necessary
here) which, up to a subsequence, converges weakly in L — x to some V,, € M(Q) It is standard to
see that
AVi) — AVio),uy, — uy., strongly in L*(B), weakly in W,"(B).
k— o0 k—o0

The only part which is not completely classical is to prove that

Ao (Vi) = Ao(Veo)- (4.78)

However, for any k € N, Ao(V%) is defined as

)\2 (Vk) = min Rvk [u}, (479)

ueW, 2 (B) oJp uP=1u€(uy, )+

where (u}L is the subspace of functions that are L-orthogonal to v, and Ug,v, is defined as a minimizer
for this problem (there a possibly multiple eigenfunctions). In the same way we proved that A(V) is
uniformly bounded in V', one proves that A2(V') is uniformly bounded inV. Let g o be such that

/\Q(Vk> — )\2700.

k—o0

Standard elliptic estimates prove that there exists a function ug . € VVO1 2(Q) such that us v, k%
— 00

Ug o strongly in L?(B) and weakly in W, *(B). Passing to the limit in

/u27Vkqu = 0
B

/UQ,OOUVOQ =0. (4.80)
B

gives

Passing to the limit in the weak formulation of the equation on usg y, proves that us o is an eigen-
function of Ly associated with A\s . It follows from the orthogonality relation (4.80) that

)\2,00 2 )\2(Voo)
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Hence
1ikminf S(Vk) > )\Q(VOO) — )\(Voo) >w; >0
—00

because A\(V) is a simple eigenvalue.
As a consequence of the spectral gap estimate (4.77), we get the following estimate:

YV € M(Q),Vu e <uv>J‘,w/Qu2 §/Q|Vu|2—/QVu2—/\(V)/]Bu2. (4.81)

Indeed, let V € M(Q) and u € (uy)*,u # 0. Then, by the Rayleigh quotient formulation on \o(V),
see Equation (4.79),

/BIWI2 _/BVUQ > AQ(V)/Bu2 zw/IBu2+A(V)/Bu2 by (4.77),

which is exactly the desired conclusion.

Proof of (4.75) First of all, multiplying (4.76) by @4 and integrating by parts gives

/A¢|Vﬁﬁ1>2—/V*JQ(<I>)(ﬁfb)2:/ Jsiigtly(V,v).
Q Q OB*

By the Spectral gap estimate, using the fact that eigenfunctions are uniformly bounded and by con-
tinuity of the trace operator we get the existence of a constant M such that

/Q (@) < M@, )] 208 1l 22 0. (4.82)

We rewrite
W@HW“ Q) — ||ﬂq>||L2(Q) + || CaéDHLQ(Q)-
0 ( )

By the shape differentiability of E — (A(E),ug), there exists C' such that
[[Vig||r2@) < C

for any ® such that ||®||y1.0 < 1.
We then let X := ||Ug]|12(0). The estimate (4.82) rewrites

X2 < M@, )| 290X + MCI(®, )| 1250y
from where it follows that there exists M > 0 such that
lag|1L2(0) < M /1@, V)] 250

We now multiply (4.75) by 4% and integrate by part, giving, for some constant M,

3
/Q V> < CIN®, )l 2 o + 11 2] 2 o Vil 22y + 1@ 2] 120y
which in turn yields, using the same arguments,

Vg |lL2@) < /1P, )] 1250
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We use this in (4.82), giving

~ ~ 3
||U<1>||%2(Q) <M (H(‘I” V>||L2(aQ)||Uq>||L2(Q) + ||<(I)?V>||L2(SQ)2) :
This yields
g |L2@) < MIK®, )| 1200)

and, finally, from the weak formulation of the equation,

Vg |lr2@) < MIK®, )| 1250)-

Proof of (4.74) We now turn to the proof of the continuity estimate (4.74), for which we will apply
the same kind of bootstrap arguments, combined with a version of the splitting method, see [64,
Lemma 4.10].

Let us define Hg as the solution of

—AHgp = Vo Hop,
(%2 ] = us (@, ve) on OE,, (4.83)
Hg = 0 on 99).

Then it appears that

)\21) = —/ u%(@, l/q>> = )\q>/ H@Uq;..
OE, Q

We can prove using the same bootstrap arguments used to prove (4.75) that
||H‘I’HW01’2(Q) < C||<(I)7V>||L2(6Q)'

Indeed, multiplying (4.84) by Hg, doing a change of variables and integrating by parts gives

[ AlViaP = [ 3 < 100 ol lu e

and, by the variational formulation of the eigenvalue,
| 13 < 1@ 0 ol ooy

We then use the same bootstrap argument: we first prove that this implies || Ha || 12(q) < M, /[|(®, )] 2200

and plug this estimate in the weak formulation of the equation. The conclusion follows.
We turn back to (4.74).
Let g be the orthogonal projection on (ug)t. We decompose u}, as

up = —moHo + &o

where &g solves
—Ale = oo + Voo — Aomo Ho,
& =0 on 0N (4.84)
fQ §<I>U<I> =0.

Thanks to the Fredholm alternative, such a £g exists and is uniquely defined.
We now prove that

H—HH < My||(®,1)]|,. 4.85
[ = | 1 g < M9l 200 (4.85)
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for ||®||41 small enough. To that end, we define
99 := Hy — Hy.
Direct computation shows that
~A$Hp = (V9o + (V)He(J, — 1)+ V- ((At - Id)VFLp)
along with Dirichlet boundary conditions and

e

By } = (up — Jxle ){(P,v) + [((Id — At)V[:Iq) 7,/>] )

We proceed in the same fashion: we first multiply the equation on $g by $H4, integrate by parts and
use the variational formulation of the eigenvalue to get

190720y < [17e = Ul l|Hall2) + |4 = Id|| oo )|V Hal| L2 V90 2(0)

+ [[(®, V>||L2(aQ)H~6<I>||W(}v2(g)‘|uo — JIstia|| L~ (a0)

up to a multiplicative constant. This first gives, using (6.34),

190122 < M /I1(@ )]l 2 00) (V8] [ + 7).

We then apply the same bootstrap method to get the desired conclusion.
Finally, we need to show the following estimate, which will conclude the proof:

Héb - §0HW01’2(Q) < nl[{®, V>||L2(652) (4.86)

for ||®||41 small enough. However, this follows from the same arguments as in [64, Lemma 4.10,
Paragraph 3 of the proof] and from the same bootstraps arguments. O

Finally, going back to (4.72), it suffices to use the continuity of the trace to control the terms
involving u}, and Estimates (6.34)-(4.74) to conclude the proof of Proposition 4.2. O
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CONTROL OF A BISTABLE
REACTION-DIFFUSION EQUATION IN
A HETEROGENEOUS ENVIRONMENT

WiTH D. Ruiz-BALUET AND E. ZUAZUA
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Robespierre, cité par Michelet,
Histoire de la Révolution Frangaise
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CHAPTER 5. CONTROL OF SPATIALLY HETEROGENEOUS BISTABLE EQUATIONS

GENERAL PRESENTATION OF THE CHAPTER: MAIN DIFFICULTIES
AND METHODS

In this Chapter, which corresponds to [MRBZ19|, we mainly focus on the controllability of bistable
reaction-diffusion equations in spatially heterogeneous environments. Our two main results, Theorems
5.1.2 and 5.1.4 may be summed up as follows:

e For slowly varying environments: This corresponds to Theorem 5.1.2. We prove, using a new
technique coupled with a careful analysis of the staircase method of [58], that the controllability
properties of the equation are the same as that of the spatially homogeneous equation. This
new technique uses perturbation methods but on a possibly varying domain.

e For rapidly varying environments: This corresponds to Theorem 5.1.4. We study a particular
example of rapidly varying environment to prove that the behaviour of the equation might be
drastically different. Namely, a sharp transition might lead to a lack of controllability to any
of the three steady-states of the bistable reaction-diffusion equation, in sharp contrast with the
spatially homogeneous case. Our analysis, in that case, relies on a fine study of the phase
portrait, and is completed by several numerical simulations.
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CHAPTER 5. CONTROL OF SPATIALLY HETEROGENEOUS BISTABLE EQUATIONS

5.1 INTRODUCTION

5.1.1 SETTING AND MAIN RESULTS

Motivations Reaction-diffusion equations have drawn a lot of attention from the mathematical
community over the last decades, but most usually in spatially homogeneous setting, while the lit-
erature devoted to spatially heterogeneous domains only started developing recently. This growing
interest led to many interesting questions regarding the possible effects of spatial heterogeneity on,
for instance, the dynamics of the equation, or on optimization and control problems: how do these
heterogeneities impact the dynamics or the criteria under consideration? Can the results obtained in
the homogeneous case be obtained in the heterogeneous one, which is more relevant for applications?
In this article, we study some of these questions and the influence of spatial heterogeneity from the
angle of control theory. Some of our proofs and results are, however, of independent interest for
reaction-diffusion equations.

We investigate a boundary control problem arising naturally from population dynamics models
and which has several interpretations. For instance, one might consider the following situation: given
a population of mosquitoes, a proportion of which is carrying a disease, is it possible, acting only on
the proportion of sick mosquitoes on the boundary, to drive this population to a state where only sane
mosquitoes remain? Such questions have drawn the attention of the mathematical community in the
past years, see for instance [5] Another example might be that of linguistic dynamics: considering a
population of individuals, a part of which is monolingual (speaking only the dominant language), the
other part of which is bilingual (speaking the dominant and a minority language), is it possible, acting
only on the proportion of bilingual speakers on the boundary of the domain, to drive the population to
a state where there remains a non-zero proportion of bilingual speakers, thus ensuring the survival of
the minority language? Such models are proposed, for instance, in [175]. In both cases, the influence
of the spatial heterogeneity has still not been investigated, and the aim of this work is to provide some
informations on such matters.

We give, in Section 5.1.2, more bibliographical references related to modelling issues and the
mathematical analysis of the equations studied here.

The equation and the control system We now present the main equations that will be studied
here. We refer to Section 5.1.2 for more informations on modelling.

In this article, we consider a boundary control problem for bistable reaction-diffusion equations.
Such bistable equations are well-suited to describe the evolution of a proportion of a population and
are characterized by the so-called Allee effect: there exists a threshold for the proportion of the
population under scrutiny such that, in the absence of spatial diffusion, above this threshold, this
subgroup will invade the whole domain (and drive the other subgroup to extinction) while, under this
threshold, this subgroup of the population will go extinct. This Allee effect is, on a mathematical
level, taken into account via a bistable non-linearity, that is, a function f : R — R such that

1. fis € on [0,1],

2. There exists 6 € (0;1) such that 0,6 and 1 are the only three roots of f in [0, 1], This parameter
0 accounts for the Allee effect mentioned above.

3. f/(0), f(1) <0 and f'(9) >0,
4. Without loss of generality, we assume that fol f>0.

We give an example of such a bistable non-linearity in Figure 5.1 below:
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Figure 5.1 — Graph of a typical bistable non-linearity.

The typical example of such a non-linearity is
&) =¢&(E-0)(1-9),

and in this case requiring that fol f > 0 is equivalent to asking that 6 satisfies 6 < %

Models with spatial diffusion were studied from the angle of control theory in [163, 157], see
Section 5.1.2. Here, we want to study more precise version of this equation and take into account
two phenomenons of great relevance for applications, see Section 5.1.2: gene-flow models and spatially
heterogeneous models. To write these models in a synthetic way, we will consider, in general, a function
N = N(z,p). As will be explained later, gene-flow models correspond to N = N(p) and spatially
heterogeneous models correspond to N = N(x).

With a bistable non-linearity f and such a function N, in a domain © C R¢, the equation we
consider writes, in its most general form

& Ap—2(V ((N(z,p), Vp) = [(0). (1)

Here, once again, p stands for a proportion of the total population (for instance, the proportion of

infected mosquitoes or of monolingual speakers). Of particular relevance are the spatially homogeneous

steady-states of this equation: p =0, p = 0 and p = 1. Our objective in this article is to investigate

whether or not it is possible to control any initial datum to these spatially heterogeneous steady-states.
Let us formalize this control problem. Given an initial datum py € L?(Q2) such that

we consider the control system

% Ap—2VI(N), Vp) = f(p) i (0,7) x 2,
p=u(t,z) on (0,T) x 09, (5.2)
p(t: 7):O§p0<17

where, for every t > 0,z € 01,
u(t,z) € [0,1] (5.3)

is the control function. Our goal is the following;:

Given any initial datum 0 < pg < 1,
18 it possible to drive pg to 0, 6, or 1 in
(in)finite time with a control u satisfying (5.3) %

In other words, can we drive any initial datum to one of the spatially homogeneous steady-states of
the equation? If one thinks about infected mosquitoes, driving any initial population to 0 is relevant
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for controlling the disease while, if one thinks about mono or bilingual speakers, driving the initial
datum to the intermediate steady-state 6 ensures the survival of the minority language.
Let us denote the steady-states as follows

Va € {0,0,1}, z, = a.
By controllability, we mean the following: let a € {0,0,1}, then

e Controllability in finite time: we say that pg is controllable to a in finite time if there exists a
finite time T < oo such that there exists a control u satisfying the constraints (5.3) and such
that the solution p = p(¢, x) of (5.2) satisfies

p(T,) = z, in Q.

e Controllability in infinite time: we say that pq is controllable to z, in infinite time if there exists
a control u satisfying the constraints (5.3) such that the solution p = p(t,z) of (5.2) satisfies

€°(Q)
p(t.) Do @

REMARK 5.1 Note that, in the definition of controllability in finite time, we do not ask that the
controllability time be small; it might actually be large because of the constraint 0 < u < 1, and the
question of the minimal controllability time for this problem is, as far as the authors know, still open.

DEFINITION 5.1.1 We say that (5.2) is controllable to zq in (in)finite time if is is controllable to z,
in (in)finite time for any initial datum 0 < py < 1.

Here, for modelling reasons (which we present in the next paragraph), we only consider two cases for
the flux N = N(z,p):

e The gene-flow model: In this case, the function N = N(z, p) assumes the form

N(z,p) = N(p). (Hy)

This model is referred to as the gene-flow models and appears in many situations (we refer to
Section 5.1.24 and mention that this corresponds to a limit case of a system of coupled reaction-
diffusion equations). In this case, the environment is spatially homogeneous, and we prove that
the controllability results established in [163, 157] still hold under the same assumptions.

e The spatially heterogeneous model: In this case, N = N(z,p) is of the form

N = N(a). (Hs)

This case corresponds to a spatially heterogeneous environment: when p is a proportion of a
total population, this term accounts for the spatial variations of the total population, see [140]
and Section 5.1.2. We mention that this corresponds to another limit in a system of coupled
reaction-diffusion equations. Regarding this spatially heterogeneous model, we will focus on two
situations: a slowly varying environment, in a sense made precise in the statement of Theorem
5.1.2, and a rapidly varying environment, see Theorem 5.1.4. In the first case, we prove that
controllability still holds while, in the second case, we give an exemple of N that proves that it
is in general hopeless to try and control the equation in a rapidly varying environment under
the constraints (5.3).
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5.1.2 MOTIVATIONS AND KNOWN RESULTS

5.1.2.1 MODELLING CONSIDERATIONS

In this paragraph, we lay out the biological motivations for our work.

Reaction-diffusion equations such as (5.2) have been used since the seminal works [75, 113] to give
mathematical models of population dynamics. The bistable non-linearity accounting for the Allee
affect is omnipresent in mathematical biology and we refer, for instance, to [9, 15, 14] for some of its
uses in population dynamics. We also point to [43, 143, 152] for modelling issues, or to [101, 175],
where a game theory approach is undertaken. Here, p stands for the frequency of some trait, or of the
proportion of a type of a population, and the drift term accounts for either the spatial heterogeneity
of the environment, or for the gene-flow phenomenon.

We note that gene-flow models have been used in the modelling of evolutionary processes of
differentiation, see [79, 135]. We point, for further references regarding the adaptative point of view
on gene-flow, to [23], as well as [49]. A mathematical study of the impact of gene-flow models on
adaptative dynamics is carried out in [140], while a traveling-wave point of view is studied in [146].

In [146, Section 6], a possible derivation of the equations under study in our article is carried out.
We can briefly sketch their arguments as follows: let us consider a population with size N = nj + ng
where, for ¢ = 1,2, n; is the number of individuals with trait ¢ (e.g infected or sane mosquitoes).
Let us define the proportion p = . We assume the population evolves in a spatially heterogeneous
environment (), and that the heterogeneity is modelled by a resources distribution m : 2 — R. We
introduce the death rates associated to each group d; > ds, the fertility rates F; < F5. The following
system is proposed in [170] to model this situation:

% — A’I’Ll = F1n1(1 — %) — 5d2n1 y
(5.4)

On2 — Ang = Fyna(1 —p)(1 — &) — dons,

for some 6 > 0.
One then shows that p solves

9 _

g~ HAp = 2VIn(N), Vp) = p(l —p) (F1(1 = N)(p — 1) + di(1 - 9)).

The authors of [146] distinguish two limits

e Homogeneous environment and large birth rate:

Assuming that F» >> 1 and that m is constant, it is possible to show that there exists h = h(p)
such that, when F5 — oo, p solves

B (p
h(p)

for some 0 € (0;1) which is the gene-flow model studied in this article.

=

9 _
ot

pAp + 2|Vpl? =p(1—p)(p—10)

e Heterogeneous environment and large birth rate:

We apply the same reasoning, with F» >> 1 and the additional assumption that f%ﬂ << 1.
We then obtain

dp vm B
5 pAp + 2 <m7Vp> =p(l—p)(p—10),

for some 6 € (0;1), which is the spatially heterogeneous model under consideration here.
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As was explained earlier in this Section, one can think of the unknown p as the infection frequency in
a population of mosquitoes, as is the case in [5, 146] or as the proportion of mono or bilingual speakers
as proposed in [175]. This last interpretation was one of the motivations of [157, 172]. Thus, we may
think of wanting to drive py to 6 as wanting to reach an equilibrium regarding the languages spoken
inside a community, for instance to preserve the existence of this minority language.

The main contribution of this article is understanding how spatial heterogeneity might affect this
controllability. We insist upon the fact that such questions pertain to a growing field, see [19, 116,
MNP19a, 166] for an optimization approach to spatial heterogeneity for monostable case. In the case
of bistable equations, a possible reference from the mathematical point of view is [146]. We refer to
[166] for a more biology oriented presentation of such topics in mathematical biology.

Namely, we will prove that, provided the environment is not rapidly varying, the controllability
properties still hold, while giving examples where sharp changes keep us from controlling the equation.
Intuitively, this result makes sense: if there is a sharp transition in the environment in the center of
the domain, it is hopeless to control what is happening inside the domain only using the boundary. To
give an example of such quick transitions, we will investigate the case where the spatial heterogeneity
is a gaussian, and give a qualitative analysis of the controllability properties when the variance is
either small or large.

5.1.2.2 KNOWN RESULTS REGARDING THE CONSTRAINED CONTROLLABILITY OF
BISTABLE EQUATIONS

The influence of spatial heterogeneity on population dynamics and its interplay with optimization
problems has drawn a lot of attention in the past years. Regarding the controllability properties of
these equations, the available literature is scarce.

In [157], the controllability to 0,  or 1 of the equation

O —Ap = f(p)

ot

with a constraints on the boundary control is carried out using a phase portrait analysis. In their case,
the domain is Q = [—L, L]. Namely, they prove, using comparison principles that, regardless of L, the
static strategy u = 1 allows you to control to z; = 1 in infinite time. They prove that there exists a
threshold L* such that control to 0 is possible of and only if L < L*, in which case the static strategy
u = 0 works. This threshold is established by proving that there exists L* such that, for any L > L*
there exists a non trivial solution to the equation with homogeneous Dirichlet boundary conditions;
this solution acts as a barrier and prevents controllability. Finally, they prove, using a precise analysis
of the phase portrait of the equation and the staircase method of [58] that the equation is controllable
to zg = 0 in finite time if and only if L < L*.

These results were extended, for the same equation, to the multi-dimensional case in [163].

In [172], the equation

Ip

5 " Ar= p(p—0(t)(1—p)

is considered, but this time, it is the Allee parameter § = 6(t) that is the control parameter and the
target is a travelling wave solution.
In [5], an optimal control problem for the equation without diffusion

dp

and with an interior control u (rather than a boundary one) is considered. We underline that, in their
study, u only depends on the time, and not on the space variable.
Finally, we mention [146], in which the existence of traveling-waves for the gene-flow model ()
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is established and (non)-existence and properties of traveling-waves solutions for the (Hs) model are
studied. The authors prove that, under certain assumptions on the heterogeneity N (for instance, a
high exponential growth on a large enough interval of R), the invasion of the front is blocked. This
result seems loosely to the lack of controllability in a rapidly varying environment, see Theorem 5.1.4.

5.1.3 STATEMENT OF THE MAIN CONTROLLABILITY RESULTS

We recall that we work with Equation (5.2)

% —Ap—2(VIn(N),Vp) = f(p) inRy xQ,
p=u(t,z) on (0,T) x 99,

p(t=0,-) =po in Q,

where u € [0,1] and that we want to control any initial datum to 0,6 or 1.

5.1.3.1 A BRIEF REMARK ON THE STATEMENT OF THE THEOREMS

We are going to present controllability and non-controllability results for the gene-flow models and
the spatially heterogeneous ones. Regarding obstructions to controllability, the main obstacles are the
existence of non-trivial steady-states, namely solutions to
VN .
—Ap—2 <,Vgp> = f(¢) in Q
N
associated with the boundary conditions ¢ = 0 or ¢ = 1. However, given that the existence of non-

trivial solutions for the Dirichlet boundary conditions ¢ = 0 is obtained through a sub and super
solution methods, the natural quantity appearing is the inradius of the domain, i.e

po =sup{r > 0,3z € Q,B(x,r) C O},
while non-existence of non-trivial solutions is usually done through the study of the first Laplace-

Dirichlet eigenvalue

|[Vul?
MP(Q) = inf A N

uEW&’Q(Q) ,u#0 / U2
Q

which explains why both quantities po and AP () appear in the statements. Using Hayman-type
inequalities, see [30], we could rewrite AP (Q) in terms of the inradius when the set Q is convex.
Indeed, it is proved in [30, Proposition 7.75] that, when 2 is a convex set with po < oo then

1. AP(Q) <

<
P} G’

so that the theorems can be recast in terms of inradius only in the case of convex domains.

5.1.3.2 GENE-FLOW MODELS

For the gene flow model (H;), i.e when N assumes the form

N = N(u),
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the main equation of (5.2) reads

N’ 2 _
5~ Ap =257 @)IVpI” = f(p)-

Then the controllability properties of the equation are the same as in [163]:
THEOREM 5.1.1 Let, for any Q C R, pqg be its inradius:

pa =sup{r > 0,3z € Q,B(x,r) C Q}. (5.5)

When N satisfies (H,), there exists p* = p.(f) such that, for any smooth bounded domain 2,

1. Lack of controllability for large inradii: If pq > p*, then (5.2) is not controllable to 0 in (in)finite
time in the sense of Definition 5.1.1: there exist initial data 0 < pg < 1 such that, for any control
u satisfying the constraints (5.3), the solution p of (5.2) does not converge to 0 as t — co.

2. Controllability for large Dirichlet eigenvalue If AP (Q) > ||f||L, then (5.2) is controllable to 0,

1 in infinite time for any initial datum 0 < py < 1, and to 0 in finite time for any initial datum
0<po<1.

Hence the situation is exactly the same as in [163, 157], and we give, in Figure 5.2 and 5.3 schematic
representations of domains where controllability might hold or not.

REMARK 5.2 The result makes sense: even if the domain has a large measure, if it is also very thin,
it makes sense that a boundary control should work while if it has a big bulge, it is intuitive that a lack
of boundary controllability should occur:

Figure 5.2 — A domain with a large inradius, for which constrained boundary control does not enable
us to control the population to an intermediate trait.

Figure 5.3 — A domain with a large eigenvalue, for which constrained boundary control enables us to
control the population to an intermediate trait.
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5.1.3.3 SPATIALLY HETEROGENEOUS MODELS

In this case, we work under assumption Hs, i.e with N = N(x) in .
As explained in the introduction, we need to distinguish between two cases: that of a slowly varying
environment and that of sharp changes in the environment.

Slowly varying environment In the first part of this paragraph, we consider the case of a slowly
varying total population size: we consider, for a homogeneous steady state z, = a, a € {0,6,1}, a
function n € €*(R%;R) and a parameter € > 0 the control system

W _Ap—e(Vn,Vp) = f(p) InR, xQ,
p=u(t, ) on 09,
0<u<l,

p(t=0,")=po,0<py <1,

(5.6)

which models an environment with small spatial changes in the total population size; this amounts to
requiring that

vy <<1
N )
where N satisfies (H5). Indeed, we can then formally write
€
N =~ Ny + in(x),
where Ny is a constant'.

REMARK 5.3 For simplicity, we assume that n is defined on R? rather than on Q. Since we already
assumed that N was €, this amounts to requiring that n can be extended in a €' function outside of
Q, which once again would follow from reqularity assumptions on 2.

THEOREM 5.1.2 Let, for any Q C R, pq be its inradius (defined in Equation (5.5)).
Let n € €1 (RY).

1. Lack of controllability for large inradii: There exists p* = p.(n, f) > 0 such that if po > p*,
then (5.6) is not controllable to 0 in (in)finite time in the sense of Definition 5.1.1: there exist
initial data po such that, for any control u satisfying the constraints (5.3), the solution p of (5.6)
does not converge to 0 as t — oo.

2. Controllability for large Dirichlet eigenvalue and small spatial variations: If AXP(Q) > ||f]|Le~,
there exists e, = £.(n, f,Q) such that, when € < €., the Equation (5.6) is controllable to 0 and
1 in infinite time f and to 0 in finite time in the sense of Definition 5.1.1.

To prove this theorem, we have to introduce perturbative arguments to the staircase method of [58],
which we believe sheds a new light on this method as well as on the influence of spatial heterogeneity
on reaction-diffusion equations.

The case of radial drifts The previous result, however general, is proved using a very implicit
method that does not enable us to give explicit bounds on the perturbation €. In the case where the
total population size n :  — R* can be extended into a radial function n : R — R? we can give en

1We can assume, without loss of generality, that No = 1. Indeed, the equation (5.2) is invariant under the scaling
N — AN where A € R7.
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explicit bound on the decay rate of IV to ensure the controllability of

9 VN

Ap = (—(2),Vp) = f(p) n 2 x (0,T),
p=u(t,z) on 0N x (0,7T), (5.7)
0<p,utz) <1,
p(t:Oa):QDOyOS‘POSlv
In other words, when the total population size is the restriction to the domain €2 of a radial function,
we can obtain controllability results.

THEOREM 5.1.3 Let Q be a bounded smooth domain in R?. Let N € €1 (R4 R%),inf N > 0 and N
be radially symmetric. Let

/ N2V
MNP(Q,N):= inf &
uEW, 2 () / N2y2
Q
be the weighted eigenvalue associated with N .

If
1/l < AP(2,N) (5-8)

and if

N A
= 2 (T’), ( 1)
then the equation (5.7) is controllable to zo in infinite time and to 0 in finite time, for any initial
datum 0 < py < 1.

This Theorem is proved using energy methods and adapting the proofs of [163].

Lack of controllability for rapidly varying total population size: blocking phenomenons
As mentioned, the lack of controllability occurs when barriers appear. For instance, if a non-trivial

solution to oN .
7A()0 - 2<T7 VQO> = f(QD) m Qv
p=0 on 052,

exists, then it must reach its maximum above 6 and thus, from the maximum principle, it is not
possible to drive an initial datum pg > ¢o to 0 with constrained controls. This kind of counter-
examples appear when the drift is absent, see [163, 157]. They are usually constructed by means
of sub and super solutions of the equation. What is more surprising however is that adding a drift
actually leads to the existence of non-trivial solutions to

—Apy — 2(¥¥ V1) = f(p1) inQ,
(p =1 on 69,

which never happens when no drift is present, meaning that driving the population from an initial
datum pg < 1 to z; is impossible. Here, we need to carry out a precise analysis of the equation:
Equation (5.11) has a variational formulation but since z; = 1 is always a global minimizer of the
natural energy associated with Equation (5.11), using an energy argument is not possible.

In this paragraph we give an explicit example of some N in the one-dimensional case such that the
equation is not controllable to either 0, § or 1. Let, for any o > 0, the gaussian of variance /o be
defined as
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so that the control problem (5.2) becomes, in the one dimensional case

90 9o  2w0p
ot  0x? o dx

p(=L) = u(t,=L),¢(L) = u(t, L),

f(p) in Q,

0<¢p,u(t,z) <1, (5.9)

et=0,")=¢0,0< o<1,

ot=T,")=z24.,T €]0; +00],

Introduce the following barrier equations (i.e, if there exists a non-trivial solution to these equations,
controllability might fail) on some interval [—L, L]:

= o = @) in [-L, L],

o(+L) =0, (5.10)

and

o(£L) =1, (5.11)

THEOREM 5.1.4 1. Euxistence of critical lengths L, : For any o > 0, there exists L,(0) > 0 (resp.
L,(1)) such that the Equation (5.10) (resp. Equation (5.11)) has a non-trivial solution in
Q= [-Ls(0); L,(0)] (resp. [—Lo(1); Ls(1)]). As a consequence, for a = 0,1, Equation (5.9) is
not controllable in infinite time to a or 6 on [—Ly(a); Ly(a)].
For any L > L% (1), Equation (5.11) has a non-trivial solution on [—L, L].

2. Asymptotic analysis of L,: Define L,(a)* as the minimal length of the interval such that con-
trollability fails on [— Ly (a)*; Ly (a)*], then

L,(1) T +o00,Ls(1) o 0,L(0) o 0.
In other words, the sharper the transition, the smaller the interval where lack of controllability
oceurs.

3. Double-blocking phenomenon: There exists L%* such that both Equations (5.10) and (5.11) have
a non-trivial solution on [—L**, L:*]. Equation (5.9) is not controllable to either 0, 6 or 1 on
(=L, L5

We illustrate the existence of non-trivial solutions in Figures 5.4, 5.5, 5.6 and 5.7.
To prove this Theorem, we will study the energy

& (u,v) — %112 + F(u).
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Trajectory for a=0.10
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|
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|

0 1 -8 -6 -4 2 0 2 4 6 8
u X

Non trivial solution
T T T

Figure 5.4 — 0 = 40 and f(s) = s(1 — s)(s — ), § = 0.33. Phase portrait (Left): the trajectory
corresponding to the nontrivial solution is in black, the energy set {€ = F(1)} in red, the energy set
{& = F(0)} in blue. Nontrivial solution of (5.11) (Right).

Trajectory for a=0.5000

1
i
08 | : g
06 } 1
0al | ,
02 ‘ 1
5 or 9 1 s
02| ‘ ]
04 | : | s
06 | i 1
o8| : ]
1 | 0
0 -

0

Non trivial solution
T T T

Figure 5.5 — Same class of parameters o, 6, f. Phase portrait (Left): the trajectory corresponding to
the nontrivial solution is in black, the energy set {& = F(1)} in red, the energy set {& = F(0)} in
blue. Nontrivial solution of (5.10) (Right).

We also observe this "double-blocking" phenomenon (i.e the existence of non-trivial solutions to
(5.11) and (5.10) in the same interval) numerically, when trying to control an initial datum to 6:
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state
state

space space
a2
Figure 5.6 - N(z) = e~ , 0 =40, L =5, (Left) initial datum uy = 1, (Right) intial datum wg = 0.

There can also be controllability from 0 to 8, but not from 1 to 8, as shown, numerically, below:

state
state

t//’
/

X [
/ \\ \\ / /
0 s 0 5 10

. . . . .
-15 -10 5 0 5 10 15 -15
space space

15

||

Figure 5.7 - N(z) = eo , 0 =40, T = 150, L = 15. (Left) initial datum uy = 1, (Right) intial datum
Uy = 0.

REMARK 5.4 As noted, these sharp changes in the total population size have been known, since [1/6],
to provoke blocking phenomenons for the traveling-waves solutions of the bistable equation, and our
results seems to lead to the same kind of interpretation: when a sudden change occurs in N, it is
hopeless for a population coming from the boundary to settle everywhere in the domain. We prove
this result using a careful analysis of the phase portrait for the non-autonomous system to establish
existence of non-trivial solutions to the steady-state equations with homogeneous Dirichlet boundary
conditions equal to either 0 or 1.

We note that our proofs could be extended to the multi-dimensional case, when considering a
multi-dimensional gaussian distribution.
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5.2 PROOF OF THEOREM 5.1.1: GENE-FLOW MODELS

Proof of Theorem 5.1.1. The proof consists in a simple transformation of the equation, already used
in [146, Proof of Theorem 1], which will turn the equation into the classical bistable reaction diffusion
equation already considered in [163]. We consider the equation

5} N’
5~ A= 25 ()Rl = F (), (5.12)

and introduce the anti-derivative of N as
Nz l—>/ N2(&)de.
0

We first note that multiplying N by any factor A leaves the equation (5.12) invariant. We thus fix

/1 N2(€)de = 1.
0

Multiplying (5.12) by N? we get

Nz(p)% — N?(p)Ap — 2N'(p)|Vp* = (A (), — V - (N*(p)VD) = (A (D)), — A(A ().

Hence, as .4 is a diffeomorphism the function p := 4 (p) satisfies
o ~ A5 =F (A THE) N (A THB) = F(h)-

However, it is easy to see that, f being bistable, so is f . Furthermore, .4 is a ¢! diffeomorphism
of [0,1], and it is easy to see that p is controllable to 0,6 or 1 if and only if p is controllable to 0,6
or 1, and we are thus reduced to the statement of [163, Theorem 1.2|, from which the conclusion
follows. H

5.3 PROOF OF THEOREM 5.1.2: SLOWLY VARYING TOTAL
POPULATION SIZE

5.3.1 LACK OF CONTROLLABILITY TO 0 FOR LARGE INRADIUS

We prove here the first point of Theorem 5.1.2. Recall that we want to prove that, if the inradius
pa is bigger than a threshold p* depending only on f, then equation (5.6) is not controllable to 0 in
(in)finite time.

Following [157], we claim that this lack of controllability occurs when the equation

*A?]*€<VTL,V77> - f(77) in Qv
n=0 on 012, (5.13)
0<n<l1

has a non-trivial solution, i.e a solution such that 1 # 0. Indeed, we have the following Claim:

CLAIM 5.3.1 If there exists a non-trivial solution n # 0 to (5.13), then (5.6) is not controllable to 0
in infinite time.
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Proof of Claim 5.5.1. This is an easy consequence of the maximum principle. Indeed, let n be a
non-trivial solution of (5.13) and let py be any initial datum satisfying

n<po <l
Let u: Ry x 982 — [0, 1] be a boundary control. Let p* be the solution of

& — Ap* —e(Vn, Vp") = f(p") in Q,
p" =wuon R x 00, (5.14)
pu(t = 07) = Po,

From the parabolic maximum principle [158, Theorem 12], we have for every t € R,
n(t, ) <p“(t,-),

so that p* cannot converge to 0 as ¢ — oo. This concludes the proof. O

It thus remains to establish the following Lemma:
LEMMA 5.1 There exists p* = p*(n, f) such that, for any Q satisfying

pa > p*

there exists a non-trivial solution n # 0 to equation (5.13).

Since the proof of this Lemma is a straightforward adaptation of [163, Proposition 3.1], we postpone

it to Appendix 5.A.

5.3.2 CONTROLLABILITY TO O AND 1

We now prove the second part of Theorem 5.1.2, which we rewrite as the following claim:

CrLAIM 5.3.2 1. Controllability to 0: There exists p. = p«(n, f) such that, for any Q, if pa < ps,
Equation (5.2) is controllable to 0 in infinite time.

2. Controllability to 1: There exists € > 0 such that, for any e <&, Equation (5.2) is controllable
to 1 in infinite time.

Proof of Claim 5.5.2. 1. Controllability to 0:

The key part is the following thing:

There exists p, > 0 such that, if po < p., then y = 0 is the only solution to

{ y_ﬁ%— e(Vn,Vy) = f(y), :)I;%Q (5.15)

Indeed, assuming that the uniqueness result (5.15) holds, consider the static control v = 0 and
the solution of

% —Ap—e(Vn,Vp) = f(p), inRyxQ,

p=0 on Ry x 99,

pt=0,-)=7p° in Q.
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From standard parabolic regularity and the Arzela-Ascoli theorem, p converges uniformly in 2
to a solution p of

—Ap—e(Vn,Vp) = f(p), iRy xQ

p=0 on (0,T) x 9.

However, by the uniqueness result (5.15), we have p = 0, whence

p(t,) o,

t—o0

which means that the static strategy drives pg to 0.
Finally, we claim that (5.15) follows from spectral arguments: first of all, uniqueness holds for

—Ay —e(Vn,Vy) = f(y), inQ
y=20 on O}

if the first eigenvalue A(e,n, Q) of the operator
Len=—-V-(e"Vu)
with Dirichlet boundary conditions satisfies
M(e,n, Q) > || f]| peeesliMlie=,

as is standard from classical theory for non-linear elliptic PDE, see [21].
We now notice that, n being positive, the Rayleigh quotient formulation for the eigenvalue

en|yy 2
Ae,n, Q)= inf Jo eIVl |2u|
wew (@) Jou

yields that
Ae,n, Q) > AP ()

where AP () is the first eigenvalue of the Laplace operator with Dirichlet boundary conditions.
Thus we are reduced to checking that

AP () > ||f || oIl

as claimed. If the condition AP () > ||f'||z~, taking the limit as ¢ — 0 yields the desired result.

2. Controllability to 1 Using the same arguments, we claim that controllability to 1 can be achieved
through the static control u = 1 provided the only solution to

—ADp—¢(Vn,Vp) = f(p), inQ,
on 09, (5.16)

o 3l
IA

1
p=1

isp=1.
We already know (see [163, 157]) that uniqueness holds for ¢ = 0. Now this implies that
uniqueness holds for € small enough. Indeed, argue by contradiction and assume that, for every
€ > 0 there exists a non-trivial solution p, to (5.16). Since P, # 1, p reaches a minimum at some
T, € , and so

f(p(7:)) <0
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which means that

p.(T:) < 0.
Standard elliptic estimates entail that, as ¢ — 0, p. converges in W12(Q) and in ¢°(Q) to p
satisfying
—Ap=f(p) inf,
p=1 on 052, (5.17)
0<p<l1

and such that there exists a point T satisfying

p(T) < 6

which is a contradiction since we now uniqueness holds for (5.16). This concludes the proof.
O

5.3.3 PROOF OF THE CONTROLLABILITY TO f FOR SMALL INRADIUSES

5.3.3.1 STRUCTURE OF THE PROOF: THE STAIRCASE METHOD
We recall that we want to control the semilinear heat equation
3 —Ap—e(Vn,Vp) = f(p) nQ,

p = u(t) on 052, (5.18)

p(t = 0,) =1%o

to zg = 0.
We give the following local exact controllability result from [157, Lemma 1] or [154, Lemma 2.1],
which is the starting point of the method:

PROPOSITION 5.1 [Local exact controllability] Let T > 0. There exists 1 > 0 such that for all steady
state yy of (5.18), for all 0 < yq <1 satisfying

lya — yslleo < 1

then (5.18) is controllable from yq to z, in finite time T < oo through a control u. Furthermore,
letting @ = y¢|oq, the control function w = u(t) satisfies

|[u(t) —1l|¢oa0) < C(T)0 (5.19)
for some constant C(T') > 0.

We now assume that po < p*, that is, thanks to Claim 5.3.2, we assume that we have uniqueness
for the equation

_Ay - €<Vn,Vy> = f(y) in Qv
y=20 on 02

The way to prove controllability is to proceed along two different steps:

e Step 1: Starting from any initial conditon 0 < py < 1, we first set the static control
u(t,x) = 0.

Since n is €', standard parabolic estimates and the Arzela-Ascoli theorem ensures that the
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solution p* of (5.6) converges uniformly, as t — oo to a solution 77 of

—Af—&(Vn, V) = f() inQ,
on 0N}, (5.20)

o I3
IA I

0
m<1

However, from Claim 5.3.2, po < p«(n, f) implies that zg = 0 is the unique solution of this
equation. Thus, this static control guarantees that, for every §; > 0, there exists 77 > 0 such
that, for any ¢t > T

[Ip“ (2, )| < 0.

e Step 2: We prove that there exists a steady state pg of (5.18) such that

1)
0 < inf < o < =
;relﬂpo(x) <|lpollz= < 5

and, applying Proposition 5.1, we drive p*(T7,-) to po in finite time.

e Step 3: If we can drive py to 6, then we are done. Thus, we are, in this setting, reduced to the
controllability of initial datum in a small neighbourhood of 0 to #. This is what we are going to
prove, using the staircase method.

The staircase method The key idea to do that is the same as in [157], that is, we want to use the
staircase method of Coron and Trélat, see [58] for the one-dimensional case (which uses quasi-static
deformations) and [154] for a full derivation. We briefly recall the most important features of this
method and the way we wish to apply it to our problem.
Assume that there exists a ¢°-continuous path of steady-states of (5.18) I' = {ps}sejo,1] such that
Po =yo and p1 = y1.
Then (5.18) is controllable from yo to y; in finite time. Indeed, as is usually done, we consider a
subdivision

0:51'1 <"'<5iN:1

of [0,1] such that
Vj € {07 s >N1} ) Hpsi _p8i+1||<50(ﬂ) <d

where 01 is the controllability parameter given by the local exact controllability result. We then
control each ps, to ps,., in finite time using Proposition 5.1.

This result does not necessarily yield constrained controls, but, thanks to estimate (5.19) we can
enforce these constraints, by choosing a control parameter §; small enough.

Thus, the tricky part seems to be finding a continuous path of steady-states for the perturbed
system with slowly varying total population size (5.6). However, it suffices to have a finite numbers
of steady-states that are close enough to each other, starting at yo and ending at y;. We represent
the situation in Figure 5.8 below:
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Figure 5.8 — The dashed curve is the path of steady states (for instance in W12(Q)N%°(Q)), and the
points are the close enough steady states. We represent the exact control in finite time 7' with the
pink arrows.

5.3.3.2 PERTURBATION OF A PATH OF STEADY-STATES

We are going to perturb the path of steady-states using the implicit function Theorem in order to get
a sequence of close enough steady-states, so that the previous staircase strategy still applies.

REMARK 5.5 Here, if we were to try and prove, for € small enough, the existence of a continuous
path of steady states, the idea would be to start from a path (pso)scjo,1) for € = 0 (which we know
exists from [163, 157]) and to try and perturb it into a path for e > 0 small enough, thus giving us
a path {pe s}sejo,1],e>0- However, doing it for the whole path requires some kind of implicit function
theorem or, at least, some bifurcation argument. Namely, to construct the path, we would need to
ensure that either

L5€ .= _V . (eenv) _ esnf/(po,s)

has no zero eigenvalue for e = 0 or that it has a non-zero crossing number (namely, a non zero number
of eigenvalues enter or leave RY as € increases from —0 to &). In the first case, the implicit function
theorem would apply; in the second case, Bifurcation Theory (see [111, Theorem II.7.3]) would ensure
the existence of a branch pe s for € small enough. These conditions seem too hard to check for a
general path of continuous of steady states.

Hence, we focus on perturbing a finite number of points close enough on the path since, as we
noted, this is enough to ensure exact controllability.

We will strongly rely on the properties of the path of steady-states built in [163, 157].
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Figure 5.9 — In dark purple, the perturbed steady states, linked to the unperturbed steady states.
We do not know whether or not a continuous path of steady states linking these new states exists;
however, such points enable us to do exact controllability again and to apply the stair case method.

Henceforth, our goal is the following proposition:

PROPOSITION 5.2 Let 6 > 0. There exists N > 0 and € > 0 such that, for any € <&, there exists a
sequence {pei}ti=1,.. N satisfying:

o For everyi=1,...,N, p.; is a steady-state of (5.6):
_Ape,i - €<vn ) va,i> = f(pE,i)7

e pon=2=0, 0<infp.1 <||pe1|lpe <96
o Foreveryi=1,...,N,
1)

Spe,i S ||p6,iHL°° S 1- 57

[NJ ST

e Foreveryi=1,...,N —1,
[Pe,it1 — Peill e < 0.

As explained, this Proposition gives us the desired conclusion:

CrAIM 5.3.3 Proposition 5.2 implies the controllability to 0 for any initial datum py in Equation
(5.2).
Before we prove Proposition 5.2, we recall how the paths of steady-states are constructed when

e=0.

Known constructions of a path of steady-states For the multi-dimensional case, it has been
shown in [163] that one can construct a path of steady-states linking zp = 0 to z¢g = 6 in the following
way: let Q be the domain where the equation is set and let Rg > 0 be such that

0 C B(O; RQ).

The path of steady state is defined as follows: first of all, if uniqueness holds for

—Ay = f(y) in B(0; Ra),
y=0.
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then, for n > 0 small enough, there exists a unique solution to

—Ay, = f(i‘/n) in B(0; Rq)
Yn =1 on 9B(0; Rq).

Define, for any s € [0, 1], let p®* be the unique solution to the problem

—Ap%* = f (p°*) in B(0; R),
p%*(0) = s0 + (1 — s)y,(0), (5.21)
p%* is radial.

Using the polar coordinates, the authors prove that the equation above has a unique solution, and
that this solution is admissible, i.e that we even have, for any 0 < sg < 1,

08 (x) < sup p™*(x) < 1.

0< inf
s€[s0;1] ,z€B(0;R) s€[0,1] ,2€B(0; R)

This is done using energy type methods and gives a path on B(0; Rg). To construct the path on €,
it suffices to set
s = pO’S|Q.
Furthermore, by elliptic regularity or by studying the equation in polar coordinates, we see that, for
every s € [0,1],
P € €>%(B(0; Ra))

for any 0 < a < 1. Instead of perturbing the functions p%* € €%*(Q2), we will perturb the functions
P € €2(B(0; Rg)).

Henceforth, the parameter Rqg > 0 is fixed and, for any s € [0,1], p
(5.21)

05 is the unique solution to

Proof of Proposition 5.2. Let § > 0. Let {s;}i=1, ..~ be a sequence of points such that

0
0 <p™™ < |lp"*lle= < 3, (5.22)

and

Vi€ {0,...,N — 1}, [|p"® — p¥t]| . < g. (5.23)

LOQ
We define, for any i =1,..., N,
po,i = p™%.

Fix a parameter a € (0;1). We define a one-parameter family of mappings as follows: for any
i=1,...,N, let

€% (B(0; Rn)) x [—1;1] — €% (B(0; Rg)) x €° (0B(0; Rq)),

Fi

(ua 5) = (_v : (esnvu) - f(u)esn ’ U|BIB(O;RQ) - pz)l@]B(O;RQ)) .

We note that
Vi € {O,...,N},ﬁi(p()’i,()) =0.

We wish to apply the implicit function theorem, which is permitted provided the operator
ZLirur— —Au— f'(pos)u

with Dirichlet boundary conditions is invertible. If this is the case we know that there exists a
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continuous path p. ; starting from pg; such that
Fi(pL,e) =0

Denoting, for any differential operator &7 its spectrum by X («7), this invertibility property amounts,
thanks to elliptic regularity (see [80]) to requiring that

Vie{l,...,N},0 ¢ X(%). (5.24)
If the condition (5.24) is satisfied, then pg; perturbs into p. and we can define
e = pt|q

as a suitable sequence of steady states in 2. Since we are working with a finite number of points,
taking € small enough guarantees

] o

Vi=1,...,N,|[|pei — po,illL= <
and we would then have, for any i = 1,..., Ny,

[[Pe,it1 = PeillLe < |peivt — poivillze + [|poyi — e illzes + [Pojit1 — posil|Le
—4 4 2 ’
which is what we require of the sequence.
Let us define the set of resonant points (i.e the points where the implicit function Theorem does not
apply) as
r={je{l,...,N},0e2(Z%)}.

We note that 0 ¢ T" because the first eigenvalue of
Lo =-A—f(0)

is positive: indeed, since f/(0) < 0, this first eigenvalue is bounded from below by the first Dirichlet
eigenvalue of the ball B(0; R). Hence 0 ¢ I". We proceed as follows:

1. Whenever 7 ¢ T, we can apply the implicit function Theorem to obtain the existence of a
continuous path p. ; starting from pg ; such that

Peil oB(0:Ra) = P0,iloB(0;Re) » F (Pe,is€) = 0,

so that, taking € small enough, we can ensure that, for any i ¢ T,

1)
[|Pei — po,illLe < T

2. Whenever i € T, we apply the implicit function theorem on a larger domain B(0; Rg +48), 6 > 0.
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Figure 5.10 — The initial solution py; on B(0; Rg) is continued into a solution on B(0; Rq + 5), and
we apply the implicit function theorem on this domain to obtain the blue curve.

Let, for any i € I, A\;(k, Rq) be the k-th eigenvalue of .%; with Dirichlet boundary conditions
on B(0; Rg).
Let, for any i € I,

k; :==sup{k,\;i(k, R) = 0}.

Obviously, there exists M > 0 such that k; < M uniformly in ¢, since A;(k, Rq) — 0o as k — oo.
We then invoke the monotonicity of the eigenvalues with respect to the domain. Let, for any s,
pg’i be the extension of pg; to B(0; Ro + 5), this is possible given that pg ; is given by the radial
equation (5.21).

Let £; : u— —Au — f’(pgyi)u and 5\2(, Rq + 5) be its eigenvalues. By the min-max principle of
Courant (see [92]) we have, for any k € N and any 6 > 0,

Xi(k, Ro +0) < Ni(k, Rg).
Hence, for every i € T', there exists 6; > 0 small enough so that, for any 0 < 6 < SZ-,
0¢ 3 (L) .
We then choose § = min;er 6; and apply the implicit function theorem on B (0; Rq + é) This

gives the existence of & > 0 such that, for any € < € and any i € I', there exists a solution pg,i

of
—Apl; —e(Vn, Vpl;) = f(pl;) in B(0; Rg + 3),
pg i — Do,i 5
£, )2 S(O;Rﬂ+g) ’ (525)
_ <go<155(0;_1>m+§)) 3
Pei e—0 Po.i
Furthermore,

5
P0.ils(0;Ra+9) e P0,iloB(0: Rey)
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Thus, by choosing 5 small enough, we can guarantee that, by defining

]
pE,i L pgﬂj

B(0;Rq)

we have for every ¢ small enough

. 1)

|[Pe,i — po,illL= < 1

We note that p.; does not satisfy, on 9B(0; Rg) the same boundary condition as pg;, but this
would be too strong a requirement.

This concludes the proof. O

5.4 PROOF OF THEOREM 5.1.3

Proof of Theorem 5.1.3. Proceeding along the same lines as in Theorem 5.1.2, we prove that for any
drift N € €°°(Q;R?) (regardless of whether or not it is the restriction of a radial drift N to the
domain ), we prove that, when condition (5.8) then zp = 0 is the only solution to

—Ap—2(5F,Vp) = f(p) inQ,
p=0 on 0€2, (5.26)
0<p<1,

and note that the main equation is equivalent to
—V - (N*Vu) = f(p)N*.

Indeed, assuming there exists a non-trivial solution to (5.26) then from the mean value theorem, we
can write

f) = f'(yp

for some function y and, multiplying the equation by p and integrating by parts gives, using the
Rayleigh quotient formulation of AP (Q):

@) [ < [ 9P [ NIVBE <17 llen N [ 82
Q Q Q Q

which is contradiction unless p = 2.

Once we have uniqueness for (5.26) we follow, for any initial datum pg, the staircase procedure
explained in the proof of Theorem 5.1.2: we first set the static control u = 0, we drive the solution
to a €° neighbourhood of zg, then to a steady-state solution of (5.7) in this neighboorhood. Thus,
we only need to prove the existence of a path of steady states linking zg to z¢. In order to prove that
such a path of steady states exists under assumption (A;), we use an energy method.

Let R > 0 be such that Q@ C B(0; R). As in [163], we define, for any s € [0, 1], ps as the unique

solution of
—Aps — 2(5¥,Vps) = f(ps),  in B(0; Rg)
ps is radial in B(0; R), (5.27)
ps(0) = s6.

We notice that the first equation in (5.27) rewrites as

-V (NZVPS> = f(ps>N'
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Since N is radially symmetric, this amounts to solving, in radial coordinates

——— (riIN?p), " F(ps)N? in [0; R]
{ ps(0) =(se , pg(g)) ): 0. g (5.28)

We prove the existence and uniqueness of solutions to (5.28) below but underline that the core difficulty
here is ensuring that
0<ps <1l

CLAIM 5.4.1 For any s € [0, 1], there exists a unique solution to (5.28).

CLAIM 5.4.2 Under Assumption A, the path is admissible: we have, for any s € [0,1],

Furthermore, the path {ps}scpo,1] is continuous in the €° topology.

Proof of Claim 5.4.2. 1. Admissibility of the path under Assumption A;: We now prove Estimate
(5.29), which proves that the path of steady states is admissible (with respect to the constraints).

To do so, we introduce the energy functional

G w s S0P + Fu))

Differentiating &, with respect to x, we get

&1(x) = (05(x) + f(ps)) Pi(@)

B d—1 N'(r) , L
= (— —— 2 N0 ) (pl(r))? from Equation (5.28)

<0 from Hypothesis A;.

In particular, we have, for any s # 0, ps # 0 in (0; R): arguing by contradiction if, for z € (0; R)
we had ps(z) = 0 then
1 2
éi(z) = 5 (Pi(2))” 2 0.

However, &1(0) = F(s) < 0, so that a contradiction follows. For the same reason, ps # 1 in
[0; R], for otherwise , if ps(T) = 1 at some T € [0, 1] we would have

& (z) > F(1) > 0,
which is once again a contradiction. It follows that, for any s € (0; 1],
0<ps <1,

as claimed. This concludes the proof of the admissibility of the path.

2. Continuity of the path: We want to prove the € continuity of the path. Let s € [0,1] and let
{sk}ren € [0,1]N be a sequence such that

Sk — S.
k— o0

Let pg := ps,. Our goal is to show that

<°(B(0;R
Pk ($ ) Ps- (5.30)

k—o0
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We will use elliptic regularity to ensure that. We first derive a W1 estimate from the one-
dimensional equation and use it to derive a 4% estimate for the equation set in B(0; R).

By the admissibility of the path we have, for every k € N,
0<pp <1

Passing into radial coordinates and integrating Equation (5.28) between 0 and z gives

—p(z) = W /0”” £ (pe(t)) N?(t)t*dt. (5.31)

From Equation (5.31) we see that {p }ren is uniformly bounded in W1>°((0;1)),

We now consider the Equation in B(0; R), i.e we work with (5.27). Since {pj }ren is uniformly
bounded in any €%%(B(0; R)) by the first step and since N € €>°(B(0; R)), it follows from
Holder elliptic regularity (see [80] that there exists M € R such that, for every k € N,

|[Pr|l%20@0;R) <M

hence {pi }ren converges in €1 (B(0; R)), up to a subsequence, to ps.. Passing to the limit in
the weak formulation of the equation, we see that p., satisfies

—V - (N?Vpso) = f(peo) N2

Passing to the limit in
Wk € N, pi(0) = sy

we get po(0) = s and, finally, since for every k € N, p, is radial, i.e

9 9
Vk € N,Vi,j€ {1,...,d},xj£— Pk

zi=— =0,
! 6l‘j
we can pass to the limit in this identity to obtain that p., is radial. In particular,
Poo = Ps

and so the continuity of the path holds.
To conclude the proof of Theorem 5.1.3, it suffices to apply the staircase method.

5.5 PROOF OF THEOREM 5.1.4: BLOCKING PHENOMENON

Proof of Theorem 5.1.4. The proof that there exists L,(0) > 0 such that, for any L > L, a non-
trivial solution to (5.10) exists is exactly the same as for the case without a drift a relies on an energy
argument, as is done in the proof of Lemma 5.1.

Such energy arguments fail however when trying to prove that (5.11) has a solution, since the
natural energy of the equation (5.11) satisfies, when N is the gaussian,

L, Lo,
ElLu] = /Le—%(u/)2 - /Le—#F(u) > (L, 2] with 21 = 1,

because F'(u) > F(1).
To prove the existence of a non-trivial solution, we give a fine study of the phase portrait which will
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ensure that L, (1) is well-defined and that L,(1) > 0.
Let a € (0;6). Let uqy » be the solution, in R, of

_u/o/c,a + 2%1‘6;,0 = f(ua,d) )

ua,JEO; =, (532)
ug, ,(0) = 0.

We first note that uq » is an even function.
Our goal is to prove that

Ja, € [0; 0] such that (Elx% >0, and Uq,o(Za,) > 1,VE € (0;24,),1 > Ua(t) > O.). (5.33)

If this holds, choosing o, and defining L, (1) := z,, automatically yields the desired conclusion.
Since we use in this proof energy arguments, let us define, for any =z € R,

8a(w) 1= 5 (0 g (@) + F(tin ()

and carry out some elementary computations.
First of all, we notice that

2 bulw) = 2 (o)

a,o
4z

. (Salz) — F(uaa(x))

> 2 (6ale) - FQ)).

Proof of (5.33). We start with the following result:

CLAIM 5.5.1 For any o,a > 0, there exists £o,,9 > 0 such that
U0 (Tao0) = 0,0 < Uno <0 on (0;24,0.0) 7ufl’g(:co“[,’g) >0, U/a,a >0 on (0;24,0.0)-
Proof of Claim 5.5.1. Since u, » is continuous and since uqy,+(0) = a < 6, there exists ¢ > 0 such that
Ua o ([0;6]) C [0;6].
Let 4,59 be defined as
ZTao,0 i =sup {0 > 0,uq,([0;8]) C [0;6]} > 0.

Note that we might have z, , ¢ = +00, but we will exclude this case: we prove that u, , is increasing
on [0; Z4,0,0] and, we show at the same time, that 2,9 < +00.

As a consequence, Uq,o(Ta,00) =0 and 0 < uq,e < 6 on [0;2q,0,0].
Uq,o 18 increasing on [0; Ta,0.0): On [0;Ta,00), Wwe have f(uq,,) < 0, whence

ul (z) > %Uu' (). (5.34)

oo a,o
From the Gronwall inequality, it follows that, for every = € (0;%4,0,0), U, , () > 0. Thus, s, >
on (0;2q,5,0) SO

Ua,o(T) — 0.

T—=Tx,0,0
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Taop <00 Let T € (0;24,09). For any x € (T;24,0,0) the Gronwall inequality applied to Equation
(5.34) gives

u’ag(x) > eg(xz_fz)u’a’a(f) > u’aa(f) > 0.
It follows that 74,0 < 00 and 80 Ua,¢(Ta,0,0) = 05Uy »(Ta,e0) > 0 and ugo(z) > 0 on (0;74,0,0]- O
CLAIM 5.5.2 There holds

To,0,0 — —+00.
a—0,a>0

Proof of Claim 5.5.2. This is a consequence of the Grénwall inequality applied to

1
f(l‘> = 5(“3,0 + ug,o’)'

First of all note that we know from Claim 5.5.1 that ug.,o ,ul, , > 0 on [0; 4.06]. Let L > 0 be defined

as . 7
L := sup —f®)
welo,]] t

> 0.

Differentiating & gives

df oy "
T = Ui (@) (o (@) F 10 ()

=t (@) (oo () = f(ttae) + 20t 1 (@)
< ) (@) (U (@) + Lt o () + 250 ()

<l o ()t (@) (L +1) + 250, (2)°
, — g,
<L+1
- 2
i
< — .
76(w)<L+1+4a>

(1 (@) 4t (2)?) + 2 (e o (2) + o ()?)

Since £(0) = 1a? we conclude from Grénwall’s lemma that
£(x) < 0‘726(L+1)w+2é
= 2 .

As a consequence, at 24,49, We must have

2

o L+1 Ta,0,0
0 < \/E(Ta00) < —ze 7 T ot
= g —\/§

Ta,o0 — +00,
a—0

Thus, we have

s

as claimed. O

CLAIM 5.5.3 Let 4,50 be defined as
Tao0 = Inf {x,x satisfies the conclusion of Claim 5.5.1} .

For any o > 0, there exists o € (0;0) such that

ul () T +00, Uy, o () > 0 on [Ta,00; +00).
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Proof of Claim 5.5.3. We first notice that

d
T o = = f(tao) + —uq . (7) =t g(x) (5.35)
x o
The non-linearity changes sign at x40

We note that g(za,0,0) = U, o (Ta,00)) > 0. We want to ensure that the right-hand side of (5.35)
enjoys some monotonicity property.

To guarantee this, we first note that, on [0; zq 6],

d 2, 9
— - >
dxéaﬂé(x) a,a($> O
and so
Sa(r) > 64(0) = F(a)
Thus,

u/a,a(xa,o'ﬁ) > V2 (F(a) — F(0)).

ceas that a < g’ ich implies F(a) > I (g) This gives a uniform lower bound of the
form
u;,a(xa,a,a) Z co > 0.

Now, regarding the monotonicity of the right-hand side of (5.35), we note that

2z,

2 2x
/ / ! li
§10) = o ) + 2t + 2 (Zl g = fl0)

2 x? Uq. o
/a’o- (_f/(ua)a)++42_f(, ) ))
o o U

a,o

|
S

= u;)oG(aﬁ,uaJ,u’aJ)
with ; / ) 2
(z,u,v) == —f"(u) + p —&-4? -
We now want to ensure the following condition:
Yo > ¢,V > Tao0, Gz, u,v) > 0. (5.36)

Extending if need be f into a W1°° function outside of [0, 1], we see that this condition is guaranteed
if, for any x > 4,9 We have

£ |z + <= +4= (5.37)

1l
Co g

2 x2
o

This is turn implies a condition on x4+ ¢, and we need to guarantee that x, ¢ can be chosen arbitrarily
large as @ — 0. However this is a consequence of Claim 5.5.2.

As a consequence, coming back to (5.35), we see that, since g is locally positive because g(zq.0,0) =

U}, o(Ta,00) > co we can define

a,o

Ay =sup{A e R} \u, , > u), ,(Ta,00) I [Ta,0,05Ta,00 + A} >0

a,0 =

and we now show that
A1 = +00.

We first note that g is non-decreasing on [Za,0.6; Za,0,0+A], by (5.36) and since g" = uy, ,G (2, Ua,0, Up, 5 )-
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That A; = oo is now an easy consequence of this fact: indeed, we have

d
%(ufx,a) =g(z) > g(xa,oﬂ) >0

and so we have
Uy, () — Hoo.

o0 T—»00
O
As a consequence of these two claims, there exists 24,51 such that
Ua(ZTa01) =1, Ua,0 > 0o0n [0;24,01]-
This concludes the proof of (5.33).
O

This concludes the proof of the existence part of Theorem 5.1.4 by setting Lgl) = To,0,1- Let us
set
L (1) :=inf{L > 0,(5.11) has a non-trivial solution in [-L, L]} > 0.

We now prove that L% (1) %/ 00/0. The analysis when o — oo is quite easy, while the case o — 0
a—00/0

is harder to tackle.

CLAIM 5.5.4 It holds
L:(1) — Hoo.

T —00

Proof of Claim 5.5.4. Let u; be a non-trivial solution of (5.11). We can assume that u is a radially
symmetric solution, i.e uj(z) = uj(—x). Assume this is not the case, and set x; such that

up(z1) = minwu; < 6
by the maximum principle. We can assume without loss of generality that x; > 0. Define
01 :[0; L] 3 x = ur(x1) L] + u1(z)

and extend it by parity to [—L, L]. Then ¢; is a radially symmetric supersolution of the equation, and
zo = 0 is a subsolution of the same equation. The constructive iterative procedure of the construction
of sub and super solutions gives the existence of a radially symmetric solution to the equation.

Thus we assume that u; is even.

Let o := u1(0), we then have u; = uq,, where u, , was constructed in the first part of the proof
of the Theorem.

We start by noticing that integrating Equationd (5.32) we have, for every x € [0; L],

2 2

Tl (x) = / (f () (t)e 5 dt

xT
< / [
0

22
o

Thus, for any x > 0, we have
ul, o (z) <e

a,o

|| fll o
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Integrating this inequality between 0 and L, we get

2

As a consequence, L (1) can not stay bounded as o — oo, which concludes the proof. O
We now pass to the proof of the following Claim:

CLAIM 5.5.5 There holds
L:(1) — 0.

o—0

Proof of Claim 5.5.5. We argue by contradiction. Assume that there exists a sequence {0} }ren such
that
Ly (1) A 0,00 — 0
k—o0

k—o0

Let
L:=lim, . L (0)>0.

Ok

Let o > 0 be fixed. From Claim 5.5.1 we know that, for every o > 0, there exists 24,59 > 0 such that
Ua,o (Ta,0,0) = 0, Uq,o 18 increasing on [0; 4 0.0]-

Let
Uk ‘= Uq,op » Tk = Ta,04,0-

We reach a contradiction by distinguishing two cases:

1. 0 is an accumulation point of {z}: Up to a subsequence, we can assume that

k—o0

From the mean value theorem, there exists {yx }ren such that

0 — o
—  +00.

/
e 0,u k) =
y k—oo k(y ) T k—oo

This implies that u) — +oo "uniformly on [yx; yr +¢] for every € small enough" as made precise
in the following statement:

Ve > 0,VM € RY ,Jkpy € N,VE > k' uj, > M on [yg; yk + €.

This is once again an application of the Gronwall Lemma: we have
2x
li li

—Uy > — o + —Up..

gk = Il + —u,
This implies

, , (yk+t)2—y%
V>0, up(yk +1) = (w(ye) — [[flle=t) e,
giving the desired conclusion.
Fixing € = % and using u} (yx) o +00 gives the desired conclusion.
— 00

It immediately follows that, for k large, enough, there exists 1 such that |zg1 — yi| < %,
up(zg,1) = 1 and u, > 0 on (0;xy,1), which is obviously a contradiction.
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2. 0 is not an accumulation point of {zj}: Assuming 0 is not an accumulation point of {xy }ren, a
contradiction ensues in the following manner: we now that there thus exists a point x > 0 such
that

y < lim,_, xg, lim ug(y) <60 —0
k— o0

for some ¢ > 0. Then we note that, by integration of (5.32) we get

2 Y 2
w) =% [ e (o) (539)
0
Since y € [0; 2] for every k large enough, we have o < ug, < 0 — ¢ for every ¢ € [0;y], so that
36" >0, f(ug) < —4" on [0;y].

Plugging this in the integral formulation (5.38) gives the lower bound

y? Y 2
uy(y) > (567/ e 7 dt.
0

We estimate the right hand side using Laplace’s method:

Yy 2
/ e~ v dt ~ Cylo
0 o—0
for some C > 0, which immediately gives

up(y) = +oo.

‘We conclude as in the first case.

O

We use the same type of arguments to analyse the behaviour of L% (0) as o — 0. Obviously, when
o — 00, L(0) goes to L*, the threshold for existence of a non-trivial solution to (5.10) already studied
in [157]. We now prove that adding a gaussian drift yields the existence of a non-trivial drift with a
small variance o leads to the existence of non-trivial solutions around 0, even when the length of the
interval is quite small.

CLAIM 5.5.6 There holds
L:(0) — 0.

o—0

Proof of Claim 5.5.6. Here we only need to prove
VL > 0,301, > 0,VYo <o, (5.10) has a non-trivial solution,

which is stronger that what we require.
To do so, we use an energy argument similar to that of the proof of Theorem 5.1.2: introduce, for
a given L > 0, the energy functional of Equation (5.10):

12 1 [E e L 22
E7 Wy ((-L, L) duwr 7/ |Vul?e™ = —/ F(u)e™ .
2JL L
We now consider a smooth function ¢ € €°°((—L; L)) with compact support and with

L L

0§@§¢(0):1a¢510n(—§§§)-
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We apply the Laplace method to
&gl

We first note that we immediately have, since ¢ is is a fixed test function with a zero derivative on a
neighborhood of 0,

/ Ve E = o (/3)

o—0

On the other hand, the right hand side satisfies, thanks to the Laplace methode,

N

/ Puye % ~ CP)/a

L og—r
where C' > 0 is a positive constant. Thus, for o small enough, we have
£70p] <0,

hence the existence of a non-trivial solution for (5.10).

5.6 CONCLUSION

5.6.1 OBTAINING THE RESULTS FOR GENERAL COUPLED SYSTEMS

As explained in Section 5.1.2 of the Introduction, the equations considered in this article correspond
to some scaling limits for more general coupled systems of reaction-diffusion equations, and it seems
interesting to investigate whether or not the results we obtained in this article might be generalized
to encompass the case of such general systems. As was explained in Section 5.1.2, these models can
be used to control populations of infected mosquitoes and arise in evolutionary dynamics. Obtaining
a finer understanding of the real underlying dynamics rather than the simplified version under scru-
tiny here seems, however, challenging. Indeed, although controllability results for linear systems of
equations exist (see for instance [123]), the non-linear case has not yet been completely studied.

However, given that, as explained in the Introduction, gene-flow models and spatially heterogen-
eous models are limits in a certain scaling of such systems, it would be interesting to see whether or
not our perturbation arguments, that were introduced to pass from the spatially homogeneous model
the the slowly varying one, could work to pass from this scaling limit to the whole system in a certain
regime.

5.6.2 OPEN PROBLEM: THE MINIMAL CONTROLLABILITY TIME AND
SPATIAL HETEROGENEITY

Let us now list a few questions which, to the best of our knowledge, are still open and seem worth
investigating.

e The qualitative properties of time optimal controls:

As suggested in [157] one might try to optimize the control with respect to the controllability
time. Indeed, its is known that, under constraints on the control, parabolic equations have a
minimal controllability time, see for instance [177, 154].

For constrained controllability it is known that there exists a minimal controllability time to
control, for instance, from 0 to 6 (see [157]). We may try to optimize the control strategies so as
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to minimize the controllability time. In our case, that is, the spatially heterogeneous case, are
these controls of bang-bang type? Another qualitative question that is relevant in this context
is that of symmetry: in the one dimensional case, when working on an interval [—L, L], are
time-optimal controls symmetric? In the multi-dimensional case, when the domain 2 is a ball,
is it possible to prove radial symettry of time optimal controls?

e The influence of spatial heterogeneity on controllability time:

Adding a drift (which corresponds to the spatially heterogeneous model) modifies the controllab-
ility time. As we have seen, such heterogeneities might lead to a lack of controllability. However,
it is also suggested in the numerical experiments shown below that adding a drift might be be-
neficial for the controllability time. It might be interesting to consider the following question:
given L™ and L' bounds on the spatial heterogeneity N, which is the drift yielding the min-
imal controllability time? In other terms: how can we design the domain so as to minimize
the controllability time? In the simulation below, we thus considered the following optimization
problem: letting, for any drift N, T'(N) be the minimal controllability time from 0 to 6 of the
spatially heterogeneous equation (5.2) (with T'(N) € (0; +00]), solve

inf T(N).
-M<M<1,[f N=0

We obtain the following graph with M = 250 and L = 2.5:

Optimal drift
250 F I

200 - ‘”
150
100 - ‘

50 - ‘

0k
-100 ‘
150 - |

I|
-200 | H‘

250 I |
25 25

Figure 5.11 — Time optimal spatial heterogeneity.
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APPENDIX

5.A PROOF OF LEMMA 5.1

Proof of Lemma 5.1. Let us first remark that (5.13) has a variational structure. Indeed, v is a solution
of
—Au+e(Vn,Vu) = f(u),u € Wy*(Q)

if and only if
—V - (e5"Vu) = f(u)e™ ,u € Wy (Q). (5.39)

Following the arguments of [21, Remark I1.2], we introduce the energy functional associated with
(5.39): let

1
E WA Q) 5 u s f/ e | Vul|? f/ e F(u),
2 Ja Q
From standard arguments in the theory of sub and super solutions [21], if there exists v € WO1 2(Q)

such that
& (v) <0 (5.40)

then there exists a non-trivial solution to (5.13). We now prove that there exists v € Wy*(€2) such
that (5.40) holds, by adapting the construction of [163]: let B(ZT; po) be one of the ball of maximum
radius inscribed in 2. Up to a translation, we assume that T = 0.

Let 6 > 0. We define vs as follows

z € B(0;p0 —0) — 1,
2 T 2
vs: 4 = € B(0;p0)\B(0; po — ) — pé)g(pilllé)z’
x € Q\B(0; po) — 0.

An explicit computation yields
/ [Vo|? ~50 Cply
Q
for some constant C' > 0, and

[ P =P+ 0 (o),
Q

Hence, since n is bounded, the conclusion: as po — oo ad § — 0 the energy of vy is negative.
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CHAPTER 6. A NON-LINEAR SHAPE OPTIMIZATION PROBLEM

GENERAL PRESENTATION OF THE CHAPTER: MAIN DIFFICULTIES
AND METHODS

In this Chapter, which corresponds to [HMP19]|, we investigate a shape optimization problem: let D
be a box, and let for any Q C D regualar enough uq be a solution of the semi-linear equation

—Aug + pf(ug) =g in Q,
ug = 0 on 99.

The function g : D — R is fixed, f is regular, p > 0 is a small parameter; we consider the shape

optimization problem
1
inf = Vug|? f/ U.
QCD,|Q=Vy 2 /Q [Vuel Qg

The main results can be summed up as follows:

e Existence properties:

The main problem here is that the functional is not energetic. Using a porous medium approx-
imation and a fine analysis of the witch function associated with the problem, we prove that,
under various monotonicity assumptions on the non-linearity f, or under sign assumptions on
g, the optimization problem has a solution. These results can be found in Theorem 6.2.1.

e (In)stability of minimizers:

We then analyse a particular case, that of a radially symmetric, non-increasing g. It is known that
0* = B(0;7*) is the unique minimizer for p = 0. We then show, using comparison techniques,
that * satisfies second order optimality conditions under certain assumptions on g for p small
enough while proving that, for ¢ = 1, we can construct a non-linearity f such that * is not
a minimizer for any p > 0 small enough. The technique to prove this instability is new, and
uses a fine understanding of the second order shape derivatives. More specifically, we use the
(in)stability of Q* as a minimizer for p = 0 to obtain our results. These results can be found in
Theorem 6.2.2.
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CHAPTER 6. A NON-LINEAR SHAPE OPTIMIZATION PROBLEM

6.1 INTRODUCTION

6.1.1 MOTIVATIONS AND STATE OF THE ART

Existence and characterization of domains minimizing or maximizing a given shape functional under
constraint is a long story. Such issues have been much studied over the last decades (see e.g. [36, 68,
92, 110, 93]). Recent progress has been made in understanding such issues for problems involving for
1nstance spectral functionals (see e.g. [95]).

The issue of minimizing the Dirichlet energy (in the linear case) with respect to the domain is
a basic and academical shape optimization problem under PDE constraint, which is by now well
understood. This problem reads:

Let d € N* and D be a smooth compact set of R, Given g € H-*(D) and m < |D|,
minimize the Dirichlet energy

1
J(Q2) = 5/9 ‘VUQ|2 - <gauQ>H—1(Q),W01’2(Q)7

where ugq is the unique solution of the Dirichlet problem' on € associated to g, among all
open bounded sets @ C D of Lebesgue measure |2 < m.

As such, this problem is not well-posed and it has been shown (see e.g. [88] or [93, Chap. 4] for a
survey of results about this problem) that optimal sets only exist within the class

={Q e AD), |Q] <m}, (6.1)

where A(D) denotes the class of quasi-open sets? of D.

This article is motivated by the observation that, in general, the techniques used to prove existence,
regularity and even characterization of optimal shapes for this problem rely on the fact that the
functional is "energetic", in other words that the PDE constraint can be handled by noting that the
full shape optimization problem rewrites

2
Qlén\Al(nD)uewu D){ /\Vu\ (9, ) e I(Q)’WOM(Q)}'
Q<

In this article, we introduce and investigate a prototypal problem close to the standard “Dirichlet
energy shape minimization”, involving a nonlinear differential operator. The questions we wish to
study here concern existence of optimal shapes and stability issues for “non energetic’ models. We
note that the literature regarding existence and qualitative properties for non-energetic, non-linear
optimization problems is scarce. We nevertheless mention [MNP19b], where existence results are
established in certain asymptotic regimes for a shape optimization problem arising in population
dynamics.

Since our aim is to investigate the optimization problems in the broadest classes of measurable
domains, a volume constraint, known to lead to potential difficulties due to lack of compactness for
standard topologies, is considered.

1in other words

uq = argmln { /|Vu\2 (9, u) 5 H-1(9) WI,Q(Q)}.
uEW o

2Recall that Q C D is said quasi-open whenever there exists a non-increasing sequence (wn)nen such that

Vn €N, QUuw, is open  and lim cap(wn) =0

n——+oo
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In the close version of the Dirichlet problem we will deal with, the linear PDE solved by ug is
changed into a nonlinear one but the functional to minimize remains the same. Since, in such a
case, the problem is not "energetic" anymore (in the sense made precise above), the PDE constraint
cannot be incorporated into the shape functional. This calls for new tools to be developed in order to
overcome this difficulty. Among others, we are interested in the following issues:

e Existence: is the resulting shape optimization problem well-posed?

e Stability of optimal sets: given a minimizer €0 for the Dirichlet energy in the linear case, is
Qg still a minimizer when considering a “small enough” non-linear perturbation of the problem?

This article is organized as follows: the main results, related to the existence of optimal shapes
for Problem (6.3) and the criticality /stability of the ball are gathered in Section 6.2. Section 6.3 is
dedicated to the proofs of the existence results whereas Section 6.4 is dedicated to the proofs of the
stability results.

6.1.2 THE SHAPE OPTIMIZATION PROBLEM

In what follows, we consider a modified version of the problem described above, where the involved
PDE constraint is now nonlinear.

Let d € N*, D a compact set (i.e the closure of a bounded open set) of R?, g € L?(D) and
f € WH(R). For a small enough positive parameter p, let ug € Wol’z(Q) be the unique
solution of the problem

{ —Aupa +pf(up0) =g inQ (6.2)
up0 € Wy (). ’
For m < |D|, solve the problem:

. 1

Qlerg’m J,(Q)  where J,(2) = 5/9 \Vau,.al® — /qup,g, (6.3)

where O, is defined in (6.1).

In this problem, the smallness assumption on the parameter p guarantees the well-posedness of the
PDE problem (6.2) for generic choices of nonlinearities f.

LEMMA 6.1 There exists p > 0 such that, for any Q € Oy, for any p € [0,p), Equation (6.2),
understood through its variational formulation, has a unique solution in VVOL2 (Q).

This follows from a simple fixed-point argument: let A;(Q2) be the first eigenvalue of the Dirichlet
Laplacian on £2. We note that the operator

T: W, (Q) — Wy2(Q)
u — wq,

where wq is the unique solution of

—Aw—g=—pf(u) inQ
LSt

is Lipschitz with Lipschitz constant Cr(£2) such that Cp(2) < pﬁ”f“wl,oo. By the monotonicity
of \; with respect to domain inclusion (see [92]), we have, for every Q € O,,, A1(D) < A\1(2), so that
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6.2 MAIN RESULTS OF THE PAPER

6.2.1 EXISTENCE RESULTS

We state hereafter a partial existence result inherited from the linear case. Indeed, we will exploit a
monotonicity property of the shape functional .J, together with its lower-semi continuity for the ~-
convergence to apply the classical theorem by Buttazzo-DalMaso (see Subsection 6.3.1). Our approach
takes advantage of the analysis of a relaxed formulation of Problem (6.3). To introduce it, let us first
consider a given box D C R™ (i.e a smooth, compact subset of R™) such that |D| > Vj.

In the minimization problem (6.3), let us identify a shape 2 with its characteristic function 1q.
This leads to introducing the “relaxation” set

O = {a € L*°(D,[0,1]) such that / a< m}
D
For a given positive relaxation parameter M, we define the (relaxed) functional J M,p by

M
LS — / (1- a)u?wyp’a - / gup.Q, (6.4)
2 Ja Q

A 1
Impla) = 5/1) |V, pa

for every a € @m, where upr .0 € VVO1 -2 (D) denotes the unique solution of the non-linear problem
{ —Auagpa+ M1 —a)urpat pf(Uarpa) =g in D (6.5)
urp.a € Wy (D). .

Our existence result involves a careful asymptotic analysis of ups .« as p — 0 to derive a monotonicity
property.
Standard elliptic estimates entail that, for every M > 0 and a € O,,, one has unr,p 4 € ().

REMARK 6.1 Such an approzimation of u,q is rather standard in the framework of fictitious do-
mains. The introduction of the term M(1 — a) in the PDE has an interpretation in terms of porous
materials (see e.g. [72]) and it may be expected that wns, . converges in some sense to u,q as
M — +o0o and whenever a = 1. This will be confirmed in the analysis to follow.

Roughly speaking, the existence result stated in what follows requires the right-hand side of equa-
tion (6.2) to have a constant sign. To write the hypothesis down, we need a few notations related to
the relaxed problem (6.5), which is the purpose of the next lemma.

LEMMA 6.2 Let m € [0,|D|], a € O,, and g € L2(D) be nonnegative. There exists a positive constant
Np.g such that

Va € O, VM > 0,¥p € [0,p),  [uarpalloe < Nong, (6.6)

where p is defined in Lemma 6.1, upr p o denotes the unique solution to (6.5). In what follows, Ny, g
will denote the optimal constant in the inequality above, namely

L), a € Om, M >0,pe0,p)}.

Ny = SUP{”UM,p,a

This follows from standard arguments postponed to Section 6.A.

We now state the main results of this section. Let us introduce the assumptions we will consider
hereafter:

(Hy) There exist two positive numbers go, g1 such that go < g1 and gy < g(-) < g1 a.e. in D.
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(Hz) One has f € Wh*(R) N D?, where D? is the set of twice differentiable functions (with second
derivatives not necessarily continuous). Moreover, f(0) < 0 and there exists 6 > 0 such that the
mapping x — xf(x) is non-decreasing on [0, Ny, 4 + 6] where N, 4 is given by Lemma 6.2.

THEOREM 6.2.1 Let us assume that one of the following assumptions holds true:
e g or —g satisfies the assumption (Hy);

e g is non-negative and the function f satisfies the assumption (Ha) or g is non-positive and the
function —f satisfies the assumption (Ha);

Then, there exists a positive constant pg = po(D, f(0), || fllwr.«) such that the shape optimization
problem (6.3) has a solution Q* for every p € (0, po).

REMARK 6.2 The proof of Theorem 6.2.1 rests upon a monotonicity property of the relazed functional
jM7p given by (6.4). This is the first ingredient that subsequently allows the well-known existence result
of Buttazzo and Dal-Maso to be applied.

It is natural to wonder whether or not it would be possible to obtain this result in a more direct way,
for instance by using shape derivatives. We claim that such an approach would require to consider
domains 2 having a smooth boundary so that the shape derivative (in the sense of Hadamard) of J, at
Q in direction V, where V' denotes an adequate vector field, makes sense. This relaxed version enables
us to encompass less regular domains.

6.2.2 STABILITY RESULTS

In what follows, we will work in R%2. B* denotes the centered ball with radius R > 0 such that B* € O,),
and we introduce S* = 9B*. The notation v stands for the outward unit vector on S*, in other words
v(z) = z/|z| for all z € S*.

In this section, we will discuss the local optimality of the ball for small nonlinearities. We will
in particular highlight that the local optimality of the ball can be either preserved or lost depending
on the choice of the right-hand side g. Indeed, if p = 0 and if g is radially symmetric and non-
increasing, the Schwarz rearrangement® ensures that, for any Q € O,,, Jo(2) > Jo(B*). Without such
assumptions, not much is known about the qualitative properties of the optimizers.

According to the considerations above, we will assume in the whole section that

(H3) g is a non-increasing, radially symmetric and non-negative function in L?(B*) and f is a given
%? non-linearity.

Notice that the analysis to follow can be generalized to sign-changing g. Here, this assumption allows
us to avoid distinguishing between the cases where the signs of normal derivatives on S* are positive
or negative. For the sake of simplicity, for every p > 0, we will call u, the solution of the PDE

—Au,+pf(u,) =g inB*

1,2 * * _ Q% (67)
u, € Wy (B*) on OB* = S*.

Proving a full stationarity result® is too intricate to tackle, since we do not know the minimizers
topology. Hereafter, we investigate the local stability of the ball B*: we will prove that the ball is
always a critical point, and show that we obtain different stability results, related to the non-negativity
of the second shape derivative of the Lagrangian, depending on f and g.

3see e.g. [108] for an introduction to the Schwarz rearrangement.
4in other words, proving that for any p < p* B* is the unique minimizer of Jp in O
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To compute the first and second order shape derivatives, it is convenient to consider vector fields
V € W3(R?) and to introduce, for a given admissible vector field V (i.e such that, for ¢ small
enough, (Id +tV)B* € O,,,), the mapping

fv it = J, ((Id+tV)B").
The first (resp. second) order shape derivative of J, in the direction V is defined as
JBV] = f,(0) , (resp. J(B)V, V] = Fi(0)).
To enforce the volume constraint |2] = m, we work with the unconstrained functional
Lr, Q= Jy(Q) — A, (Vol(R2) —m),

where Vol denotes the Lebesgue measure in R? and A, denotes a Lagrange mulltiplier associated with
the volume constraint. Recall that, for every domain Q with a ¢’? boundary and every vector field in
W32 (R? R?), we have

Vol (Q)[V] = V.v and Vol"(Q)[V,V]= H(V -v)?,
09 o9

where H stands for the mean curvature of 9€2. The local first and second order optimality conditions
for Problem (6.3) read as follow:

Ly, (v 3,00(R2 T2
5 (@)W, V] } for every V€ W*°°(R* R*) such that V.v=0.

0
0 5-

AV

For further informations about shape derivatives, we refer for instance to [93, Chapitre 5]. Let us
state the main result of this section. In what follows, p is chosen small enough so that Equation (6.2)
has a unique solution.

THEOREM 6.2.2 Let f and g satisfying the assumption (Hg). Let V € W3 (R? R?) denote a vector
field such that fS* V.v=0.

1. (Shape criticality) B* is a critical shape, in other words J,(B*)[V] = 0.

2. (Shape stability) Assume that

wR2g(R)g/ g and 0</*g, (6.8)

*

where R denotes the radius of the ball B*. Let A, be the Lagrange multiplier associated wit the
volume constraint. There exists p > 0 and C > 0 such that, for any p < p,

(Jp = Ay Vo) '(B) [V, V] 2 C|IV - v|[22(q)- (6.9)

3. (Shape instability) Assume that g is the constant function equal to 1 and that f is a €* non-
negative function such that f' < —1 on [0,2|ul[z~), where ug is the solution of (6.2) with
p =0 and Q = B*. Then, the second order optimality conditions are not fulfilled on B*: there
exists p>0 and V € W3°°(R2,R?) such that fs Vv =0 and, for any p < 7,

(J, — A, Vol)"(B*)[V, V] < 0.

REMARK 6.3 Let us comment on the strategy of proof. It is known that estimates of the kind (6.9)
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can lead to local quantitative inequalities [64]. We first establish (6.9) in the case p = 0, and then
extend it to small parameters p with the help of a perturbation argument. Assumptions of the type
(6.8) are fairly well-known, and amount to requiring that B* is a stable shape minimizer [65, 9/].
Finally, the instability result rests upon the following observation: if g = 1 and if V1 is the vector field
given by V(rcos(0),rsin(f)) = cos(0)(r cos(d),rsin(0)), then one has

(J§ — Ao Vo) (B)[V, V] = 0

while higher order modes are stable [65, 9/]. Tt therefore seems natural to consider such perturbations
when dealing with for small parameters p.

It should also be noted that our proof uses a comparison principle, which shortens many otherwise
lengthy computations.

6.3 PROOF OF THEOREM 6.2.1

6.3.1 GENERAL OUTLINE OF THE PROOF

The proof of Theorem 6.2.1 rests upon an adaptation of the standard existence result by Buttazzo-
DalMaso (see either the original article [38] or [93, Thm 4.7.6] for a proof), based on the notion of
~v-convergence, that we recall below.

DEFINITION 6.3.1 For any quasi-open set ) € O,,, let Rq be the resolvent of the Laplace operator
on Q. We say that a sequence of quasi-open sets (Qi)ken n Op, y-converges to Q € O, if, for any
(e H (D), (Ra,(0)),ey converges in Wy 2(D) to Ra(l).

The aforementioned existence theorem reads as follows.
theorem|Buttazzo-DalMaso| Let J : O,, — R be a shape functional satisfying the two following
assumptions:

1. (monotonicity) For every Q1,05 € Oy, Q1 C Qo = J(Q2) < J(24).
2. (y-continuity) J is lover semi-continuous for the y-convergence.

Then the shape optimization problem
inf J(Q)
Qe0,,
has a solution. theorem
As is customary when using this result, the lower semi-continuity for the ~-convergence is valid
regardless of any sign assumptions on g or of any additional hypothesis on f. This is the content of
the next result, whose proof is standard and thus, postponed to Appendix 6.B.

PROPOSITION 6.1 Let f € WH(R) and p > 0. The functional J, is lower semi-continuous for the
~-convergence.

It remains hence to investigate the monotonicity of J,. Our approach uses a relaxed version of J,,
namely the functional J M, defined by (6.4). More precisely, we will prove under suitable assumptions
that -

VM > 0,Vaq,as € Om ,a1 < ag = jM7p(a1) > jM)p(ag). (610)

The following result, whose proof is postponed to Appendix 6.C for the sake of clarity, allows us to
make the link between Jys,, and J,.

LEMMA 6.3 Let Q € O,,. There exists (M, )nen such that

M, — +oc0 and lim ijp(]lQ) = J,(Q).

n—-+oo
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Setting then a1 = 1q, ,a2 = 1q,, M = M,, where M, is chosen as in the statement of Lemma
6.3, and passing to the limit in (6.10) as n — oo gives the monotonicity of J,,.

In the next sections, we will concentrate on showing the monotonicity property (6.10). To this aim,
we will carefully analyze the so-called “switching function” (representing the gradient of the functional
Ju,p) as the parameter M is large enough.

6.3.2 STRUCTURE OF THE SWITCHING FUNCTION

It is notable that, in this section, we will not make any assumption on g or f. Let M > 0. Considering
the following relaxed version of Problem (6.3)

inf Jas,(a), (6.11)
a€Oy,

it is convenient to introduce the set of admissible perturbations in view of deriving first order optimality
conditions.

DEFINITION 6.3.2 : tangent cone, see e.g. [55] Let a* € M and T,+ be the tangent cone to the
set @m at a*. The cone T, is the set of functions h € L>°(D) such that, for any sequence of positive
real numbers e, decreasing to 0, there exists a sequence of functions h, € L>(D) converging to h as
n — +o0o, and a* + e hy, € Oy, for every n € N.

In what follows, for any a € (5m, any element h of the tangent cone 7, will be called an admissible
direction.

LEMMA 6.4 : Differential of JAM,p Let a € @m and h € Tq. Let var o be the unique solution of

{ —Avprpa+ M —a)vypa+ pf (Unipa)vrpa = pf(urre) i D (6.12)

VM pa € Wy (D).

Then, JAMW is differentiable in the sense of Fréchet at a in the direction h and its differential reads
(dJnr p(a), h) = Jp WV, where W, is the so-called “switching function” defined by

UM,p,a

V,=-M (UM,p,a + ) UM,p,a-

Proof of Lemma 6.4. The Fréchet-differentiability of J M,p and of the mapping O,, > a = uUnrp,e €
W) 2(D) at m* is standard (see e.g. [93, Chap. 8]). Let us consider an admissible perturbation h of
a and let 1z, o be the differential of ups . at a in direction k. One has

. M
(dIrrp(a),h) = / Vunm,p,a - Vin,pae + M/ (1 —a)unp,ating,p,a — */ hils o
D D 2 Jp T

_<g7’[LM,P,@>H*1(Q),W01'2(Q)7
where 7 p,q solves the system

{ 7AL'LM,p,a + M(l — a)it + ,Df/(UMm’a)l.L]u’p’a = Mhqua in D (6 13)

UM, p,a € Wom(D)-

Let us multiply the main equation of (6.5) by #ar,, . and then integrate by parts. We get

/ Vun,p,a - Vin,pa + M/ (1- a)uMw,aaM”ma + p/ f(“Mmﬂ)uMm@ = <g’uIVI7p~,a>H—1(Q),W(}=2(Q)
D D D
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and therefore,
N M .
<dJ]\/I,p(a’)ah> = _?/ hu?\/f,p,a* - p/ f(uM,p,a*)uM,p,a*
D D

Let us multiply the main equation of (6.13) by var,,. and then integrate by parts. We get

. . / .
/ Vur,pa - Vins,p,a + M/ (1 —a)vm,p,ating,pa + P/ F(unt,a)ins,avn,p.0 = M/ hunt,av,p,a-
D D D D

Similarly, multiplying the main equation of (6.12) by t@as,, . and then integrating by parts yields

/ Vor,p,a Vi, p,a+M / (1—a)va,patins,patp / F (g p,a) i p,a¥M pa = p / f(uat,p,a)in, pa-
D D D D

Combining the two relations above leads to

p/ f(“M,p,a)uM,p,a = M/ hun,p,aVM pa-
D D

Plugging this relation into the expression of (d.Jy ,(a), h) above yields the expected conclusion. [

6.3.3 PROOF THAT (6.10) HOLDS TRUE WHENEVER p IS SMALL ENOUGH

Let us consider each set of assumptions separately.

Existence under the first assumption: g or —g satisfies the assumption (Hy).

According to the discussion carried out in Section 6.3.1, proving Theorem 6.2.1 boils down to
proving monotonicity properties for the functional Jjs, whenever p is small enough, which is the
purpose of the next result.

LEMMA 6.5 Let a; and as be two elements of 5m such that a1 < ag a.e. in D. If g or —g satisfies
the assumption (Hy), then there exists p1 = p1(D, 9o, g1, || fllwi.) > 0 such that

p € (0,p1) = Jusp(ar) > Jusplaz).

Proof of Lemma 6.5. Assume without loss of generality that gy > 0, the case g1 < 0 being easily
inferred by modifying all the signs in the proof below. Then, one has

—Aunpa+ M1 = a)urpa =9 — pf(ur,pa) 20 in D,

whenever p € (0,g0/| flls), and therefore, one has wuaz,,,, > 0 by the comparison principle.

Similarly, notice that
—Auprpa < g1+ p|flle in D,

which implies that uar p.a < (91 + p||flloc)wp Were wp is the torsion function of D. By the classical

JE2]]
wa

Talenti’s estimate of the torsion function [171], we have ||wp||leo < o5 (

2/d
5 ) (where wy is the volume
of the unit ball). Thus

1 |D| 2/d
[unrp.alloo < (g1 +pllfllcc) 5z | =) = C(g0, ;[ fllocs D).
2d Wd
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Setting Ups,p,a = %uM,p’a +V1,p,qa, elementary computations show that Uy, p,q solves the problem

{ _AUM7P7G + <M<1 - a) + pf/(uMmﬂ)) U]W,p,a = g (f(ul\/f,p,a) + u]\/[,p,af/(ul\/f,p,a)) + % in D,

UM,p,a =0 on OD.
(6.14)
LEMMA 6.6 Let us choose p1 in such a way that
1 A (D
211 e + Clgo 3. 11l DS ) < 0, amd il oo < 2122, (615)

where A\ (D) denotes the first eigenvalue of the Dirichlet-Laplacian operator on D. For every p €
[0,01), Unt p,a is non-negative in D.

Proof of Lemma 6.6. The result follows immediately from the generalized maximum principle which
claims that if a function v satisfies

—Av+a()v >0 with a(-) > —A(D) (6.16)
and v = 0 on dD, then v > 0 a.e. in D. Here we have chosen p; in such a way that
M(1—a) + pf (uspa) >~ (D)
and the right-hand side of (6.14) is non-negative which yields the result. O

Coming back to the proof of Lemma 6.5, consider h = as — a;. According to the mean value
theorem, there exists € € (0,1) such that

jM,p(a2) - jM,p(al) = <de,p(a1 +¢eh),h) = —M/ huns,a,+enUnt,ar+en <0,
D

according to the combination of the analysis above with Lemma 6.4. The expected conclusion follows.
O

Existence under the second assumption: ¢ is non-negative and the function f satisfies the
assumption (Hsz) or g is non-positive and the function —f satisfies the assumption (Hs).

The main difference with the previous case is that g might possibly be zero. Deriving the conclusion
is therefore trickier and relies on a careful asymptotic analysis of the solution ups . as p — 0.

PROPOSITION 6.2 There exists C = C(D, || f|[p(q)) > 0 such that, for any M € R, any a € O
such that a > 0 a.e. in D, there holds

lunt,p.a — tnr,0,allL=(p) < Cp. (6.17)
Proof. Let us set z, = unr,p,a — UMm,0,q fOr any p > 0. A direct computation yields that z, satisfies
—Az,+ M(1—a)z, = —pf(umpa)-
By comparison with the torsion function wp of D, this implies

[Zplloc < pllfllccllwnlloo

and the result follows, with a constant C' explicit by Talenti’s Theorem like in the proof of Lemma 6.5.
O
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Let us consider the switching function ¥ = —MU s p.a%nr,p,e Where ups p o and Upyg,p o respectively
solve (6.5) and (6.14), and we will prove that both uas . and Uns,p . are non-negative, so that one
can conclude similarly to the previous case.

LEMMA 6.7 The functions un p.a and Uiy p.q non-negative whenever p is small enough.

Proof. Let us choose p such that p|| f|lcc < A1(D). Since uas,p q satisfies

*AUM,p,a + M(l - a)uM,p,a + pf(uM,p,a) Z 0

the non-negativity of uas, . is a consequence of the generalized maximum principle (6.16). Indeed,
for p small enough, we have

M(1 —=a)+ pf(ur,pa) > =Ar(D).

Since Upy,p,q satisfies (6.14), the proof follows the same lines assuming the p|| f'||oc < A1(D) and
using the assumption (Hz2) to get non-negativity of the right-hand side. By mimicking the reasoning
done at the end of the first case, one gets that (6.10) is true if p is small enough. O

Thus, in both cases, the monotonicity of the functional is established, so that the theorem of
Buttazzo and Dal Maso applies.

6.4 PROOF OF THEOREM 6.2.2

Note first that the functional J, is shape differentiable, which follows from standard arguments, see
e.g. [93, Chapitre 5].

Our proof of Theorem 6.2.2 is divided into two steps: after proving the criticality of B* for p small
enough, we compute the second order shape derivative of the Lagrangian associated with the problem
at the ball. Next, we establish that, under Assumption (6.8), there exists a positive constant C such
that, for any admissible V', one has

(Jo — Ao Vo) (B [V, V] > Col[V - v 72(q- (6.18)

Finally, we prove that, for any radially symmetric, non-increasing non-negative g, there exists M € R
such that, for any admissible V', one has

(Jp, — A, Vol)'(B*)[V, V] = (Jo — Ao Vol)" (B)[V, V] = Mp||V - v[|72 - (6.19)

Local shape minimality of B* for p small enough can then be inferred in a straightforward way.
If V' is an admissible vector field, we will denote by ), ;, and uj y, the first and second order
(eulerian) shape derivatives of u, at B* with respect to V.

6.4.1 PRELIMINARY MATERIAL

LEMMA 6.8 Under the assumptions of Theorem 6.2.2, i.e when g is radially symmetric and non-
increasing function, for p small enough, the function u, is radially symmetric nonincreasing. We
write it u, = @, (|- |). Furthermore, if p =0, one has

(9’(1,0 R
_ > — .
ov — 2g(R)

Proof of Lemma 6.8. The fact that u, is a radially symmetric nonincreasing function follows from a
simple application of the Schwarz rearrangement. Integrating the equation on the ball B* yields

8’&0 Buo
— Aug = — —— = _og——
B* Ho /;B* 8V T 3V
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on the one-hand, while using the fact that g is decreasing;:

R
— [ Ayy= / g > 27rg(R)/ rdr = TRg(R)
B - 0

By differentiating the main equation and the boundary conditions (see e.g. [93, Chapitre 5]), we
get that the functions u:),v and u;) , satisfy

—Auy v+ pf' (up) u,y =0 in B (6.20)
Uy = *aauupv v on JB* .
and 2
Ay pf () uy o+ pf () (u ) =0 in B (6.21)
ugyvz_2d1é$vvly_(v.y)2% on 0B*.

6.4.2 PROOF OF THE SHAPE CRITICALITY OF THE BALL

Proving the shape criticality of the ball boils down to showing the existence of a Lagrange multiplier
A, € R such that for every admissible vector field V € W3°°(R?,R?), one has

(J, — A, VolY (B*)[V] = 0 (6.22)

Standard computations (see e.g. [93, chapitre 5]) yield
1
J;,(IB%*)[V] = /*<Vup,Vu;,7V> — /]B* gu;,y + /S i\Vup‘QV ‘v
ou 1
= /S u/p,vaiyp — p/}B* up, v f(up) + /S §|Vup|2V v

- Oou, ? 1 2 !
__/* (5)]/) V.y+/S*§|Vup| V-V—P/B*Upyf(“p)

1
— 5 [Py [ )
s B

We introduce the adjoint state p, as the unique solution of

~Ap, + pp,f'(up) + pf(u,) =0  inB* (6.23)
P, =0 on S*. ’

Since u, is radially symmetric, so is p,. Multiplying the main equation of (6.23) by u;)y and integ-

rating by parts yields
9pp Oup

*p/ﬁ* vl ) = | 5, 5 Vv

. Op, Ou 1 [ 0u,\>
HEWI= | <aau -3(%) ) vy
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Observe that % and % are constant on S*since u, and p, are radially symmetric. Introduce the

real number A, given by
Op, Ou, 8up
— _Z .24
»~ v ov v ’ (6:24)

we get that (6.22) is satisfied, whence the result.

In what follows, we will exploit the fact that the adjoint state is radially symmetric. In the
following definition, we sum-up the notations we will use in what follows.

DEFINITION 6.4.1 Recall that @, (defined in Lemma 6.8) is such that
up(@) = g,(Je)), Vo € B,
Since p, s also radially symmetric, introduce ¢, such that

po(z) = ¢p(|z|), VreB"

6.4.3 SECOND ORDER OPTIMALITY CONDITIONS

Let us focus on the second and third points of Theorem 6.2.2, especially on (6.9). Since B* is a
critical shape, it is enough to work with normal vector fields, in other words vector fields V' such that
V = (V-v)r on S*. Consider such a vector field V. For the sake of notational simplicity, let us set
Jy = JB)[V, V], LY = (J, = A, Vo) (B)[V, V], u = up, v = uj,, and v’ = uj .

6.4.3.1 COMPUTATION OF THE SECOND ORDER DERIVATIVE

To compute the second order derivative, we use the Hadamard second order formula [93, Chap. 5,
p. 227] for normal vector fields, namely

e o vs [ (Lr0) s O
t_o/adwm*f“)‘ [ o [ row +/S*(Rf(0)+ I )(v 2,

applied to f(t) = 1|Vu,|? — gu;, where u; denotes the solution of (6.2) on (Id +tV)B*.
The Hadamard formula along with the weak formulation of Equations (6.20)-(6.21) yields

Ou ou’
" o__ AN " 72 _ AV
Jp—/*<Vu,Vu) /Bgu +/ [Vu'|* + 2 S*auauv” 2/*guV1/

1 2, oud*u  Ou
+/S* <2R|W| o o2 gau>(v vy’

—p [ s —p [ @rrw [wgte [ WG

Ou O’ ou 0%u ou
+2 SEEV v— /*gu’V-l/—l—/S*( |Vu 2+82_96y) (V-v)?

ou’ 0u ou
_ " N2 g _ . -

o [ s = [ wrrws [ (-25ever- i) 8
Ou o’ Ou O’ , 1 ,  Oudu ou 9
v (Gg o) v [ (GRve+ Gogs —og,) v

Ou 0%u Ou ou’

_ " N2 p/ _ - - . 2

p [ g =0 [ wrre - [ G- [ GGy
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ou 2 1 5 Oud?u ou 2

2 !
:_p/*f(u)u//—p/*(u/)Qf/(U)—f—/S* (211% (25) +g(;:j> (VV)Q— A %%VV

As such, the two first terms of the sum in the expression above are not tractable. Let us rewrite
them. Multiplying the main equation of (6.23) by u” and integrating two times by parts yields

op
o [t = [Py [ @i,
B* * 14 B*
To handle the last term of the right-hand side, let us introduce the function A, defined as the solution

of
—AX, + pApf!(u) + pu'p, f’(u) =0 in B (6.25)
Ap =0 on S*. .

Multiplying this equation by u’ and integrating by parts gives

o [ = [ o

To handle the term —p [;. (u)?f'(u) of J//, we introduce the function 7),, defined as the only
solution to
{ —An, + pipf'(w) + pu/ f'(u) =0 in B* (6.26)
1, =0 on S*. ’

Multiplying this equation by v’ and integrating by parts gives

on on, ou
_ N2 g _ 1Yo ) p
p/(u)f(u) /*“au /*V Yov o

Gathering these terms, we have

Op o\ on, Ou Ou ou’
" __ 1n=rp /7/3_ Zp 7™ . _ _ - .
Jp—/*u 81/+/*u ov g ayauV” S*ayauvy

+/S* (2; (?;;)QJrggZ) (V-v)

Using that
Op, Ou, 1 (0u, 2 . 1 9
= +t—Fr_ - d Vol"(B*) = —(V-
7 ov ov 2 (81/ . o ol (B7) g R( v
one computes
Op 12D on, Ou Ou ou’
" //J lip _ Ji . _ _ - .
/:A"—/*u 8u+/§*u€)u g+ BVGVVV S*auauvy
2 (6.27)
+ [ -+ (5) +oge | Vv
. R 2R \Ov ov
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6.4.3.2 EXPANSION IN FOURIER SERIES

In this section, we recast the expression of L’Xp in a more tractable form, by using the method
introduced by Lord Rayleigh: since we are dealing with vector fields normal to S*, we expand V - v as
a Fourier series. This leads to introduce the sequences of Fourier coefficients (o )ren+ and (Bk)ken+
defined by:

Voy=— Z (ak cos(k-) + B Sin(k')>7

keN*

the equality above being understood in a L?(S*) sense.

Let vy, (resp. wg,,) denote the function u' associated to the perturbation choice Vj given by
Vi = Vi := cos(k-)v (resp. Vi, = V¢ := sin(k-)v), in other words, vy, = uj, ye (resp. wk,p = uy, yo).
Then, one shows easily (by uniqueness of the solutions of the considered PDEs) that for every k € N,
there holds

Uk,p(1,0) = Yk, p(1) cos(kO) (resp. wy,,(r,0) = Y p(r) sin(kf)),

where (r,0) denote the polar coordinates in R?, where 1), , solves

{ —%(7"(/};@4,)/ = (ﬁé + pf/(u)) wk,p in (07 R) (628)
Vr,p(R) = =) (R).
By linearity, we infer that

’
u = E AV, p +ﬁkwk’p.
keN*

For every k € N*, let us introduce 7y, as the solution of (6.26) associated with v ,. One shows that
Mk, p satisfies

—Angp + pf (Wnk,p + pf (Wvk, =0 inB*
. (6.29)
M,p =0 on S*.

Similarly, one shows easily that
nk,p(ra 0) = gk,p(r) COS(]CQ),

where &, , satisfies
{ —10g,) = = (5 + o (@) &p— oo i (0,R) (6.30)
&kp(R) =0.

Notice that one has ¢ , = 0 whenever p = 0, which can be derived obviously from (6.26).
Since u,, is radially symmetric we denote by r +— ¢,(r) this radial function.
Finally, we introduce a last set of equations related to ),. Let us define (,, as the solution of

{ 7(Tcllg’p)/ = 7,I%Z<k,p - TPCk,pf/(u) - PT7/1k,p¢pf//(U) in (07 R) (6 31)
Cr,p(R) = 0. .

and verify that A, = ( ,(r) cos(kf) whenever V = V.

PROPOSITION 6.3 The quadratic form ﬁxp expands as

oo
K, =D whp (af +57) (6.32)
k=1

where, for any k € N*,
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whp = 7R( = 204 ,(R)9,(R) = &, (R)G, () = &y (R)6),(R)
& (R (R) — 52 1 L(e)? + g(R)e(R) — (R, (R)). (633)

the functions Yy p, &k.p, Ck,p being respectively defined by (6.28), (6.30), (6.31), and A, is given by
(6.24).

Proof of Proposition 6.3. Let us first deal with the particular case V-v = cos(k-). According to (6.20),
(6.21) and (6.27), one has

dp o\ on, Ou Ou ou’
" _ n=rp [l 2P 77y
£, = /*u 8u+/*u ov S 81/81/V v S*auauv v

A, 1 [ou\? ou
*/* (‘Nm(ay) +gay> (Vv
27

27
- R/ (—2cos(k8)*y, ,(R) — cos(kf)*¢ “(R))¢);,(R)d07R/ cos(k)*¢),(R)C. ,(R)df
0

0

—R/zwcos (k6)? & p(R), (R d9+R/ cos(kf)? (—/;%‘)—1—2;( ) + g(R)¢,(R )) de

2
—R/ cos(k6)? )w,w)( )do

and therefore

"

= =2, (R)¢,(R) — @, (R)G ,(R) — ¢ (R)¢y,(R) — &, (R)¢p(R)

A

2 @+ g(R)GL(R) — (R (R)

TR

We have then obtained the expected expression for this particular choice of vector field V. Similar

computations enable us to recover the formula when dealing with the vector field V' given by V - v =

sin(k-). Finally, for general V, one has to expand the square (V - v)2, and the computation follows

exactly the same lines as before. Note that all the crossed terms of the sum (i.e. the term that do not

write as squares of real numbers) vanish, by using the L?(S) orthogonality properties of the families

(cos(k-),sin(k-)) ey O
6.4.3.3 COMPARISON PRINCIPLE ON THE FAMILY {wy ,}ken-

The next result allows us to recast the ball stability issue in terms of the sign of wy .
PROPOSITION 6.4 There exists M > 0 such that, for any p small enough,

Vk e N, wy,—wi,>—Mp and lwi,p, —wi0] < Mp.
Proof of Proposition 6.4. Fix k € N and introduce @y, , = wg, ,/(7R). Using (6.33), one computes

Grp — @ = (—¢p(R) = 2¢,(R)) (¢ ,(R) — ¥ ,(R))
790;)(R) (gl/c,p(R) - gll,p(R) + Cllé,p(R) - gi,p(R)) .

We need to control each term of the expression above, which is the goal of the next results, whose
proofs are postponed at the end of this section.
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LEMMA 6.9 There exists M > 0 and p > 0 such that for p € [0, p], one has

max { [}, = @l Lo 0, 1) |05l Loe 0,0, 1€k pllL } < Mp  and |G, |l < Mp?.

According to Lemma 6.8, one has in particular ¢j(R) < 0. We thus infer from Lemma 6.9 the
existence of 0 > 0 such that

min{ g, (R) — 26 (R), ~¢(R)} > 5 > 0.
for p small enough. Furthermore, Lemma 6.9 also yields easily the estimate
Ghp(R) — Gy (R)| < Mp?

Hence, we are done by applying the following result.
LEMMA 6.10 There exists M > 0 and p > 0 such that for p € [0, ], one has

Vi p(R) = 01 ,(R) >0 and [& ,(R) —& | (R) < Mp. (6.34)

Indeed, the results above lead to
Whp —Wi,p > (Y (R) — by, ,(R) + & ,(R) — &, ,(R)) >0

for every k > 1 and p small enough.
Finally, the proof of the second inequality follows the same lines and are left to the reader. O

Proof of Lemma 6.9. These convergence rates are simple consequences of elliptic regularity theory.
Since the reasonings for each terms are similar, we only focus on the estimate of H¢/p||L°°(Q). Recall
that p, solves the equation (6.23). Multiplying this equation by p,, integrating by parts and using
the Poincaré inequality yield the existence of C' > 0 such that

(1= pCIIf Nl @)) IVPpll 7o @y < Pl f Il @) llpollL2@e),

so that HPPHWOI.Z(]B*) is uniformly bounded for p small enough. Hence, the elliptic regularity the-

ory yields that p, is in fact uniformly bounded in W2?2(B*), and there exists M > 0 such that
pr||WOz,z(E*) < Mp and, since B* C R?, we get

1Ppll oo (B+) < Mp.

Since Ap, = pp,f'(u,) + pf(u,) and the right-hand side belongs to Lfj(B*) for all p > 1, the elliptic
regularity theory yields the existence of C' > 0 such that

IPpllwzr ) < C(plpoll=llf L= + ol fllz=) < Mp
and using the embedding WP — €1 for p large enough, one finally gets
VDol Lo @) < Mp.

O

Proof of Lemma 6.10. The two estimates are proved using the maximum principle. Let us first prove
that, for any k£ and any p small enough, 1 , is non-negative on (0, R). Since, for p small enough,
—,,(R) is positive, and therefore ¢, ,(R) > 0. Since vy belongs to W01’27 one has necessarily ¢, ,(0) =
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0. Furthermore, according to (6.28), by considering p > 0 small enough so that

1

1 /
_ o < ——
ol < =5

it follows that )
1 .
—;(wac,p)/ = Cpp(r)r, with cgp,= —z pf!(ug) < 0.
Let us argue by contradiction, assuming that 1), , reaches a negative minimum at a point r;. Because
of the boundary condition, r is necessarily an interior point of (0, R). Then, from the equation,

0> =4y ,(r1) = crp(r1)n,p(r1) > 0,

which is a contradiction. Thus there exists p > 0 small enough such that, for any p < p and every
k € N*, 9y , is non-negative on (0, R).
Now, introduce 2z = ¥, — ¥1,, for every k > 1 and notice that it satisfies

1, ,, 1 k2 ,
—;(Tzk) = 721#1,,) - T7¢k,p —pf'(uo) 2.

Since 9y, is non-negative, it implies
1 1\/ k2 !
—;(Tzk) S pf'(uo) | 21, and  2x(R) = 2(0) = 0.

Up to decreasing p, one may assume that for p < p, fé — pf'(up) < 01in (0, R). If z; reached a

T
positive maximum, it would be at an interior point 1, but we would have

2
0< —2/(r) < (_i? _ pf/(u())> zp(r1) <O.

Hence, one has necessarily z; < 0in (0, R) and z;, reaches a maximum at R, which means in particular
that 23 (R) = 1y, ,(R) — ¢ ,(R) > 0. O

6.4.4 SHAPE (IN)STABILITY OF B*

6.4.4.1 UNDER ASSUMPTION (6.8)

Stability under Assumption (6.8) is well known (see [65]) in the case where p = 0. Hereafter, we recall
the proof, showing by the same a stability result for p > 0.

LEMMA 6.11 Under assumption (6.8), one has wy g > 0.

This Lemma concludes the proof of the second part of Theorem 6.2.2. Indeed, according to
Propositions 6.3 and 6.4, there holds

oo

(22 +0(0) > (o + 57)

£, (B) V. V] :

v

X
—

= (%2+00) Vs

for p small enough.
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Proof of Lemma 6.11. To compute wy o, recall that, for p = 0, the function 1, o solves

1 1
Lrut o) = o and vio(R) = ~gh(R),
and therefore, ¥ o(r) = =5 ¢o(R) for all r € [0, R], so that

w1,0 . AO 1 /

2= =+ 5 (@0(R) + g(R)eh(R) — ¢ (R)¥,o(R)

= (@R + g(R)Gh(R) + £ (eh(R))’
= 2RI + g(R)ph(R)

= —¢}(R) (_;wgm) - g(R))

where the expression of Ay is given by (6.24). Since —Rp((R) = fOR tg(t)dt = 5= [5. g, and @) (R) < 0,

we infer that the sign of wj ¢ is the sign of

2 1

—E%(R) —9(R) = — 9 9(R),

and the positivity of this last quantity is exactly Assumption (6.8). The conclusion follows.

6.4.4.2 AN EXAMPLE OF INSTABILITY

In this part, we will assume that g is the constant function equal to 1, i.e. ¢ = 1. Even if the ball
B* is known to be a minimizer in the case p = 0, it is a degenerate one in the sense that wy o = 0
coming from the invariance by translations of the problem. In what follows, we exploit this fact and
will construct a suitable nonlinearity f such that B* is not a local minimizer for p small enough, in
other words such that w; , < 0.

We assume without loss of generality that R = 1 for the sake of simplicity.

LEMMA 6.12 There holds

wip = o+ wf)(1) + 0()
where wy solves
—(rw})’ = *l%wl —5f'(po) =5 n(0,1) (6.35)

Proof of Lemma 6.12. The techniques to derive estimates follow exactly the same lines as in Lemma
6.9. First, we claim that

©p =0+ pe1+0(p?) in €, (6.36)
where 7 satisfies
—5(rh)" = —flpo) in (0,1)
y ’ 6.37
{ p1(1) =0. ( )

Indeed, considering the function § = ¢, — vo — pp1, one shows easily that it satisfies

{ —+(rd") = p(f(w0) = fpp)) in (0,1)
5(1) = 0.

Therefore, by mimicking the reasonings done in the proof of Lemma 6.9, involving the elliptic regularity
theory, and the fact that ||¢, — @ol|w1.~ = O(p), we infer that ||§]z1 = O(p?), whence the result.
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Using that ¢, satisfies —%(rap’p)’ + pf(¢,) = g and integrating this equation yields

ey =g [ tlendt= 5= [ttt ar+ O, (6.38)

The Equation on ¢, reads
{ ~(r6y) = (= pouf'(00) = pf(,)) in (0,1)
¢p(0) =0.

and according to Lemma 6.9, there holds ||¢,| L~ = O(p). We thus infer that

1
~0(1) == [ tFg0)dt+O(?). (6:39)
From (6.38) and (6.39),we infer that

2

A, =

— ¢, (1)), (1) = o2 - p%(l)/o tf (o) dt + p%(l)/o tf (o) dt + O(p?)

(¥, (1)) 5

= 5906(1)2 +0(p%). (6.40)

=N =

Regarding 11, and using that it satisfies (6.28), we get

P1,(1) = =@, (1) = % - p/o tf (o) dt.

We then infer that [|11 , + 7¢p ,(1)[|¢1 = O(p). Plugging this estimate in (6.28) allows us to show
that

P1,p(r) = = (1)r + pyr(r) + O(p®)  in €7(0,1), (6.41)
where 31 solves
—(ry}) = =2y + 77041 f'(90) in (0,1)
{ yi(l) = — fol tf (o) dt. (6.42)

Regarding &;,, and using that it satisfies (6.30), we easily get that ||&1,,]|w1.« = O(p), according
to Lemma 6.9. This allows us to write

€1, =pz1+0(p*) in€'(0,1) (6.43)
where z; satisfies
—(r24) = —Lz1 +1%6(1) in (0,1)
{ )= 0. (6.44)

Let us now expand wy , with respect to the parameter p. Recall that

wip = 5 (=201, ()¢} ,(1) — 9 (1)) ,(1) = ¢, (R)¢] ,(R)

DN | =

€L+ Ayt S+ (D) — (DU,

Regarding the term ¢ ,(R)(] ,(R), we know from Lemma 6.9 that || ,(R)||z~ = O(p?).
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Using this estimate and plugging the expansions (6.36)-(6.40)-(6.41)-(6.43) in the expression above
yields successively

1

1
2yl (1)6)(1) = 2ph (1) / £ (o) dt + O(p?) = —p / £ (o) di + O(?).

06, (1) =~ (6,1 + O(") =& [ t5(pa) dt + O(eP).
0

€1, (De)(1) = —h(DEL, (1) +0(p?) = 21 (1)

1 ! 1 !
Ao+ 3 = e =5 [ trenat+ 060 = 1= § [ trtende+06?)

G0 = =50 [ 15(en)di+O()

— (D] ,(1) = @6(1)% = peo(Dyi (1) + (1) /0 tf(o) dt +O(p?)

1

1
P, p
=—-+=yi(1) — = t dt

by using that ||¢,|w1.c = O(p) and [|€1,,]|w1.c = O(p). This gives

1 1
Wi,y = —p/o tf(po) dt + g/o tf(wo)dt + 521(1)

1 ! 1 ! 1 '
+1‘§/0 tf(wo)dt—§+p/o tf(wo)dt+1+§yi(1)—§/0 tf(o) i+ O(p?).

As expected, the zero order terms cancel each other out and we get

1
o= =5 [ tflen)dt+ Bai(1) + Bui 1)+ O,
0

which concludes the proof by setting wy = y1 + 21.

Construction of the non-linearity. Recall that we are looking for a non-linearity f such that
wi,p < 0, in other words such that (w; + w/)(1) < 0 according to Lemma 6.12. To this aim, let us
consider the function wy solving (6.35). Let us consider a non-negative function f such that

fie) <=1 on[0,leollL=]- (6.45)
It follows that .

wi(1) = —/O tf(¢o) dt < 0.
Besides,

() = 2w = (Pl + 1) =~
1 R B 0 Z =
by using(6.45). Thus w; cannot reach a local negative minimum in (0,1). Moreover, by using that
wy is regular (w; is the sum of two functions at least ¢! according to the proof of Lemma 6.12) and
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integrating the equation above yields

it + 5 [ 5 (ol + 1) ds = - [ 2y
0 o 8
for r > 0. The left-hand side is well-defined and it follows that so is the right-hand side, which implies
that necessarily wq(0) = 0 (else, we would immediately reach a contradiction).
Since w; cannot reach a local minimum on (0,1) and since 0 = wy(0) > wy(1), we get that w; is
decreasing on (1 — 4, 1) for some ¢ > 0, ensuring that w/ (1) < 0. The conclusion follows.
O
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6.A PROOF OF LEMMA 6.2

Recall that we want to establish a uniform (with respect to a and M) L* bound on the solutions of

{ —Aunpa+ M1 —a)ur,pa+pf(Unpa) =9, inD, (6.46)

UM, p,a € VV()12(Q)

Here, it is assumed that g is non-negative.
Define ¢4 as the solution of

~A¢y +pf(dg) =g, inD,
by € W2 (9).

Standard L? estimates show that ¢4 is continuous and that
[@g]l Lo () < +o0.
Define z == ¢y — unrp.a € Wo>(2). We can write

f(¢g) - f(uM,p,a) >

—Az+
P d)g — UM,p,a

=M(1—a)uppa >0

The generalized maximum principle, and the fact that f is Lipschitz entails that z reaches its minimum
on the boundary 9D, so that z is non-negative. Thus

0 < uppa < ¢g < |ldgllLoe(o) < +o0

and we conclude by noting that the quantity in the right-hand side is uniformly bounded with respect
to p € [0,p).

6.B PROOF OF PROPOSITION 6.1

We recall that we want to establish that if (Q)ren € ON, y-converges to Q, then

< Tim
Jo(Q) < hknilcgf(]p(ﬁk).
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Fix such a sequence (2 )ren that y-converges to Q. For the sake of clarity, we drop the subscript p, f
and g and define, for every k € N, uy, € WO1 ’Q(D) the unique solution to

—Auy, Jrl,gf(uk) = g in Q,
up € W07 (Qk),
uy, is extended by continuity as a function in Wy**(D).

First note that, for any k£ € N, multiplying the equation by wu; and integrating by parts immediately
yields

M) [ =xn0) [t <xn@) [ a< [P
D Qp Qe Qp

1
< gl 2o llullz2 @) + oIl ll o )| Q%2 [Jurl 22 @) -

The sequence (uy)gen is thus uniformly bounded in W, *(D). By the Rellich-Kondrachov Theorem,
(ur)ren converges (up to a subsequence, strongly in L*(D) and weakly in W, %(D)) to a function
u e Wy (D).

The dominated convergence theorem then yields that the sequence (f(ux))ken converges strongly in
Wy (D), to f(u). Thus, the sequence (g — f(ug))ren converges strongly in W, (D) to g — f(u).
Since by assumption ()ren y-converges to € and since the right hand term converges strongly to
g—pf(u)in I/Vo_l’2 (D), it follows that (uy)ren converges strongly in VVOI’2 (D) to u and that u solves

—Au+pf(u) =g in Q,
u e Wy?(Q),

This strong convergence immediately implies that

J(Q) < liminfJ(Qy),
k— o0

thus concluding the proof of Proposition 6.1.

6.C PROOF OF LEMMA 6.3

Let us first prove that (uas p.a)n>o0 is uniformly bounded in W01’2(D) with respect to M and p. To
this aim, let us multiply (6.2) by uas,p, and integrate by parts. One gets

/ (Vs pal?
D

By using the Poincaré inequality, we infer an uniform estimate of uaz . o in I/VO1 ’Q(D). According to the
Rellich-Kondrachov Theorem, there exists u* € W, *(D) such that, up to a subfamily, (uas.p.a)ar>0
converges to u* weakly in H'(D) and strongly in L?(D). As a consequence, up to a subsequence,
(f(unr,p,a)) M0 converges to f(u*) in L?(D) by using that f is Lipschitz and (9, unta, ) r-1,11) M>0
converges to (g,u*) -1 g3 . By rewriting (6.5) under variational form with u = uar,p,q, and passing to
the limit as M — o0 after having adequately extracted subsequences, we infer that u* is the unique
solution of (6.5). By using the previous convergence results and the fact that

IN

/D ‘vuﬂl,p,a‘Z + M(l - a)uiw,p,a

2Dy + o (f(O) + | fllwree) [unrt,p,allL2(D)-

IN

||9||H—1(D) ||uM,p,a

N p 1
JM:P(G’) = _§ /Duﬂﬂpﬂf(u]\/[,p}a) - §<gaUIVI7p7a>H—1(D)7W01‘2(D)
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we have

7 14 * * 1 *
Ju,pla) = —i/Du fu*) — §<g,u >H*1(D),W01’2(D) as M — +oc.

Finally, if @ = 1, by multiplying (6.5) by uas .« and integrating by parts, one gets
/ [Vuas,p,al® + M/ Uit pa = / (9 — pf(unp,a))unt,p,ar
D D\Q D

and since the right-hand side is uniformly bounded with respect to M, we infer that v Mups pq is
bounded in L?(D\Q) so that u* € W, ().
The conclusion follows.
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Résumé

Cette thése est dédiée a I’étude de problémes d’optimisation de forme et de contréle qui apparaissent
naturellement en écologie spatiale. Considérant une population dont la densité dépend d’un terme de
ressource a travers I’équation aux dérivées partielles de Fisher-KPP hétérogéne en espace, on cherche a
déterminer une répartition de ressources garantissant sa survie ou optimisant la taille de la population. Dans
cette perspective, plusieurs approches reposant sur I'introduction et ’analyse de problémes d’optimisation de
forme et de controle mettant en jeu la solution de cette EDP et/ou une quantité spectrale dépendant du
terme de ressource sont envisagés. L’analyse de ces problémes nécessite

e le développement de méthodes asymptotiques pour étudier I’existence et certaines propriétés qualitatives
(concentration et fragmentation des ressources) de formes optimales, ou encore la stabilité de certaines
configurations de ressources ;

e D’établissement d’une inégalité spectrale quantitative pour un opérateur de Schrédinger dans la boule ;

e l'introduction d’une méthode perturbative pour étudier la contrélabilité des équations de réaction-
diffusion en milieu hétérogéne.

Mots clés: Equations de réaction-diffusion, Optimisation spectrale, Optimisation de formes, Contréle des
EDP, Inégalités quantitatives, Analyse qualitative.

Summary
This thesis is devoted to the study of shape optimisation and control problems stemming from the study of
spatial ecology. Assuming we are working with a population whose density depends on a spatially
heterogeneous Fisher-KPP equation involving a resources distribution, we wish to investigate which of these
resources distributions optimises the survival, or total population size of the population. In order to study
such questions, we introduce and analyse several shape optimisation and control problems involving the
solutions of reaction-diffusion PDEs and/or spectral quantities that depend on the resources distribution.
The analysis of these problems leads to

e developing asymptotic methods to study the existence and some qualitative properties (e.g concentra-
tion, fragmentation) of optimal shapes, as well as their stability;

e proving a quantitative spectral inequality for a Schrédinger operator in the ball;

e introducing a perturbative method to study controllability properties of spatially heterogeneous reaction-
diffusion equations.

Keywords: Reaction-diffusion equations, Spectral optimization, Shape optimization, PDE Control,
Quantitative inequalities, Qualitative analysis.
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