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RÉSUME EN FRANÇAIS

Introduction

La technologie massive MIMO est considérée comme un acteur clé dans les transmissions Multi
Utilisateurs (MU) [1], du fait qu’avec un grand nombre d’antennes, des faisceaux quasi or-
thogonaux peuvent être formés pour plusieurs Utilisateurs (UEs). Désormais, il est possible
de desservir plusieurs utilisateurs sur les mêmes ressources de temps et de fréquence et de
les différencier dans l’espace, ce qui améliore considérablement l’efficacité spectrale (SE) et la
couverture du réseau.

Afin d’envisager la mise en œuvre concrète du MU massive MIMO, deux facteurs principaux
doivent être pris en compte. Le premier facteur est le nombre d’antennes, car les études
théoriques considérent un très grand nombre d’antennes, c’est pratiquement impossible aux
fréquences micro-ondes conventionnelles (< 6 GHz) [2]). De plus, même si la base station (BS)
peut déployer un très grand réseau MIMO aux hyperfréquences, il n’est pas possible de déployer
un grand nombre d’antennes côté UE à ces fréquences. Le deuxième facteur limitant pour MU
massive MIMO est la complexité du matériel et la consommation d’énergie [3]. Compte tenu
du fait que, pour prendre en charge les scénarios MU avec un précodage numérique massive
MIMO, il convient de prendre en compte le précodage.

Dans ce cas, une châıne de radiofréquence (RF) dédiée est nécessaire par antenne d’émission,
ce qui représente une complexité matérielle extrêmement élevée et une consommation énergétique
importante, car les amplificateurs de puissance ne sont pas parfaits dans des scénarios réalistes.

Contrairement aux systèmes à micro-ondes classiques (< 6 GHz), les systèmes mmWave
exploitent la bande de 28 GHz à 300 GHz. Poussés par des ressources spectrales aussi vastes,
les systèmes mmWave associés à un massive MIMO sont considérés comme l’un des principaux
catalyseurs de la 5G.

Dans les systèmes MU mmWave massive MIMO, le problème de perte de propagation sur
les fréquences mmWave est résolu en utilisant le gain de transmission offert par le grand nombre
d’antennes de transmission.

En outre, le problème de la taille des massive MIMO est résolu aux fréquences millimétriques,
car, grâce à la faible longueur d’onde, le réseau d’antennes peut être déployé avec une taille
acceptable.

De plus, les problèmes de matériel et de consommation d’énergie des systèmes MIMO
mmWave massifs de MU peuvent être résolus à l’aide de la technique de formation de fais-
ceau récemment proposée, La formation de faisceau hybride (HBF) [4, 5]. Contrairement au
précodage numérique conventionnel utilisé pour les systèmes massive MIMO nécessitant une
châıne RF dédiée par antenne, le HBF n’a besoin que d’un reduit nombre de châınes RF par
rapport au nombre d’antennes d’émission. Malgré la réduction importante de la complexité
matérielle et de la consommation d’énergie, le HBF peut toujours obtenir une SE proche par rap-
port aux solutions de précodage entièrement numériques aux fréquences mmWave [5, 6]. Cela
est dû au fait que, en bandes millimétriques, le canal est clair (avec une composante dominante
line of sight (LoS)). Désormais, quelques châınes RF suffisent pour contrôler complètement les
chemins dominants du canal [7, 8].
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Tout au long de la thèse, nous considérons formation de faisceau hybride (HBF) dans les
systèmes MU MIMO masssif mmWave. Nous fournissons des etudes analytiques pour certains
précodeurs analogiques et numériques linéaires dans des canaux mmWave à dominante LoS
avec un réseau d’antennes d’émission massif.

Contexte des Systèmes Hybrides Onde Millimétrique Massive MIMO
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Figure 1: L’Architecture Hybride du Beamforming

Poussé par les inconvénients de la formation de faisceau analogique et numérique pour
les systèmes MU mmWave massive MIMO, l’émergence de HBF est devenue une nécessité
pour que ces systèmes fonctionnent efficacement [8]. L’idée principale de HBF est de trouver
un équilibre entre le SE élevé offert par la mise en forme de faisceau numérique et la faible
complexité matérielle et la consommation d’énergie offertes par la mise en forme de faisceau
analogique. Comme le montre la Figure 1, l’architecture HBF est flexible, le traitement du
signal est partagé entre les domaines analogique et numérique. Dans le domaine analogique, un
réseau de déphaseurs [5] ou un réseau de formation de faisceaux analogique fixe [9] peut être
utilisé pour préformer des faisceaux physiques dans les directions des équipements d’utilisateur.
Ensuite, les dimensions du canal sont compressées.

Modèle de Système

Au cas où, faisceaux hybrides sont appliqués dans un MU MISO système, comme indiqué à
la Figure 1, lorsque chaque utilisateur est équipé d’une seule antenne de réception NR = 1 et
ne peut recevoir qu’un seul flux, le vecteur de signal reçu r = [r1, r2, ..., rK ] peut être exprimé
comme suit:

r =
√
PTHFRFFBBs + n (1)

où PT est la puissance d’émission, H ∈ CK×NT est la matrice de canaux multi-utilisateurs,
où K est le nombre total d’utilisateurs et NT est le nombre d’antennes d’émission. s ∈ CK×1 est
le vecteur du signal de transmission avant le pré-codage et n ∈ CK×1 représente le vecteur de
bruit blanc gaussien additif (AWGN). Dans ce cas, le précodeur hybride consiste en une partie
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analogique FRF de dimensions NT ×NTRF , où NTRF est le nombre de châınes Radio Frequency
(RF) transmises, et une partie numérique FBB de dimensions NTRF ×K.

Modèle de Canal

Le vecteur de canal à bande étroite pour chaque utilisateur k avec une seule antenne de réception
hk est représenté comme suit::

hk =

√
NT

Np
k

Npk∑
p=1

αk,pat(φ
t
k,p)

H (2)

où αk,p est l’amplitude complexe du chemin de propagation p qui est l’un des chemins reçus
par l’utilisateur k, Npk, avec l’effet de perte de chemin, tel que αk,p ∼ CN (0, 1). Tandis que
φtk,p, présente le angle de départ (AoD) pour le chemin p d’utilisateur k, tel que φtk,p ∈ [0, 2π].
Enfin, at(φ

t
k,p) est le vecteur de direction de la matrice de transmission qui dépend de la

géométrie du réseau d’antennes.

Analyse Analytique pour la Formation de Faisceau Hybride dans des
Canaux d’Ondes Millimétriques Massive MIMO

Dans le chapitre 3, nous fournissons une etude analytique pour formation de faisceau hybride.
Nous commençons par considérer un canal à seul trajet (LoS) et définissons la condition pour
laquelle formation de faisceau hybride (HBF) et la formation de faisceau entièrement numérique
permettent d’obtenir une SE similaire.

Nous prouvons mathématiquement que HBF et la mise en forme de faisceau entièrement
numérique peuvent atteindre exactement le même SE avec une consommation d’énergie min-
imale lorsque le canal est supposé pur LoS, et que un precodage de type Zero Forcing (ZF)
est utilisé par la partie numérique du HBF. De plus, nous montrons que cette équivalence est
remplie avec les exigences matérielles minimales possibles pour HBF (le nombre de châınes RF
émises est égal au nombre de flux spatiaux desservis). Enfin, nous validons nos propositions
par des résultats de simulation comme le montre la Figure 2.

Ensuite, nous fournissons de manière analytique une expression pour le SE de la direction
de faisceau LoS analogique et le HBF correspondant dans un canal LoS pur et le vérifons avec
les résultats de la simulation, comme indiqué à la Figure 3.

Systèmes à Multi-Utilisateurs Ondes Millimétriques Massive MIMO
à Faible Complexité

Dans le chapitre 4, nous fournissons des techniques de traitement du signal de faible complexité
afin de permettre la mise en œuvre de systèmes MU mmWave massive MIMO.

Nous commençons par examiner un système de formation de faisceaux et d’allocation de
puissance pour les canaux mmWave à dominante LoS. Ce cadre angulaire repose sur l’orientation
du faisceau (DBS) pour la formation du faisceau et l’allocation de puissance basée sur les
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Figure 2: Comparaisons SE et consommation d’énergie pour les architectures de formation de
faisceau proposées pour différents NT et K.

fuites (LBPA) pour l’allocation de puissance. Bien que DBS soit une technique de précodage
numérique, sa complexité est faible.

La Figure 4 montre que DBS-LBPA présente les avantages suivants: Il convient mieux
aux systèmes MU MIMO à dominance LoS avec une connaissance partielle du canal que les
solutions complexes traditionnelles (telles que ZF).Il garantit un seuil d’équité relatif entre les
équipements utilisateur, en minimisant les fuites.

Plus tard, nous proposons un nouvel algorithme de sélection des UEs basé sur le rapport
signal sur fuite et rapport de bruit (SLNR) pour maximiser le SE du système avec des exigences
de complexité faible. Ensuite, nous mettons en évidence par des simulations les gains potentiels
obtenus par l’approche de sélection des UE consciente du brouillage par rapport aux techniques
de l’état de la technique illustrées à la Figure 5.

Formation de Faisceau Hybride avec Modulation d’Indice

La modulation spatiale en réception (RSM) devrait constituer une solution peu complexe pour
les futurs récepteurs Internet of Things (IoT), et permettre d’obtenir un taux d’erreurs sur les
bits (BER) réduit. De plus, les systèmes mmWave ont ouvert la voie pour atteindre des débits
de données de pointe élevés. Dans ce chapitre, nous utilisons les caractéristiques susmentionnées
des systèmes mmWave pour concevoir un système RSM-HBF robuste et performant sur le plan
spectral, comme illustré à la Figure 6.
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Figure 3: Approximations simulées et théoriques de SE par flux pour les systèmes de guidage
de faisceau MU-LoS et MU-HBF.

De plus, nous dérivons analytiquement la valeur optimale atteinte SE et BER si le récepteur
est utilisé avec deux antennes de réception dans un environnement en LoS. En plus, nous
calculons de manière analytique le BER obtenu dans un environnement de canal à trajets
multiples afin de réaliser une analyse complète. L’analyse analytique et numérique montre que
le RSM est pratiquement réalisable en mmWave et peut atteindre de très bonnes performances
en appliquant avec soin les techniques de formation de faisceau et de minimisation de corrélation
appropriées à l’émetteur et en augmentant l’espacement inter-antenne au niveau du récepteur.
Aussi, le gain de conception de récepteur de faible complexité peut être complètement exploité
aux bandes millimétriques.

Sondage de Canal pour Analyse Réaliste

Dans le chapitre 6, une implémentation d’un système de transmission sans fil clairsemé (avec
peu de multi trajets) à 2,4 GHz sera élaborée en commençant par la plate-forme utilisée pour
atteindre notre objectif à l’aide du framework massive MIMO de National Instruments (NI). De
plus, nous fournirons une comparaison entre les résultats de la simulation utilisant le modèle
de canal statistique utilisé tout au long de la thèse et le modèle réaliste estimé à l’aide de la
plateforme NI.

Ensuite, nous décrivons le système de sondage de canal sans fil à 60 GHz et fournissons une
comparaison entre les résultats de la simulation utilisant le modèle de canal statistique et le
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Figure 4: SE et probabilité de couverture des précodeurs proposés en supposant un CSI parfait
au niveau de l’émetteur dans l’environnement à 3 rayons.

modèle réaliste fourni par notre sondeur de canal proposé à 60 GHz.

Conclusions

Dans cette thèse, nous avons présenté un système MU mmWave massive MIMO. La thèse était
basée sur quatre axes pour un tel système qui sont:

• Analyse analytique: Au chapitre 3, nous avons commencé par considérer un canal en
LoS pur, puis avons défini la condition pour laquelle HBF et la formation de faisceau
entièrement numérique permettent d’obtenir une SE similaire. Ensuite, nous avons fourni
une expression analytique de la SE pour la direction de faisceau de LoS analogique et le
HBF correspondant dans un canal de LoS pur. Plus tard, nous avons ensuite analysé
les performances SE de plusieurs formateurs de faisceaux analogiques dans un canal à
trajets multiples clairsemés et leur extension avec systèmes HBF. Nous avons également
fourni un nouveau formateur de faisceaux analogiques de faible complexité de type HBF
pouvant atteindre des performances SE optimales. Enfin, nous avons validé tous les
modèles analytiques en utilisant des résultats de simulation.

• Développement d’algorithmes de faible complexité: Au chapitre 4, nous avons fourni des
techniques de traitement du signal de faible complexité afin de permettre la mise en œuvre
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NT = 16, |K| = 7, |C| = 3 et ∆φt = π

3
.

SNR (dB)

-20 -15 -10 -5 0 5 10 15 20

S
p

e
c
tr

a
l 
E

ff
ic

ie
n

c
y
 (

b
p

s
/ 
H

z
)

0

1

2

3

4

5

6

7

8

9

Bound - Eigen-values

Bound - Sum SE

Round Robin

Min. Condition number

SUS 

Max SLNR

Max Signal

2) Comparaison entre les SE par flux pour
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Figure 6: Schéma fonctionnel de RSM avec l’architecture mmWave HBF.

de systèmes mmWave massive MIMO pratiques. Nous avons commencé par examiner une
technique de formation de faisceaux et d’allocation de puissance basée sur les angles, faible
complexité, pour les canaux mmWave à dominante LoS. Ce cadre angulaire repose sur
orientation numérique du faisceau (DBS) pour la formation de faisceau et allocation de
puissance basée sur les fuites (LBPA) pour l’allocation de puissance. Ces techniques
permettent de répondre aux exigences de faible complexité et de surcharge liées aux
systèmes MU mmWave massive MIMO. Enfin, nous avons proposé une nouvelle approche
de sélection d’UE de faible complexité appelée sélection d’UE basée sur les fuites et avons
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étudié ses performances dans des canaux en LoS purs.

• HBF avec analyse de modulation d’indice: Au chapitre 5, nous avons présenté une étude
détaillée d’un système à base de modulation spatiale (SM) en mmWave, couvrant plusieurs
les scénarios possibles de manière analytique et numérique, par rapport aux travaux exis-
tants dans la littérature. Nous avons dérivé des formulations pour la SE dans le cas d’un
canal pur LoS pour plusieurs scénarios de déploiement possibles, avec deux antennes de
réception, et avec une optimisation du déploiement du transmetteur obtenu en appliquant
la minimisation de la corrélation. De même, nous avons dérivé des formulations pour le
BER en canal LoS pur pour tout scénario de déploiement possible, avec deux antennes
de réception, et un déploiement optimal du transmetteur appliqué pour minimiser la
corrélation. De plus, une formulation pour le BER a été dérivée pour les environnements
à trajets multiples ainsi qu’une analyse complète des performances réalisables du RSM
avec HBF. Tous les modèles introduits ont été validés par analyse numérique.

• Sondage de canal: Au chapitre 6, nous avons fourni les résultats de sondage de canal
pour deux canaux, l’un à 2.4 GHz avec environnement de canal clairsemé et l’autre à 60
GHz. Il a été démontré que le canal 2.4 GHz était sondé dans un environnement clairsemé
peut être parfaitement décrit par le modèle statistique de canal clairsemé utilisé tout au
long de la thèse. D’autre part, le canal sondé à 60 GHz peut être mieux décrit par la
version sans visibilité directe du modèle statistique simple, du fait que cette dernière est
largement dominante.

Dans cette thèse, nous avons considéré un modèle de canal à bande étroite pour le canal
mmWave MIMO. Nous avons également supposé que le CSI parfait était disponible et supposait
des scénarios à cellule unique avec des terminaux de communication stationnaires. De plus, nous
n’avons considéré qu’une architecture matérielle analogique, celle des déphaseurs entièrement
connectés. Par conséquent, en tant que travail futur, les algorithmes présentés doivent être
étendus pour prendre en compte les scénarios suivants:

• Frequency Selective Channels: Dans les systèmes mmWave MIMO avec HBF, l’extension
de l’analyse à bande étroite à large bande n’est pas aussi simple que dans les canaux
hyperfréquences (¡6 GHz). Cela est dû au fait que dans de tels systèmes, il existe une
formation de faisceau analogique, qui est plate sur toute la fréquence et ne peut pas être
changée d’une sous-porteuse à l’autre, comme c’est le cas avec la formation de faisceau
numérique dans les systèmes à micro-ondes. Par conséquent, il est important d’évaluer
l’extension des techniques HBF proposées dans cette thèse pour traiter du scénario de
canal sélectif en fréquence.

• CSI imparfait: Dans des scénarios réalistes, l’hypothèse d’un CSI parfait n’est plus valide.
Par conséquent, différentes techniques d’estimation de canal doivent être utilisées conjoin-
tement avec les algorithmes HBF proposés dans la thèse afin d’évaluer la sensibilité de
tels algorithmes avec une erreur d’estimation de canal réaliste.
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• Mobilité et cohérence spatiale: Afin de rendre nos algorithmes proposés plus efficaces pour
des scénarios réalistes, il est crucial de prendre en compte la mobilité des utilisateurs. Dans
ce cas, la cohérence spatiale doit être évaluée pour connâıtre l’effet de la mobilité sur la
dégradation du signal. De plus, des techniques de poursuite de faisceau peuvent être
développées en conjonction avec les algorithmes proposés afin d’éviter toute dégradation
grave du signal reçu en cas de mobilité.
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using different analog beamforming strategies in different blocking scenarios. . . 90

4.8 Comparison between the normalization factor and the per stream SE for the
different UEs selection strategies introduced in a pure LoS environment. . . . . . 100

4.9 Comparison between the per stream SE for the different user selection strategies
introduced in a pure LoS environment. . . . . . . . . . . . . . . . . . . . . . . . 101

5.1 Block diagram of Receive Antenna Shift Keying (RASK) with mmWave HBF ar-
chitecture. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

5.2 Illustration of the correlation minimization approach adopted for the RSM mmWave
framework for two paths. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

5.3 Illustration of the correlation minimization approach adopted for the RSM mmWave
framework for multiple paths and multiple orientations of the receiver . . . . . . 114

5.4 SE versus the Uniform Linear Array (ULA) transmit array orientation for a given
scenario (NR = 2, ρ = 10dB, D = 5000λ) in pure LoS environment. . . . . . . . . 120

xvii



LIST OF FIGURES

5.5 Normalization factor β versus the ULA transmit array orientation for a given
scenario (ρ = 10dB, NT = 32, D = 500λ, dr = 25λ) in pure LoS environment. . . 120

5.6 SE versus the ULA receive array orientation rotation for a given scenario (ρ =
10dB, NT = 32, D = 500λ, dr = 25λ ) in pure LoS environment. . . . . . . . . . . 121

5.7 Illustration of the effect of applying analog and hybrid beamforming for the
RSM mmWave framework in pure LoS environment with transmit ULA for a
given scenario (NT = 32, NR = 2, dr = 25λ,D = 500λ) . . . . . . . . . . . . . . . 121

5.8 Illustration of the effect of applying analog and hybrid beamforming for the RSM
mmWave framework in pure LoS environment with transmit ULA for a given
scenario (NT = 32, NR = 2, dr = 25λ,D = 500λ) after applying the transmitter
deployment optimization for correlation minimization as illustrated in Figure 5.2. 122

5.9 Illustration of the effect of applying analog and hybrid beamforming for the
RSM mmWave framework in pure LoS environment with transmit ULA for a
given scenario (NT = 32, NR = 5, dr = 25λ,D = 500λ) . . . . . . . . . . . . . . . 122

5.10 Illustration of the effect of applying analog and hybrid beamforming for the RSM
mmWave framework in pure LoS environment with transmit ULA for a given
scenario (NT = 32, NR = 5, dr = 25λ,D = 500λ) after applying the transmitter
deployment optimization for correlation minimization as illustrated in Figure 5.3-1.123

5.11 Theoretical and numerical SE versus SNR for a given scenario (NR = 2, dr =
18λ,D = 5000λ) in a pure LoS environment and in a multipath environment
(Np = 6). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

5.12 Average Bit Error Rate (BER) versus SNR. . . . . . . . . . . . . . . . . . . . . . 124
5.13 Block diagram of BIM with HBF architecture . . . . . . . . . . . . . . . . . . . . 127
5.14 Comparing the SE for the proposed hybrid BIM with both Spatial Scattering

Modulation (SSM) and analog BIM. . . . . . . . . . . . . . . . . . . . . . . . . . 132
5.15 Comparing the the BER for the proposed algorithms in a sparse non LoS channel.133

A.1 The setup of our proposed channel sounder. . . . . . . . . . . . . . . . . . . . . 139
A.2 The beamspace channel Hb estimated using Discrete Fourier Transform (DFT) for

the proposed channel sounder. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
A.3 The beamspace channel Hb estimated using DFT for the proposed simulation

environment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
A.4 The achievable SE considering the sounded channel. . . . . . . . . . . . . . . . . 142
A.5 The achievable SE considering the simulated channel. . . . . . . . . . . . . . . 142

xviii



List of Tables

3.1 Hardware Complexity Comparison . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.2 Power Consumption of the Analog Components [3] . . . . . . . . . . . . . . . . 49
3.3 Parameters of the measurement campaign in the meeting room. . . . . . . . . . 53

4.1 Simulation Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.2 Computational Complexity and Overhead . . . . . . . . . . . . . . . . . . . . . 82
4.3 Simulation Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.4 Computational Complexity of the proposed Algorithms . . . . . . . . . . . . . . 97
4.5 Simulation Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

5.1 Simulation Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

A.1 Parameters of the proposed channel sounder. . . . . . . . . . . . . . . . . . . . . 139
A.2 Parameters of the proposed simulation environment. . . . . . . . . . . . . . . . . 140

xix



Abbreviations

3GPP Third Generation Partnership Project. 16, 20, 138

ADC Analog to Digital Converter. 26, 28, 29, 32, 33, 35

AoA Angle of Arrival. 15, 16, 21, 52, 74, 128, 130

AoD Angle of Departure. xvii, 15–18, 21, 23, 28, 30, 52, 74–76, 79–84, 128, 130, 140

APAVSM Analog Precoding-Aided Virtual Space Modulation. 105

AWGN Additive White Gaussian Noise. 9, 27, 107, 129

BB Base Band. 10, 26, 28, 35, 38, 39, 46, 55, 56, 71, 75, 86, 93, 108, 127

BEP Bit Error Probability. 103, 126–129, 133, 135

BER Bit Error Rate. xviii, 5, 103–106, 117–119, 124, 125, 131–133, 135

BIM Beam Index Modulation. xiv, xviii, 3–5, 103–105, 126–133, 135

BS Base Station. xiii, xvii, 2, 9–14, 17, 21–23, 44, 46, 54, 56, 60, 63–65, 77, 79, 80, 84, 85,
92–94, 108, 138, 139

BW Band Width. 2, 4, 19, 21, 26, 32, 38, 51, 53, 77, 78, 81, 135, 138, 139

CB Conjugate Beamforming. 10, 11, 30, 38, 75–77, 82

CSI Channel State Information. xvii, 11, 33, 40, 50, 60, 69, 75, 76, 82, 83, 119, 131, 135, 138

D2D Device to Device. 84

DAC Digital to Analog Converter. 28, 29, 32, 33, 48, 49

DBS Digital Beam Steering. xiv, 3, 5, 30, 73–79, 81–83, 134

DFT Discrete Fourier Transform. xviii, 37, 140, 141

DoA Direction of Arrival. 81

xx



Abbreviations

DoF Degree of Freedom. 1, 92

DPC Dirty Paper Code. 9

DSP Digital Signal Processing. 61, 75, 84, 98

EE Energy Efficiency. 1, 33, 49, 51, 75

EGC Equal Gain Combining. 67, 68

EGT Equal Gain Transmission. 3, 5, 28, 38, 62, 67, 68, 74, 84–86, 88–91, 108, 118, 119, 125,
134

FPGA Field Programmable Gate Array. 138

GenSM Generalized Spatial Modulation. 105

GM Geometric Mean. 86, 88, 89

HBF Hybrid Beamforming. xiii, xiv, xvi–xviii, 2–5, 8, 26, 30, 32–34, 38, 39, 43–72, 74, 84–95,
101, 103–136

HPBW Half Power Beam Width. 51

IETR Institute of Electronics and Telecommunications of Rennes. 51

iid independent identically distributed. 7, 14, 16, 18, 40, 41, 59, 118, 130

IM Index Modulation. 5, 126

IoT Internet of Things. 104

ISI Inter Symbol Interference. 21

IUI Inter User Interference. 10, 38, 54–56, 59, 82, 91, 98

KPI Key Performance Indicators. 45

LBPA Leakage Based Power Allocation. xiv, xvii, 3, 5, 73–78, 81–83, 134

LNA Low Noise Amplifier. 35, 36

LoS Line of Sight. xiii, xiv, xvi–xviii, 2–5, 7, 8, 13, 14, 17, 18, 20–22, 24, 25, 28, 30, 38, 43–47,
49–51, 54–64, 66–68, 74–76, 78–86, 88–94, 100, 101, 103–106, 108–111, 113, 114, 117,
120–126, 133–135, 140

LSV Left Singular Vector. 63

xxi



Abbreviations

LTE Long Term Evolution. 1, 138

MIMO Multiple Input Multiple Output. xii–xiv, xvi, xvii, 1–5, 7–102, 104–107, 126, 127, 130,
134, 135, 138

MISO Multiple Input Single Output. xvi, 24, 25, 28, 31, 32, 45, 46, 53, 55, 56, 62, 67, 68, 76,
85, 88, 92, 93, 108, 139

MMSE Minimum Mean Square Error. 10, 13, 30, 38, 138

mmWave Millimeter Wave. xii–xiv, xvii, xviii, 2–5, 7–102, 104–106, 110, 113, 114, 121–123,
125, 126, 133–135, 143

MRT Maximum Ratio Transmission. 10, 138

MS-STSK Multi-Set Space-Time Shift Keying. 105

MSF-STSK Multi Space-Frequency pace-Time Shift Keying. 105

MU Multi User. xii–xiv, xvi, xvii, 1–3, 7–102, 134, 139

NI National Instruments. 138

OFDM Orthogonal Frequency Division Multiplexing. 23, 45, 77, 138

PA Power Amplifier. 2, 12

PAPR Peak to Average Power Ratio. 12

PCP Pilot Contamination Precoding. 13

PDF Probability Density Function. 38

PEP Pairwise Error Probability. 129

QoS Quality of Service. 82, 83

QRD QR Decomposition. 65

QSM Quadrature Spatial Modulation. 105

RASK Receive Antenna Shift Keying. xvii, 104, 106, 107, 117

RB Resource Block. 12, 14

RF Radio Frequency. iv, xiv, 2, 26–33, 38, 39, 44–51, 54–56, 60, 63, 67–69, 73, 85–87, 93–96,
100, 104, 107–109, 119, 126, 127, 131–133

xxii



Abbreviations

RMS Root Mean Square. 21

RR Round Robin. 99

RRH Remote Radio Head. 11

RSM Receive Spatial Modulation. xiv, xvii, xviii, 4, 5, 103–110, 113, 114, 118, 119, 121–123,
125, 135

RSV Right Singular Vector. 62

SE Spectral Efficiency. xiii, xvi–xviii, 1–5, 8, 14, 27, 29, 30, 33, 35–38, 40, 41, 43–51, 53–64, 66,
69–71, 74–76, 82–84, 87–95, 98–101, 103–106, 108, 109, 112, 114, 115, 118–121, 123–127,
129–135, 140, 142, 143

SIMO Single Input Multiple Output. 67, 68

SINR Signal to Interference and Noise Ratio. 11, 12, 41, 46

SISO Single Input Single Output. 53

SLNR Signal to Leakage and Noise Ratio. 74, 91, 92, 97–99, 101

SM Spatial Modulation. 3, 104–106, 125, 126, 135

SNR Signal to Noise Ratio. xiii, xviii, 10, 28, 33, 38, 41, 43, 46, 54–57, 59, 61, 62, 64, 68, 86,
98–100, 104, 123, 124, 127, 130–133, 142

SPIM Spatial Path Index Modulation. 126

SSK Space Shift Keying. 104, 105

SSM Spatial Scattering Modulation. xviii, 105, 126, 127, 132, 133

SU Single User. 8, 24, 25, 27–30, 55, 63, 64, 91, 104

SUS Semi-orthogonal User Selection. 91, 92, 96–99

SVD Singular Value Decomposition. xiii, 17, 44, 62–71, 94, 96–98, 109

TDD Time Division Duplex. 12, 138

UE User Equipment. xiv, xvi, xvii, 1–3, 5, 9–14, 17, 18, 21–23, 25, 27, 29–31, 33, 38, 46–48,
50, 53–61, 63, 64, 68, 69, 74–83, 85–88, 91–101, 105, 134–136, 138–141

ULA Uniform Linear Array. xvii, xviii, 14, 15, 17, 18, 23–25, 46, 50, 56, 59, 60, 64, 69, 85, 87,
93, 100, 108, 113, 115, 119–124, 128, 139, 140

UPA Uniform Planar Array. 14–16, 24, 25, 76

xxiii



Abbreviations

USRP Universal Software Radio Peripheral. 139

VNA Vector Network Analyser. 51

WINNER Wireless World Initiative for New Radio. 16, 20

WLAN Wireless Local Area Network. 19

ZF Zero Forcing. xvii, 10, 11, 30, 38, 44–47, 49–51, 54–56, 58, 59, 61, 62, 69–71, 76, 77, 79,
82–84, 86, 88, 89, 91–94, 98, 108, 109, 111, 113, 114, 117, 119, 121–124, 127–130, 138

ZMCSCG Zero Mean Circular Symmetric Complex Gaussian. 39

xxiv



List of Symbols

Hb Beamspace channel. xviii, 37, 47, 141

α Complex channel amplitudes vector. 16, 17, 47

bDAC The number of resolution bits of the digital to analog converter. 49

Pe The average bit error probability conditioned by the channel. 129

bPS The number of resolution bits of the phase shifter. 49, 51

NBS Number of antennas at the base station. 64, 68

fc . 20

H Channel matrix. iii, 9, 10, 23–25, 27, 29–32, 37, 39–41, 45–47, 55, 56, 63–68, 76, 85, 93–95,
107–110, 112, 115, 117–119, 127–131

α Channel complex amplitude. iv, 18, 23–26, 28, 46, 47, 52, 53, 56–58, 64–66, 76, 78–80, 85,
86, 93, 94, 108, 128, 130, 131

h Channel scalar. 107, 118

h Channel vector. iv, 9, 16–18, 23–26, 28, 39, 46, 53, 56–59, 61, 67, 76, 77, 85, 87, 93, 98, 99,
108, 118

ι The condition number. 95, 96

ρcorr The exponential correlation factor. 17

Φ The channel covariance matrix. 16, 17, 39–41

Θ The angular difference between two paths. 111–117, 119–122, 124

D Diagonal matrix of the singular values. 17, 94, 97, 109

dt Inter-element distance between adjacent transmit antennas. 15, 16, 56–60, 69, 111–116, 119,
130

D The distance between the transmitter and the receiver. xvii, xviii, 19, 111, 112, 117, 120–124

xxv



List of Symbols

D0 The reference distance. 19, 20

dr Inter-element distance between adjacent receive antennas. xviii, 15, 16, 111, 112, 117, 120–
124
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Recently, the demand for higher data rates and better coverage has been urgently reported
in order to satisfy the requirements of the fifth generation of mobile networks (5G) [10]. More
specifically both Spectral Efficiency and Energy Efficiency (EE) are on the top of these improve-
ment requirements by the 5G. MIMO systems have emerged as one of the key enablers that
can enhance both EE and SE [11] and have been extensively used in many recent standards
such as in Long Term Evolution (LTE) releases 8-16 and also in Wifi 802.11n, 802.11ac,..etc.
MIMO can achieve such gains thanks to exploiting the spatial domain in addition to the time
and frequency ones, therefore, providing an extra Degree of Freedom (DoF) for conveying and
processing the information.

In the early 2010’s the massive MIMO terminology appeared [12, 13] in order to maximize
the achievable gains of MIMO by increasing the number of antennas massively. A concrete
mathematical modelling was presented for characterizing the massive MIMO systems in the
following years. These theoretical studies relied on many theories such as the random matrix
theory and the central limit theorem. Driven by the fact that many random behaviors tend to
deterministic ones when their dimensions tend to infinity [14], massive MIMO with asymptotic
assumptions that the number of antennas tend to infinity was extensively studied in the recent
literature [1, 15, 16].

Moreover, massive MIMO was considered as a key player for MU transmissions [1] driven
by the fact that with large number of antennas quasi-orthogonal beams can be formed to serve
multiple UEs. Therefore, allowing multiple UEs to be served on the same time and frequency
resources and differentiating between them in space, which significantly enhances the SE and
the coverage of the network.
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In order to consider the practical implementation of MU massive MIMO, two main factors
need to be taken into account. The first factor is the size of the array, as the theoretical
studies consider very large number of antennas, this is practically infeasible specifically at the
conventional microwave frequencies (sub-6 GHz band). Moreover, even if the BS can deploy a
considerably large massive MIMO array at sub-6 GHz (≈ 100 [2]), deploying massive number
of antennas at the UE side at such frequencies is not possible. The second limiting factor for
MU massive MIMO is the hardware complexity and power consumption. Given the fact that in
order to support MU scenarios with massive MIMO, digital precoding needs to be considered.
In this case, a dedicated RF chain is needed per transmit antenna, which is an extensively high
hardware complexity and also consumes power extensively since the Power Amplifiers (PAs) are
not perfect in realistic scenarios.

In order to unleash the potentials of the MU massive MIMO systems, such systems exploit
the mmWave frequencies for a candidate frequency band [17]. Unlike the conventional mi-
crowave systems (< 6 GHz), the mmWave systems exploit the band from 28 GHz to 300 GHz.
Driven by such vast and splendid spectrum resources, mmWave systems along side with mas-
sive MIMO is considered one of the main key enablers for the 5G. Although, mmWave systems
can provide large Band Width transmissions allowing for high achievable data rates, they suffer
from multiple practical challenges. The first one is that at such frequencies the propagation
wave suffers from high path loss compared to the microwave ones. This leads to low range
transmissions and also leads to a sparse LoS dominated propagation channel [18]. The second
one is that at such frequencies the hardware components are complex, costly and power hungry
[3]. Therefore, in order to tackle the challenges of both the MU massive MIMO systems and the
mmWave systems both are combined together in single transmission scheme refereed to as MU
massive MIMO mmWave systems.

In MU massive MIMO mmWave systems, the path-loss problem at mmWave frequencies is
solved using the transmit array gain offered by the massive transmit array. Also, the array size
problem of massive MIMO is solved at mmWave frequencies, since at such frequencies, thanks to
the small wavelength the massive antenna array can be deployed in an acceptable form factor
at both the BS and the UE sides. Moreover, the hardware and power consumption problems
for MU massive MIMO mmWave systems can be solved using a recently proposed beamforming
technique referred to as HBF [4, 5]. Unlike the conventional digital precoding used for mas-
sive MIMO systems that need a dedicated RF chain per antenna, the HBF only needs a small
number of RF chains compared to the number of transmit antennas. Despite, the significant
lower hardware complexity and power consumption, HBF can still achieve close SE compared
to fully digital precoding solutions at mmWave frequencies [5, 6]. This is due to the fact that,
at mmWave frequencies the channel is sparse, thus a few RF chains are enough to fully control
the channel dominant paths [7, 8].

Throughout the thesis we consider HBF in MU massive MIMO mmWave systems. We provide
analytical analysis for some linear analog and digital precoders in LoS dominated mmWave
channels with massive transmit antenna array. Also, we provide some low complexity signal
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processing techniques such as power allocation, UEs selection, and Spatial Modulation (SM) to
ease the realistic implementation of such MU massive MIMO mmWave systems. Finally, we
tackle some of the main challenges of HBF massive MIMO mmWave systems such as the LoS
blockage.

1.1 Objectives and Contribution

The aim of this thesis is to study low complexity signal processing techniques for HBF. Also,
throughout the thesis we aim at providing analytical analysis for conventional HBF techniques
in realistic mmWave massive MIMO channels. Moreover, we tackle some of the challenges of
mmWave channels such as the blockage by proposing novel HBF structures to deal with such
limitation.

Indeed, considering mmWave massive MIMO channels, a lot hardware, propagation and
power consumption limitations exist. In order to consider such challenges, within this thesis
we provide novel low complexity signal processing techniques to overcome such challenges im-
posed. The proposed techniques cover low complexity analog beamforming, digital precoding,
stream allocation, power allocation, Spatial Modulation, Beam Index Modulation and consider
low channel estimation overhead.

First, we consider a low complexity low overhead power allocation technique that aims at
decreasing the inter-user interference power (leakage power) between the multiple UEs served
simultaneously within the same cell. This Leakage Based Power Allocation is used in conjunction
with an angular based precoder refered to as Digital Beam Steering in a joint framework. This
framework has low complexity and low overhead since it only relies on estimating the angular
information of the channel which are frequency flat and only change with mobility. This study
led to:

• The publication of a conference paper in June 2018 entitled ”Angular based Beamform-
ing and Power Allocation Framework in a Multi-user Millimeter-Wave Massive MIMO
System” [19].

Then, we present a robust HBF against blockage effect in sparse mmWave channels de-
pending on Equal Gain Transmission (EGT) analog precoder and it has been compared to the
previously proposed precoders in the literature that consider the blockage effect for sparse
mmWave channels. This study led to:

• The publication of a conference paper in June 2018 entitled ”Hybrid Beamforming for
Multi-User MISO Channels with Equal Gain Transmission: A Robust and Spectral Effi-
cient Approach” [20].

Again, aiming at providing low complexity and low overhead signal processing techniques
for hybrid analog-digital mmWave MIMO systems, we consider a low complexity leakage based
UEs selection and stream allocation approach and show that it can achieve sub-optimal SE
performance with low complexity and low overhead requirements. This study led to:
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• The publication of a conference paper in September 2018 entitled ”Leakage based Users
Selection for HBF in MillimeterWave MIMO” [21]

Later, we study the gap between the SE of the HBF and the full digital beamforming and
investigate the condition for which both can achieve the same SE. Indeed, when these conditions
occur, the HBF is more favourable compared to the full digital solution because it has lower
hardware complexity and power consumption. This study led to:

• The publication of a conference paper in April 2019 entitled ”On The Equivalence between
Hybrid and Full Digital Beamforming in mmWave Communications” [6]

The other part of the thesis was dedicated to the theoretical analysis for HBF systems in LoS
dominated mmWave massive MIMO channels. Moreover, we considered analytical analysis of
HBF in conjunction with low complexity Receive Spatial Modulation and Beam Index Modulation
systems. These studies led to:

• The publication of a conference paper in September 2019 entitled ”On the Theoretical
Limits of Beam Steering in mmWave Massive MIMO Channels” [22].

• The submission of a journal paper entitled ”Analytical Performance of Hybrid Beam
Index Modulation” to IEEE WCL.

• The preparation of a journal paper entitled ”On The Performance of LoS Beamsteering
in Sparse mmWave Channels” to be submitted to IEEE Access.

• The preparation of a journal paper entitled ”Hybrid Beamforming for Receive Spatial
Modulation” to be submitted to IEEE TWC.

1.2 Organization of The Thesis

The thesis is organized as follows: in Chapter 2, we cover the main concepts of MIMO, mas-
sive MIMO, mmWave systems, beamforming techniques and HBF architectures. We start by
describing briefly the existing MIMO signal processing techniques. Then, we give a detailed
introduction about the massive MIMO terminology, signal processing techniques and its theo-
retical limits. Later, we move to describing the mmWave systems and highlight their potentials
in terms of the large Band Width (BW) and splendid throughput. Also, we show the chal-
lenges that limit the practical deployment of mmWave systems. Moreover, we show how the
combination of massive MIMO and mmWave systems can be beneficial for both. Finally, we
give a detailed analysis of the currently existing channel models and beamforming/precoding
techniques for the massive MIMO mmWave systems.
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In Chapter 3, we work on analytically describing the achievable Spectral Efficiency of the
proposed HBF techniques throughout the thesis. Also, we aim at quantifying the performance
gap between the full digital beamforming and the HBF. Moreover, we highlight the conditions
for which the Hybrid Beamforming can achieve the exact Spectral Efficiency of the full digital
beamforming scenario and we provide a fair comparison in terms of the energy and hardware
efficiency for both architectures.

In Chapter 4, we describe the proposed low complexity signal processing techniques for HBF
to allow for practical implementation feasibility in mmWave massive MIMO systems. We start
by applying a low complexity power allocation technique (LBPA) in a joint framework with
angular based precoder (DBS) that only depends on the angular information of the channel’s
LoS component. Thus, providing a low complexity-low overhead paradigm for mmWave MIMO
systems. After that, we consider the sensitivity to the blockage of the LoS propagation path
in mmWave channels. We propose a robust HBF architecture that relies on EGT in the analog
layer to exploit the multipath channel components gains and add them constructively at the
receiver. Later, we propose a novel low complexity UEs selection technique which again depends
on minimizing the leakage between the selected UEs in a pure LoS channel.

In Chapter 5, we consider HBF system together with the recently emerging Index Modula-
tion (IM). More specifically we start by considering HBF with Receive Spatial Modulation and
analytically characterize the SE and the BER of the proposed system. Moreover, we extend
our analysis to a more recent IM technique, yet more suitable to mmWave sparse channels that
suffer from high path-loss, which is the Beam Index Modulation.

In the appendix, in order to proof the practical validity of our analysis and simulations
which rely on statistical channel models, we implement some of the proposed algorithms on the
National Instruments massive MIMO platform in order to verify the practical validity of these
algorithms on realistic sounded channels.

Finally, we draw the conclusions and highlight the future research directions and perspec-
tives that can extend based on our work throughout this thesis.
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2.1 Key Aspects of Massive MIMO

In this section we present a detailed review on several key aspects of research in massive MIMO.
We first present a system model for the MU massive MIMO systems for the ease of analysis
in Subsection 2.1.1. Then we describe the designs of linear precoders in Subsection 2.1.2.
Later, we focus on the issue of pilot contamination, and introduce decontamination methods in
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Figure 2.1: Full digital MU massive MIMO system.

Subsection 2.1.3. Finally, in Subsection 2.1.4, we will briefly introduce some field measurement
campaigns for massive MIMO systems.

2.1.1 System Model

In this subsection we present a traditional single cell MU massive MIMO system as shown in
Figure 2.1. In the downlink scenario, the transmitter (BS) is deployed with large (massive)
number of transmit antennas (NT → ∞), while the K receivers (UEs) are equipped with a
single receive antenna each (NR = 1). Hence, the received signal vector for all the K UEs can
be expressed as follows:

r =
√
PTHx + n (2.1)

where PT is the transmit power, H ∈ CK×NT is the MU channel matrix, with columns hk
representing the channel vectors for each UE k. x = FBBs represents the precoded transmit
signal, given that s of dimensions K × 1 is the transmit signal vector before precoding and
FBB ∈ CNT×K is the MU precoding matrix with columns fBB representing the precoding
vectors for each UE k. Finally, n ∈ CK×1 represents the Additive White Gaussian Noise (AWGN)
noise vector.

2.1.2 Precoding Techniques

In this subsection, we focus on linear precoders for massive MIMO systems,because they are
less complex and more practical than the non-linear precoders, such as the Dirty Paper Code
(DPC) precoding. Also, Simulations show that with a large number of antennas, the achievable
rate of linear precoding approaches the channel capacity bound [14] and henceforth non linear
precoders no longer have a significant advantage.

Single-cell precoding

We start with the single-cell precoding. A given BS designs the precoders to its K served
UEs, based on the MU channel matrix H whose k-th column is given as hk. For the downlink
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precoding, let FBB be the Base Band (BB) digital precoding matrix for the BS where its k-th
column fBB is the precoding vector for UE k. A Conjugate Beamforming (CB) precoder, also
known as Maximum Ratio Transmission (MRT) precoder, aiming at maximizing the received SNR
for each UE can be calculated in terms of the MU channel as follows [23] :

FBB
CB = HH (2.2)

The aim of the CB is to constructively add the linear combinations of the signal. This summa-
tion grows proportionally with the number of transmit antennas NT . This CB precoder offers
maximum beamforming gain at each UE side but it also leads to Inter User Interference (IUI).
Therefore, a more complex linear precoding technique named ZF precoder was proposed in [24]
to mitigate the IUI. In this case the precoding matrix FBB with columns fBBk for each UE k,
aims at suppressing the IUI. The ZF condition is defined as follows:

HfBBi =

{
1, k = i
0, k 6= i

(2.3)

The precoding vectors fBBk which form the precoding matrix FBB are chosen to satisfy the
above-mentioned zero interference condition. The solution to this problem, is to get the pseudo-
inverse of the MU channel matrix H between the BS and the set of active K UEs [25], which
can be done as follows:

FBB
ZF = H‡ = HH(HHH)−1 (2.4)

where H‡ is the Moore-Penrose pseudoinverse of the MU channel matrix H. However, ZF has a
drawback, which is noise enhancement that occur at low SNR [25]. Noise enhancement leads to
a degradation in the performance of the overall system. Minimum Mean Square Error (MMSE)
precoding solves the problem of noise enhancement suffered ZF [25].

As ZF precoding tends to mitigate the interference caused by the streams sent by the BS to
the other UEs to zero, the MMSE precoding eases this constraint, hence, allowing for some IUI
to occur while at the same time providing better performance than the ZF [26]. The MMSE
precoding calculation is defined as follows:

FBB
MMSE = HH(HHH + σ2

nIK)−1 (2.5)

where σ2
n is the noise variance and IK is a K×K identity matrix, such that K is the total number

of UEs. MMSE provides better performance than ZF especially for single receive antenna UEs
in downlink transmissions [26].

In [27], the performance of linear precoding techniques was evaluated in a single cell massive
MIMO scenario. Also, derivations of lower bounds for the channel capacity of ZF and CB were
given. Moreover, The authors showed by simulation results that ZF precoder achieves higher
data rate than the CB one in the high SNR regime, while in the low SNR regime, the CB achieves
higher data rate. In [28] the authors provided an approximation to the boundary SNR to switch
between CB and ZF.

In [29], the rate performance for both the uplink and downlink transmissions was studied in
a multi cell scenario. The analysis showed that both ZF and CB can achieve asymptotically the
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same Signal to Interference and Noise Ratio (SINR) assuming that both the signal and interference
have the same covariance matrix. Moreover, the analysis for the finite number of BS antennas
case, shows that ZF precoding converges faster to the asymptotic limit than the CB one.

Multi-cell precoding

Multi-cell coordinated transmission has been recently considered for MIMO and massive MIMO
networks. In traditional MIMO cellular networks multi-cell coordinated transmission mainly
aimed at reducing the interference level [30]. However, in massive MIMO cellular networks
coordinated transmission can also be leveraged in order to reduce the number of antennas per BS
by installing antennas in multiple positions and coordinating their transmissions. Henceforth,
overcoming the form factor limitation of massive MIMO systems. For example, a network MIMO
architecture presented in [31], was shown to achieve similar performance of a massive MIMO
system with fewer antennas at each BS.

Distributed massive MIMO architectures were presented in [32, 33], where the massive an-
tennas are no longer co located. Instead, they are distributed over multiple Remote Radio Heads
(RRHs) and are coordinated together to perform joint transmission.

Another application for multi-cell coordination is the mitigation of pilot contamination as
shown in [34, 35]. Moreover, it can also be applied in order to decrease the total transmission
power of the network as shown in [36].

However, in order to apply multi-cell coordination, the CSI needs to be shared between all
the BSs in the network, which needs a lot of signaling overhead [37]. Therefore, in order to
overcome such a challenge, one solution is to reduce the overhead due to CSI. This can be
achieved by designing coordinated precoding techniques based on long-term channel statistics
instead of instantaneous CSI [36, 34, 35]. Also, decentralized precoding techniques can be used
to reduce the overhead of distributed massive MIMO systems as shown in [33].

Non-ideal hardware constraints

In order to consider realistic implementation issues, massive MIMO arrays are mainly built with
low cost components. These components suffer from hardware imperfections that need to be
taken into consideration. Therefore, hardware imperfection constraints need to be considered
during the design of massive MIMO systems.

In [38], the authors presented a general framework to model the additive distortions arising
from the hardware imperfections in massive MIMO systems. Moreover, in [39] an extension
for the framework was proposed in order to model the multiplicative phase drifts and noise
amplification effects.

In [38], the authors showed that the hardware impairments at the UE side are the main
limiting factor of the capacity. On the other hand, the effect of the hardware impairments at
the BS side vanishes asymptotically. Also, in [38, 39] it was shown that, for massive MIMO
systems with large number of antennas, the hardware impairments have less effect. Therefore,
the BSs with massive antenna arrays can deploy low-cost antenna elements without a notable
degradation in performance.
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Another issue for massive MIMO systems is the efficiency of PAs. One solution for this issue
is to use low Peak to Average Power Ratio (PAPR) precoding designs such as the ones presented
in [40, 41].

Massive MIMO systems mainly depend on the channel reciprocity for channel estimation
(Time Division Duplex (TDD)). However, in realistic scenarios, this channel reciprocity is not
straightforward, since the transmitter and the receiver have different circuit gains. Therefore, in
order to restore the channel reciprocity, calibration methods have been proposed, in [42, 43, 44],
in order to compensate for the mismatches between the transmitter and the receiver.

2.1.3 Pilot Contamination

In multi-cell massive MIMO systems, pilot sequences are often reused in multiple cells causing
what is known as pilot contamination. Therefore, in such systems, when a given BS estimates
the channel by correlating the received pilot signal with the corresponding pilot sequence, the
estimated channel is contaminated by a combination of interference from the UEs that share
the same pilot in the other cells [45]. Pilot contamination is known to be one of the main
limiting factors for massive MIMO systems, since it limits the SINR performance scaling with
infinite antennas [12].

Therefore, in order to deal with pilot contamination and reduce/mitigate its effect, several
techniques have been proposed in the literature and will be summarized in this subsection as
follows.

Reducing pilot reuse in a resource block

The first approach to limit the pilot contamination effect is to reduce the number of UEs that
use the same pilot sequence for a given Resource Block (RB) in the massive MIMO network.
This can be achieved by increasing the number of orthogonal pilots in the network in order to
avoid the need for pilot sequences sharing. However, increasing the number of orthogonal pilot
sequences is not straightforward, since it requires longer pilot sequences and thus leading to
higher training overhead. Moreover, the maximum number of orthogonal pilots depends ob the
coherence time of the massive MIMO system.

Another approach, is to apply a fractional pilot reuse technique introduced in [46], which
has similar idea to the well known fractional frequency reuse paradigm. This fractional reuse
technique achieves higher throughput compared to the full pilot reuse in [12], since the cell edge
UEs become more immune to pilot contamination.

One more approach called asynchronous pilot transmission was proposed in [47], to avoid
synchronous pilot transmission which maximizes the effect of pilot contamination [12]. This
proposed asynchronous pilot transmission, applies a shifted-frame protocol, such that the BS
in the network are clustered into multiple groups, where the channel training in each group is
done in disjoint and shifted time periods within a frame. The authors in [47], showed that this
asynchronous pilot transmission achieves better asymptotic rate performance compared to the
synchronous one.

12



Chapter 2. Background for Hybrid MU Massive MIMO mmWave Systems

Coordinating between multiple cells

In order to reduce the effect of pilot contamination, without changing the pilot sequence design,
coordination between multiple cells can be leveraged.

One approach is to use a coordinated scheduling algorithm, such as the one proposed in
[48] for minimizing the estimation error that arise from pilot contamination. This algorithm
can acquire an interference-free channel estimate of the signal utilizing an MMSE channel esti-
mator, given that the eigenvectors of the covariance matrices of the signal and interference are
orthogonal.

Another approach to mitigate the pilot contamination, is a coordinated precoding method
called Pilot Contamination Precoding (PCP), which was was presented in [34, 35]. This PCP
aims at relaxing the overhead requirements for the exchange of information between the BSs,
as it only requires the exchange of the large scale path losses and the information symbols.

Developing blind estimation algorithm

Recently, some research work started to avoid using the pilot sequences for training to avoid
the pilot contamination effect utilizing what is known as blind channel estimation algorithms
[49, 50]. These blind estimation algorithms depend on the assumption that the signal subspace
is asymptotically orthogonal to the interference one, when the number of antennas is infinite
[49, 50].

In [50], the covariance matrix of the received signal is utilized to estimate the channel matrix.
However, in practical scenarios, the covariance matrix of the received signal is unknown at the
BS and can only be approximated by the empirical covariance matrix of the uplink data samples.
Therefore, in [50] the authors showed by simulations that the performance of the proposed
blind algorithm mainly depends on the accuracy of the covariance matrix estimation. Hence,
utilizing a large number of uplink data symbols for the covariance matrix estimation allows
blind channel estimation techniques to outperform the original pilot-aided channel estimation
in terms of symbol error probability.

2.1.4 Field Measurements

Recently, many prototypes and field measurements have emerged to characterize the massive
MIMO channel environment and realistic implementation issues [51, 52, 53, 54, 55].

In [55], a prototype named Argos was proposed to model a massive MIMO BS with 64
transmit antennas, and can serve up to 15 UEs at the same time. It was shown by experiments
in [55], that Argos can achieve ≈ 6.7 fold gain in capacity compared to a single antenna BS
with using ≈ 1

64
-th of the transmission power.

In [52], a measurement campaign at Lund’s university campus in Sweden was performed at
2.6 GHz with 128 transmit antennas at the BS. The experiments carried out in [52], showed that
increasing the number of antenna elements in the transmit array, achieves better orthogonality
between the channels of the served UEs, in case the UEs are in non LoS channel scenario or LoS
scenario with sufficient angular separation. However, in case the served UEs are in a pure LoS
channel scenario with small angular separation, the orthogonality between the UEs’ channels can
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not be achieved. Therefore, in case UEs have LoS dominated channels, scheduling algorithms
need to be developed to guarantee a minimum angular separation between UEs scheduled on
the same RB.

Moreover, in [54], a measurement campaign was presented in order to characterize the
spatial correlation between the antennas at the BS. The measurement setup included a virtual
ULA with 128 antennas, half-wavelength spaced, at 2.6 GHz. It was shown that, non LoS links
generally have less variations in the correlation level compared to the LoS links.

Although, both the sounded massive MIMO channels and the theoretical iid Rayleigh chan-
nels differ, many work in the literature assured the fact that the iid Rayleigh channel model is
a valid approximation for the realistic massive MIMO channels at the sub 6 GHz frequencies
[51, 52, 53, 54]. Moreover, in [52], the authors showed that for their measurement scenario with
128 antennas at the BS, the sounded channels achieves ≈ 90% of the channel capacity in iid
fading channels in case non LoS propagation environment exists. However, in case the UEs are
in LoS environment with small angular separation, the measured channels achieve ≈ 50% of
the channel capacity in iid fading channels.

2.2 Channel Models

In this section we present a detailed review on several channel models proposed for massive
MIMO and mmWave systems. We first describe the commonly used antenna array architectures
for Massive MIMO and mmWave systems in Subsection 2.2.1. Then, in Subsection 2.2.2, we
present a summary for the classical models used to characterize the massive MIMO channels sys-
tems specifically in sub-6 GHz frequencies. Later in Subsection 2.2.3, we describe the mmWave
channel characteristics, which differ substantially from the sub-6 GHz channels. In Subsec-
tions 2.2.4 and 2.2.5, we will present the two methods used throughout the thesis for modelling
the mmWave massive MIMO channel. These two models are a deterministic ray tracing based
model and a stochastic physical ray based one. We consider the ray tracing tool as a deter-
ministic channel model to benchmark the performance of our proposed algorithms. However,
throughout the thesis we mainly consider the stochastic ray based model for our theoretical
and numerical analysis to obtain closed form models for the SE of the proposed beamform-
ing algorithms. Finally, in Subsection 2.2.6 define the multiple channel scenarios that we use
throughout the thesis based on the two models in Subsections 2.2.4 and 2.2.5.

2.2.1 Antenna Array Architectures

In this subsection we briefly introduce the proposed antenna array architectures as shown in
Figure 2.2. Throughout the thesis we consider both the ULA and the Uniform Planar Array
(UPA) architectures, where the antenna element can be generic (omni directional, directive,
etc.). However, since in this thesis our aim is to analytically analyse and develop beamforming
and signal processing techniques, we only use arrays of omni directional antennas for tractabil-
ity and simplicity of analysis. However, in realistic mmWave deployment scenarios directional
antennas are more favourable, considering omni directional antennas for simulations and com-
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Figure 2.2: The proposed antenna array architectures.

parison between multiple signal processing techniques is an acceptable and accurate approach
[5, 56]. Moreover, although we only consider arrays of omni directional antennas, our proposed
framework is generic to consider the radiation pattern of any proposed antenna element.

In case a ULA with omni directional antennas is used, the steering vector at the transmitter
side can be defined as follows:

at(φ
t) =

1√
NT

[1, ejβ(φt), ..., ej(NT−1)β(φt)]T (2.6)

where φt is the azimuth AoD, NT is the number of transmit antennas, and β(φt) is given as

β(φt) =
2π

λ
dt sin(φt) (2.7)

such that dt is the inter-antenna element spacing at the transmitter and λ is the wavelength.
Similarly, for a ULA of omni directional antennas, the steering vector at the receiver side ar(φ

r)
can be calculated similar to Equation (2.6), with replacing φt, dt, NT by φr, dr, NR respectively,
such that φr is the azimuth Angle of Arrival (AoA), dr is the inter-antenna element spacing at
the receiver and NR is the number of receive antennas.

In case UPA with omni directional antennas is used, the steering vector at the transmitter
side can be defined as follows:

at(φ
t, θt) =

1√
NT

[1, ..., ej(N
C
T −1) 2π

λ
dt cos(φt) sin(θt), ..., ej

2π
λ
dt((NC

T −1) cos(φt) sin(θt)+(NR
T −1) sin(φt))]T ,

(2.8)
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where NC
T and NR

T represent the number of columns and rows of the transmit array respec-
tively, while θt represents the elevation AoD. Again, for a UPA of omni directional antennas,
the steering vector at the receiver side ar(φ

r, θr) can be calculated similar to Equation (2.8),
with replacing φt, θt, dt, NT , N

C
T , N

R
T by φr, θr, dr, NR, N

C
R , N

R
R respectively, such that θr is the

elevation AoA. NC
R and NR

R represent the number of columns and rows of the receive array
respectively.

2.2.2 Historical Massive MIMO Channel Models

Based on the discussion in Subsection 2.1.4 regarding the channel measurement campaigns, we
can conclude that channel modeling for massive MIMO systems, needs to consider trade offs
between the tractability and practical accuracy issues.

In this subsection, we will discuss the analytical channel models that are used in the mas-
sive MIMO literature to define the performance bounds and asymptotic limits thanks to the
tractability in analysis. On the other hand, other channel models based on measurement cam-
paigns for industrial applications can be found in [57] for the Wireless World Initiative for New
Radio (WINNER)+ model, [58] for the COST 2000 model, [59] for the Third Generation Partner-
ship Project (3GPP) 3D MIMO channel model.

The main characteristic that analytical massive MIMO channel models consider, is the
asymptotic orthogonality, also known as favourable propagation, which we can be defined as
follows.

Definition: Channel vectors h1 ∈ C1×NT and h2 ∈ C1×NT are asymptotically orthogonal,
if the following limit holds

lim
NT→∞

hH1 h2

|h1||h2|
= 0 (2.9)

iid fading channel model

The most commonly used model for the analysis of massive MIMO channels in the sub-6 GHz
band is the iid Rayleigh channel model [60]. In this model, the channel vector h ∈ C1×NT follows
the complex Gaussian distribution CN (0, INT ). In [1], it was shown that the iid Rayleigh
fading channel satisfies the favourable propagation property of massive MIMO (asymptotic
orthogonality). The main drawback of the iid fading channel model is that it does not consider
the spatial correlation effects. Therefore, a model that considers the spatial correlation was
proposed as follows.

Correlated fading channel model

In order to consider the spatial correlation and mutual coupling effects on the propagation
channel, a Kronecker model was proposed to model such effects [29], such that the vector h is
modeled as follows

h =
√

Φα (2.10)
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where Φ is the small-scale fading covariance matrix, and α is a vector following the distribution
CN (0, INT ). The SVD of the Φ can be denoted as follows

Φ = UH
Φ DΦUΦ (2.11)

where DΦ is a diagonal matrix containing the singular values, and the m-th singular value is
denoted as

√
λm ≥ 0. Moreover, the matrix Φ is normalized as to satisfy the following condition

Tr(Φ) =

NT∑
m=1

√
λm = NT (2.12)

This covariance matrix Φ can be modelled using different models, for example, it can be mod-
elled using the exponential correlation model in [61]. using this exponential correlation model,
for m, k ∈ [1, NT ], the (m, k)-th of the matrix Φ is defined as follows

Φm,k = ρcorr
|m−k|, (2.13)

such that ρcorr represents the correlation coefficient between the adjacent antennas, and |ρcorr| ∈
[0, 1).

Another model that can be used to model the covariance matrix Φ based on the angular
spread was presented in [48, 62]. In this case the covariance matrix Φ is defined as follows

Φ = Eφt [at(φt)at(φt)H ], (2.14)

such that at(φ
t) represents the steering vector of the BS antenna array, φt is the AoD for a

given UE, and the expectation is taken over the angular power spectrum in order to consider
the angular spread.

In [48, 62] a special case of this model was considered, in which a ULAs with a pure LoS
channel: Thus, the steering vector at(φ

t) is defined as in Equation (2.6). The angular power

spectrum is assumed to have a uniform distribution in the interval [φt− ∆φt

2
, φt + ∆φt

2
] ⊂ [0, π],

such that ∆φt represents the maximum azimuth angular spread.
The correlated fading channels in Equation (2.10) do not guarantee the satisfaction of the

asymptotic orthogonality property, since it depends on the structure of the covariance matrix.
However, a sufficient condition in order to guarantee that the asymptotic orthogonality property
is satisfied is defined in the following theorem.

Theorem 1. For k = 1, 2, if the channel vector hk is modelled as in Equation (2.10) and the
mean square of the eigenvalues of Φ is uniformly bounded as follows:

lim
NT→∞

sup

NT∑
m=1

λm
NT

<∞, (2.15)

then, in this case, the asymptotic orthogonality property in Equation (2.9) is satisfied, as follows

lim
NT→∞

hH1 h2 = 0, (2.16)

and
lim

NT→∞
hHk hk = 1. (2.17)
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The constraint in Equation (2.15) is satisfied by the exponential correlation model in Equa-
tion (2.13) [63], and the angular spread model in Equation (2.14) with certain constraints on
the range of the angular spread ∆φt [62].

LoS channel model

In case only single LoS path exist for each UE, with no reflected paths, the channel can be
modelled as a pure LoS one, as in [1, 64]. In this case, the channel vector h is modelled by its
steering vector as follows

h = αat(φ
t) (2.18)

where at(φ
t) is often assumed to be the steering vector of a ULA as defined in Equation (2.6)

[1, 64]. For pure LoS channels with ULAs, one condition in order to fulfil the asymptotic
orthogonality property is defined in the following theorem.

Theorem 2. From [1], let at(φ
t) be the steering vector of a ULA defined in Equation (2.6),

and for k = 1, 2, φtk is the AoD of the k-th UE. If sin(φt) is iid uniformly distributed in [−1, 1]
then, the asymptotic orthogonality is achieved as follows

lim
NT→∞

at(φ
t
1)at(φ

t
2) = 0. (2.19)

Hint: The asymptotic orthogonality is not always guaranteed in LoS channels. For example,
in [1], one counter example was given: when | sin(φt1)− sin(φt2)| = 1

NT

lim
NT→∞

at(φ
t
1)at(φ

t
2) =

2j

π
. (2.20)

Non-stationary channel models

In massive MIMO systems, specifically the ones operating in the sub-6 GHz frequencies, the
dimension of the array is usually large. Therefore, in this case, the assumption that the di-
mension of the array is negligible compared to the link length between the transmitter and the
receiver is no longer an accurate one. In order to capture the near field effects of the channel,
non-stationary channel models have been presented in [65, 66, 67].

For example, the authors in [65, 66], modelled the spherical wavefront at the massive antenna
array by an ellipse model, where the clusters’ dynamics were modelled by birth and death
processes. While in [67], the visible region concept was applied in order to model the fact that
some clusters are only visible for a fraction of the antennas in the massive array, while they are
not visible for the rest. Moreover, in [32] the concept of channel aging (the non-stationarity in
time domain) was defined and its impact was examined, such that an autoregressive series was
used to model the dynamics of the channel, and also some channel prediction algorithms were
proposed to deal with the channel aging.
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2.2.3 mmWave Channel Characteristics

After discussing some channel models used for the sub-6 GHz band, now we move to discussing
the characteristics of the channels in the mmWave band (from 30 GHz to 300 GHz) which have
been studied extensively in the recent literature [68, 69, 70, 71]. Unlike the traditional sub-6
GHz channels which are band limited, mmWave channels offer splendid spectrum resources,
with BWs up to multiple gigahertz [68, 69].

A lot of measurement campaigns have been carried out in the last few years, in order to
develop a clear understanding of the main characteristics of the mmWave channels, for example,
the work in [69, 72, 73, 74] and the references therein. Although, mmWave channels depends on
the site-specific effects and may differ from one environment to another, still many important
insights and statistics about the mmWave channel have been extracted from the measurement
campaigns [69, 73]. Henceforth, in this subsection, we will summarize the main characteristics
of the mmWave channels obtained from the measurement campaigns. These characteristics
help to develop a solid understanding of the mmWave channels and help to develop analytical
models that can describe such channel environments accurately.

Penetration Loss

In early mmWave channel measurement campaigns, the penetration loss for mmWave signals
through different materials was examined for the 60 GHz in [75, 76], for the the 40 GHz in
[72, 77] and for the 28 GHz in [72].

These measurements show that the penetration loss vary significantly based on the material.
For example, for materials used in the outer walls of buildings, the mmWave signals suffer from
> 170 dB loss through only 10 cm thick brick or concrete walls [77]. This means that, in
this case both the indoor and the outdoor environments can be assumed as separate isolated
systems. On the other hand, for materials used in the inner walls of buildings, the mmWave
signals suffer from approximately similar penetration loss compared to that in the sub-6 GHz.
For example, the penetration loss through a 2.5 cm inner wall changes from 5.4 dB at 2.5 GHz
to 6.0 dB at 60 GHz [68]. This result motivates the application of mmWave systems for indoor
Wireless Local Area Networks (WLANs).

Another issue, is that mmWave signals suffer from high penetration losses due to human
bodies and trees. For example, the penetration loss due to human body for mmWave signals
can range from 20 to 40 dB [72]. In [78], the authors showed how these losses can cause link
blockage and hence, increase the outage probability in mmWave cellular networks. Also, in
[79, 80] examined the effect of foliage losses, which can reach several dB, and hence degrading
the link budget for mmWave transmissions.

Large-scale Path Loss

The path loss for a link of length D can be modeled using the log-distance model as:

L(D) = L(D0) + 10κ log10

(
D

D0

)
+Xσ, (2.21)
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such that L(D0) is the close-in free space path loss, κ represents the path loss exponent, and
Xσ is a random variable that models the log-normal shadowing. The close-in path loss L(D0)
can be calculated using the Frii’s equation as follows:

L(D0) = 10 log10

(
4πD0fc

c

)
(2.22)

such that fc is the carrier frequency, c is the speed of light, and the close-in distance is chosen
as in [74] L(D0) = 1m. From Equation (2.22), it is clear that the close-in path loss L(D0) is
directly proportional to the carrier frequency. This means that, assuming isotropic antennas
are deployed at both the transmitter and the receiver, a given mmWave signal transmitted at
30 GHz will suffer a 20 dB free space path loss more than that at 3 GHz. This large difference
in path loss between the mmWave signals and the sub-6 GHz ones can be compensated by the
antenna directivity gains offered by massive MIMO arrays [18, 68].

Given that blockages exist in the LoS path due to the high penetration losses, the mea-
surement campaigns results show that the LoS links and the non LoS ones have different path
loss laws. In [72, 73, 74], the authors defined the path loss exponent for a LoS link κL to
be κL = 2 using the extensive measurements results with directional antennas. This can be
explained as follows: In mmWave band; the Fresnel zone is small, hence the direct path is not
likely to get affected by the nearby obstacles and therefore, the LoS mmWave transmissions are
approximately similar to the free space ones.

The non LoS links always have a path loss exponent κn greater than the LoS ones, but the
value of κn is not deterministic and varies with the measurement environment. For example, in
[74], measurements in the New York and Austin city were performed and the results show that,
the non LoS path loss exponent was found to be κn = 4.5 in Manhattan at 28 GHz, κn = 3.3
in Manhattan at 38 GHz, and κn = 4.7 in Manhattan at 73 GHz.

Moreover, the exponent κn is not only dependable on the scattering environment, but also
it depends on the antenna beam width [73, 18, 81].

Finally, considering the shadowing effect Xσ, the variance of the shadowing also differs in
the LoS and non LoS links. For example, the variance of the shadowing is 1.1 dB for LoS links,
and 10 dB for non LoS ones, in the 28 GHz Manhattan measurements [74].

Multi-path Effect and Small-scale Fading

According to all the aforementioned channel measurement campaigns, it was shown that the
mmWave channel have significantly less multi-path components, compared to the sub-6 GHz
channels. This phenomena is called channel sparsity. In [74], it was shown that the average
number of multi-path components is approximately 5 at 28 GHz and 3 at 73 GHz in the
Manhattan area. On the other hand, for the sub-6 GHz channel in urban areas an average of
15 clusters of components are assumed in the 3GPP and the WINNER models [57].

Given that the mmWave channels are sparse, compressed sensing techniques can be effi-
ciently used to estimate the mmWave channels and to design efficient precoders as shown in
[82, 83]. Additionally, because of the sparsity of mmWave channels, small-scale fading has a
minor effect on the mmWave signals, compared to the Rayleigh fading in the sub-6 GHz chan-
nels. One consequence of this sparsity property, is the high spatial correlation in the mmWave
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channels. Also, the effect of small-scale fading is minor, when highly directional antennas at
both the receiver and transmitter are deployed, pointing towards the boresight direction [18].

The sparse multi-path components of the channel arrive at the receiver side at different
time delays and different angles. Therefore, We will briefly discuss the temporal and spatial
statistics of the multi-path components of the mmWave channels as follows:

Delay spread: Delay spread is known to be a metric to evaluate the difference in the
arrival time of the multi-path components of the channel. Moreover, Root Mean Square (RMS)
delay spread defines the standard deviation of the delays for the measured multi-path compo-
nents. Given the fact that mmWave signals suffer from high path loss, mmWave signals have
smaller delay spread compared to the sub-6 GHz signals. Additionally, the symbol period for
mmWave signals is much smaller compared to the sub-6 GHz signals, due to the large BW at
the mmWave systems. Therefore, the smaller delay spread at mmWave may still create Inter
Symbol Interference (ISI) that needs to be equalized at the receiver side.

The delay spread is highly dependent on the scattering environment and the positions of
scattering objects. For example, in [74], it was shown that the delay spread in New York
city is larger than in Austin, because of the more reflective environment. Moreover, utilizing
directional beamforming and combining at the transmitter and the receiver sides further reduces
the effect of the delay spread, since in this case, the energy is focused on fewer paths that are
captured within the narrow beamwidth.

For a LoS link with perfect beam alignment on the boresight direction, the delay spread is
almost negligible. Even, For a LoS link with beam misalignment, the delay spread is low ≈ 50
ns [73, 74]. On the other hand, for non LoS links, the delay spread is lager. For example, an
average of ≈ 10 ns at 73 GHz, even when the beams are aligned towards the strongest channel
path. Moreover, in [73], it was shown that the delay spread may decrease with increasing the
distance between the transmitter and the receiver, which is expected, since for higher distance
less paths will survive because of the high path loss at mmWave frequencies.

Angular spread: As mentioned before, mmWave channels are sparse, which means that
they are composed from a few dominant paths. Therefore, in the angular domain the energy
of the mmWave signals is concentrated in a few principle AoDs and AoAs directions [74]. Also,
scattering happens at the surface of the reflectors (since at mmWave, the wavelength is very
small such that the reflecting surfaces are seen to be rough ones with irregularities). This leads
to spreading of the energy around those principle directions with a certain spread, measured by
the RMS angular spread [76]. Henceforth, the in the angular space, the energy of the received
signal is distributed as a set of spatial lobes, where the center of each lobe defines the principle
AoA and the width of the lobe depends on the angular spread [74, 18]. For example, in [74],
the average angular spread for a spatial lobe was measured to be 6.8◦ at 28 GHz and 3.7◦ at
73 GHz in the New York city measurement campaign. Additionally, it was shown in [73, 18]
that when the height of the receiver decreases, the angular spread increases. Hence in [73], the
authors proposed to use an adaptive array composed of a massive number of antennas with
narrow beamwidths at the BS side due to the small angular spread. On the other hand, in [72],
the authors proposed to deploy a wider beam antenna at the UE side to capture more power,
because of the larger angular spread at the UE side.
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Implications on mmWave System Design

Based on the aforementioned channel characteristics of mmWave channels, the following impli-
cations for the design and the analysis of mmWave cellular systems can be concluded:

• Indoor-outdoor penetration: Given that the penetration loss for outer walls of a building
is ≈ 170 dB, hence, the outer walls can be assumed impenetrable for mmWave signals.
Therefore, one main issue for mmWave signals is to design fast handover algorithms
between the indoor and outdoor BSs for a smooth coverage experience for the UEs.

• Body and foliage blocking: The human body and foliage blocking are crucial for mmWave
transmissions, and need to be considered in the network architecture and/or signal pro-
cessing techniques for mmWave systems. For example, one signal processing solution can
be to apply diversity beamforming, where the power is divided over multiple channel
paths instead of focusing the power on the most dominant channel path. Another solu-
tion is the macro-diversity, where each UE can be connected to multiple BSs to allow fast
switching between the links in case of blockage.

• Path loss: The high pathloss is one of the bottlenecks of the mmWave channels. Also,
different path loss models should be considered for the LoS and non LoS paths. In order
to compensate for this severe path loss, the deployment of massive antenna arrays with
high directivity is crucial for mmWave systems.

• Channel sparsity: One of the main characteristics of mmWave channels is the sparsity of
the multi-paths. This sparsity can be utilized in the design of channel estimation and
precoding algorithms. Additionally, it can be leveraged to design some analytical tools,
such as the physical ray based virtual representation of the channel that will be introduced
in Subsection 2.2.4 in order to evaluate the performance of mmWave transmissions.

• Small-scale fading: In mmWave systems utilizing directional beamforming, the Rayleigh
fading model is no longer applicable. It is even acceptable to neglect the small-scale fading
effects when directional antenna arrays at both the BS and the UEs sides are appropriately
aligned. Additionally, one acceptable assumption to model the mmWave channel, is to
use a general Nakagami small-scale fading model with environment specific parameters
tuning.

• Angular spread: As aforementioned, the angular spread depends on the hieght of the
receiver, hence it is shown to be larger at the UEs side compared to the BSs side. Therefore,
it is suggested to use a wider beam antenna array at the UEs side to capture more energy.
This suggestion is even practically reasonable, since at the UEs side, due to hardware
constraints, it is more realistic to deploy a small or intermediate number of antennas at
the array, therefore having wider beams compared to the BS which is expected to have
massive antenna array with very narrow (pencil) beams.
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2.2.4 Physical Ray Based Model

Now, we move to describing the channel model used the most throughout our work. As afore-
mentioned, early channel sounding campaigns in mmWave bands show that the mmWave chan-
nel has limitations imposed on the signal propagation, starting from the severe pathloss, limited
scattering [18], limited diffraction effects [84] and high probability of blocking [85] due to the
small wavelengths at such frequencies. Thus, only few paths can survive to the receiver and
thus the sparsity of the mmWave channel is obvious. Henceforth, we use the sparse geometric
channel model in [86, 56] with limited number of scatterers that contribute by one propagation
path each, to model the mmWave channel. We assume a perfect downlink Orthogonal Frequency
Division Multiplexing (OFDM) system. Thus, the channel is represented by one different matrix
for each sub-carrier. The downlink narrowband channel vector for each UE k with single receive
antenna hk is represented as follows:

hk =

√
NT

Np
k

Npk∑
p=1

αk,pat(φ
t
k,p)

H (2.23)

where NT is the number of transmit antennas, αk,p is the complex amplitude of propagation
path p which is one of the received Np

k paths by UE k, such that αk,p ∼ CN (0, 1). While φtk,p
represents the AoD for path p of UE k, such that φtk,p ∈ [0, 2π]. Finally, at(φ

t
k,p) is the transmit

array steering vector which depends on the array geometry. In case ULA array is deployed then
at(φ

t
k,p) can be calculated according to Equation (2.6). Thus, the MU channel H ∈ CK×NT can

be expressed as H = [hT1 ,h
T
2 , ...,h

T
K ]T .

2.2.5 Ray Tracing Model

In this thesis we consider a practical and simple ray tracing scenario shown in Figure 2.3. This
scenario is a street canyon environment, with antenna array located on a building wall at the
height of h = 10 m. The street is 15 m wide and we assume the cell covers a section of 30 m
of the street in length. We consider only 2 multi-path components, the one reflected on the
opposite building and the one on the ground, both considered as perfect reflectors. All users
are placed on a line so that elevation angle is the same for all. System performance is simulated
with up to 10 UEs by fixing the distance between them as 3 m.

In our proposed ray tracing scenario where all the reflectors are perfect. Hence the channel
gain αk,p for UE K over path p only depends on the large scale pathloss and is given as follows:

αk,p =

(
λ

4πdk,p

)
, (2.24)

such that λ is the wavelength, and dk,p is the distance covered by path p for UE k. The channel
vector between UE k with single receive antenna and the NT antennas of the BS can be written
on a flat channel with perfect reflectors as follows:

hk =

Npk∑
p=1

αk,pat(φ
t
k,p, θ

t
k,p), (2.25)
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Figure 2.3: Street canyon environment with illustrating both the 1-Ray Scenario (LoS only)
and the 3-Rays scenario (LoS and 2 perfect reflections from the ground and the opposite wall)

with at(φ
t, θt) is the transmit steering vector in case UPA with omni-directional antennas is

considered in the transmit side and is calculated as in Equation (2.8). Therefore, we can see
that both the physical ray based model in Equation (2.23) and the ray tracing based model in
Equation (2.25) are similar in structure, while the only difference is that the channel parameters
α, φt, θt are deterministic in the ray tracing model instead of being statistical as in the physical
ray based model. In case we consider ULA with omni-directional antennas at the transmitter
side we replace at(φ

t, θt) by at(φ
t) which is calculated in Equation (2.6). The MU channel

H ∈ CK×NT can be expressed as

H = [hT1 ,h
T
2 , ...,h

T
K ]T (2.26)

2.2.6 Different Channel Scenarios

Throughout Subsections 2.2.4 and 2.2.5, we considered a MU MISO channel with sparse multi
path components and no blockage effect. However, in the next chapters we will tackle some sce-
narios where the channel is SU MIMO and/or pure LoS and/or suffer from blockage. Therefore,
in this subsection we will define these scenarios and show their effects on the proposed channel
model in Subsection 2.2.4. Extending the channel model in Subsection 2.2.5 to consider these
special cases is quite similar and straightforward, hence we omit it for the sake of readability.

SU MIMO Channel Scenario

In this case, the channel model in Equation 2.23 can be modified as follows:

H =

√
NRNT

Np

Np∑
p=1

αpar(φ
r
p)at(φ

t
p)
H (2.27)
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where NR represents the number of receive antennas, and H is the SU MIMO channel. In
case UPAs are considered at the transmitter and the receiver sides instead of ULAs, then
ar(φ

r
p), at(φ

t
p) need to be replaced by ar(φ

r
p, θ

r
p), at(φ

t
p, θ

t
p) which can be calculated according

to Equation (2.8).

Pure LoS Channel Scenario

In case the channel is pure LoS and no multipath components exist, then Equation (2.23) can
be simplified as follows:

hk =
√
NTαkat(φ

t
k)
H (2.28)

since for each UE k only a single path is available, the path index p is omitted, and the summa-
tion over paths does not exist anymore. Then, the MU MISO channel can be reconstructed as
H = [hT1 ,h

T
2 , ...,h

T
K ]T . In case the channel is a pure LoS SU MIMO one, then Equation (2.27)

can be simplified as follows:
H =

√
NRNTαar(φ

r)at(φ
t)H (2.29)

Blockage Effect

For the propagation paths blocking we adopt the model in [85], which considers the effect of
human bodies. It is modeled as a log normal random variable of mean −55.1 dB and standard
deviation 7.9 dB and represented by the log-normal loss variable ζ ∼ N (−55.1, 7.9). Then

linearizing the blocking factor to be B = 10
ζ
10 . We consider two blockage scenarios of the

channel model throughout the thesis as follows:

• Scenario 1 (LoS Blockage): In this scenario the blockage factor is applied to the
channel path with highest gain (LoS path) for each UE k in Equation (2.23):

pLoS = argmax
p
|αp| (2.30)

Then the channel vector for each UE k is calculated as follows:

hk,LoS =

√
NT

Np
k

(
Bαk,plosat(φ

t
k,plos)

H

)
(2.31)

hk,nLoS =

√
NT

Np
k

( Npk∑
p=1,p 6=pLoS

αk,pat(φ
t
k,p)

H

)
(2.32)

hk = hk,LoS + hk,nLoS (2.33)

• Scenario 2 (Random Path Blockage): In this scenario the blockage model is applied
to a random channel path prand for each UE k in each channel realization in Equation
(2.23), hence the channel vector for each UE k is calculated as follows:

hk,rand =

√
NT

Np
k

(
Bαk,prandat(φ

t
k,prand)

H

)
(2.34)
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hk,nrand =

√
NT

Np
k

( Npk∑
p=1,p 6=prand

αk,pat(φ
t
k,p)

H

)
(2.35)

hk = hk,rand + hk,nrand (2.36)

2.3 Beamforming for mmWave Massive MIMO Systems

In this section, we provide a detailed description for the beamforming techniques and architec-
tures that are used for mmWave massive MIMO systems. In Subsection 2.3.1, the constraints
for mmWave architectures are stressed. Then, in Subsections 2.3.2, 2.3.3 and 2.3.4, the analog,
digital and hybrid beamforming architectures are described respectively, with emphasizing the
advantages and disadvantages of each one and highlighting the beamforming algorithms that
are used throughout the thesis.

2.3.1 Constraints for mmWave Architectures

In sub-6 GHz cellular systems, the MIMO precoding is conventionally done in the BB (digital
layer), for example, the massive MIMO system introduced in Subsection 2.1.1. This is because
digital signal processing allows to have a full access to modify both the amplitudes and phases
of the entries in the precoding/combining matrices. Unlike, in analog processing (RF part), due
to hardware limitations, only the phases of the precoding/combining matrices can be modified.
However, as shown in Figure 2.5, fully digital MIMO processing requires that the transceiver
dedicates an RF chain per antenna element. Additionally, sub-6 GHz cellular systems, high res-
olution Analog to Digital Converters (ADCs) are conventionally used, thus, the ADC quantization
error is a minor problem for such systems.

However, in mmWave cellular systems, these assumptions are no longer practical, since such
systems can not afford to utilize the full digital processing architectures, due to the high cost
and power consumption of mixed-signal components in the RF chains [4, 87]. Therefore, in the
recent literature [4, 87, 88, 89, 90], another alternative architectures were proposed for practical
mmWave systems. For example, one solution for the hardware and power constraints imposed by
the mmWave systems is to apply an analog beamforming/Hybrid Beamforming architecture that
requires less RF chains than the antennas. Thus, performing full/part of the MIMO processing
using cost-efficient and power-efficient analog components [4, 89, 90]. Another solution that can
be used in parallel with the analog beamforming/Hybrid Beamforming architectures, is to use
low-resolution ADCs to reduce the power consumption due to the high sampling rate required
by the large mmWave BW [87, 88].

In this section we will focus on describing the mmWave systems’ beamforming architectures
as follows.

2.3.2 Analog Beamforming

The analog beamforming architecture consists of a phase shifting network that can be im-
plemented either using active or passive phase shifters or analog beamforming networks such
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Figure 2.4: The Analog Beamforming Architecture

as: lens array, buttler matrix, etc. The basic architecture of analog beamforming using phase
shifters is shown in Figure 2.4. For phased array based analog beamforming, the phase shifters
deployed have constant amplitude and quantized angles. The power consumption of the phase
shifters depends on its angular resolution. Moreover, the phase shifters apply for entire band.

SU System Model

In case analog beamforming is applied at the transmitter side and analog combining is applied
at the receiver side, the received signal can be expressed as follows:

r =
√
PT (WRF )HHFRF s + (WRF )Hn (2.37)

such that PT is a scalar defining the transmit power, WRF and FRF denote the analog combiner
of dimension NR×1 and the analog beamformer of dimension NT ×1 respectively. H represents
the propagation channel of dimensions NR × NT . Finally, n the AWGN vector of dimension
NR × 1.

The Advantages and Disadvantages of Analog Beamforming

The advantages of analog beamforming can be summarized as follows:

• Low hardware complexity (1 RF chain is required).

• Low power consumption (1 RF chain is required).

• Can increase the link budget.

• Low overhead (1 UE is supported per time/frequency resource).

However, the disadvantages of analog beamforming can be summarized as follows:

• Limited to single stream and SU MIMO.

• Not favourable from SE and coverage perspectives due to the limitation of serving 1 UE
per time/frequency resource.
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Analog Beamforming Algorithms

In this subsubsection the analog beamforming algorithms considered within the thesis which
are the LoS beamsteering algoritm and the EGT algorithm are detailed.

LoS Beamsteering: This is the most straightforward approach in which the beam steering
is done to the path with the highest magnitude (LoS path or the best non LoS path in case no
LoS path exist). This approach achieves high SNR in case no blockage occurs due to the sparse
nature of the mmWave channel and the LoS dominance. The beamforming vector is calculated
based on the knowledge of the best path AoD φtk,pLoS as follows:

fLoS = at(φ
t
pLoS) (2.38)

Therefore, it is clear that it has low overhead since it only needs estimating the angles of the
departure of the LoS path and also has low computational complexity. However, in case there
exist other dominant paths in the channel, it will lead to SNR degradation. Moreover, if the
best path is blocked the SNR degrades severely and it can suffer from outage.

Equal Gain Transmission: Here we introduce EGT as a promising candidate for solving
the SNR maximization together with achieving high robustness. In EGT we formulate the
problem in a more efficient way in order to achieve all the potential gains of the system as
follows:

f = argmax
f

Np∑
p=1

|αp|2at(φtp)HffHat(φ
t
p)

s.t. ‖f‖ = 1

(2.39)

Here, we aim at maximizing the SNR over all the transmission paths and do not limit the
maximization problem to the maximum eigenvector of the SNR only as in the LoS beamsteering.
The problem in Equation (2.39) takes into account the constant gain constraint for realistic
implementation in analog RF networks based on phased arrays. The closed form solution for
this problem is the EGT technique [91, 92], in which the beamforming vector for MISO systems
is given as:

fEGT =
ej∠h

H

√
NT

(2.40)

thus, EGT gives a closed form non-iterative solution that maximizes the SNR, together with
distributing the energy efficiently on the propagation paths with considering constructively
adding them up.

2.3.3 Digital Beamforming

In case digital beamforming is adopted, all the signal processing is done in the digital domain
(Base Band). Digital beamforming needs a dedicated RF chain per antenna. Moreover, a
dedicated mixed analog/digital device is needed per antenna (ADC per receive antenna and
Digital to Analog Converter (DAC) per transmit antenna). In this subsection, we will only define
the SU system model, since the MU digital beamforming model was previously introduced in
Subsection 2.1.1.
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SU System Model

In case digital beamforming and combining are applied in a SU MIMO scenario as shown in
Figure 2.5, the received signal can be expressed as follows:

r =
√
PT (WBB)HHFBBs + (WBB)Hn (2.41)

where WBB and FBB are the digital combiner of dimensions NR × NS and the digital beam-
former of dimensions NT ×NS respectively, such that NS is the number of spatially multiplexed
data streams.

The Advantages and Disadvantages of Digital Beamforming

The advantages of digital beamforming can be summarized as follows:

• Can provide interference free MU MIMO scenario with number of UEs up to NT .

• Favourable in terms of enhancing the network’s SE.

• A lot of existing digital precoding techniques exist in the current literature as shown in
the previous subsection.

However, the main disadvantages of digital beamforming can be summarized as:

• One RF chain and ADC/DAC is required per antenna.

• Thus, there exist limitations in terms of hardware complexity, power consumption and
overhead in massive MIMO mmWave systems.
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Digital Beamforming Algorithms

Given that we already described the CB, ZF and MMSE linear precoders in Subsection 2.1.2,
here we will only describe a new linear low complexity-low overhead digital linear precoder
named DBS [19]. Althourgh, DBS is not suitable for sub-6 GHz massive MIMO systems which
have rich scattering channels, it is suitable for sparse LoS dominated mmWave massive MIMO
channels as will be explained later in this subsection.

DBS Precoding: DBS is the MU version of the LoS beamsteering and uses the AoD of
each UE to steer a beam in their direction. Therefore, it can be seen as a promising approach
for mmWave channels which are sparse and LoS dominated. The hardware needed for its
implementation is the same as any digital beamforming one, but what changes radically is the
information needed to precode the signal. Indeed, for a 3D environment where AoD of one UE
is described with two angles (φt and θt) which means that the number of coefficients for the
DBS is 2 per UE. Therefore, the precoding matrix in this case for K UEs F is defined as:

F = At(φ
t, θt) (2.42)

where At(φ
t, θt) = [at(φ

t
1,LoS, θ

t
1,LoS), ...., at(φ

t
K,LoS, θ

t
K,LoS)] is a matrix with k-th column

representing the steering vector for the LoS path for UE k represented as at(φ
t
k,LoS, θ

t
k,LoS).

2.3.4 Hybrid Beamforming

Driven by the disadvantages of both analog and digital beamforming for MU massive MIMO
mmWave systems, the HBF emergence became a necessity for such systems to work efficiently [8].
The main idea of HBF is to strike a balance between the high SE offered by digital beamforming
and the low hardware complexity and power consumption offered by analog beamforming. As
shown in Figure 2.6, the HBF architecture is flexible one, in which the signal processing is split
between the analog and digital domains. In the analog domain a network of phase shifters
[5] or fixed analog beamforming network [9] can be used to preform physical beams in the
UEs directions. Then, the channel dimensions are compressed in the analog domain through
projecting the propagation channel on the analog beamforming and combining basis leading
to compressing the NR ×NT dimensions into NRRF ×NTRF , where NRRF and NTRF represent
the number of the RF chains at the receiver and the transmitter respectively and given that
NT >> NTRF and NR >> NRRF .

SU System Model

In case hybrid beamformer and combiner are applied in a SU MIMO system as shown in Figure
2.6, the received signal can be expressed as follows:

r =
√
PT (WBB)H(WRF )HHFRFFBBs + (WBB)H(WRF )Hn (2.43)

where the hybrid combiner consists of an analog part WRF of dimensions NR × NRRF and
a digital part WBB of dimensions NRRF × NS. Similarly, the hybrid precoder consists of an
analog part FRF of dimensions NT ×NTRF and a digital part FBB of dimensions NTRF ×NS.
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In case hybrid beamformers and combiners are applied in a MU MIMO downlink system as
shown in Figure 2.7, where each UE is equipped with a single RF chain NRRF = 1 and can only
receive a single stream, the received signal vector r = [r1, r2, ..., rK ] can be expressed as follows:

r =
√
PT (WRF )HHFRFFBBs + (WRF )Hn (2.44)

In this case the hybrid combiner consists of only an analog part WRF = [wRF
1, ...,w

RF
K ], with

each RF combining vector wRF of dimensions NR× 1. On the other hand, the hybrid precoder
consists of an analog part FRF of dimensions NT ×NTRF and a digital part FBB of dimensions
NTRF ×K.

In case hybrid beamformers are applied in a MU MISO downlink system as shown in Figure
2.8, where each UE is equipped with a single receive antenna NR = 1 and can only receive a
single stream, the received signal vector r = [r1, r2, ..., rK ] can be expressed as follows:
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r =
√
PTHFRFFBBs + n (2.45)

In this case the hybrid precoder consists of an analog part FRF of dimensions NT ×NTRF and
a digital part FBB of dimensions NTRF ×K.

The Potentials and Challenges of HBF

Given the fact that HBF has flexible architecture, instead of defining the advantages and dis-
advantages of it, we will reformulate this definition as the potentials and challenges of HBF.

The potentials of HBF can be summarized as follows:

• Can support MU multi-stream MIMO scenario with flexible hardware and power con-
straints.

• Can employ much more transmit antennas than the RF chains. Henceforth, it can achieve
high array gains without requiring high number of RF chains or DACs/ADCs.

• Can achieve higher transmit array gain compared to the digital systems with same number
of RF chains (approximately the same hardware complexity).

On the other hand, the challenges of HBF can be summarized as follows:

• High resolution power hungry phase shifters in the analog domain cause high power
consumption.

• The high power consumption and the complexity of RF chains at high frequencies and
ADCs/DACs at high BW (in comparison with the analog beamforming, where only one
RF chain and ADC/DAC is required).

Therefore, in order to overcome the challenges of HBF, some primary solutions emerged in
the literature [93, 90, 3, 94, 95] that aim at:

• Implementing less complex, power efficient RF chains and ADCs/DACs for high frequencies
and large BW.
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• Use low number of RF chains and ADCs/DACs encouraged by the propagation channel
sparsity.

• Use low resolution ADCs/DACs and compensate for the quantization error in the digital
domain.

• Use low resolution phase shifters.

• Use lower complexity analog components instead of the phase shifters such as the lens
array and switches.

HBF Signal Processing Architectures

Here, we compare between the existing signal processing architectures in the literature for HBF
and highlight the advantages and disadvantages for each one.

• Fully Joint Architecture: In this architecture the analog and digital beamformers and
combiners are calculated globally in order to maximize a certain objective such as the
SE or the EE. Although, these kinds of algorithms are favourable in terms of SE maxi-
mization and can achieve optimal performance, they are iterative and computationally
complex. Also, they need training over the channel which leads to extensive overhead
and affects the throughput of the system. Moreover, this kind of iterative algorithms can
result in outdated CSI. Therefore, in order to relax these complexity and overhead con-
straints, the two following architectures emerged in which the transmitter and the receiver
are decoupled and/or the analog and the digital parts are decoupled. Although, this de-
coupling does not achieve globally optimal solution, it is less complex, and more practical.

• Transmitter/Receiver Decoupling HBF: In this architecture, the hybrid beamformer
FRFFBB and the analog combiner WBBWRF are calculated separately. However, the ana-
log and digital parts can still be calculated jointly or decoupled [96]. This architecture
is better in terms of complexity and overhead compared to the case of fully joint archi-
tecture, since it avoids the feedback of the beamformer and combiner over the channel
over multiple iterations. However, on the other hand it has sub-optimal SE performance
compared to the fully joint one because in each side (transmitter or receiver), the other
side is assumed to be constant which leads to SE performance loss.

• Analog/Digital Decoupling HBF: Again in order to relax the complexity, overhead
and delay constraints arising from the fully joint structure, work in the literature [97]
further decoupled the analog and digital parts for further simplified implementation. In
this scenario, first the analog beamformer and combiner are calculated in order to maxi-
mize a certain objective (for example the received SNR) for each UE separately or jointly
solving the global SE maximization problem in analog domain jointly for multiple UEs
with taking into account the hardware constraints imposed by the analog layer, namely
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the constant amplitude and quantized phases constraints. Then in the digital layer, the
digital beamforer and combiner are calculated based on the reduced dimensions equiv-
alent channel that encompasses the propagation channel together with both the analog
beamformer and combiner. Thus, dividing the beamforming and combining problems into
two consecutive steps as explained in details in [56].

HBF Physical Architectures

Here, we provide an introduction to a variety of analog network architectures found in the
literature and shown in Figure 2.9. Recently many work in the literature considered fully
connected and sub-connected architectures of phase shifters and switches as potential candidates
for the analog layer design in hybrid beamforming [93, 90]. Moreover, some work considered
fixed analog beamforming networks such as the lens array [98] and the buttler matrix [99] to
be contenders to phased arrays and switch based arrays. Therefore, the question that arise
is, which analog beamforming architecture is favourable in which scenario. The answer of this
question will be introduced in this part.

• Fully Connected Architectures: Fully connected analog architectures were considered
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in the literature as the default analog networks, since they provide full control on the
analog processing and calculations [90] and is favourable in terms of SE maximization.
However, driven by the fact that fully connected architectures whether based on phase
shifters or even switches have high hardware complexity and high power consumption,
therefore it is not favourable in terms of practical implementation.

First we start by describing the fully connected analog architecture with phase shifters
shown in Figure 2.10-1. In this architecture, in order to assess the hardware complexity
we define the number of hardware elements needed at the receiver side (given the fact
that due to the duality the hardware elements required at the transmitter have the same
behaviour) in such architecture as follows:

– Low Noise Amplifiers (LNAs): NR +NRNRRF

– Phase Shifters: NRNRRF

– Combiners: NRRF

– Splitters: NR

Moreover, the receiver power consumption model can be defined as in [90] as follows:

PFP = NR(NRRF + 1)PLNA +NRNRRFPPS +NRRF (PRFC + PADC) + PBB (2.46)

where PLNA represents the power per LNA, PPS denotes the power per phase shifter.
PRFC represents the power per RF chain and PADC denotes the power per ADC. Finally,
PBB represents the power consumed in the digital part (BB).

The mathematical model for the set of possible analog combiners AFP in such architecture
is expressed as:

AFP = {x ∈ CNR×1
∣∣|xi| = 1,∀i} (2.47)

Therefore, the main advantage of this architecture is that it can achieve the highest
SE compared to the other architectures. However, this gain is accompanied by some
disadvantages, which can be summarized as follows:
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– This architecture has the highest hardware complexity.

– It has the highest hardware cost.

– It has the highest power consumption.

Another, fully connected architecture adopted in the literature is the one shown in Figure
2.10-2, with switches replacing the phase shifters. This architecture has less hardware
complexity, however this is done on the cost of reduced SE, since in this case not all the
antennas are active. Thus, the antenna array gain is not maximized as in the case of
phase shifters.

The number of hardware elements at the receiver is similar to the previous architecture,
with replacing the phase shifters by switches. Again, the receiver power consumption
model is similar to the one in Equation (2.46) but with replacing PPS by the power
wasted by the switch PS. Finally, the mathematical model for the set of possible analog
combiners AFS in such architecture is expressed as:

AFS = {x ∈ BNR×1} (2.48)

where B is the set of binary numbers {0, 1}.

• Sub-Connected Architectures: In order to relax the hardware complexity and the
power consumption constraints in the fully connected architectures, the sub connected
architectures emerged as an alternative solution, however achieving less SE compared to
fully connected one. First we describe the sub-connected architecture based on phase
shifters as shown in Figure 2.11-1. The number of hardware elements at the receiver in
this case can be represented as:

– LNAs: NR

– Phase Shifters: NR
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– Combiners: NRRF

Therefore, it is clear that a massive reduction in the hardware components can be achieved
by the sub-connected architecture compared to the fully connected one. Similarly the
receiver power consumption can be described in this case as follows:

PSP = NRPLNA +NRPPS +NRRF (PRFC + PADC) + PBB (2.49)

Therefore, compared to Equation (2.46) the power consumption is significantly reduced.
The advantages of this architecture are as follows:

– Lower hardware complexity than the fully connected one.

– Lower hardware cost than the fully connected one.

– Lower power consumption than the fully connected one.

However, the main disadvantage of this architecture is that the array gain is reduced by
1

NRRF
leading to a reduction is the achieved SE. Similar to the fully connected approach,

the phase shifters in the sub-connected architecture can be replaced by switches as shown
in Figure 2.11-2.

• Analog Beamforming Networks with Beam Selection: Finally, the authors in [98]
proposed using the lens array for analog beamforming and/or combining as shown in
Figure 2.12. The main advantages of the lens array is that, it computes the spatial DFT
directly in the analog domain. Henceforth, it is equivalent to setting the analog precoders
and/or combiners to DFT matrices. Therefore, it is favourable in terms of complexity,
power consumption and overhead compared to the architectures based on phase shifters
and switches, which need some signal processing calculations for the analog beamformers
and combiners. The received signal in this case before applying the digital precoding
part, can be expressed as follows:

r = (WRF )HHFRF s + (WRF )Hn (2.50)

Given that the lens array is used at both the transmitter and the receiver, then

FRF = WRF = U (2.51)

where U is the unitary DFT matrix. Given the fact that the mmWave sparse propagation
channel can be expressed in terms of the beamspace channel Hb as follows [100]:

H = UHbU
H (2.52)

Therefore, from Equations (2.51) and (2.52), we can have direct access to the beamspace
channel using the lens array and thus the received signal vector can be expressed as:

r = Hbs + (WRF )Hn (2.53)
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Hybrid Beamforming Algorithm

Two Stage HBF: Throughout the thesis we will use the two stage decoupled HBF due to its
low computational and hardware complexity and thus practical feasibility [56]. Also, we will
assume a fully connected phase shifters network available in the analog layer. The proposed
HBF framework can be divided into two main stages which are the RF (analog) stage and the
BB (digital) one. In the first stage (analog), for the precoding matrix FRF = [fRF 1, ..., f

RF
K ]

we choose to apply either LoS beamsteering in case the channel is LoS dominated and can be
approximated as a pure LoS or EGT in case the channel multi path components are significant
and need to be captured, where both algorithms are described in Subsection 2.3.2.

Then, in the second stage (digital) precoding FBB = [fBB1, ..., f
BB

K ] , we choose one of the
digital beamforming techniques (CB - ZF - MMSE) in Subsection 2.1.2. Throughout the thesis
we mainly choose ZF for the digital layer since it is widely adopted as the digital layer for HBF
in the recent literature [5, 56]. This is due to the fact that both LoS beamsteering and EGT
aim at maximizing the received SNR for each UE seperately but they do not consider the IUI
between the UEs. Therefore, using the ZF in the digital layer is crucial to mitigate the IUI.
After applying the digital stage, the HBF precoder is normalized as follows:

fBBk =
fBBk

‖FRF fBBk‖F
(2.54)

2.4 Spectral Efficiency

In this section, we we will focus on defining the SE of the MU MIMO channel, since it is the
main performance metric that we consider throughout the thesis to evaluate the performance
of the proposed signal processing algorithms. We will derive the deterministic and ergodic SE,
also known as the normalized channel capacity (the BW effect is normalized) of such a system.

2.4.1 Deterministic SE

For a given MIMO channel, the SE (normalized capacity) is defined as the maximum mutual
information that can be achieved through the variation of the Probability Density Function (PDF)
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Algorithm 1 Two Stage Decoupled HBF

1) First Stage: RF Analog Beamforming such that
FRF = [fRF 1, ..., f

RF
K ]

fRF k can be chosen from {fLoS,k, fEGT,k}
2) Calculate the equivalent channel Ĥ as:

Ĥ = [ĥT1 , ..., ĥ
T
K ]

ĥk = hkF
RF , (hk ∈ C1×NT ,FRF ∈ CNT×NTRF , ĥk ∈ C1×NTRF )

3) Second Stage: Digital Precoding such that
FBBcan be chosen as any BB technique. Here we choose ZF, henceFBB = FZF

4) Here the digital beamforming FBB is applied on the equivalent channel Ĥ instead of the
propagation channel H. Hence, replacing H by Ĥ, the beamformer is calculated as:

FZF = ĤH(ĤĤH)−1

5) The digital beamformers are normalized to satisfy the total power constraint using the scaling
factors in Equation (2.54)
6) Finally the hybrid beamformer is calculated as:

FHBF = FRFFBB

of the transmit signal vector and is represented, according to [101], as follows:

ε = max
Tr(Φs,s)<PT

I(s; r) bits/channel use, (2.55)

such that I(s; r) represents the mutual information of the random transmitted and received
signal vectors s and r, while Tr(Φs,s) < PT defines the maximum transmit power constraint.
Then, I(s; r) can be further represented as:

I(s; r) = h(r)− h(r|s)

= h(r)− h(Hs + n|s)

= h(r)− h(n)

(2.56)

where the differential entropy of the received signal h(r) is maximized if r is Zero Mean Circular
Symmetric Complex Gaussian (ZMCSCG), which also needs that the transmit signal s is ZMCSCG.
Henceforth, the differential entropy of r and n can be defined as follows:

h(r) = log2(det(πeΦr,r)) (2.57)

h(n) = log2(det(πeσ2
nINR)) (2.58)

such that e = 2.71828 represents the Euler number and Φr,r represents the covariance matrix
of the received signal r which is calculated as follows:
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Φr,r = E[rrH ]

= E[(
√
PTHs + n)(

√
PTHs + n)H ]

= E[(
√
PTHssHHH)] + E[nnH ]

= PTHE[ssH ]HH + σ2
nINR

= PTHΦs,sH
H + σ2

nINR

(2.59)

such that Φs,s is the covariance matrix of transmitted signal s. Thus, from Equations (2.56) -
(2.59), the mutual information can be expressed as follows:

I(s; r) = log2(det(πeΦr,r))− log2(det(πeσ2
nINR))

= log2

(
det

(
INR +

1

σ2
n

HΦs,sH
H

))
(2.60)

Correspondingly, for a deterministic MIMO channel, the SE (normalized capacity) can be defined
as follows:

ε = max
Tr(Φs,s)<PT

log2

(
det

(
INR +

1

σ2
n

HΦs,sH
H

))
bits/channel use (2.61)

It is worth noting that the aforementioned analysis for the capacity relies on full Channel
State Information knowledge. Consequently, if full CSI is available at the transmitter, optimal
transmission can be achieved through allocating more power to the subchannels with more
gains using the waterfilling algorithm [101]. On the other hand, if the CSI knowledge is not
available at the transmitter side, the optimal transmission is achieved by allocating equal power
over all the transmit antennas. In this case the SE of the MIMO channel is expressed as follows:

ε = log2

(
det

(
INR +

ρ

NT

HHH

))
(2.62)

2.4.2 Ergodic SE

MIMO channels often vary randomly due to the channel fading effects. In this case, the channel
H has a time-variant behaviour and and can be modelled as a random matrix. Consequently,
the SE of the MIMO channel can be obtained by averaging over all the channel realizations as
follows:

ε = max
Tr(Φs,s)<PT

EH

[
log2

(
det

(
INR +

1

σ2
n

HΦs,sH
H

))]
bits/channel use (2.63)

In case an iid Rayleigh fading channel model is assumed, the optimal transmission can be
achieved through allocating power equally over all the transmit antennas. Then, the transmit
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signal covariance matrix can be expressed as Φs,s = ρ
NT

I, where ρ = pw
σ2
n

is the transmit SNR.

The resulting SE is then expressed as follows:

ε = EH

[
log2

(
det

(
INR +

ρ

NT

HHH

))]
= E

[
log2

(
N∏
i=1

(
1 +

ρ

NT

λi

))]

=
N∑
i=1

E
[
log2

(
1 +

ρ

NT

λi

)]
bits/channel use

(2.64)

such that N = min(NT , NR) is the rank of the channel, which represents the total number of the
channel eigenmodes. λ1, λ2, , ..., λN represent the eigenvalues of channel. Moreover, considering
iid Gaussian input signaling, the achievable sum SE of the system can be expressed as follows:

ε =
N∑
i=1

E[log2(1 + χi)] bits/transmission (2.65)

where χi represents the received SINR per spatial sub-channel (channel eigenmode). For a
given wireless communication system, the received SINR χi depends on multiple factors such as:
channel statistics, signal processing techniques used, number of antennas, correlation between
the antennas, etc. Therefore, χi and accordingly the sum SE will be considered the main metric
to evaluate the system performance throughout the thesis.
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In this chapter we will provide analytical analysis for Hybrid Beamforming (HBF) in mmWave
massive MIMO channels. We start by considering a pure LoS channel, and define the condi-
tion for which both HBF and full digital beamforming achieve similar SE. Then, we analytically
provide a closed form expression for the SE of the analog LoS beamsteering and the correspond-
ing HBF extension in pure LoS channel. Finally, we analyze the SE performance of multiple
analog beamformers in sparse multipath channel and their corresponding HBF extension, and
we provide a novel low complexity analog beamforming and HBF that can achieve sub-optimal
Spectral Efficiency (SE) performance.

3.1 Comparison Between Full Digital Beamforming And

HBF

As aforementioned, practically implementing MU massive MIMO mmWave systems with full dig-
ital beamforming is challenging. Therefore, analog beamforming can be seen as an appropriate
solution for such systems, since it does not impose the same hardware and power consumption
constraints as the full digital case. Hybrid Beamforming (HBF) is even more efficient, since it can
capture the trade-off between the high SE performance of full digital beamforming and the low
power consumption and hardware complexity of analog beamforming. In this section we prove
mathematically that both HBF and full digital beamforming can achieve exactly the same SE
in case pure LoS channel is assumed, and ZF is used in the digital layer of the HBF. Moreover,
we show that this equivalence is fulfilled with the minimum possible hardware requirements for
HBF (number of transmit RF chains equals the number of served spatial streams). Finally we
validate our propositions by simulation results.

3.1.1 Background

HBF emerged as one of the best candidates for the MU massive MIMO mmWave systems, since
it strikes a balance between the high SE gains and the low power consumption and hardware
complexity. Therefore, recently, a lot of work in the literature started to inspect the possibility
to achieve exactly the same SE of full digital beamforming with HBF in sparse mmWave channels
[8, 102, 103]. This is motivated by the fact that HBF has less hardware and power consumption
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requirements compared to the full digital ones. Accordingly, in case both can achieve similar
SE in some specific conditions, than HBF is clearly a better solution with respect to all the
system Key Performance Indicatorss (KPIs).

In [5, 56] it was shown that the SE difference between the digital beamforming and HBF
is minimal in massive MIMO mmWave channels with only small number of RF chains. This is
because at such sparse channels, a small number of RF chains is enough to fully control the
channel dominant paths.

In [8, 102, 103], the authors showed that both HBF and digital beamforming can have the
same SE performance in case one of these conditions exist:

• For narrow band channels with analog layer composed of a network of fully connected
phase shifters: The number of RF chains is larger than or equal double the number of the
served spatial streams NTRF ≥ 2NS [8, 102].

• For wide band channels with analog layer composed of phase shifters: R RF chains and
2R(NT − R + 1) phase shifters should be used, such that R ≤ NT is the rank of the
combined digital precoder matrices of all sub-carriers (with OFDM) [103].

• For narrow band channels with analog layer composed of phase shifters together with
variable gain amplifiers: The number of served spatial streams NS is smaller than or
equal the number of RF chains NTRF , (NS ≤ NTRF ) [8, 102].

• For wide band channels with analog layer composed of phase shifters together with vari-
able gain amplifiers: The number of RF chains is larger than or equal min(NT , NS,sub), such
that NS,sub denotes the total number of streams over all the sub-carriers (with OFDM)
[8, 102].

In this section, we consider only the narrow band channels with analog layer composed of
a network of fully connected phase shifters case. We analytically show that we can further
achieve the equivalence in SE between HBF and digital beamforming with only NTRF = NS

under two conditions: the channel is pure LoS and the digital layer of HBF is ZF and similarly
the digital beamforming is ZF based.

3.1.2 System and Channel Model

The proposed system is a downlink MU MISO system for both digital beamforming and HBF.
The received signal for the digital beamforming case was given in Equation (2.1) and represented
here for readability as follows:

r =
√
PTHx + n (3.1)

while for the HBF case, the received signal was given in Equation (2.45) and represented here
for readability as follows:

r =
√
PTHFRFFBBs + n (3.2)
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The channel model considered in this section, is the sparse physical ray based model introduced
in Subsection 2.2.4. Given that we consider MU MISO pure LoS channel with ULA at the BS and
a single receive antenna at each UE k, the channel vector for each UE k was given in Equation
(2.28) and represented here for readability as follows:

hk =
√
NTαkat(φ

t
k)
H (3.3)

Then, the MU channel H can be calculated as H = [hT1 ,h
T
2 , ...,h

T
K ]T .

3.1.3 Beamforming Techniques

In this section, we consider both digital and HBF techniques. For the digital beamformer, we
utilize the ZF precoder given in Equation (2.4). While for HBF we utilize the two stage HBF
algorithm described in Algorithm 1 in Subsection 2.3.4, with using ZF for the BB precoder FBB

and LoS beamsteering for the RF precoder FRF .

3.1.4 SE Analytical Analysis

The per stream SE is expressed according to Equation (2.65) as follows:

εk = log2(1 + χk) (3.4)

where χk is the received SINR for UE k. In case fully digital ZF beamforming is applied, the
SINR for UE k is expressed as follows [104, 28]:

χZFk =
ρ

‖fZFk ‖
2 (3.5)

where ρ = PT
σ2
n

is the transmit SNR. According to ([28]), ‖fZFk ‖
2

can be represented as:

‖fZFk ‖
2

= ((HHH)−1)k,k (3.6)

substituting Equation (3.6) in (3.5), then χZFk is expressed as:

χZFk =
ρ

((HHH)−1)k,k
(3.7)

Similarly, in case HBF with ZF digital layer is applied, the SINR for UE k is expressed as follows:

χHBFk =
ρ

‖fHBF k‖
2 (3.8)

where ‖fHBF k‖
2

can be expressed as:

‖fHBF k‖
2

= ‖FRF fBBk‖
2

= (FRF fBBk)
H(FRF fBBk) (3.9)
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Given that the channel is a pure LoS channel, the MU channel with K UEs can be reformulated
as follows:

H =
√
NTHbAt

H (3.10)

where Hb = Diag(α) is the beamspace channel (a diagonal matrix with the diagonal entries cor-
responding to αk). At is the transmit steering matrix, with columns representing the transmit
steering vectors at(φ

t
k). Moreover, since we consider LoS beamsteering as the analog beam-

former, it can be expressed as FRF = At. Therefore, in this case the hybrid beamformer
FHBF = FRFFBB can be represented as follows:

FRFFBB = FRF (FRF )HHH(HFRF (FRF )HHH)−1

=
1√
NT

AtAt
HAtHb

H(HbAt
HAtAt

HAtHb
H)−1

= (
√
NTHbAt

H)−1 = (H)−1

(3.11)

Similarly (FRFFBB)H can be represented as:

(FRFFBB)H = ((H)−1)H = (HH)−1 (3.12)

Substituting Equations (3.11) and (3.12) in Equation (3.9), then ‖FHBF
k‖

2
can be denoted as:

‖FHBF
k‖

2
= ((HH)−1(H)−1)k,k = ((HHH)−1)k,k (3.13)

Finally, substituting Equation (3.13) in (3.8), then χHBFk is expressed as:

χHBFk =
ρ

((HHH)−1)k,k
(3.14)

Therefore, from Equations (3.7) and (3.14) we prove that both fully digital ZF and HBF based
on ZF achieve the same SE in pure LoS channels with applying LoS beamsteering analog beam-
forming in the HBF case. This is valid as long the the number of RF chains is at least equal
to the number of data streams NS. Hence achieving the same SE of ZF digital beamforming
with massive complexity and power consumption reduction. In this section, the total number
of data streams NS is equal to the number of UEs K, since each UE has a single receive antenna
and thus served by a single stream.

3.1.5 Hardware Architectures

In this subsection, we discuss the hardware complexity of the two architectures adopted in this
section which are the fully digital beamforming and the HBF, illustrated in Figure 3.1.

As we already proved in the previous subsection, that both architectures can achieve the
same SE in case ZF is used as the full digital beamformer and in case the HBF is applied in pure
LoS channel with ZF digital layer, and LoS beamsteering in the analog layer. Therefore, here we
aim at evaluating the hardware efficiency of both architectures. Hardware efficiency is defined
as the achieved SE relative to the hardware complexity. Therefore, given that both architectures
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Figure 3.1: Illustration of the Full Digital Beamforming and HBF Architectures

Table 3.1: Hardware Complexity Comparison

Component Digital Beamforming HBF
Power Amplifier 1 1

Phase Shifter 0 NTRFNT

Local Oscillator 1 1
RF Chain NT NTRF

DAC 2NT 2NTRF

achieve the same SE, the hardware efficiency is inversely proportional to the number of complex
hardware components used.

According to Figure 3.1 the number of hardware elements for each architecture can be
deduced and it is summarized in Table 3.1.

Indeed in massive MIMO systems, the number of transmit antennas NT is much more than
the number of UEs (NT >> K). Also, in our proposed HBF system, we use NTRF = NS, where
NS = K in our scenario, since each UE is served by a single spatial stream. Accordingly, in
order to summarize, in the fully connected HBF architecture we need NTRF = NS = K << NT .
On the other hand, in the fully digital one we need NTRF = NT >> K. Therefore, it is clear
that in our proposed scenario, HBF is much more hardware efficient compared to the full digital
one since it requires less number of RF chains and DACs.

3.1.6 Power Consumption Models

In this subsection, we will present the power consumption models that we consider for the two
architectures proposed. The power consumption for each RF chain PRF is modelled as follows:

PRF = 2PLP + 2PM + PH (3.15)
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Table 3.2: Power Consumption of the Analog Components [3]

Component Value

Power Amplifier (PPA) PT
η
, η = 27%

Phase Shifter (PPS) for bPS = 4, 21.6 mW
Local Oscillator (PLO) 22.5 mW

90◦ hybrid with buffers (PH) 3 mW
Mixer (PM) 0.3 mW

Low Pass Filter (PLP ) 14 mW
RF Chain (PRF ) 31.6 mW

DAC (PDAC) Equation (3.17)

such that PLP , PM and PH denote the power consumed by the low pass filter, the mixer, and the
90◦ hybrid respectively. Therefore, the power consumption of the full digital ZF architecture
can be defined as follows:

PD = PT + PLO + PPA +NT (2PDAC + PRF ) (3.16)

such that PT represents the transmit power, PLO denotes the power consumed by the local os-
cillator, PPA represents the power consumed by all the power amplifiers which can be expressed
as PPA = PT

η
such that η represents the power amplifiers efficiency. The power consumed by

the DAC PDAC is defined as follows:

PDAC = 1.5(10−5)(2bDAC ) + 9(10−12)(bDAC)(Fs) (3.17)

such that bDAC represents resolution of the DAC in bits. Fs represents the sampling rate in
Hertz. The power consumption of the HBF architecture with fully connected phase shifters can
be defines as follows:

PHBF = PT + PLO + PPA +NTRF (2PDAC + PRF +NTPPS) (3.18)

such that the power consumption of the phase shifter is denoted as PPS which depends on the
number of resolution bits bPS. In order to give a quantitative analysis for the power consumption
of the proposed architectures, we use practical values for all the aforementioned components at
28 GHz, given in [3] and summarized in Table 3.2.

3.1.7 Numerical Analysis

In this subsection, we aim at validating the aforementioned SE analytical analysis for fully
digital ZF and the HBF based on ZF digital layer and LoS beamsteering analog layer in a
pure LoS channel. Also, we aim at comparing between both architectures in terms of Energy
Efficiency (EE), together with the HBF architecture proposed in the literature [8, 102] with the
constraint NTRF = 2NS = 2K.

The simulation parameters used within this subsection are as follows:
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Figure 3.2: SE and power consumption comparisons for the proposed beamforming architectures
for different NT and K.

• The transmit antenna array is ULA with half wavelength spacing.

• Each UE is equipped with a single receive antenna and served by a single stream.

• In full digital ZF scenario: the number of transmit RF chains NTRF equals the number of
transmit antennas (NTRF

ZF = NT ).

• In our proposed HBF scenario: the number of transmit RF chains NTRF equals the number
of UEs (NTRF

HBF,1 = K).

• In the HBF scenario in the literature [8, 102]: the number of transmit RF chains NTRF

equals double the number of UEs (NTRF
HBF,2 = 2K).

• The simulations are done in a Monte Carlo fashion with 1000 realizations.

• Perfect CSI is assumed at the transmitter.

In Figure 3.2-1, we can observe that all the beamforming architectures achieve similar
SE performance for different simulation setups. Thus, showing that the SE of our proposed
HBF with the condition NTRF = K, achieves the same SE as the fully digital architecture
(NTRF = NT ) and as the HBF in [8, 102] with the condition NTRF = 2K. Therefore, validating
our analytical SE analysis in Subsection 3.1.4. This result stresses the privilege of our proposed
HBF for ZF precoding in LoS channels.
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In order to have more realistic assumptions and consider the hardware impairments in our
analysis, we consider limited resolution quantized phase shifters (bPS = 4 bits). Again, in
Figure 3.2-1, we can observe that even with bPS = 4 bits, the SE degradation is negligible when
the number of transmit antennas NT is large.

In Figure 3.2-2, the power consumption for the introduced beamforming scenarios is com-
pared for different simulation setups. Given that all the proposed scenarios achieve similar
SE, the power consumption metric is enough to compare the EE of the proposed scenarios. It
is clear in Figure 3.2-2, that our proposed HBF achieves the lowest power consumption and
hence it has the best EE compared to the fully digital beamforming and the HBF architecture
proposed in [8, 102].

3.1.8 Sparse Channel Sounding at 60 GHz

After showing the equivalence between the proposed HBF and the full digital ZF using the
simulation results in the previous subsection based on pure LoS channels. In this subsection we
evaluate how far this approximation is, compared to realistic mmWave channels. In order to do
this, we use channel sounding measurements done at 60 GHz through a cooperation with PhD
student Marwan El Hajj who is working in the IETR lab at INSA de Rennes, in the channel
measurements and propagation team. Throughout the collaborative work with Marwan, data
acquisition of the channel sounding measurements at 60 GHz was done. The channel sounder
description was already introduced in [105]. For the sake of clarity, we will explain briefly the
channel sounder and then calculate the SE of both the proposed HBF and the full digital ZF in
order to evaluate the SE difference with a realistic sounded mmWave channel.

The measurement system includes a Vector Network Analyser operating at center frequency
of 3.5 GHz with 2 GHz BW over 401 sub-carriers sequentially with 5 MHz frequency spacing.
The transposition to 60 GHz is provided by the RF modules (up and down converters) using
standard components such as multipliers and mixers. The antenna at the transmitter side is
a horn one with 100◦ at 6 dB beam width in both E and H planes with 7.3 dBi gain. The
antenna used is vertically polarized and operating between 58 and 62 GHz.

At the receiver side, a 22.5 dBi gain horn antenna was used with 10◦ and 13◦ Half Power
Beam Widths (HPBWs) in E and H planes respectively, and with 22.5 dBi gain. Before starting
measurements, a calibration was made to remove the losses of the cables, and a back to back
test, to remove the influence of the up/down converters from the frequency response channel.
The transmitted power at 60 GHz was 0 dBm.

All the measurements considered in this subsection have been carried out in a typical meeting
room (6.58×3.18×2.48 m) in the Institute of Electronics and Telecommunications of Rennes (IETR)
laboratory (Figure 3.3). The channel sounder configuration was as follows: the transmitter’s
horn antenna was raised to 1.9 m height in one corner of the room (Figure 3.3). The receiver’s
antenna is a horn one with 13◦ narrow beam width, set at 1 m height. Rotations by 6◦ azimuth
steps on the receiver side using a positioner were done, and the channel frequency response for
each 6◦ step was collected.

At the receiver side, 3 positions were chosen around the table (Figure 3.4). The transmitter’s
central axis was pointed towards the main diagonal of the room without tilt, as shown in Figure
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Figure 3.3: Measurement campaign in a meeting room.

Figure 3.4: Meeting room plane with applying ray tracing.

3.4. All the measurements have been made in an empty environment (no people), with typical
furniture (table, chairs,two metallic boards) and closed wooden door.

As aforementioned, at the receiver side a directive antenna is employed, which is mounted
over a positioner that rotates with 6◦ steps in order to resolve the angles of the received paths
and determine their complex amplitudes (α) and their azimuth AoAs (φr). Then, using ray
tracing as shown in Figure 3.4, the azimuth AoDs can be calculated for different paths (φt).
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Figure 3.5: Per stream SE comparison for the proposed beamforming architectures for NT = 64
and K = 2 with different UEs’ positions.

Table 3.3: Parameters of the measurement campaign in the meeting room.

Node Antenna Type Height
TX Horn (100◦ (E-plane) - 100◦ (H-plane)) 1.9 m
RX Horn (10.1◦ (E-plane) - 13.1◦ (H-plane)) 1 m

Measurements are done for all the BW, however in this section we will only consider narrowband
channel measurements (only the measurements at the center frequency (60 GHz)). Then we
normalize the path-loss and transmitted power effects from the complex amplitudes of the
sounded channel as follows:

α̂ =

Np∑
j=1

α2
j (3.19)

α2
j =

α2
j

α̂
(3.20)

Then we can virtually construct a MISO hk channel from the Single Input Single Output (SISO)
sounded channel (with parameters α and φt measured and calculated for each path) for any
number of transmit antennas NT as follows:

hk =
√
NT

Np∑
j=1

αjat(φ
t
k,j)

H , (3.21)
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In order to calculate the SE, we define a scenario where NT = 64 and K = 2 with single
receive antenna for each UE. Two deployments for the UEs positions were considered, the first
one considering positions RX 1 and RX 2 shown in Figure 3.4. While the second deployment
considers positions RX 2 and RX 3 also shown in Figure 3.4.

In Figure 3.5, we can observe that for both deployments the per stream SE of both the
proposed HBF and the full digital ZF are approximately the same. This validates the practical
relevance of the previous analysis and simulation results in the previous subsections. Therefore,
it is clear that in some realistic mmWave transmission scenarios which are LoS dominated, the
proposed HBF can accurately approximate the full digital ZF with lower hardware complexity
and lower power consumption.

3.1.9 Conclusion

In this section, we relaxed the constraint for equity between the HBF with fully connected phase
shifters and the full digital beamforming for narrow band channels in the literature. We proved
mathematically and verified by simulation results that with RF chains equal to the number
of the served spatial streams, this equity can hold under specific conditions. Henceforth, our
proposed HBF architecture is considered hardware, power and spectral efficient compared to
the full digital ZF beamforming in pure LoS mmWave channels.Moreover, we validated using
realistic sounded mmWave channel, that this equivalence can approximately hold in practical
LoS dominated scenarios. The work in this section has been published in [6].

3.2 HBF in Pure LoS MU Massive MIMO mmWave Chan-

nel

As previously mentioned analog LoS beamsteering can be considered a low complex solution
for massive MIMO mmWave systems. Given the fact that massive MIMO systems allow for low
spatial correlation between the UEs when a high number of transmit antennas is available at
the BS. This fact enables analog LoS beamsteering with multiple RF chains at the transmitter
to serve MU scenarios, since in such case the IUI is minimal.

In this section, we provide a closed form analytical model for the SE of the MU analog LoS
beamsteering in pure LoS channels. Also, we theoretically analyze the saturation level of the
SE of MU analog LoS beamsteering at high SNR. Moreover, we show that HBF relying on ZF
in the digital layer and LoS beamsteering in the analog layer is a better option for MU massive
MIMO mmWave systems at high SNR regime, since the SE in this case scales with the SNR and
does not saturate as in the case of MU analog LoS beamsteering. Finally, we provide a closed
form analytical model for the SE of the proposed HBF for MU scenarios in pure LoS channels.

3.2.1 Background

It is well known that at mmWave frequencies, massive MIMO systems can be deployed with
reasonable form factors. Henceforth, the recent studies concerning the favourable propagation
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Figure 3.6: Illustration of the MU Analog Beamforming and HBF Architectures.

scenario and the channel hardening [106, 107, 108, 1] became more realistic assumptions to
approximate the system performance when the number of antennas is large enough.

These asymptotic approximations motivate considering the analog LoS beamsteering as a
promising candidate for MU scenarios given the low residual IUI level obtained at large-scale
antenna regime. Therefore, is this section we will provide a closed form approximation for the
SE achieved by MU analog LoS beamsteering in pure LoS channels.

Also, it was shown in the current literature that the SE of the MU LoS beamsteering system
saturates at high SNR regime. However, up till now, no closed form approximation for this
SE saturation bound has been offered yet. Henceforth, in this section we provide an analytical
analysis for this saturation bound at high SNR regime for MU analog LoS beamsteering in pure
LoS channels. Moreover, we provide an analytical approximation for the SE achieved by MU
HBF with ZF digital layer and LoS beamsteering analog layer in pure LoS channels. Finally, all
the introduced models are validated by simulation results.

3.2.2 System and Channel Model

The proposed system is a downlink MU MISO system for both analog beamforming and HBF.
The MU analog beamforming system shown in Figure 3.6-1 can be seen as an extension of the
SU analog beamforming in Subsection 2.3.2, with having multiple RF chains but without Base
Band signal processing included. The received signal for the MU analog beamforming case can
be expressed as follows:

r =
√
PTHFRF s + n (3.22)

where FRF of dimensions NT ×NTRF is the analog beamforming matrix with each column fRF k
of dimension 1×NT representing the RF beamforming vector for each UE k.

While for the HBF case, the received signal was given in Equation (2.45) and represented
here for readability as follows:

r =
√
PTHFRFFBBs + n (3.23)
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The channel model considered in this section, is the sparse physical ray based model introduced
in Subsection 2.2.4. Given that we consider MU MISO pure LoS channel with ULA at the BS and
a single receive antenna at each UE k, the channel vector for each UE k was given in Equation
(2.28) and represented here for readability as follows:

hk =
√
NTαkat(φ

t
k)
H (3.24)

Then, the MU channel H can be calculated as H = [hT1 ,h
T
2 , ...,h

T
K ]T .

3.2.3 Beamforming Techniques

In this section, we consider both analog beamforming and HBF techniques. For the MU analog
beamformer, we utilize the LoS beamsteering precoder for each UE k given in Equation (2.38).
While for HBF we utilize the two stage HBF algorithm described in Algorithm 1 in Subsection
2.3.4, with using ZF for the BB precoder FBB and LoS beamsteering for the RF precoder FRF .

3.2.4 SE Analytical Analysis for MU Analog LoS Beamsteering

Let us consider the MU analog LoS beamsteering case, where multiple UEs are served simulta-
neously in the same time-frequency resource using LoS beamsteering. In this situation, the IUI
is not tackled by any digital signal processing operation. The expectation of the per stream SE
ε̂ = E[εk] can hence be expressed according to Equation (2.65) as follows:

ε̂ = E

{
log2

(
1 +

ρ|hkfRF k|2

ρ
∑K

i=1,i 6=k |hkfRF i|2 + 1

)}
(3.25)

where ρ represents the per UE transmit SNR. Utilizing Equation (3.25), we will define two
propositions that characterize the SE performance of the MU analog LoS beamsteering system.

Proposition 1. For K = 2 UEs, served by MU analog LoS beamsteering in pure LoS channel,
the expected per stream SE ε̂ = E[εk] can be approximated as:

ε̂ ≈ log2

(
1 +

NT

1+ρ
ρ

+ 2
∑NT−1

i=1

(
1− i

NT

)
J 2

0 (2πdti)

)
(3.26)

where J0 represents the zero order Bessel function.

Proof. Here we use the approximation that E
[

log2

(
1 + X

Y

)]
≈ log2

(
1 + E[X]

E[Y]

)
in [109], if

X =
∑

Xi and Y =
∑

Yi represent the summation of non negative random variables. X
and Y independency is not required for this approximation to hold, and the approximation
accuracy increases with the number of the summation terms included in X and Y [110, 109].
Therefore, Equation (3.25) can now be approximated (given that K = 2 UEs) as follows:

ε̂ ≈ log2

(
1 +

ρE[|hkfRF k|2]

ρE[|hkfRF k̂|2] + 1

)
(3.27)
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where fRF k̂ is the analog LoS beamsteering beamformer of the interfering UE k̂. In order to
evaluate Equation (3.27), we evaluate E[|hkfRF k|2] and E[|hkfRF k̂|2] separately as follows:

E[|hkfRF k|2] = E[|
√
NT αkat

H(φtk)at(φ
t
k)|2]

= NTE[|αk|2] = NT

(3.28)

where |αk|2 has a chi-squared distribution. Then evaluating the interference part E[|hkfRF k̂|2]
as follows:

E[|hkfRF k̂|
2] = E[|

√
NT αkat

H(φtk)at(φ
t
k̂)|

2]

= NTE[|αk|2]E[|atH(φtk)at(φ
t
k̂)|

2]
(3.29)

where α and φt are statistically independent which explains the second line in Equation (3.29)
and as aforementioned E[|αk|2] = 1. For readability, we define υ = |atH(φtk)at(φ

t
k̂)|2. Accord-

ing to [106], given that φt ∼ U [0, 2π], E[υ] can be expressed as follows:

E[υ] =
1 + 2

∑NT−1
i=1

(
1− i

NT

)
J 2

0 (2πdti)

NT

(3.30)

Therefore, E[|hkfRF k̂|2] can be expressed as:

E[|hkfRF k̂|
2] = 1 + 2

NT−1∑
i=1

(
1− i

NT

)
J 2

0 (2πdti) (3.31)

substituting Equations (3.28) and (3.31) in Equation (3.27), the expected per stream SE E[εk]
for K = 2 UEs using MU analog LoS beamsteering at high SNR regime can be approximated as
follows:

ε̂ ≈ log2

(
1 +

NT

1+ρ
ρ

+ 2
∑NT−1

i=1

(
1− i

NT

)
J 2

0 (2πdti)

)
(3.32)

�

Proposition 2. For K > 2 UEs, served by MU analog LoS beamsteering in pure LoS channel,
the expected achieved per stream SE ε̂ = E[εk] can be approximated by:

ε̂ ≈ log2

(
1 +

NT
(K−1)2

1+ρ
ρ

+ 2
∑NT−1

i=1

(
1− i

NT

)
J 2

0 (2πdti)

)
(3.33)

Proof. The difference between this case and the previous proposition is only in the interference
term, since here we have K−1 interference terms instead of only one. Therefore, similar to the
analysis in the previous proposition, the average per stream SE ε̂ = E[εk] can be approximated
as follows:

ε̂ ≈ log2

(
1 +

ρE[|hkfRF k|2]

ρE[
∑K

i=1,i 6=k |hkfRF i|2] + 1

)
(3.34)
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where E[|hkfRF k|2] = NT as shown in Equation (3.28).
While E[

∑K
i=1,i 6=k |hkfRF i|2] = E[

∑K
i=1,i 6=k |

√
NT αkat

H(φtk)at(φ
t
i)|2] can be expanded as fol-

lows:

E

[
K∑

i=1,i 6=k

|hkfRF i|2
]

= NTE[|αk|2]E

[
K∑

i=1,i 6=k

υk,i

]
(3.35)

where υk,i = |atH(φtk)at(φ
t
i)|2. Given the fact that

∑n
i=1 x

2
i ≤ (

∑n
i=1 xi)

2, therefore, here we use

the upper bound approximation
∑K

i=1,i 6=k |atH(φtk)at(φ
t
i)|2 ≈ (

∑K
i=1,i 6=k |atH(φtk)at(φ

t
i)|)2 for

tractability issues, given that the approximation error is minimal for high number of transmit
antennas NT since the correlation terms |atH(φtk)at(φ

t
i)| will have values that tend to zero.

Therefore, according to [111], E[(
∑K

i=1,i 6=k |atH(φtk)at(φ
t
i)|)2] can be approximated by its upper

bound as follows:

E[
( K∑
i=1,i 6=k

|atH(φtk)at(φ
t
i)|
)2

] ≈ (K − 1)
K∑

i=1,i 6=k

E[υk,i] (3.36)

with approximation error 1
2
Γ where Γ is given as follows:

Γ =
K∑

i=1,i 6=k

K∑
j=1,j 6=k

(|atH(φtk)at(φ
t
i)| − |atH(φtk)at(φ

t
j)|)2 (3.37)

where Γ → 0 when the number of transmit antennas is large (NT → ∞). Therefore, similar
to Equation (3.30) and according to [106], Υ = (K − 1)

∑K
i=1,i 6=k E[|atH(φtk)at(φ

t
i)|2] can be

expressed as follows:

Υ = (K − 1)2
1 + 2

∑NT−1
i=1

(
1− i

NT

)
J 2

0 (2πdti)

NT

(3.38)

Finally, from Equations (3.38), (3.35) and (3.34), the expected per stream SE ε̂ = E[εk] for
K > 2 UEs using MU analog LoS beamsteering with large number of transmit antennas can be
approximated as follows:

ε̂ ≈ log2

(
1 +

NT
(K−1)2

1+ρ
ρ

+ 2
∑NT−1

i=1

(
1− i

NT

)
J 2

0 (2πdti)

)
(3.39)

We can observe that at K = 2 the expected per stream SE ε̂ = E[εk] in Equation (3.39)
converges to the same expression in Equation (3.32) which validates the generalization of our
approximation in this proposition for MU analog LoS beamsteering with any number of UEs K.

�

3.2.5 SE Analytical Analysis for HBF

In this subsection, the tight upper bound approximation of the achievable per stream SE E[εk]
for MU HBF that relies on LoS beamsteering in the analog layer and ZF in the digital layer,
with large number of transmit antennas, is analyzed in the following proposition.
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Proposition 3. For K UEs, served by MU HBF that relies on LoS beamsteering in the analog
layer and ZF in the digital layer, in pure LoS channel with large number of transmit antennas,
the expected achieved per stream SE ε̂ = E[εk] is approximated as follows:

ε̂ ≈ log2(1 + ρNT ) (3.40)

Proof. Given that ZF is applied in the digital layer of the HBF, the IUI term
∑K

i=1,i 6=k |hkfRF i|2
in Equation (3.25) is forced to zero. Moreover, the signal term |hkfRF k|2 is down scaled in
order to mitigate the interference. However, it is shown in [106, 108] that the interference term
in case of ULA transmit arrays is negligible for large number of transmit antennas. Therefore,
the assumption in [112] that the interference term is negligible compared to the signal term
for iid Rayleigh channels when ZF is applied in the HBF and the number of transmit antennas
is large can be reused here in our case with ULA correlated sparse channel. Thus, we use
this assumption to derive a tight upper bound for the SE of the MU HBF. This implies that
at large number of transmit antennas with applying ZF in the digital domain, the following
approximation holds:

ρ|hkfRF k|2

ρ
∑K

i=1,i 6=k |hkfRF i|2 + 1
≈ ρ|hkfRF k|2 (3.41)

Given that E[|hkfRF k|2] = NT as aforementioned in proposition 1. Using Jensen inequality, the
tight upper bound approximation for the expected per stream SE ε̂ = E[εk] with large number
of transmit antennas can be given as follows:

ε̂ ≈ log2(1 + ρNT ) (3.42)

�

3.2.6 Asymptotic SE Analysis at high SNR Regime

In this subsection, we theoretically define the saturation level of the expected per stream SE ε
for MU analog LoS beamsteering for high transmit SNR scenarios in pure LoS channel. Given
that the transmit SNR ρ is large, the assumption ρ

∑K
i=1,i 6=k |hkfRF i|2 >> 1 holds, which leads to

the approximation 1+ρ
∑K

i=1,i 6=k |hkfRF i|2 ≈ ρ
∑K

i=1,i 6=k |hkfRF i|2 (interference limited scenario).
Therefore, in such case the expected per stream SE can approximated according to Equation
(3.33) as:

ε̂ ≈ log2

(
1 +

NT
(K−1)2

1 + 2
∑NT−1

i=1

(
1− i

NT

)
J 2

0 (2πdti)

)
(3.43)

where ε̂ saturates and does not scale with ρ anymore. This is not the case with the HBF, thanks
to the ZF digital layer, the interference is totally mitigated (no interference limited scenario)
and the expected per stream SE ε̂ scales logarithmically with ρ as shown in Equation (3.40).
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Figure 3.7: Simulated and theoretical approximations of per stream SE for MU-LoS beamsteer-
ing and MU-HBF systems.

3.2.7 Numerical Analysis

In this subsection, we validate the aforementioned SE models for both MU LoS beamsteering
and MU HBF in pure LoS channels. The transmit antenna array is ULA with half wavelength
spacing dt = λ

2
. The number of transmit RF chains NTRF equals the number of UEs and thus

equals the number of the steered beams Nb by the BS NTRF = K = Nb for both MU LoS
beamsteering and MU HBF. The simulations are carried out in a Monte Carlo fashion with
10000 realizations. Perfect CSI at the transmitter is assumed.

In Figure 3.7-1, the simulated per stream SE of the MU LoS beamsteering and MU HBF
systems, together with the theoretical approximations given in Equations (3.33) and (3.40)
are evaluated for different values of NT , given K = Nb = 4 for validation purposes. We can
observe that the proposed theoretical approximations are tight enough with ≈ 1.2 bps/Hz
approximation error at 0 dB for MU LoS beamsteering for both NT = 64 and NT = 256. For
MU HBF the approximation error at 0 dB for NT = 64 is ≈ 1 bps/Hz and for NT = 256 is ≈ 0.8
bps/Hz. This is expected because as NT increases the approximation for HBF in Equation
(3.40) becomes more accurate since the interference term tends to zero.

In Figure 3.7-2, the simulated per stream SE for MU LoS beamsteering and MU HBF systems,
together with the theoretical approximations given in Equations (3.33) and (3.40) are evaluated
for different values of Nb, given NT = 128 for validation purposes. Again, we can observe that
the proposed theoretical approximations are tight enough with ≈ 1 bps/Hz approximation
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steering, for different values of NT and Nb = 2.

error at 0 dB for MU LoS beamsteering for Nb = 6 and ≈ 0.8 bps/Hz for Nb = 2. This is
easily explained because as Nb decreases, the approximation error in Equation (3.37) decreases
for fixed NT . In the MU HBF case the approximation error is ≈ 1 bps/Hz for Nb = 6 and
≈ 0.7 bps/Hz for Nb = 2. Since decreasing the number of beams K = Nb decreases the total
interference term

∑K
i=1,i 6=k |hkfRF i|2, hence the approximation in Equation (3.40) becomes more

accurate.
From both Figures 3.7-1 and 3.7-2, we can observe that depending on the three parameters

ρ, NT and Nb, the SE performance gap between MU LoS beamsteering and MU HBF can
be quantified. It is clear that when both MU LoS beamsteering and MU HBF can achieve
approximately similar SE performance (at low SNR, high number of transmit antennas and
small number of UEs), MU LoS beamsteering is more favourable because it avoids the Digital
Signal Processing (DSP) complexity of the ZF. Also, it has lower overhead and channel estimation
complexity, since it only needs estimating the LoS angular information, while MU HBF needs full
estimation of the equivalent channel Ĥ. Otherwise, MU HBF is more favourable as it achieves
significantly higher SE than MU LoS beamsteering, even if it is on the cost of the extra DSP
processing complexity and channel estimation overhead.

Finally, in Figure 3.8, the simulated per stream SE for MU LoS beamsteering, together with
the theoretical saturation bound given in Equation (3.43) are evaluated for different values of
NT , given K = Nb = 2 for validation purposes. We can observe that for different NT , the SE
for MU LoS beamsteering saturates to its corresponding analytical saturation upper bound at
high SNR which validates our SE model in Equation (3.43).

3.2.8 Conclusion

In this section, we proposed an analytical closed form approximation for the expected achievable
SE of MU analog LoS beamsteering in massive MIMO pure LoS channels. Also, we provided a
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theoretical approximation for the SE saturation level of these systems at high SNR regime.
Moreover, we proposed a closed form approximation for the expected SE performance of

the MU HBF system with ZF digital layer and LoS beamsteering analog layer in massive MIMO
pure LoS channels. Finally, all the proposed models were validated by simulation results. The
work in this section has been published in [22].

3.3 HBF in Sparse MU Massive MIMO mmWave Channel

In this section we analyze the problem of capturing the sparse multi-path channel components’
gains by using hardware constrained analog phase shifters in sparse mmWave MIMO channels.
Equal Gain Transmission was proposed in the literature as a closed form non complex solution
for the MISO case that utilize analog phase shifters in sparse mmWave channels [91]. However,
in case of a full MIMO scenario, the optimal solution is the SVD precoding which can not be
implemented using analog phase shifters. Therefore, a sub-optimal solution was proposed that
rely on applying a phase approximation of the SVD precoding to adapt with analog phase
shifters used for mmWave beamforming/precoding [91, 113, 114].

In this section, we propose a novel closed form suboptimal algorithm for approximating the
SVD precoding using phase shifters in sparse mmWave MIMO channels. Our proposed algo-
rithm does not need SVD decompositions, henceforth decreasing the computational complexity
significantly compared to the SVD based algorithms in the literature. Moreover, we prove by
the simulation results that our proposed algorithm can achieve better SE compared to the SVD
approximations provided in the literature.

3.3.1 Background

Analog LoS beamsteering [115] has emerged as a low complexity, low overhead solution [19]
for mmWave MIMO channels. However, in case multiple paths exist in the channel which
is still familiar in mmWave channels (since mainly they are sparse channels and not exactly
pure LoS), LoS beamsteering is no longer an optimal solution, since the channel gains of the
sparse multipath components are no longer exploited. In the case of MISO multipath channels,
the optimal beamforming solution with analog phase shifters was already proposed in [91]
namely EGT. However, in case of multipath MIMO channels, the optimal solution, in case a
full digital system exists, is well known as the SVD precoding [5]. In an analog system with
phase shifters no optimal closed form solution exist while sub-optimum solutions exist in the
literature [91, 113, 114].

In [91] the authors proposed an iterative analog approximation for the SVD while in [113]
the authors proposed a closed form analog approximation for the SVD without iterations as
in [91] and showed that the performance gap between their closed form solution and the iter-
ative (cyclic) one is negligible and not worth the additional complexity. Moreover, recently in
[114] the authors again proposed the closed form solution in [113] for analog mmWave MIMO
beamforming. In [114], the proposed algorithm extracts the phases of the most dominant Right
Singular Vector (RSV) to design the analog beamformer and the same approach can applied at
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Figure 3.9: Illustrative figure of the proposed massive MIMO mmWave system in a sparse
channel.

the receiver by extracting the phases of the most dominant Left Singular Vector (LSV) to design
the analog combiner. The authors showed that using such an approximation they can approach
the optimal full digital SVD SE in sparse channels even when deploying this analog strategy in
a Hybrid Beamforming framework.

In this section, we propose a novel low complexity analog beamforming for mmWave MIMO
sparse channels that can capture the gains of the multipath components of the channel. Hence,
ensuring a better SE performance compared to the LoS beamsteering in such channels. Also,
since our proposed algorithm does not rely on SVD computations it has significantly lower
complexity compared to the SVD approximations in the literature [113, 114]. Moreover, we
show by simulation results that our proposed algorithm achieves better SE compared to the
more complex SVD approximations in the literature [113, 114] in realistic mmWave MIMO
scenarios.

3.3.2 System and Channel Model

The proposed system for analog beamforming is a SU MIMO system described in Subsection
2.3.2 and shown in Figure 2.4 with single RF chain at both the BS and the UE. In this case,
the received signal was already given in Equation (2.37) and represented here for readability as
follows:

r =
√
PT (WRF )HHFRF s + (WRF )Hn (3.44)

While for the HBF case, the system considered is a MU MIMO one described in Subsection 2.3.4
and shown in Figure 2.7 with multiple RF chains at the BS and single RF chain at each UE
side. In this case, the received signal was given in Equation (2.44) and represented here for
readability as follows:

r =
√
PT (WRF )HHFRFFBBs + (WRF )Hn (3.45)

The channel model considered in this section, is the sparse physical ray based model introduced
in Subsection 2.2.4. Given that we consider SU MIMO and MU MIMO multipath channels with
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ULAs at the BS and the UEs side, the channel matrix for each UE k was given in Equation
(2.27) and represented here for readability as follows:

Hk =

√
NRNT

Np
k

Npk∑
p=1

αk,par(φ
r
k,p)at(φ

t
k,p)

H (3.46)

3.3.3 Analytical Analysis for the SVD Precoding in 2 Paths Channel

As aforementioned, it is well known that the optimal precoder for SU MIMO channel is the
SVD one since it allows direct access to the channel eigenvalues. It is also well known that
for LoS channels, the MIMO channel has a unity rank and the singular value of the channel is
simply the channel gain of the LoS path αLoS. Therefore, in mmWave channels which are LoS
dominated, LoS beamsteering was seen as low complexity hardware feasible approximation for
the SVD precoding.

However, as we previously mentioned that mmWave channels are sparse in nature which
means that some additional multipath components exist. This means that in case LoS Beam-
steering is used, it can no longer properly capture the channel gains offered by the multiple
channel paths. Correspondingly, a performance gap starts to arise between the LoS beam-
steering precoding and the optimal SVD precoding. Therefore, here in this section we derive a
closed form model for this gap in the SE between the LoS beamsteering and the SVD for the
simplest multipath case (when 2 channel paths exist), which is considered the baseline for both
algorithms to start deviating in terms of SE. We highlight later by simulation results how this
performance gap expands when the number of channel paths further increases.

In case the channel has only 2 paths and given that typically in mmWave MIMO systems the
number of BS antennas NBS >> 2 and the number of the UE antennas NUE > 2, therefore the
channel rank is limited by the number of paths Np = 2. In case a single stream will be served
by the system NS = 1, and LoS beamsteering is applied for transmit precoding and receive
combining, and α1 > α2 the SE, according to Equation (2.65), is given as follows:

ε = log2(1 + ρ(|α1|+ |α2||∆r||∆t|)2) (3.47)

where ρ represents the transmit SNR and ∆r = ar
H(φr1)ar(φ

r
2) represents the spatial correla-

tion between the two paths at the receiver side. Similarly, ∆t = at
H(φt1)at(φ

t
2) represents the

spatial correlation between the two paths at the transmitter side. On the other hand the SE
given that SVD precoding and combining is applied, will be given as follows:

ε = log2(1 + ρλmax(H)) (3.48)

where λmax(H) is the maximum eigenvalue of the MIMO channel H. Given that both NR and
NT have large values, finding a closed form model for λmax(H) is not feasible for rich scattering
channels and SVD computations need to be done using numerical software analysis. However,
in case the channel is sparse which is the case in mmWave frequencies, the MIMO channel H
can have an equivalent lower dimension matrix with the same eigenvalues [116]. Therefore,
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in this section we will tackle the case when only 2 paths exist in a system with NR > 2 and
NT > 2. Therefore, in such a case, the real channel rank is 2. In this section we will use the
analysis in [116], for decreasing the dimension of the channel using QR Decomposition (QRD).
We will also generalize this analysis for any value of the channel paths’ complex gains α1 and
α2. Moreover, we will provide a closed form expression for the channel eigenvalues λ1 and λ2.
The sparse channel matrix H can be expanded as follows:

H =
[
ar(φ

r
1) ar(φ

r
2)
] [α1

α2

] [
at
H(φt1)

at
H(φt2)

]
(3.49)

Applying QRD on both the transmit and receive steering matrices and using similar analysis as
in [116, Eqs. 7-11] an equivalent matrix with reduced dimensions (2×2) with the same singular
values can be calculated as follows:

H̄ =

[
α1 + α2∆r∆t

H α2∆r

√
1− |∆t|2

α2∆t
H
√

1− |∆r|2 α2

√
1− |∆r|2

√
1− |∆t|2

]
(3.50)

Therefore, in order to calculate the eigenvalues λ1 and λ2 we need to define the matrix G =
H̄H̄

H
= {gi,j}2×2 with entries given as follows:

g11 = |α1|2 + α1α
H
2 ∆r

H∆t + αH1 α2∆r∆t
H + |α2|2|∆r|2

g22 = |α2|2(1− |∆r|2)

g12 = α1α
H
2 ∆t

√
1−∆r

2 + |α2|2∆r

√
1−∆r

2

g21 = gH12

(3.51)

Moreover, given that G is a Hermitian matrix, the eigenvalues λ1 and λ2 can be given according
to [117] as follows:

λ1 =
1

2
(g11 + g22 + δ)

λ2 =
1

2
(g11 + g22 − δ)

(3.52)

where δ is given as follows:
δ =

√
4|g12|2 + (g11 − g22)2 (3.53)

3.3.4 Analytical Analysis for the SVD Precoding in 2 Paths Channel
with Massive Array at the BS

Given the fact that in realistic mmWave MIMO systems, the BS has a massive antenna array,
Henceforth, the approximation ∆r ≈ 0 can hold for up-link scenarios and the approximation
∆t ≈ 0 can hold for down-link scenarios. Moreover, driven by the fact that the propagation
channel H is reciprocal, evaluating the eigenvalues of the channel in the up-link scenario will
yield similar values for the down-link one. Therefore, in this section we will analyze the two
eigenvalues of the channel λ1 and λ2 in the up-link scenario, given that the BS has a massive
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antenna array (∆r ≈ 0 ). In this scenario, the entries of the matrix G in Equation (3.51) can
be simplified as follows:

g11 ≈ |α1|2, g22 ≈ |α2|2, g12 ≈ α1α
H
2 ∆t, g21 ≈ gH12 (3.54)

Similarly, λ1, λ2 and δ in Equations (3.52) and (3.53) can be approximated as follows:

λ1 ≈
1

2
(|α1|2 + |α2|2 + δ)

λ2 ≈
1

2
(|α1|2 + |α2|2 − δ)

δ ≈
√

4|α1|2|α2|2∆t
2 + (|α1|2 − |α2|2)2

(3.55)

Therefore, from Equation (3.55), we can define two extreme cases:

• Case 1: when the paths are fully orthogonal (∆t = 0), in this case: λ1 = |α1|2 and
λ2 = |α2|2.

• Case 2: when the paths are fully correlated (represent one equivalent path, ∆t = 1), in
this case: λ1 = |α1|2 + |α2|2 and λ2 = 0.

The realistic scenario 0 ≤ ∆t ≤ 1 is bounded between these two extreme cases, and thus given
that α1 > α2, the maximum eigenvalue λmax(H) = λ1 can be represented as follows:

λ1 = |α1|2 + κ (3.56)

where 0 ≤ κ ≤ |α2|2 is defined as follows:

κ ≈ −|α1|2

2
+
|α2|2

2
+
δ

2
(3.57)

Therefore, according to Equation (3.48), the achievable SE of the SVD precoding and combining
for a single stream transmission in a channel with 2 paths can be expressed as follows:

ε = log2(1 + ρ(|α1|2 + κ)) (3.58)

while in case LoS beamsteering is applied for beamforming and combining in such scenario
(∆r ≈ 0), the SE according to Equation (3.47) can be calculated as follows:

ε = log2(1 + ρ|α1|2) (3.59)

From both Equations (3.58) and (3.59), it is clear that the LoS beamsteering SE performance
deviation from the optimal SVD performance is due to the factor κ. Moreover, it is straight-
forward to observe that this deviation factor κ increases with the number of channel paths
Np. Therefore, as the number of channel paths increases, the LoS beamsteering is no longer an
efficient approximation for SVD and other approximations should be considered to efficiently
capture the channel gains of the multipath components of the sparse channel.
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3.3.5 Novel Analog and HBF for MU Massive MIMO mmWave

As aforementioned, given that the mmWave MIMO channels are sparse, typically multiple chan-
nel components exist together with the LoS component. In order to capture such gains with
low hardware complexity some analog beamforming techniques were proposed in the literature
that require only a single RF chain and a network of phase shifters. In this subsection we will
present such algorithms proposed in the literature. Moreover, we will provide a novel analog
beamforming algorithm that does not require SVD decomposition and hence has a reduced
computational complexity compared to the the baseline algorithms in the literature.

Baseline Algorithms

In [118], the authors provided an algorithm called cyclic EGT, on which they aim at solving the
following optimization problem, given that analog system exist (NS = 1 and unit norm phase
shifters exist):

argmax
f ,w

|wHHf |2

s.t.|wi|2 =
1

NR

, i = 1, 2, ..., NR,

|f j|2 =
1

NT

, j = 1, 2, ..., NT .

(3.60)

Given that this problem is non convex with no existing closed form solution, the cyclic iterative
methodology was considered in [118] to solve this problem, such that their proposed algorithm
can be summarized as follows:

• Step 0: The combiner vector w is initialized as the most dominant left singular vector of
the channel H (w = U:,1)

• Step 1: Calculate f as the EGT precoder for the MISO equivalent channel hMISO = wHH,

then f is calculated as: f = ej∠HHw
√
NT

• Step 2: Calculate w as the Equal Gain Combining (EGC) combiner for the Single Input
Multiple Output (SIMO) equivalent channel hSIMO = Hf , then w is calculated as: w =
ej∠Hf
√
NR

Then both steps 1 and 2 are repeated in an iterative manner to form an alternating minimization
approach for solving the previously mentioned optimization problem until a stopping criteria
is reached, since the convergence of this approach is only valid for specific conditions [118].

It is clear that this approach suffers from two main limitations that make it less favourable
for massive MIMO mmWave systems. The first limitation is the complex SVD computation
needed at step 0, considering that the massive MIMO channel with large number of NT and
NR. The second limitation is the iterative process between steps 1 and 2 which again adds
complexity and delay constraints.
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In [113] the authors relaxed the second limitation, by proposing another algorithm in which
the beamforming and combining vectors are simply calculated as the phase of the most dominant
right and left singular vectors respectively as follows: w = U:,1 and f = V:,1. They showed
that the received SNR performance gap between the cyclic (iterative) EGT in [118] and their
proposed algorithm is approximately in the range of 0.01− 0.035 dB and henceforth not worth
the additional complexity and delay arising from iterations. Moreover, recently in [114], the
authors reconsidered the same criteria in [113] for designing the analog layer of their proposed
hybrid beamforming.

Proposed algorithm

Here we go further and relax the two limitations of the cyclic EGT by proposing a novel low
complexity analog beamforming and combining technique. The mechanism of our proposed
technique in case downlink scenario is considered (NT = NBS, NR = NUE, NT > NR ) can be
summarized as follows:

• Step 0: The combiner vector w is initialized as the LoS receive steering vector w =
ar(φ

r
LoS). According to Figure 3.9, it is shown that ar(φ

r
LoS) is able to capture the

full gain of the LoS path together with considerable amount of the gain from the other
multiple paths, since it has a wider beam compared to the transmit steering vector. How-
ever, here no SVD decomposition is needed which massively reduces the computational
complexity.

• Step 1: This step is similar to step 1 in the cyclic EGT, where transmit EGT is applied

to the equivalent MISO channel as follows: f = ej∠HHw
√
NT

.

• Step 2: Again, this step is similar to step 2 in the cyclic EGT algorithm, where receive
EGC is applied to the equivalent SIMO channel as follows: w = ej∠Hf

√
NR

.

Henceforth, our proposed algorithm does not require any SVD decomposition or iterative
steps compared to the baseline algorithms in the literature, yet it is able to capture the gains
of the multiple channel paths. Later, we extend our discussion to the HBF scenario, where
a digital processing layer is added. In this case multiple interference free spatial streams can
be served simultaneously thanks to having multiple RF chains and using the digital processing
layer, the optimal SVD precoding can be better approximated compared to using hardware
limited analog beamforming with unit norm phase shifters only.

In order to apply the HBF, we first need to calculate the equivalent channel Ĥ as follows:
Ĥ = WRFHFRF , where H is the MU channel encompassing the MIMO channels Hk for each
UE k. Similarly, FRF is the analog precoding matrix encompassing the precoding vectors fRF k
for UE k and WRF is the analog combining matrix encompassing the combining vectors wRF

k

for UE k given that each UE k is served by a single stream and equipped with a single RF chain.
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Figure 3.10: SE comparisons for the proposed analog beamforming techniques for different NT

and NR.

Then the second stage of the HBF is done by applying ZF on the equivalent channel as
follows:

FBB
ZF = ĤH(ĤĤH)−1 (3.61)

Then the digital precoder is normalized as follows:

fBBk = fBBk‖FRF fBBk‖F (3.62)

Finally the hybrid beamformer can be constructed as follows: FHBF = FRFFBB.

3.3.6 Numerical Analysis

In this subsection, we evaluate the performance of the proposed algoritms and compare them
with the baseline ones in the literature for both analog beamforming and HBF.

The transmit antenna array is ULA with half wavelength spacing dt = λ
2
. The number of

transmit RF chains NTRF equals the number of UEs NTRF = K for the MU HBF case. The
simulations are carried out in a Monte Carlo fashion with 10000 realizations. Perfect CSI at
the transmitter is assumed.

In Figure 3.10-1, SE comparison between the proposed algorithm and the baseline ones
for NT = 64, Np = 3 and variable NR is given. We can see that our proposed algorithm
achieves suboptimal SE with a minimal gap compared to the optimal SVD precoding and
it overperforms the baseline analog precoding techniques. In Figure 3.10-2, SE comparison
between the proposed algorithm and the baseline ones for NR = 8, Np = 3 and variable NT
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Figure 3.11: SE comparison between the proposed algorithm and the baseline ones for NT =
64, NR = 8 and variable Np.
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Figure 3.12: SE comparisons for the proposed HBF techniques for different NT and NR.

is given. Again, we can observe that our proposed algorithm achieves suboptimal SE with a
minimal gap compared to the optimal SVD precoding and also overperforms the baseline analog
precoding algorithms. Finally, in Figure 3.11, both NT = 64 and NR = 8 are fixed, while the
number of paths Np is varied. Similarly, our proposed algorithm achieves the most close SE
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Figure 3.13: SE comparison between the proposed algorithm and the baseline ones in a HBF
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performance to the optimum SVD one.
Now moving to the HBF extension of our proposed algorithm. In Figures 3.12 and 3.13 we

can observe that for different scenarios (variable Np or NT or NR) the HBF extension of our
proposed algorithm with ZF digital layer achieves higher SE performance compared to the HBF
extension of the baseline analog precoders with ZF digital layer.

3.3.7 Conclusion

In this section, we proposed a novel low complexity analog beamforming for mmWave MIMO
sparse channels that can capture the gains of the multipath components of the channel. Then,
we extended the proposed algorithm to the Hybrid Beamforming scenario to support MU trans-
missions by adding a Zero Forcing digital layer in the Base Band. We showed by analysis how
our proposed agorithm relaxes the complexity of the baseline algorithms in the literature, thus
being more suitable for mmWave massive MIMO deployments. Moreover, we showed by simu-
lation results that our proposed algorithm achieves higher SE compared to the baseline analog
algorithms. Finally we showed that the HBF extension of our proposed algorithm with ZF
digital layer also achieves higher SE compared to the HBF extension of the baseline analog
precoding techniques in the literature.
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In this chapter we will provide low complexity signal processing techniques in order to
enable practical MU massive MIMO mmWave systems. We start by considering a low complex-
ity angular based beamforming and power allocation framework for LoS dominated mmWave
channels. This angular framework relies on Digital Beam Steering for beamforming and Leak-
age Based Power Allocation for power allocation. Henceforth ensuring low-complexity and low
overhead requirements needed for MU massive MIMO mmWave systems. Later, we introduce
a Hybrid Beamforming framework that captures the diversity of the multipath sparse channel
in the analog domain using the Equal Gain Transmission spatial precoding scheme to allow for
robustness against link blockages. Finally, we propose a novel low complexity UEs selection
approach named leakage based UEs selection and studied its performance in pure LoS channels.

4.1 Angular Based Beamforming and Power Allocation

Framework for MU Massive MIMO mmWave Systems

Many beamforming and power allocation techniques have recently emerged to leverage the
sparse channel characteristics of mmWave systems in order to enhance the sum capacity and
the coverage for MU transmissions. However, most of the existing algorithms are practically
limited due to full channel knowledge and high complexity requirements. In this section we
introduce a novel, low complexity, angular based beamforming and power allocation framework,
that requires the knowledge of the main contributing AoAs/AoDs of the propagation channel
only. Exploiting the fact that the propagation conditions are highly driven by the geometrical
structure of the channel in mmWave scenarios, our method relies on the estimation of the
leakage caused by each UE on all the other UEs, approximated from the AoDs contributions.
We prove with the simulation results that this approach, in addition to be practically plausible,
can enhance the network SE alongside with maintaining acceptable data rates for the cell edge
UEs.
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4.1.1 Background

From a Base Band signal processing point of view, efficient usage of large antenna arrays through
digital beamforming techniques attracts huge interest in the perspective of improved EE and
SE using smart MU separation in the spatial domain. However, a central issue is to ensure
the availability of the CSI of the MU MIMO channel at the transmitter upon which digital
beamforming strategies are based.

Many optimization algorithms have highlighted that power allocation in MU MIMO [119,
120] and MU massive MIMO [121] systems, is an additional processing layer which can lead to
substantial improvements of the system’s SE and EE. However, these algorithms focus only on
optimizing the objective function, without considering the computational complexity, latency
and overhead constraints. Complexity problems have partially been addressed in [122, 123]
where the authors focus their effort on improving the performance of low complexity linear
precoders such as the CB. It is interestingly shown that such simple precoders can achieve
considerable gains in SE and EE when coupled together with an interference wise power alloca-
tion. Though, the proposed iterative algorithms can not scale with massive MIMO ultra dense
networks’ low latency-low overhead requirements.

Contrary to the aforementioned algorithms, some other interesting perspectives appeared
with introducing the LBPA [124] solution. Such approach is a low complexity, closed form non
iterative one. It aims at minimizing the interference each UE generates to all the other UEs
which is referred to as leakage. Such an approach is interesting to pursue together with finding
an answer to the channel estimation overhead minimization.

In previous work [125, 126], we introduced the DBS precoding concept as a simple frequency
flat - angle based beamforming technique which can be viewed as the MU extension of the analog
LoS beamsteering. It is considered an interesting paradigm for the mmWave massive MIMO
systems due to its low complexity and low overhead. In the case of a propagation scenario
strongly conditioned by the LoS component of the channel, as is the case in mmWave and/or in
the small-cell environment, it is favorable to implement a precoder such as DBS which maximizes
the emitted power only in the main direction of each UE. In this section, we investigate the
potentials of DBS precoding through coupling it with an interference wise power allocation in
a hierarchical framework. More precisely, we propose to couple DBS with LBPA in order to
ensure the low complexity of our scheme. Moreover, we derive closed form simplifications for
the LBPA to adapt it to the DBS low overhead. Thus, in our introduced approach the AoDs
information is only required and the full CSI at the transmitter requirement is relaxed.

Therefore, the contribution of the introduced framework in this section compared to the
previous massive MIMO beamforming and power allocation algorithms in the literature can be
summarized as follows:

• Angular Analysis: We present a DBS - LBPA framework that depends only on the
AoD information with multiple simplifications and evaluate the performance in each case.
Thus, relaxing the full CSI knowledge requirement.

• Scalability: Due to the low complexity of our solution, it can scale with increasing the
number of antennas and it can be implemented at sophisticated mmWave DSP. Also, due
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to the low overhead, our solution can be used for coordination between cells in multi-cell
environments through relaxing the backhaul constraints.

• Coverage and Outage Analysis: In this section we provide analysis for the coverage
achieved by the DBS - LBPA framework. We prove by simulation results that it achieves
low outage probability together with enhancing the sum SE.

For baseline scenarios, we decouple the beamforming and power allocation problems in order
to ensure a flexible framework. We consider two classical precoding techniques as a baseline
which are the ZF and the CB precoders. Then we consider the DBS as our contribution. For
the power allocation problem we consider the LBPA approach. First we utilize LBPA based on
full CSI. Afterwards, we relax the full CSI requirement and derive a simpler power allocation
strategy that relies only on the AoD information. Then we show by simulation results how our
proposed angular frequency flat framework (DBS - LBPA with AoD information) can achieve
high data rates in highly LoS environments with low overhead and low complexity requirements.

4.1.2 System and Channel Model

The proposed system is a downlink MU MISO system with digital beamforming described in
Subsection 2.1.1 and shown in Figure 2.1. The received signal for each UE k be expressed as
follows:

rk = hTk fksk +
K∑

i=16=k

hTk f isi + nk, (4.1)

where UE k is allocated power E [|sk|2] = P k. fk is the kth column of the precoding matrix F.
The channel model considered in this section, is the ray tracing based model introduced

in Subsection 2.2.5. Given that we consider MU MISO multipath channel with UPA at the
transmitter and a single receive antenna at each UE k, the channel vector for each UE k was
given in Equation (2.25) and represented here for readability as follows:

hk =

Npk∑
p=1

αk,pat(φ
t
k,p, θ

t
k,p), (4.2)

Then, the MU channel H can be calculated as H = [hT1 ,h
T
2 , ...,h

T
K ]T .

4.1.3 Beamforming Techniques

In this section, we consider three digital beamforming techniques namely ZF, CB and DBS. Both
ZF and CB are described in Subsection 2.1.2 in Equations (2.4) and (2.2) respectively. While
DBS is explained in Subsection 2.3.3 in Equation (2.42). DBS is introduced in this section as
a promising low complexity-low overhead linear precoder suitable for sparse channels such as
the mmWave one compared to the classical linear precoders (ZF and CB).
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4.1.4 Interference and Leakage Analysis

High directivity beamforming techniques with narrow beams can achieve high beamforming
gains, however they are very sensitive to channel knowledge inaccuracies at the transmitter. In
techniques like ZF for instance, the nulling positions are very sensitive to channel estimation
errors in high directivity cases. Henceforth, other beamforming techniques like CB and DBS
can become more favorable than ZF in practical massive MIMO mmWave regime due to the
less sensitivity to estimation errors with high directivity. However, due to the fact that CB and
DBS do not consider minimizing the interference between the UEs, we focus on adding an extra
processing layer for suppressing it.

In this section we utilize the LBPA for suppressing the interference through power allocation
processing for precoders that do not consider interference as an objective. In order to utilize
the LBPA we have first to define the leakage metric which will be considered the main building
block of the algorithm. If we analyze the symbol rk received by the UE k in Equation (4.1), we
notice that the interfering part is the sum of the K − 1 signals destined for the other UEs and
weighted by their respective precoders (f i, ∀i 6= k ∈ [1, K]).
From the BS’s perspective, it is relevant to know how the formation of a beam to a new UE
will harm its neighbors (i.e. the leakage that will be caused). We denote the leakage created
by the transmission to UE k as Ik. OFDM transmission is assumed with NFFT subcarriers. In
the general case of NT transmit antennas and NFFT subcarriers, the leakage resulting from the
transmission to UE k is calculated as follows:

Ik =
P k

NFFT

NFFT∑
n=1

K∑
j 6=k=1

|hj[n]T fk[n]|2, (4.3)

where hj[n] is the vector comprising, for the subcarrier n, the NT frequency attenuating coef-
ficients associated with the NT antenna-to-antenna links between the transmitter and the jth

receiver. Similarly, fk[n] is the precoding vector constructed from the attenuation coefficients
for the subcarrier n of the channels between the UE k and the BS.

From this expression, it is clear that the calculation of Leakage requires a complete knowl-
edge of the channel response constructed from the frequency responses of the set of links (i.e.
NT × K links), for all the subcarriers. The number of subcarriers to be estimated depends
closely on the BW and the coherence band. Let NBC be the number of subcarriers in the co-
herence band, then, the number of coefficients to be estimated to obtain the channel frequency
response is NT×K×NFFT

NBC
.

The constraint of complete knowledge of the channel response becomes problematic in MU
massive MIMO mmWave systems, since the number of channel coefficients to be estimated
increases linearly with the number of transmit antennas.

Henceforth, the solution described in [124], which is based on complete knowledge of the
propagation channel response, is not suitable for MU massive MIMO mmWave systems.

Since the leakage is an evaluation of the power emitted in the direction of the other UEs, so
it is possible to avoid the averaging on all the subcarriers by exploiting the angular model of
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Figure 4.1: Illustrating the mechanism for the LBPA

the channel as follows:

Ik = P k

K∑
j 6=k

Npj∑
l=1

αj,l|at(φtj,l, θtj,l)T fk|2 (4.4)

Note that if we consider the pure LoS scenario, the dependence on the subcarrier index disap-
pears. Then NFFT = NBC and thus only NT ×K coefficients are needed per estimation. This
is due to the fact that the 1-Ray channel response is frequency flat over the BW.

Hence, an angle based precoder only needs 2K coefficients (as many azimuth and elevation
angles as there are UEs) and also has optimal performance in such an ideal configuration.

4.1.5 LBPA-DBS Hierarchical Framework

In this subsection we will firstly describe the LBPA whose aim is to act on the individual power
weights per UE in order to minimize the effects of Leakage between the UEs. Later we will
apply the LBPA together with its simplifications on the DBS precoder.

Overview

A situation of equity between the UEs in terms of level of mutually produced Leakage is achieved
by guaranteeing the following equality:

P kIk = ξ ∀k ∈ [1, K] (4.5)
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Figure 4.2: Illustration of the amount of information available at the BS, concerning one UE
from the K terminals of the cell, for the calculation of the power to be allocated.

where ξ is a constant as shown in Figure 4.1. This equality is easily achieved by applying the
following power per UE:

P k =
ξ∑K

j 6=k
∑Npj

l=1 αj,l|at(φtj,l, θtj,l)T fk|2
(4.6)

Remark: The value of ξ is chosen so as to ensure the total power constraint PT , as follows:

K∑
k=1

P k = PT −→ ξ =
PT∑K
k=1 Λ

(4.7)

, with Λ =
1∑K

j 6=k
∑Npj

l=1 αj,l|at(φtj,l, θtj,l)T fk|2
(4.8)

Simplifying the allocation

Here we will describe several simplified expressions of the allocated power P k as a function of the
amount of angular information available at the BS. The simulations performed, presented later,
show that the performance degradation remains minimal in practical situations. Nevertheless,
the underlying overhead reduction is worth interest.

In all the simplified expressions which follow, we will consider the DBS precoder due to its
low overhead which is suitable for the future dense networks of small cells. Thus, P k can be
expressed as follows:

P k =
1∑K

j 6=k
∑Npj

l=1 αj,l|at(φtj,l, θtj,l)Tat(φ
t
k,l, θ

t
k,l)∗|2

(4.9)

Remark: Note that using complex precoders is quite possible. The only challenge is how to
be formed from the geometric knowledge available. For example, it would be quite possible to
form a geometric version of the ZF which would be expressed as F = At

H(AtAt
H)−1.
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Simplification 1: AoD + Attenuation of direct and secondary paths

Figure 4.2 - 1) Illustrates the amount of information known to the BS as the number of
AoDs and the paths attenuation for each UE. Each UE j returns back to the BS the information
about Tj ≤ Lj paths detected during the estimation process. The expression of the power
allocated to the UE k is then:

P k =
1∑K

j 6=k
∑Tj

l=1 αj,l|at(φtj,l, θtj,l)Tat(φ
t
k,l, θ

t
k,l)∗|2

(4.10)

Simplification 2: AoD of direct and secondary paths

Now, if only the AoDs of Tj ≤ Lj paths are known to the BS for each UE j ∈ [1, K], see
Figure 4.2- 2), the power to be allocated to UE k is expressed as:

P k =
1∑K

j 6=k
∑Tj

l=1 |at(φtj,l, θtj,l)Tat(φ
t
k,l, θ

t
k,l)∗|2

(4.11)

Simplification 3 : AoD + Direct path attenuation only

Our interest in such angular solutions is based on the use of mmWave channels, the losses in
free space are therefore very high and therefore the ratio

αj,i
αj,1

, with j ∈ [1, K] and i ∈ [2, Np
j],

is very small. Therefore, it seems logical to proceed with an additional simplification. This
simplification considers only the direct path for each UE, estimating its AoD and its attenuation,
as illustrated in Figure 4.2- 3). The power to be allocated to the UE k then becomes:

P k =
1∑K

j 6=k αj,1|at(φtj,1, θtj,1)Tat(φ
t
k,1, θ

t
k,1)∗|2

(4.12)

Simplification 4: AoD for direct path only

The expression of the allocated power only requires an estimate of the AoD from the BS as
shown in Figure 4.2 - 4), and thus PK is calculated as follows:

P k =
1∑K

j 6=k |at(φtj,1, θtj,1)Tat(φ
t
k,1, θ

t
k,1)∗|2

(4.13)

4.1.6 Numerical Analysis

System parameters

In order to realistically evaluate the performance of the proposed algorithms we develop two
specific configurations in a street canyon environment, described in more details in Subsection
2.2.5. The first one, called 1-Ray scenario, which only takes into account the LoS path between
each UE and the BS. The second one, called 3-Rays, adds two perfect reflections as shown in
Figure 2.3. The simulation parameters are summarized in Table 4.1.
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Table 4.1: Simulation Parameters

Parameter Value
Channel Model Ray Tracing based

Propagation, Scenario 1-Ray & 3-Rays, Street Canyon
Simulation Type Monte Carlo (500 realizations)

Center Frequency, BW 60 GHz, 100 MHz
Transmit Antennas, Architecture 16, Square

Antennas Inter-element spacing λ
2

Transmitter height, Receiver height 10 m, 1.5 m
Receive Antennas, UEs’ positions 1, Random

Representing simplified power allocation techniques

The notations used in the legend of Figure 4.3, displaying the simulation results are as follows:

• Uniform: refers to the uniform power allocation.

• Perfect Ik: corresponds to the LBPA allocation with the Leakage known perfectly (i.e.
the case in Figure 4.2 - 1) ).

• DBS Direction of Arrival (DoA) and pathloss : corresponds to the DBS precoder with LBPA
allocation given that the Leakage expression is simplified based on the LoS AoD and path
loss information only as shown in Figure 4.2 - 3).

• DBS DoA only : corresponds to the DBS precoder with LBPA allocation given that the
Leakage expression is simplified based on the LoS AoD information only as shown in
Figure 4.2 - 4).

Precoders

The power allocation coefficients obtained in Equation (4.9) and its simplifications are applied
at the precoding stage, pondering each UE coefficient by its leakage energy as follows:

F =
√
PT

[
f1√
I1

,
f2√
I2

, ...,
fK√
IK

]
. (4.14)

To ensure the global transmitted power PT remains unchanged, a normalization factor β needs
to be applied to form a normalized precoding vector F = F√

β
. This factor is expressed as follows:

β = E[Tr(FHF)]. (4.15)

We analyze and compare the performance of the 3 aforementioned linear precoders, described
in more details in Subsection 2.1.2.

81



Chapter 4. Low Complexity MU Massive MIMO mmWave Systems

Table 4.2: Computational Complexity and Overhead

Algorithm Complexity Coefficients

ZF [127]
K(24(K − 1)NT

2

+48(K − 1)2NT + 54(K − 1)3 + 6NT

NTKNFFT
NBC

CB [127] K(6NT + 2(NT − 1) + 6NT ) NTKNFFT
NBC

DBS K(6NT + 2(NT − 1) + 6NT ) LoS AoD based= 2K

LBPA [124] K(12NT + 4) LoS AoD based= 2K

Figure 4.3-1 shows how the LBPA improves the sum SE obtained by the precoders that does
not consider minimizing the interference (CB and DBS) in the 3-Rays environment. The LBPA
is not applied to the ZF SE analysis, since the role of LBPA in single cell scenario is to cancel
the IUI, which is already canceled by ZF in this case leading to Ik = 0, ∀k ∈ [1, K]. The results
in Figure 4.3-1 show that low complexity precoders (CB and DBS) can achieve almost the same
sum SE as ZF, and they can even achieve higher SE when the number of the UEs increases in
dense environments. This result shows that with the low complexity-low overhead framework
based on the DBS, together with LBPA we can achieve better SE performance compared to
the ZF with less complexity, less overhead, and without matrix inversion limitations. Table
4.2 shows that our proposed DBS - LBPA solution has much less complexity and less overhead
compared to the ZF. Moreover, it requires only 2K channel coefficients against NT×K×NFFT

NBC
in

case of CB - LBPA solution.

Impact of the LBPA on the system performance

The CB benefits from the diversity of the channel as it forms a beam adapted to it, while
the DBS knows only the direction of the UEs and not their channels. However, according to
Figure 4.3-1 with LBPA the gap between DBS and CB decreases. Moreover, LBPA succeeds in
decreasing the gap significantly between CB and ZF. These results unleash the main advantage
of LBPA, which is reducing the benefit of using high complexity-high overhead signal processing
techniques.

For the DBS precoder, simplifications 1,3 and 4 respectively as described in Subsection 4.1.5,
are intertwined with the curve which shows the CB performance with LBPA based on perfect
CSI at the transmitter. Therefore, we can conclude that, by knowing the directions of the direct
paths for each UE, we can achieve high SE with low overhead.

Comparing the results to the ZF baseline precoder we can see that the crossing point (number
of UEs above which the CB and DBS outperforms the ZF) is quite higher with uniform power
allocation (U-PA) than with LBPA (∼ 7 UEs with U-PA against ∼ 5 UEs with LBPA).

In order to evaluate the coverage probability and the Quality of Service (QoS) satisfaction
for all the UEs in the cell, we first define a QoS constraint on per UE data rate. According
to [128] the average UE data rate in 5G should be at least 0.1 Gbps. In our simulations we
define the acceptable outage probability to be Pout = 20%. Thus the cell coverage probability
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Figure 4.3: SE and coverage probability of the proposed precoders assuming perfect CSI at the
transmitter or AoD knowledge in the 3-Rays environment.

should be at least 80%. Figure 4.3-2 gives more insights in terms of coverage and cell edge
UEs’ performance. We can observe that for all the precoders based on the LBPA the 5G per UE
QoS constraint is satisfied for at least 80%. However, for the ZF, DBS precoders with uniform
power allocation, the 5G per UE QoS constraint is not satisfied with increasing the number
of simultaneously served UEs per cell (∼ 9 UEs in the case of ZF and ∼ 14 in the case of
DBS). Henceforth, the results reinforce our assumption that LBPA applies some sort of fairness
between the served UEs. This is due to forcing the total leakage emitted by each UE to be
constant as shown in Equation (4.6) and Figure 4.1. Thus, LBPA increases the system sum SE
in a non greedy behavior, by considering the constant leakage per UE linear constraint.

4.1.7 Conclusion

In this section, we have demonstrated how the AoD information makes an assessment of the
interference in a MU transmission. We have derived simple interference-wise power allocation
solutions based on the angular channel structure to relax the overhead requirements. Hence-
forth, the advantages of our DBS - LBPA framework can be summarized as follows:

• It is more suitable for MU MIMO LoS dominated systems with partial channel knowledge
compared to traditional complex solutions (such as the ZF).

• It ensures a relative threshold of fairness between the UEs, due to minimizing the leakage.

83



Chapter 4. Low Complexity MU Massive MIMO mmWave Systems

• In realistic mmWave LoS channel scenarios, knowing only the AoD still allows an effective
SE performance gain.

The work in this section was published in [19].

4.2 Blockage in mmWave Channels

Transmissions at mmWave frequencies is obstructed by the frequent propagation ray blockage
due to the small wavelength. Recently, a lot of research has thus been dedicated to HBF solutions
to adapt with hardware limitations, and also trying to solve the ray blockage problem.

In this section we introduce a novel HBF framework that captures the diversity of the mul-
tipath sparse channel in the analog domain using the EGT spatial precoding scheme. We first
highlight how such beamformer can enhance both the SE and the robustness of the communica-
tion system. Then, we unleash the potentials of the DSP layer to suppress the MU interference
using the ZF approach. We introduce a generic and realistic channel blockage model to evaluate
the robustness of our solution. We show through simulations that our algorithm achieves higher
performance in terms of SE and robustness to blockage compared to the existing techniques in
the literature.

4.2.1 Background

As mentioned before, modeling the propagation channel at mmWave systems is a challenge, as
it has different characteristics compared to lower frequencies. At mmWaves, the propagation
channel suffers from very high path-loss which can be tackled by using very large (massive)
antenna arrays with very high directivity and hence very large array gains. This, can compen-
sate the high path-loss effect. Also, one of the main challenges of mmWave channels is that
they are LoS dominated channels, driven by the fact of the high path-loss, limited scattering
and shadowing characteristics, only a small number of multipath components can survive their
way to the receiver side. This fact makes the mmWave channel very sensitive to LoS blockages,
which is one of the crucial issues that needs to be tackled for having a reliable and robust
mmWave communication system [129].

In order to solve the blockage issue experienced at mmWave range, specifically the LoS
component blockage, a lot of research has recently been conducted from different approaches.
The previous works can be classified into four main directions. The first direction is to detec-
t/expect the blockage and hence the transmitter can estimate the blockage interval and can
adapt to it using signal processing techniques. In this direction, the work in [130] introduced a
camera assisted proactive BS selection in order to detect the human body blockage and adapt
the network. In [131] instead of using cameras, the authors utilize the radars to detect the
blockage. The second direction is to adjust the network architecture to adapt for LoS blocking.
In [132] the authors show how the relays can be used to aid the mmWave network to cope with
LoS blockages through multi-hop transmissions. In [133] the authors proposed to use the Device
to Device (D2D) technology to extend the coverage in case of link blockage. The third direction
is to tackle the blockage in higher layers than the physical such as the work in [134].
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Finally, the fourth direction, which we focus on in this section is to utilize the signal process-
ing tools in leveraging the channel multipath and diversity properties in order to avoid severe
signal degradation due to blockages. Driven by the fact that the mmWave channels are sparse
and LoS dominated, the main idea in this direction is to introduce algorithms to distribute the
energy efficiently over the propagation paths. This helps in achieving robust mmWave prop-
agation links that can survive LoS blockages without severe degradation in the achieved data
rates. The work in [135] adopted this idea, extending and enhancing the work in [136, 137]
by introducing a novel RF diversity beamforming scheme and evaluating its robustness against
LoS blockages in mmWave regime. However, all of the work in the literature did not consider
constructively adding the multipath components which results in non efficient full utilization
of the channel diversity. Moreover, all of the previous work only considered solving the prob-
lem in the analog domain for single user scenario, henceforth ignoring the scalability of these
algorithms for MU scenarios in which the interference aspects have also to be considered.

In this section, we present a novel framework that unleash the channel diversity in the
analog domain, then utilize the signal processing tools in the digital layer to cancel the inter-
user interference. Up to the author’s knowledge, this work is the first to address the idea of
exploiting the channel diversity in HBF through using analog RF EGT [92], while most of the
existing HBF literature focus on LoS beamsteering approach [5, 56]. Also, this work is the first
which tackles the blockage issue by using HBF for MU scenarios. Finally, this work is the first
to consider the constructive addition of the propagation paths during exploiting the channel
diversity for robustness against blockage.

4.2.2 System and Channel Model

The proposed system is a downlink MU MISO system. In case analog beamforming is applied,
the UEs are multiplexed in time and/or frequency, while in case HBF is applied, all the K served
UEs are multiplexed in space. The received signal vector can be expressed as follows:

r =
√
PTHFs + n (4.16)

where F = FRF in case analog beamforming is applied and F = FRFFBB in case HBF is applied.
The channel model considered in this section, is the sparse physical ray based model intro-

duced in Subsection 2.2.4. Given that we consider MU MISO multipath channel with ULA at
the BS and a single receive antenna at each UE k, the channel vector for each UE k was given
in Equation (2.23) and represented here for readability as follows:

hk =

√
NT

Np
k

Npk∑
p=1

αk,pat(φ
t
k,p)

H (4.17)

Moreover, in this section we consider two special cases when blockage occurs to the channel,
namely the LoS blockage case and the random blockage case which are explained in details in
Subsection 2.2.6 and defined in Equations (2.33) and (2.36). Then, the MU channel H can be
calculated as H = [hT1 ,h

T
2 , ...,h

T
K ]T .
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4.2.3 Beamforming Techniques

In this section, we consider both analog and HBF techniques. For the analog beamformer,
we utilize both the LoS beamsteering and EGT techniques described in Subsection 2.3.2 in
Equations (2.38) and (2.40) respectively. A baseline RF precoder introduced in [135] referred
to as geometric mean maximization RF precoder will be considered to benchmark our results
and will be described in details in the next subsection.

While for HBF we utilize the two stage HBF algorithm described in Algorithm 1, with using
ZF for the BB precoder FBB and LoS beamsteering or EGT or the geometric mean maximization
baseline algorithm alternatively for the RF precoder FRF .

4.2.4 Geometric Mean Maximization RF Beamsteering

In this approach introduced in [135], the objective is to maximize the receive SNR, however,
with distributing the energy more efficiently on the channel multiple paths to consider the
spatial diversity required for the beamforming robustness. The work in [135] is considered an
extension to the work in [136, 137], which considered also enhancing the diversity of the analog
beamfromers, but without taking into account the SNR maximization objective. Assigning
Gp = |αp|2at(φtk,p)HffHat(φ

t
k,p) for a given path p and UE k for readability and utilizing the

lower bound of that rank one Hermitian matrix, we can have the following lower bound for the
receive SNR:

λmax

{
Np∑
p=1

Gp

}
≥ 1

NTRF

Np∑
d=1

λmax {Gd} (4.18)

After obtaining the lower bound for the SNR maximum eigenvalue, the inequality of the arith-
metic and geometric means is exploited to address the spatial diversity issue to the problem so
the lower bound is reformulated as:

λmax

{
Np∑
p=1

Gp

}
≥ Np

√√√√ Np∏
d=1

Gd (4.19)

Then, the optimization problem was reformulated based on maximizing the geometric mean
(lower bound) to distribute the power efficiently on the propagation paths as follows

f = argmax
f

Np∑
p=1

log(|at(φtp)Hf |2)

s.t. ‖f‖ = 1

(4.20)

which ensures maximizing the fairness of the energy distribution over the channel paths, to-
gether with maximizing the lower bound of the achievable receive SNR. This approach has
more potential to ensure an acceptable trade-off between SNR maximization and link robust-
ness against blockage compared to the LoS beamsteering. The Geometric Mean (GM) based
beamformer fGM calculation is described into details in Algorithm (2) with computational
complexity O(NTNp%), where % is the number of iterations, and it is proved to converge after
few iterations (% ≤ 10).
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Algorithm 2 Robust RF precoder gradient ascent algorithm [135]

1) Initialization : f0 =
∑Np

p=1 at(φtp)

‖
∑Np

p=1 at(φtp)‖
(Superposition)

2) for i = 0 to %− 1 (Iterations)

3) Calculate the gradient : ∇f,i =
∑Np

p=1
at(φtp)

fHi at(φtp)

4) Calculate the normalized rejection:

Ψi =
∇f,i−fHi ∇f,if i
‖∇f,i−fHi ∇f,if i‖

5) Calculate the optimal step Φi by one-dimensional search over [0, 2π) :

Φi = argmax
Φi

Np∑
p=1

log(|at(φtp)H(f i cos Φi + Ψi sin Φi)|2),

6) Updating rule: f i+1 = f i cos Φi + Ψi sin Φi

7) f i+1 = 1√
NT
ej∠f i+1 (for equal gain beamforming)

8) end

4.2.5 Numerical Analysis

Table 4.3: Simulation Parameters

Parameter Value
Channel Model Sparse Statistical Model [86]

Number of Propagation Paths 8-Rays
Simulation Type Monte Carlo (500 realizations)

Transmit Antennas, Architecture 64, ULA
Transmit Antennas Inter-element spacing λ

2

Number of Transmit RF Chains 4
Number of UEs, Receive Antennas 4, 1

Here, we evaluate the performance of the introduced analog beamforming and HBF algo-
rithms in terms of SE and robustness based on the simulation parameters summarized in Table
(4.3). First we compare between the analog beamforming algorithms using the ς outage ca-
pacity to capture the robustness against blockage, given that the ς outage capacity is defined
as

ς = P(log2(1 + ρ|hf |2) < R) (4.21)

where ς represents the outage percentage for a given data rate R, here we use ς = 1%. We
assume that in case of analog beamforming the UEs are multiplexed in time/frequency, thus no
MU interference exists and thus we omit the UEs index k for readability.

87



Chapter 4. Low Complexity MU Massive MIMO mmWave Systems

SNR (dB)
-20 -15 -10 -5 0 5 10 15 20

1
%

 O
u
ta

g
e
 C

a
p
a
c
it
y
 (

b
p
s
/H

z
)

0

0.5

1

1.5

2

2.5 Analog - EGT - No Blocking

Analog - LoS Beamsteer - No Blocking

Analog - GM based - No Blocking

Analog - EGT - Random Path Blocking

Analog - GM based - Random Path Blocking

Analog - LoS Beamsteer - Random Path Blocking

Analog - GM based - LoS Blocking

Analog - LoS Beamsteer - LoS Blocking 

Analog - EGT - LoS Blocking

Figure 4.4: Comparison between the 1% outage capacity for different analog beamsteering
approaches with and without blockage.

In Figure 4.4 we observe that the LoS beamsteering can achieve high outage capacity in
case no blockage occurs. However, in case of LoS blockage or even random path blockage, the
1% outage capacity degrades severely. Thus, LoS beamsteering is not robust against blockage.
Then, moving to the GM beamsteering algorithm, we can observe that in case of no blockage
it has the worst performance, but in case of LoS or random blockages, it has more robust
performance compared to the LoS beamsteering due to the fact that it distributes the energy
over the multiple propagation paths. Finally, the EGT achieves the highest outage capacity in
case no blockage occurs due to the constructive addition of all the channel paths. Moreover,
EGT achieves also the highest performance in case of LoS or random path blockages. Henceforth,
EGT achieves the highest robustness compared to the other proposed analog beamformers.

Moving forward to evaluate the SE of different analog beamformers (where multiple UEs
are multiplexed in time/frequency) and their extension to MU-MISO systems using HBF ar-
chitectures in Figures 4.5a, 4.5b and 4.6. In Figure 4.5a in case no blockage occurs, we can
observe that for analog algorithms EGT achieves the best average per UE SE followed by the LoS
beamsteering, and finally the GM beamsteering achieves the worst average per UE SE. In case
ZF is applied in the digital domain for hybrid architectures, again we achieve the same order of
performance for the different algorithms applied at the analog part. However, the performance
gap increases in case of EGT compared to the other algorithms. This can be explained in more
details in Figure 4.7. As we can see in Figure 4.7 the condition number of the equivalent channel
Ĥ in case of EGT is much smaller compared to the LoS beamsteering and GM beamsteering
due to the fact that EGT captures the multipath components of the channel coherently, thus
resulting in a less correlated well conditioned equivalent channel matrix compared to the LoS
and GM beamsteering.
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Figure 4.5: Comparison between different analog and hybrid beamforming approaches in terms
of the SE.

Henceforth, applying ZF on Ĥ based on EGT analog layer achieves higher SE compared to
the case of LoS or GM beamsteering analog layer. Then in Figure 4.5b in case LoS blockage
occurs, we can observe that for analog beamformers EGT is the most robust one followed by GM
beamsteering and finally the LoS beamsteering. Similarly after applying the ZF for MU HBF,
the same order exists, however with an obvious gap between the EGT and the other algorithms
which is again explained by the condition number reduction with EGT shown in Figure 4.7.

Finally in Figure 4.6, in case a random path is blocked, we observe that again EGT achieves
the highest average SE, followed by LoS beamsteering and finally the GM beamsteering achieves
the worst SE on average, and their HBF extensions have the same order. This contradicts the
outage capacity results in Figure 4.4 in which the GM beamsteering has higher outage capacity
than the LoS beamsteering. This is due to the fact that on average in case of random path
blockage LoS beamsteering achieves higher SE, specially in the realizations in which the blocked
path is not the LoS path. However, considering the 1% outage capacity, which is a measure of
the robustness of the algorithms and considers the worst case scenarios, we observe that GM
beamsteering achieves higher outage capacity than the LoS beamsteering in case of random
path blockage, because in case the random blocked path is the LoS path, the LoS beamsteering
capacity drops significantly.

4.2.6 Conclusion

In this section we introduced EGT precoding as a potential robust and spectral efficient algo-
rithm in the analog domain for mmWave systems that utilize HBF architectures. Given different

89



Chapter 4. Low Complexity MU Massive MIMO mmWave Systems

SNR (dB)
-20 -15 -10 -5 0 5 10 15 20

S
p
ec
tr
a
l
E
ffi
ci
en

cy
(b
p
s/

H
z)

0

2

4

6

8

10

12

Single-user (No Interference - SVD)

 Hybrid Precoding (ZF) - LoS Beamsteer

Analog-only Beamsteering - LoS Beamsteer

Analog-only Beamsteering - EGT

 Hybrid Precoding (ZF) - EGT

Analog-only Beamsteering  - GM based

 Hybrid Precoding (ZF) - GM based

Figure 4.6: The effect of the random path blockage on different analog and hybrid beamforming
approaches in terms of the SE

Condition Number

0 10 20 30 40 50 60 70 80 90 100

C
D
F

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Analog - EGT - No Blocking

Analog - EGT - Random Path Blocking

Analog - EGT - LoS Blocking

Analog - GM based - No Blocking

Analog - GM based - Random Path Blocking

Analog - GM based - LoS Blocking

Analog - LoS Beamsteer - No Blocking

Analog - LoS Beamsteer - Random Path Blocking

Analog - LoS Beamsteer - LoS Blocking

Figure 4.7: Comparison between the condition number of the equivalent channel Ĥ after using
different analog beamforming strategies in different blocking scenarios.

blockage scenarios, we showed that using EGT not only yields higher SE than traditional LoS
beamsteering approaches, but also provides higher robustness against blockage compared to
the already existing techniques of the literature. Moreover, integrating EGT in HBF architec-
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tures with ZF digital processing layer is proved to be advantageous, since EGT achieves lower
condition number for the equivalent channel matrix, thus producing well conditioned matrices
for inversion compared to LoS beamsteering strategies generally adopted in the literature. The
work in this section was published in [20].

4.3 Leakage based UEs Selection

As mentioned before, applying HBF in mmWave systems guarantees MU transmission with low
hardware requirements. ZF precoding can be utilized at the digital layer of the HBF to mitigate
the IUI. However, due to the sparse nature of the mmWave channels, a ZF precoder may provide
limited performance due to the highly correlated MU channel matrix. Thus, the aim of this
section is to address the interference mitigation problem in the analog domain before handling
it at the ZF digital level. SLNR based UEs selection algorithm is introduced for maximizing the
SE of the system with low complexity requirements. We finally highlight by simulations the
potential gains achieved by the introduced interference aware UEs selection approach.

4.3.1 Background

HBF focus mainly on serving multiple streams for SU or MU scenarios in the spatial domain.
Many work in the literature recently focused on MU HBF [138, 139, 56] by decoupling the
beamforming design problem into two problems in the analog and digital domains that can be
addressed separately or jointly. In [56], the authors decouple the two problems and solve the
analog problem using the LoS beamsteering to maximize the received signal by each UE. Then,
in the digital part the MU interference is tackled through applying the ZF digital beamforming.
This framework is crucial to consider at mmWave frequencies, due to the high LoS dominated
channels and clustered UEs deployments planned for mmWave small cells leading to high spatial
correlation of the MU channel. These high spatially correlated channel matrices turns out to
be ill-conditioned for inversion, thus limiting the performance of the ZF beamforming.

It is then understood that UEs selection algorithms are crucial for mmWave HBF techniques
that rely on ZF at the digital layer. A lot of works have been dedicated to UEs selection for fully
digital ZF precoding [140, 141, 142]. In most of the contributions, the selection was mainly done
based on the orthogonality of the channels of the selected UEs using linear algebraic approaches
for the ’orthogonality’ terminology. Other works translated the orthogonality metric into other
simpler, yet similar metrics to relax the complexity constraints imposed in the orthogonality
based algorithms such as: the angle between the subspaces [143, 144], also based on the chordal
distance in [145] and based on the matrix determinant for representing the orthogonality in
[146]. Complementary to ’orthogonality’ based approaches, the authors in [147] introduced
a statistical based terminology which is the ’spatial correlation’ expressed by the condition
number of the MU channel matrix. In this work, it was shown that imposing the condition
number as the constraint in the Semi-orthogonal User Selection (SUS) algorithm [140] could
improve the performance of the ZF beamformer. However, they didn’t analyze analytically or
even consider how to utilize the condition number probably as a UEs selection metric through
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deriving a new algorithm instead of just imposing it as constraint in the SUS algorithm [140].
In this section, we introduce a novel UEs’ selection algorithm for HBF systems relying on

the condition number as a UEs selection metric. The condition number is chosen as our metric
for evaluating the correlation between the UEs. The main idea of the proposed algorithm is to
decrease the correlation of the MU channel matrix by choosing the UEs which have the lowest
condition number of their mutual MU channel matrix. The introduced algorithm is derived
analytically and compared with the baseline SUS technique [140]. We show that our approach
is particularly adequate when applied to sparse channels such as mmWave channels, since the
condition number can in that case be easily approximated. Accordingly, as proposed in this
section, it is then possible to design a suboptimal yet efficient UEs selection algorithm based on
maximizing the SLNR of the selected UEs. We show with complexity analysis and simulation
results, the potentials of this sub-optimum approach in mmWave LoS dominated environments.

The contribution of this section can be summarized as follows:

• Interference aware analog layer: The main objective in this section is to involve the analog
layer in HBF, in tackling the interference, unlike [56]. Due to the analog constraints
forced on the analog domain, (specifically constant amplitude phase-shifters), the analog
beamforming and/or power allocation solutions are not capable of taking into account the
interference mitigation in the analog part. Henceforth, we choose the interference aware
UEs selection approaches to address that problem in the analog domain, since it is not
affected by the analog hardware constraints, yet it enhances the performance of the ZF
precoding in the digital layer significantly as will be shown later in the simulation results.

• Analytically deriving novel condition number based UEs selection.

• Introducing a low complexity sub-optimum UEs selection algorithm based on the SLNR
metric: Maximizing the SLNR has been utilized before for precoding [148] and power
allocation [124] [19], serving as a low complexity approach for maximizing the SE of the
system. However, up to the authors knowledge, it was not utilized for UEs selection
before. Thus, in this section, we apply this metric for the UEs selection, since it acts as
an attractive candidate for mmWave systems UEs selection problem.

4.3.2 System and Channel Model

In this section we consider a downlink MU MISO system with applying HBF at the BS side. The
BS has a set of available UEs to serve denoted as K, however it can serve a maximum number
of UEs |C|, where C is the set of the selected UEs to be served. The cardinality of the served
set of UEs is limited to the number of RF chains available at the BS, such that |C| ≤ NTRF . In
the sequel, we assume |C| = NTRF , to achieve the maximum multiplexing and coverage gains
(DoFs).

At the transmitter side HBF is applied, while at the receiver side each UE k ∈ K has only a
single receive antenna and thus it can not apply combining schemes and can be served only by
a single stream. The streams received by the set of selected UEs C, r = [r1, r2, ..., r|C|]

T ∈ C|C|×1

92



Chapter 4. Low Complexity MU Massive MIMO mmWave Systems

are expressed as in Equation (2.45) and represented for readability as follows:

r =
√
PTHFRFFBBs + n (4.22)

The channel model considered in this section, is the sparse physical ray based model introduced
in Subsection 2.2.4. Given that we consider MU MISO pure LoS channel with ULA at the BS and
a single receive antenna at each UE k, the channel vector for each UE k was given in Equation
(2.28) and represented here for readability as follows:

hk =
√
NTαkat(φ

t
k)
H (4.23)

Then, the MU channel H can be calculated as H = [hT1 ,h
T
2 , ...,h

T
K ]T .

4.3.3 Beamforming Technique

In this section, we only consider HBF. We utilize the two stage HBF algorithm described in
Algorithm 1, with using ZF for the BB precoder FBB and LoS beamsteering for the RF precoder
FRF .

4.3.4 UEs Grouping Strategies and Our Proposed Algorithm

Problem Formulation and Analytical Analysis

In this section we try to involve the analog domain in considering the interference/correlation
between the selected UEs, since the analog beamforming do not handle this task and relies on
the digital precoding stage. This is achieved through applying spatial correlation minimization
(interference aware) UEs selection.

Problem Formulation for Digital ZF:
Given a digital ZF precoding system is considered, the sum SE maximization problem is for-
mulated as follows:

C = argmax
C

log2

(
det

(
I|C| +

ρ

|C|βC
|HCFBB

C|2
))

(4.24)

where βC represents the ZF normalization factor for the subset of selected UEs C. Applying
ZF as the digital precoding ensures that |HCFBB

C| = I|C|. Thus, the problem can be dually
approached as choosing the optimal set of UEs C that minimizes the normalization factor βC.

The normalization factor for digital ZF precoder βC is calculated as follows [149]:

βC =

|C|∑
k=1

1

λk
(4.25)

where λk represent the k−th eigenvalue of the propagation channel HC.
Problem Formulation for HBF (LoS Beamsteering - ZF):

Here we reformulate the problem of the sum SE maximization given the analog beamformers
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are already calculated and the equivalent channel ĥk is available at the BS for each UE k. Then
formulating the problem as in Equation (4.24), with expressing the constraint ‖FRFFBB‖2

F = |C|
in the objective function and solving it for the best UEs set to be selected for maximizing the
SE can be written as:

C = argmax
C

log2

(
det

(
I|C| +

ρ

|C|βC
|ĤCFC|2

))
(4.26)

Lemma 3. The normalization factor for HBF based on LoS beamsteering in the analog domain
and ZF precoder in the digital domain in a pure LoS channel, with assuming that the channel
amplitudes α are normalized, βC is calculated as follows:

βC =

|C|∑
k=1

1

λk
(4.27)

Proof. The assumption that α is normalized is just taken into account in the derivation, since
in pure LoS it just applies linear scaling for the steering vectors of the UEs. The normalization
factor for HBF (LoS beamsteering - ZF) can be analyzed as follows:

βC = E(Tr((FRF
C)
H(FBB

C)
HFRF

CF
BB
C)) (4.28)

Given the fact that the ZF precoder FBB
C is applied on the equivalent channel Ĥ, and given

that the SVD of the equivalent channel is Ĥ = UeDeV
H
e . Henceforth, it can be deduced that:

βC = E(Tr((FRF
C)
HFRF

CD
−2
e )) (4.29)

Again, due to the fact that the SVD of the propagation channel is H = UDVH , and that
the RF beamforming matrix in this specific case (pure LoS channel with the LoS beamsteering

approach and normalizing α) FRF = HH
√
NT

. Thus,

E{Tr((FRF )HFRFD−2
e ) = E

{
Tr

(
1

NT

HHHD−2
e

)}
= E

{
Tr

(
1

NT

D2D−2
e

)}

=

∑|C|
k=1

λHk
λĤk

NT

(4.30)

Where λHk and λĤk represent the k−th eigenvalue of the channel and the equivalent channel
respectively. In this specific scenario (pure LoS environment with LoS beamsteering) the eigen-
values of the equivalent channel are related to the eigenvalues of the channel as follows:

λĤk =
(λHk )2

NT

(4.31)
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Thus, substituting Equation (4.31) in (4.30), the normalization factor is represented as follows:

βC =

|C|∑
k=1

1

(λHk )
=

|C|∑
k=1

1

λk
(4.32)

�

Thus, it is clear that in both digital and HBF cases, the sum SE is controlled by the propaga-
tion channel’s eigenvalues. Therefore, the sum SE maximization problem can be reformulated,
for a constant number of selected UEs |C| = NTRF as follows:

C = argmin
C

βC (4.33)

Condition Number based UEs Selection

The normalization factor of the HBF βC is limited by the minimum eigenvalue of the propagation
channel matrix HC or equivalently the minimum eigenvalue of the equivalent channel ĤC from
Equations (4.27) and (4.31). Therefore, the problem in Equation (4.33) can be reformulated
again as maximizing the minimum eigenvalue of the equivalent channel as follows:

C = argmax
C

λmin (4.34)

where λmin is calculated as λmin = min{λ1, ..., λ|C|}. Consequently, this can be directly trans-

lated to minimizing the condition number ι of the MU equivalent channel ĤC as follows:

C = argmin
C

ι(ĤC) (4.35)

such that the condition number ι(ĤC) is calculated as:

ι(ĤC) =

√
λmax
λmin

(4.36)

where λmax is the maximum eigenvalue of the equivalent channel and is calculated as λmax =
max{λ1, ..., λ|C|}

Proposed Algorithm:

After formulating the problem to minimizing the condition number of the MU equivalent
channel ι(ĤC), here we propose an algorithm to select the UEs based on this objective.

Initially, the first selected UE in the set C is the UE that has the maximum equivalent chan-

nel norm
∥∥∥ĥk∥∥∥. Then the algorithm iterates with maximum number of iterations (maximum

number of UEs selected) equals to the number of the RF chains NTRF .
Within each iteration i a filtration process is done to filter the UEs and find the candidate

set Ti based on a certain correlation threshold, defined by a threshold condition number γ ≥ 1.
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This threshold γ represents a trade-off parameter between the UEs diversity gain which can be
maximized in case γ → inf and the low MU correlation gain maximized in case γ → 1. In this
section we consider serving |C| = NTRF UEs, thus we set γ → inf. However, we introduce the
threshold β here for completeness and generic introduction of the algorithm. Then, in each
iteration the selected UE k is selected such that to minimize the condition number of the UE
equivalent channel together with the previously selected UEs in the previous iterations Ci−1 as
follows:

k = argmin
k∈Ti−1

ι(ĤCi−1∪k) (4.37)

The proposed algorithm is summarized in Algorithm (3).

Algorithm 3 Condition Number Based Selection

1) Initialize i = 1, C0 = [], T0 = K, γ ≥ 1
2) While (i ≤ min(|Ti−1|, NTRF )) do
3) if (i=1)
4) find

k = argmax
k∈Ti−1

∥∥∥ĥk∥∥∥
5) else

find
k = argmin

k∈Ti−1

ι(ĤCi−1∪k)

6) end if
7) Ci = Ci−1 ∪ k
8) Ti = {j ∈ Ti−1, j /∈ Ci, ι(Ĥj∪Ci) < γ }
9) i = i+ 1
10) end

Complexity Analysis
In order to evaluate the proposed algorithm and have a fair comparison with the other UEs

selection algorithms, we analyze the worst case (upper bound) computational complexity. The
computational complexity analysis is based on the maximum number of SVDs needed in our
algorithm, since SVD is the most complex operation applied in the proposed algorithm with a
complexity of O(nm2 + n3) for an m× n matrix. Henceforth, the computational complexity in
the worst case (in case γ → inf) is of the order O(|K|NTRF

3), given that K is the set of all the
UEs and NTRF is the number of the transmit RF chains.

Semi-Orthogonal UEs Selection

Algorithm Description:

In this subsection we briefly describe the SUS algorithm proposed in [140, 141], which we
use as a baseline for our introduced UEs selection algorithms.
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Table 4.4: Computational Complexity of the proposed Algorithms

Condition Number SUS [140] Simple SUS [141] SLNR [124]
O(|K|L3) O(|K|NTRF

3) O(|K|NTRF
2) O(|K|NTRF )

Initially, the first UE selected in the set C is the one with the maximum equivalent channel

norm
∥∥∥ĥk∥∥∥. Within each iteration i a filtration process is done to filter the UEs and find the

candidate set Ti based on a certain orthogonality threshold Ω ∈ [0, 1] as follows:

Ti =

{
j ∈ Ti−1, j /∈ Ci,

|ĥjV0
i−1(V0

i−1)HĥHk |
‖ĥj‖‖ĥkV0

i−1‖

}
< Ω (4.38)

where V0
i−1 is a matrix, which its columns form an orthonormal basis for the null space of the

equivalent channel ĤCi−1
at the iteration i−1 and is obtained from the SVD of ĤCi−1

as follows:

ĤCi−1
= Ui−1Di−1[V1

i−1V
0
i−1]H (4.39)

In case Ω = 0, this represents full (strict) channel orthogonality scenario, and increasing Ω
relaxes the channel orthogonality constraint. Again, throughout the section we use only the
full multiplexing case (Ω = 1). Then, in each iteration the selected UE k is the one with
the maximum channel component orthogonal on the subspace spanned by the interference
(previously selected UEs Ci−1) as follows:

k = argmax
k∈Ti−1

∥∥∥ĥkV0
i−1

∥∥∥ (4.40)

The SUS algorithm is summarized in Algorithm (4).

Algorithm 4 Semi-Orthogonal Users Selection [140, 141]

1) Initialize i = 1, V0
0 = I, C0 = [], T0 = K, Ω ∈ [0, 1]

2) While (i ≤ min(|Ti−1|, NTRF )) do
3) find

k = argmax
k∈Ti−1

∥∥∥ĥkV0
i−1

∥∥∥
4) Ci = Ci−1 ∪ k
5) V0

i = P⊥(ĤCi) as in Equation (4.39)

6) Ti =
{
j ∈ Ti−1, j /∈ Ci,

|ĥjV0
i−1(V0

i−1)H ĥHk |
‖ĥj‖‖ĥkV0

i−1‖

}
< Ω

7) i = i+ 1
8) end

Complexity Analysis:
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Similar to the aforementioned condition number based UEs selection algorithm, here we
also analyze the computational complexity of the SUS algorithm based on the number of SVDs
needed in the worst case scenario (upper bound - in case Ω = 1). In this case the computational
complexity is also of order O(|K|NTRF

3) [141]. However, in [141] a simplified, yet equivalent,
SUS algorithm was introduced that avoids applying SVD decomposition and requires an upper
bound total number of flops expressed as 12|K|NTRF

2 + 8NTRF
3 + 7|K|NTRF − |K|− 17NTRF

2,
henceforth the computational complexity for the simplified SUS in [141] can be represented of
order O(|K|NTRF

2).

Maximum SLNR Based Selection

Given the fact that all the previously studied algorithms have high computational complexity,
which limits the practical implementation of such algorithms in a realistic mmWave system,
specifically in the analog part which has limited DSP resources. Henceforth, the SLNR metric
can be utilized as a sub-optimum low complexity approximation of the condition number UEs
selection, since it encounters both maximizing the signal and minimizing the leakage (correla-
tion) objectives.

Proposed Algorithm:

The SLNR metric ζ for a given UE k in the analog domain is defined as follows:

ζk =
|hkfRF k|2∑

i 6=k|hifRF k|2 + σ2
n

(4.41)

Then, the SLNR maximization UEs selection is explained in Algorithm (5), and the computa-
tional complexity of this algorithm can be determined in analogy with [124] and [19] of order
O(|K|NTRF ).

Maximum Received Signal Based Selection

This maximum received signal UEs selection is considered the basic baseline UEs selection ap-
proach throughout the section. In this approach, the UEs with the highest received signal power
are selected without considering the interference (leakage/correlation) between the selected UEs.
Thus, decoupling the UEs selection from the interference management problem and relying on
ZF for nulling the IUI at the digital layer. Therefore, this strategy aims at maximizing the SNR
of the selected UEs. Thus, the maximum received signal algorithm is similar to the maximum
SLNR one explained in Algorithm (5) with replacing Step (5) to be similar to Step (4), which
is:

k = argmax
k∈Ti−1

∥∥∥ĥk∥∥∥ (4.42)

4.3.5 Numerical Analysis

In this subsection, we evaluate the performance of the introduced UEs selection algorithms in
terms of the SE based on the simulation parameters summarized in Table (4.5).
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Algorithm 5 SLNR Based Selection

1) Initialize i = 1, C0 = [], T0 = K
2) While (i ≤ NTRF ) do
3) if (i=1)
4) find

k = argmax
k∈Ti−1

∥∥∥ĥk∥∥∥
5) else

find

k = argmax
k∈Ti−1

|hkfRF k|2∑
i∈Ci−1

|hifRF k|2 + σ2
n

6) end if
7) Ci = Ci−1 ∪ k
8) Ti = {j ∈ Ti−1, j /∈ Ci }
9) i = i+ 1
10) end

We compare between the different introduced UEs selection algorithms in terms of SE and
complexity. As we observe in Table 4.4 that maximum SLNR algorithm has the lowest compu-
tational complexity in the introduced interference aware UEs selection algorithms. Thus, it is
the most favorable one in terms of complexity and realistic implementation.

In Figure 4.8-1, we evaluate the normalization factor βC in a given scenario (NT = 16,
and angular spread ∆φt = π

3
). It is shown that both SUS and condition number based UEs

selection achieve the lower bound of the normalization factor. This normalization factor’s lower
bound is calculated twice, once using the exhaustive search on the sum SE in Equation (4.26)
and another time using the exhaustive search on the eigenvalues equivalent bound in Equation
(4.27). Also, we can observe that the SLNR algorithm achieves sub-optimal normalization factor
with median difference of ≈ 0.5 dB with the lower bound, while the maximum signal algorithm
and the Round Robin (RR) ones have a significant performance degradation.

In Figure 4.8-2, we realize the effect of the normalization factor on the per stream SE in the
same scenario (NT = 16, ∆φt = π

3
), we can observe again that, both SUS and condition number

UEs selection achieve the upper bound of the SE, while maximum SLNR achieves suboptimal SE
with only 0.5 bps/Hz difference to the SE upper bound at SNR ρ = 19 dB. However, interference
non-aware algorithms such as maximum signal and RR suffer from a significant SE loss.

In Figures 4.9-1 and 4.9-2, we generalize the simulation scenarios to have generic insights
about the performance of the introduced algorithms in various channel environments. In Figure
4.9-1, the SNR is fixed ρ = 10 dB and the angular spread ∆φt = π

3
, while the number of

transmit antennas is varied NT = {16, 32, 64, 128}. It is shown that, with increasing the
number of transmit antennas, the spatial correlation/interference decreases, due to the higher
spatial resolution at the transmitter side. Thus, enhancing the performance of non-interference
aware algorithm (Maximum received signal algorithm) significantly, from 1.5 bps/Hz difference
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Table 4.5: Simulation Parameters

Parameter Value
Number of Propagation Paths 1 Ray (Pure LoS)

Simulation Type Monte Carlo (1000 realizations)
Transmit Array Architecture ULA

Inter-antenna spacing λ
2

Number of Transmit RF Chains 3
Total UEs, Receive Antennas 7, 1
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Figure 4.8: Comparison between the normalization factor and the per stream SE for the different
UEs selection strategies introduced in a pure LoS environment.

with the SE upper bound at NT = 16 to 0.2 bps/Hz difference at NT = 128.
In Figure 4.9-2, the SNR is fixed ρ = 10 dB and the number of transmit antennas NT = 16,

while the angular spread is varied ∆φt = {π
3
, π

2
, 3π

2
, 2π}. It is shown that, with increasing

the angular spread, the spatial correlation/interference decreases, due to the higher angular
separation between the UEs. Thus, enhancing the SE performance of non-interference aware
algorithm (Maximum received signal algorithm) significantly, from 1.5 bps/Hz difference with
the SE upper bound at ∆φt = π

3
to 0.4 bps/Hz difference at ∆φt = 2π.
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4.3.6 Conclusion

In this section we provided a detailed study on the UEs selection topic with HBF in mmWave sys-
tems. We proved that in highly correlated environments, due to clustered UEs deployments and
average number of transmit antennas, interference aware UEs selection is crucial and achieves
considerable gains over non aware UEs selection approach based on maximizing the received
signals. However, in perfect channel conditions (massive transmit antennas and large angular
spreads), selecting the UEs based on their received signal strength can be sufficient.

We derived analytically an optimum interference aware UEs selection based on the condition
number of the MU channel and then we provided a sub-optimal low complexity (realistic) UEs
selection approach based on SLNR maximization. We proved with simulation results that the
maximum SLNR algorithm is a potential candidate for the future mmWave systems achieving
a trade-off between high SE performance and low complexity. The work in this section was
published in [21].
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5.1 HBF with Receive Spatial Modulation

Receive Spatial Modulation(RSM) is expected to be a low complexity solution for the future
Internet of Things (IoT) receivers, that achieve reduced BER. Also, mmWave frequencies have
paved the road to achieve high peak data rates. mmWave channels are characterized by being
LoS dominated. Moreover, due to the high carrier frequencies at mmWave systems, massive
antenna arrays can be deployed at the transmitter or the receiver with much less RF chains
through Hybrid Beamforming.

In this section we utilize the aforementioned characteristics of mmWave systems to design a
robust and spectral efficient RSM system. Moreover, we analytically derive the optimal achieved
SE and BER in case the receiver is employed with two receive antennas in a LoS environment.
Also, we analytically derive the achieved BER in a general multi-path channel environment for
the sake of complete analysis. The analysis are done for a SU MIMO system, with HBF at the
transmitter utilizing massive MIMO array with only two RF chains, thus unleashing the gains
that can be achieved by RSM in realistic mmWave system with minimal hardware complexity.

5.1.1 Background

Spatial Modulation(SM) is a recent low complexity-energy efficient paradigm that evolved to
support communication nodes with limitations on power consumption and complexity [150]
such as IoT. SM deals with the index of the transmit or receive antennas to transmit spatial
information bits additional to classical IQ modulated signal [151].

Space Shift Keying (SSK) [152] has evolved as one of the primary SM techniques at the
transmitter side, that aims at leveraging the multi-path propagation of the channel associated to
the different antennas [153]. SSK is combined with single-stream transmission which decreases
the hardware complexity and power consumption significantly at the transmitter [154]. In this
technique, the information is mapped to the index of transmit antenna. On the other side,
when the information is mapped to the index of receive antenna, the technique is called RSM.

A specific RSM approach was introduced in [155] named RASK. The transmitted informa-
tion is mapped to the index of the receive antenna. In this approach the signal energy is
focused towards a targeted antenna, thus a single antenna is targeted at a time, while no useful
information are transmitted in the IQ mapping stage. The RASK detection is simply done
by comparing the real part of the received signal power for each receive antenna, henceforth,
decreasing the complexity significantly at the receiver side [156]. Note that for other RSM
techniques, additional IQ symbols could be transmitted with the transmitted signal.
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Henceforth, due to all the aforementioned characteristics of RSM, it is shown that combin-
ing RSM with HBF in mmWave systems is a win-win approach. Given the fact that mmWave
systems suffer from high power consumption, high hardware cost and sensitivity to complex
computations, RSM is crucial for mmWave mobile receivers in the downlink scenario in order
to achieve high SE with low BER and low energy consumption/hardware complexity. Hence-
forth, providing a solution for practical mmWave based Mobile UEs at low cost and low power
consumption.

Recently, a lot of work started to consider a framework combining both SM and mmWaves
for the aforementioned reasons [157]. In [158, 159, 160, 161, 162] the authors considered SM in
mmWave systems with non beamforming schemes. Hence, the array gains were not leveraged
and the path-loss effect at mmWave frequencies were dominant. In [160], capacity analysis for
Quadrature Spatial Modulation (QSM) in mmWave MIMO system was carried out. In [158], SSK
is evaluated in LoS conditions. Moreover, in [159, 162] SM and Generalized Spatial Modulation
(GenSM) were utilized for indoor LoS mmWave environment. In [161] Variable Nu GenSM
was presented as an extension for GenSM with fixed Nu which uses less number of transmit
antennas to achieve the same data rate and thus beneficial for mmWave LoS systems. All of the
aforementioned work did not consider beamforming and just focused on the proof of concept
that SM can work in mmWave channels.

More recent analysis for SM in mmWave [163, 164, 165, 149, 166, 167] started to take into
account beamforming aided solutions to cope with the high path-loss at such frequencies. As
a first step, analog beamforming was considered, since it is a practical solution for mmWave
MIMO systems due to its low power consumption and low hardware complexity. In [163, 164] the
authors introduced the Multi-Set Space-Time Shift Keying (MS-STSK) and Multi Space-Frequency
pace-Time Shift Keying (MSF-STSK) paradigms for space-time and space-frequency shift keying
in mmWave MIMO channels with analog beamsteering. In [165] GenSM based mmWave MIMO
is introduced with leveraging the gains of analog beamforming. In [166] adaptive SM with
spatial signature design was introduced for up-link mmWave communication. Also, in [149] the
performance of the RSM in mmWave scenario was studied in a special deployment scenario in
which no interference exists between the spatial streams targeting different receive antennas.
Thus, only analog beamforming is utilized. Finally, in [167] BIM was presented as a novel
paradigm that aims to map each symbol to a beam instead of the antenna index, this paradigm
will be extensively explained in the next section of this chapter.

More recent work in the literature of SM mmWave systems [168, 169, 170, 171, 172] started
to consider hybrid beamforming over analog one, driven by the fact that it can mitigate the cor-
relation/interference between the spatial streams together with achieving acceptable hardware
complexity and power consumption. In [168] the authors introduced Analog Precoding-Aided
Virtual Space Modulation (APAVSM) and further extended their design for HBF by presenting
multimode hybrid precoder designs. HBF extension for GenSM was proposed in [169, 171]. SSM
[170] was introduced to map each symbol to a scatterer index instead of the antenna index for
sparse multi-path mmWave channels with utilizing HBF. Finally in [172], the BIM paradigm
was extended to utilize HBF.

Apart from the previous exhaustive list of references, where most of them consider transmit
SM, in which the transmit array gain is not leveraged completely, we consider RSM in this
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Figure 5.1: Block diagram of RASK with mmWave HBF architecture.

section in order to fully utilize the transmit array gain. Mainly the work in [149] is considered
a valuable reference that considered the RSM system in a mmWave channel which is a pure
deterministic LoS one, (not rician or sparse) which is considered bottle neck scenario for SM in
general, which depends on the richness of the channel. The authors in [149] proved that under
specific deployment conditions RSM mmWave MIMO system can work in pure LoS channel
even with analog beamforming only. Therefore, we focus on extending the work in [149] which
is considered up to our knowledge the main baseline for RSM with transmit beamforming in
mmWave MIMO channels in the current literature.

In this section, we present a novel framework considering the RASK RSM technique with
transmit HBF at mmWave pure LoS propagation environment. In [149] the results are considered
impractical and incomplete, since they consider a specific deployment scenario for interference
mitigation. However, in realistic deployments, this condition is less likely to hold. Therefore,
in this section in order to be more complete, we cover all possible deployment scenarios in
deterministic pure LoS channel. Also, we extend the analog beamforming to be a hybrid
one, in order to consider mitigating the interference (cross-talk) between the spatial streams
in practical deployments to avoid wrong beam detection at the receiver side. Moreover, we
consider the general multi-path channel environment for the RSM together with the LoS only
analysis in order to have a complete and practical framework for HBF RSM system that can hold
for the mmWave systems or even the microwave ones as well. The achievable SE is analytically
and numerically studied for pure LoS channels and for multipath channels. Moreover, the BER
performance of the proposed framework is analytically and numerically studied with maximum
likelihood detector.

5.1.2 System Model

In this subsection, we first set up the model for a communication system utilizing the RASK
scheme over a flat fading channel. Then, we introduce the precoding scheme carried out to form
the spatial symbols and transmit the IQ symbols, together with introducing the beamforming
architectures used within our framework.

In our framework a MIMO system equipped with NT transmit antennas and NR receive
antennas is considered. According to the NT × NR multiple-antenna system architecture, the
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RASK system can be modeled using the following matrix based input-output signal expression

r = ΥH Fs︸︷︷︸
x

+n, (5.1)

where H ∈ CNR×NT is the MIMO flat fading channel matrix with elements hj,i representing
the complex channel gain between the ith transmit antenna, denoted Ti, and the jth receive
antenna, denoted Rj. x ∈ RNT×1 is the vector of samples transmitted through the NT transmit
antennas and intended to focus the signal towards the receive antenna Rk. r ∈ CNR×1 is the
vector of the received signals on all receive antennas and n ∈ CNR×1 is the vector of AWGN)
samples. Spatial focusing is obtained through the beamforming matrix F ∈ CNT×NR which
will be explained into more details later. The beamforming matrix F transforms the vector of
spatial symbols s into the vector of transmitted samples x. Finally, Υ = diag(Υ1, ....,ΥNR) is
a diagonal scaling matrix.

Receive Spatial Modulation

The spatial symbols accompanied with the IQ symbol sIQ,k where k is the index of the antenna
that should be targeted according to the spatial mapping, are formed such that the entries
sk(j) of sk verify sk(j) = sIQ,k for j = k and sk(j) = 0, ∀j 6= k,

The block diagram of the RASK system is depicted in Figure 5.1. A group of m = log2(NR)
bits are additionally mapped to a spatial symbol sk which is written as

sk =
[
0 ... sIQ,k︸︷︷︸

k−thposition

... 0
]T

given that k is the position of the targeted antenna related to the symbol that should be
transmitted as aforementioned. Then, the beamforming matrix F transforms the vector of
symbols s into a vector of transmitted signals denoted as x ∈ CNT×1. At the receiver side, the
RASK receiver has to detect the targeted antenna among the NR receive antennas in order to
estimate the transmitted spatial symbol.

Scaling Factor

The framework presented and studied in this section is based on HBF architecture. The hybrid
beamformer is represented as: FHBF = FRFFBB, where FBB ∈ CNTRF×NR represents the digital
precoder and FRF ∈ CNT×NTRF denotes the analog beamformer, given that NTRF represents
the number of available RF chains at the transmitter. The number of the spatial streams to be
supported equals the number of receive antennas NR.

The power normalization is insured for the average transmit power for fairness of detection
for RSM, given that the scaling factor is calculated as follows:

Υi =
1√

Es

{
Tr
((

FRFFBBsi
)H

FRFFBBsi

)} (5.2)
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where Es stands for the expectation over s. For such normalization, all the entries are equal
and the normalization matrix Υ is reduced to a scalar Λ.

5.1.3 Channel Model

The channel model considered in this section, is the sparse physical ray based model introduced
in Subsection 2.2.4. Given that a ULA transmit array is deployed at the BS, the channel vector
for each receive antenna Rk can be expressed as in Equation (2.23) as follows:

hk =

√
NT

Np
k

Npk∑
p=1

αk,pat(φ
t
k,p)

H (5.3)

In this section we initially consider a specific scenario illustrated in Figure 5.2-1 in which we
have a pure LoS channel between the transmitter and each receive antenna Np

k = 1. Also, since
the receive antennas are closely spaced we assume they approximately have the same channel
gain αk = 1. For the general multipath channel scenario we consider Np

k >> 1.

5.1.4 Beamforming Techniques

In this section, we consider both analog and HBF techniques. For the analog beamformer,
we utilize both the LoS beamsteering and EGT techniques described in Subsection 2.3.2 in
Equations (2.38) and (2.40) respectively. Based on the channel scenario, we choose the analog
precoder as follows: In case the channel is pure LoS Np = 1 we apply the LoS beamsteering,
while in case the channel is a multipath one we apply the EGT to capture the multipath gains.
While for HBF we utilize the two stage HBF algorithm described in Algorithm 1, with using ZF
for the BB precoder FBB and LoS beamsteering or EGT alternatively for the RF precoder FRF .

5.1.5 HBF with RSM for Pure LoS Channels

Analytical SE Performance

Here, we consider spatial modulation at the receiver (RSM). Thus, only one receive antenna is
targeted at a symbol duration, so the system is considered as a MISO system with interference
(cross-talk) arising from the correlation between the streams. Also, in this section we only
consider the SE of the IQ transmitted symbols since the extra m = log2(Nr) bits that are
added by the spatial symbols do not rely on the channel statistics and can be considered as a
constant gain for the IQ SE. Henceforth, the SE of the channel using the HBF and RSM can be
represented according to Equation (2.62) as:

ε =
1

NR

log2

(
det
[
INR + ρΛHFHBF (FHBF )HHH

])
(5.4)

where Λ = 1
β

is the scaling factor for the hybrid precoder. In case ZF is used as a digital

precoder FBB = ĤH(ĤĤH)−1, then HFHBF = INR and the SE can be represented as:

ε =
1

NR

log2 (det [INR + ρΛINR ]) (5.5)
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In the following part of this subsection, we provide closed form analytic solutions for the SE
of the RSM system with HBF in a pure LoS scenario for two receive antennas NR = 2. In
this scenario a deterministic LoS path between the transmitter and each receive antenna Rk is
considered. For NR = 2, two deterministic LoS paths exist between the transmitter and the
receiver. In Equation (5.5), it is clear that maximizing the SE ε is equivalent to maximizing
the scaling factor Λ.

Proposition 4. In a pure LoS environment, the HBF with ZF digital precoder has a scaling
factor for two receive antennas NR = 2, that is calculated as follows:

Λ = NT (1− |∆t|2) (5.6)

where |∆t| is the absolute value of the transmit spatial correlation between the two paths.

Proof. The scaling factor for the two receive antennas Λ can be represented as follows:

Λ =
1

E
{

Tr
((

FRFFBB
)H

FRFFBB
)} (5.7)

given that the SVD of the equivalent channel Ĥ = HFRF is Ĥ = UeDeV
H
e . Henceforth:

E
{

Tr
((

FRFFBB
)H

FRFFBB
)}

= E{Tr((FRF )HFRFD−2
e )} (5.8)

Given the fact that the SVD of the propagation channel H is H = UDVH , and that the RF
beamforming matrix in this specific case (pure LoS) is FRF = HH

√
NT

. Thus,

E{Tr((FRF )HFRFD−2
e )} = E

{
Tr
( 1

NT

HHHD−2
e

)}
= E

{
Tr
( 1

NT

D2D−2
e

)}
=

1

NT

NR∑
i=1

λHi

λĤi

(5.9)

Then from Equations (5.8) and (5.9), the scaling factor in Equation (5.7) is calculated as
follows:

Λ =
NT∑NR
i=1

λHi
λĤi

(5.10)

If only two receive antennas are considered at the receiver (NR = 2), in a pure LoS environment,
the two eigenvalues λHi of the propagation channel H satisfy the following characteristics:

λH1 + λH2 = NTNR = 2NT (5.11)

λH1 λ
H
2 = (1− |∆t|2)NT

2 (5.12)
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Figure 5.2: Illustration of the correlation minimization approach adopted for the RSM mmWave
framework for two paths.

where the addition property in Equation (5.11) is illustrated in [149] and the multiplication
property Equation (5.12) is illustrated in [116]. Then, solving Equations (5.11) and (5.12)
simultaneously, the channel H eigenvalues are calculated as follows:

λH1 = (1− |∆t|)NT and λH2 = (1 + |∆t|)NT (5.13)

Moreover, the two eigenvalues λĤi of the equivalent channel Ĥ, can be calculated utilizing
the fact that the analog beamformer (LoS Beamsteering) in this case (LoS scenario) can be

represented as FRF = HH
√
NT

. Thus, the eigenvalues of the equivalent channel Ĥ = HFRF can be

related using Equations (5.11) and (5.12) in case NR = 2 as follows:√
λĤ1 +

√
λĤ2 =

√
NTNR = 2

√
NT (5.14)√

λĤ1 λ
Ĥ
2 = (1− |∆t|2)NT (5.15)

Henceforth, solving Equations (5.14) and (5.15) simultaneously, the eigenvalues of the equiva-
lent channel Ĥ can be obtained as follows:

λĤ1 = (1− |∆t|)2NT and λĤ2 = (1 + |∆t|)2NT (5.16)

Therefore, for two receive antennas (NR = 2), the scaling factor can be expressed as:

Λ =
NT∑NR
i=1

λHi
λĤi

=
NT

(1−|∆t|)NT
(1−|∆t|)2NT

+ (1+|∆t|)NT
(1+|∆t|)2NT

= NT (1− |∆t|2)

(5.17)
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�

Proposition 5. The HBF with ZF digital precoder has an average scaling factor for two receive
antennas NR = 2 in pure LoS scenario as shown in Figure 5.2-1, that is calculated as follows:

E[Λ] ≈ NT −
(

1 + 2

NT−1∑
i=1

(
1− i

NT

)
J0(4πdt sin(

Θ

2
)i)
)

(5.18)

where J0 is the zero order Bessel function.

Proof. It is clear from Equation (5.6) that the scaling factor Λ depends on the square of the
absolute value of the transmit spatial correlation between the two paths |∆t|2. Therefore:

E[Λ] = NT (1− E[|∆t|2]) (5.19)

Given that E[|∆t|2] can be expanded as follows:

E[|∆t|2] = E
[∣∣at(φt1)Hat(φ

t
2)
∣∣] = E

[∣∣at(φt1)Hat(φ
t
1 −Θ)

∣∣]
=

1

NT
2

NT−1∑
n=0

NT−1∑
m=0

E
[
e2πdt(m−n)(sin(φt1)+sin(φt1−Θ))

]
=

1

NT
2

NT−1∑
n=0

NT−1∑
m=0

E
[
e2πdt(m−n)(2 cos(φt1+ Θ

2
) sin( Θ

2
))
] (5.20)

Given that in practical deployments D >> dr therefore Θ has small values and the approxima-
tion cos(φt1 + Θ

2
) ≈ cos(φt1) holds. Therefore,

E[|∆t|2] ≈ 1

NT
2

NT−1∑
n=0

NT−1∑
m=0

E[e2πdt(m−n)(2 cos(φt1) sin( Θ
2

))] (5.21)

≈ 1

NT

(
1 + 2

NT−1∑
i=1

(
1− i

NT

)
E[e2πdt(2 cos(φt1) sin( Θ

2
))i]
)

where E[e2πdt(2 cos(φt1) sin( Θ
2

))i] = J0(4πdt sin(Θ
2

)i) given that φt1 ∼ U [0, 2π] and using the math-
ematical tools provided in [173, p. 364]. Henceforth, E[|∆t|2] can be expressed as follows:

|∆t|2 ≈
1

NT

(
1 + 2

NT−1∑
i=1

(
1− i

NT

)
J0(4πdt sin(

Θ

2
)i)
)

(5.22)

where J0 is the zero order Bessel function. From Equations (5.22) and (5.6), E[Λ] is expressed
as:

E[Λ] ≈ NT −
(

1 + 2

NT−1∑
i=1

(
1− i

NT

)
J0(4πdt sin(

Θ

2
)i)
)

(5.23)

�

111



Chapter 5. HBF with Index Modulation

|∆t| =
∣∣at(φt1)Hat(φ

t
2)
∣∣ =

∣∣at(φt1)Hat(φ
t
1 −Θ)

∣∣ =

∣∣∣∣∣
NT−1∑
i=0

1

NT

e−j2πdti(cos(φt1−Θ)−cosφt1)

∣∣∣∣∣
=

∣∣∣∣NT−1∑
i=0

cos(πi cos(φt1 −Θ)− πi cos(φt1))− j
NT−1∑
i=0

sin(πi cos(φt1 −Θ)− πi cos(φt1))

∣∣∣∣
=

∣∣∣∣NT−1∑
i=0

cos(πi(cos(φt1 −Θ))) cos(πi(cos(φt1))) + sin(πi(cos(φt1 −Θ))) sin(πi(cos(φt1)))

− j
NT−1∑
i=0

sin(πi(cos(φt1 −Θ))) cos(πi(cos(φt1)))− cos(πi(cos(φt1 −Θ))) sin(πi(cos(φt1)))

∣∣∣∣
=

∣∣∣∣sin(πNTdt(cos(φt1 −Θ)− cos(φt1))) cos(π(NT − 1)dt(cos(φt1 −Θ)− cos(φt1)))

sin(πdt(cos(φt1 −Θ)− cos(φt1)))

− j sin(πNTdt(cos(φt1 −Θ)− cos(φt1))) sin(π(NT − 1)dt(cos(φt1 −Θ)− cos(φt1)))

sin(πdt(cos(φt1 −Θ)− cos(φt1)))

∣∣∣∣
=

∣∣∣∣ sin(πNTdt(cos(φt1 −Θ)− cosφt1))

NT sin(πdt(cos(φt1 −Θ)− cosφt1))

∣∣∣∣

(5.24)

After relating |∆t|2 and Λ in proposition 1 and deriving the average Λ for the case that φt1 ∼
U [0, 2π] in proposition 2, now we aim at finding the optimal transmitter deployment (optimal
φt1) in order to maximize Λ and thus maximize the SE. Maximizing the scaling factor Λ is
equivalent to minimizing the absolute value of the transmit spatial correlation |∆t|. Henceforth,
our objective will be to find the minimum achievable correlation ∆tmin.

Given NR = 2, the channel correlation matrix can be expressed as follows:

HHH =

[
NT at(φ

t
1)HNT (φt2)

(at(φ
t
1)Hat(φ

t
2))H NT

]
(5.25)

Thus, |∆t| can be expanded as in Equation (5.24). It is clear that, in this scenario the transmit
spatial correlation depends on two parameters, which are the angle of the first path φt1 and
the angular difference between the two paths Θ. φt1 is a uniformly distributed random variable
such that φt1 ∈ [0, 2π] as aforementioned. Θ is a deterministic value that represents the angular
difference between the path arriving at the first receive antenna and the path arriving at the
second one, and is calculated based on trigonometric properties according to Figure 5.2-1 as
follows:

Θ = 2 arctan
( dr

2D

)
(5.26)

such that dr is the receive antennas inter-element spacing, and D is the distance between the
transmitter and the receiver. Therefore, the angle towards the first antenna in this case is
uniformly distributed φt1 ∼ U [0, 2π] and the angle towards the second antenna depends on φt1
where φt2 = φt1 −Θ , given that Θ is a deterministic value as aforementioned and depends on
the deployment scenario (D and dr).
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This correlation minimization problem was similarly tackled in [116], for minimizing the
correlation between the LoS and the reflected path at the receiver side and it was shown
that the transmit spatial correlation between two paths can be minimized to its lower bound
represented as:

|∆t|min =

 0, Θ ≥ 2 arcsin( 1
2NT dt

),∣∣∣ sin(2πNT dt sin Θ
2

)

NT sin(2πdt sin Θ
2

)

∣∣∣ ,Θ < 2 arcsin( 1
2NT dt

),
(5.27)

This can be obtained by solving the following minimization problem:

|∆t|min = argmin
φt1

∣∣∣∣ sin(πNTdt(cos(φt1 −Θ)− cosφt1))

NT sin(πdt(cos(φt1 −Θ)− cosφt1))

∣∣∣∣
s.t. φt1 ∈

[Θ

2
,
Θ

2
+ π
] (5.28)

This can be achieved by optimizing the deployment of the transmitter φt1 in order to minimize
the transmit spatial correlation as in proposition 1 in [116]. Therefore, the optimum transmit
ULA array orientation angle φt1 for minimizing the transmit spatial correlation in this case after
deployment optimization is defined as:

φt1,opt =

{
arcsin (∆ζ) + Θ

2
, Θ ≥ 2 arcsin( 1

2NT dt
),

π
2

+ Θ
2
, Θ < 2 arcsin( 1

2NT dt
),

(5.29)

where ∆ζ = s
2NT dtsin

Θ
2

such that s is given as:

s = 1, 2, ..,

⌊
2NTdt sin

Θ

2

⌋
,mod(s,NT ) 6= 0. (5.30)

where b..c denotes the floor operator. Thus, as shown in Equations (5.27) and (5.29), three
specific cases exist to be tackled by our framework, which define our contribution over the
existing work in the literature that deals with the RSM issues in pure LoS mmWave systems
[149]. The three specific cases are:

• Θ = 2 arcsin( 1
2NT dt

): This is the optimum scenario, in which the transmit spatial correla-
tion ∆t = 0 as shown in [149]. In this case analog beamforming is enough for RSM and no
ZF is needed, as the interference/leakage between the antennas does not exist. However,
this is a very specific case and it is not a realistic assumption for RSM mmWave systems.
Henceforth, we provide a solution for the other two cases to introduce a practical RSM
framework in mmWave frequencies.

• Θ > 2 arcsin( 1
2NT dt

): In this case using Equation (5.29), the transmit spatial corre-
lation can be nulled by optimizing the deployment of the transmit array, such that
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D

Θ

Θ

Θ

π/2 + 3Θ/2  ϕt
1  =

1) Multi-receive antennas scenario

ϕt
1 = π/2 + Θeq/2 

D
Θeq 

ϕrot  
dr

eq=drcos(ϕrot)

2) Receiver rotation scenario

Figure 5.3: Illustration of the correlation minimization approach adopted for the RSM mmWave
framework for multiple paths and multiple orientations of the receiver

φt1 = arcsin (∆ζ) + Θ
2

. In this case again ZF is not required, since the transmit array
deployment optimization is enough to null the interference/leakage between the antennas.
However, this case is not realistic in mmWave systems, due to the fact that Θ practically
has very small values Θ ≈ 0 and thus, this condition can only be satisfied by utilizing a
massive number of transmit antennas. Henceforth, we move to discussing the third case,
which is the most practical one into more details.

• Θ < 2 arcsin( 1
2NT dt

): This is the most practical and realistic scenario for mmWave RSM
systems. In such case, the transmit array deployment optimization provided in Equation
(5.29) is no more able to null the transmit spatial correlation, but it can minimize it
to its lower bound. Thus, HBF is required in this case in order to apply ZF in the
digital part to null the interference between the receive antennas. The transmit array
deployment optimization step maximize the SE achieved by the HBF, since it minimizes
the correlation and hence ZF precoding can be applied efficiently. In the rest of this
section we will focus on this scenario, given the fact that it is the most practical and
realistic one. Moreover, it is the only scenario that needs HBF, while in the other two
scenarios analog beamforming is enough. Therefore, the SE for RSM in mmWave channel
utilizing the HBF strategy with LoS beamsteering in the analog domain with ZF in the
digital domain when Θ < 2 arcsin( 1

2NT dt
), NR = 2 and optimal deployment φt1 = φt1,opt

can be obtained from Equations (5.5), (5.6) and (5.29) can be expressed as:

ε = log2

1 + ρNT

1−

∣∣∣∣∣ sin(2πNTdt sin Θ
2

)

NT sin(2πdt sin Θ
2

)

∣∣∣∣∣
2
 (5.31)
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Moreover, we extend this step to include more than two receive antennas as shown in Figure
5.3-1. From Equation (5.29), it is shown that when Θ > 2 arcsin( 1

2NT dt
), the optimal transmit

ULA array orientation φt1 in this case is to be oriented towards the center point of the receive
array which is achieved by φt1 = π

2
+ Θ

2
. We show that this can be extended to multiple receive

antennas in the following proposition.

Proposition 6. For NR > 2, the maximum SE εopt can be achieved in case Θ > 2 arcsin( 1
2NT dt

)

by assigning the transmit array orientation such that φt1 = π
2

+ NR−1
2

Θ

Proof. We aim at maximizing the SE ε, which is equivalent to maximizing the scaling factor Λ.
Therefore, the optimization problem can be reformulated as:

Λmax = argmax
φt1

1

E
{

Tr
((

FRFFBB
)H

FRFFBB
)}

s.t. φt1 ∈
[(NR − 1)Θ

2
,
(NR − 1)Θ

2
+ π
] (5.32)

Therefore, we aim at choosing the optimal transmitter deployment φt1. This optimal φt1 is the

one that minimizes Tr
((

FRFFBB
)H

FRFFBB
)

, which can be simplified, similar to Equations

(5.7) and (5.8) as follows:

argmin
φt1

NR∑
i=1

1

λHi

s.t. φt1 ∈
[(NR − 1)Θ

2
,
(NR − 1)Θ

2
+ π
] (5.33)

Given that
∑NR

i=1 λ
H
i = NTNR, therefore the best achievable solution for Equation (5.33) will

be the case λ1 = λ2 = .... = λNR = NT which is achieved when the correlation matrix HHH is
a diagonal one as follows:

(HHH)opt =

NT . . . 0
...

. . .
...

0 . . . NT

 (5.34)

while the achievable correlation matrix with residual off diagonal terms is shown in Equation
(5.40), where the off diagonal terms can not be nulled in the case Θ > 2 arcsin( 1

2NT dt
) as

aforementioned. Hence, the problem can be formulated as minimizing the mean absolute error
between the correlation matrix HHH in Equation (5.40) and the optimal one in Equation (5.34)
as follows:

argmin
φt1

1

NR(NR − 1)

NR∑
i=1

NR∑
j=1,j 6=i

|∆t|i,j

s.t. φt1 ∈
[(NR − 1)Θ

2
,
(NR − 1)Θ

2
+ π
] (5.35)
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where |∆t|i,j = |at(φti)Hat(φ
t
j)| represents the absolute value of the correlation between the

receive antennas i and j and is expressed according to Equation (5.24) as follows:

argmin
φt1

NR∑
i=1

NR∑
j=1,j 6=i

∣∣∣∣ sin(πNTdt(cosφti − cosφtj))

NT sin(πdt(cosφti − cosφtj))

∣∣∣∣
s.t. φt1 ∈

[(NR − 1)Θ

2
,
(NR − 1)Θ

2
+ π
] (5.36)

where Equation (5.36) can be simplified to

argmin
φt1

NR∑
i=1

NR∑
j=i+1

2

∣∣∣∣ sin(πNTdt(cosφti − cosφtj))

NT sin(πdt(cosφti − cosφtj))

∣∣∣∣
s.t. φt1 ∈

[(NR − 1)Θ

2
,
(NR − 1)Θ

2
+ π
] (5.37)

According to [116],

∣∣∣∣ sin(πNT dt(cosφti−cosφtj))

NT sin(πdt(cosφti−cosφtj))

∣∣∣∣ is a monotonously decreasing function of cosφti −

cosφtj and achieves its minimum when cosφti − cosφtj is maximized. Therefore, the objective
function in Equation (5.37) can be reformulated as

argmax
φt1

NR∑
i=1

NR∑
j=i+1

2(cosφti − cosφtj)

s.t. φt1 ∈
[(NR − 1)Θ

2
,
(NR − 1)Θ

2
+ π
] (5.38)

such that Equation (5.38) can be simplified as follows:

argmax
φt1

bNR
2
c∑

k=1

2(NR − 2k + 1)(cosφtk − cosφtNR−k+1)

s.t. θ1 ∈
[(NR − 1)Θ

2
,
(NR − 1)Θ

2
+ π
] (5.39)

where 2(NR−2k+1)(cosφtk−cos θNR−k−1) = 2(NR−1)(cosφt1−cosφtNR)+2(NR−3)(cosφt2−
cosφtNR−1) + .......+ 2(NR − 2bNR

2
c+ 1)

(
cosφtbNR

2
c − cosφtNR−bNR

2
c+1

)
and the maximization

of each pair separately (cosφtk−cosφtNR−k−1) is done by setting φt1 = π
2

+ NR−1
2

Θ according to
[116], since in this case each two opposite receive antennas are treated as illustrated in Figure
5.3-1, with Θ > 2 arcsin( 1

2NT dt
). Henceforth, applying the previous analysis for the case when

NR = 2 can be generalized for our symmetric system with NR > 2 leading to the optimal
transmit deployment φt1,opt = π

2
+ NR−1

2
Θ.

�

In order to make our analysis more generic and complete, we consider the case when the
receiver is misaligned with respect to the transmit direction. In this case, the receiver is virtually
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HHH =



 NT at(φ
t
1)Hat(φ

t
1 −Θ) . . .

(at(φ
t
1)Hat(φ

t
1 −Θ))H NT . . .

...
...

. . .


 at(φ

t
1)Hat(φ

t
1 − (NR − 1)Θ)

at(φ
t
1 −Θ)Hat(φ

t
1 − (NR − 1)Θ)

...


[
(at(φ

t
1)Hat(φ

t
1 − (NR − 1)Θ))H . . . . . .

]
NT


(5.40)

projected on the transmission plane as shown in Figure 5.3-2, resulting in virtually decreasing
the inter-element antenna spacing at the receiver side as follows:

dr
eq = dr cos(φrot) (5.41)

Then, later the equivalent Θ can be calculated as follows:

Θeq = 2 arctan
(dreq

2D

)
(5.42)

Finally the optimal transmit array orientation φt1 can be calculated similarly as in the case
when the receiver was not rotated but with considering Θeq instead of Θ.

Analytical BER Performance

Here we consider only the BER for the spatial symbols, since the BER for the IQ symbols
depends on the M− ary modulation applied. However, considering the BER for the spatial
symbols, our analysis is generic apart from any M− ary modulation used. A given detector
has to analyze the following set of signals:

∀j, rj =

{ √
Λ + nj if Rj is the targeted antenna

nj otherwise
(5.43)

Here we can observe the impact of the ZF digital precoding significantly on enhancing the
BER compared to the analog only beamforming for the spatial symbols. It is clear now that
the spatial symbol can be wrongly detected only due to the noise, thanks to the ZF that
totally mitigated the inter-antenna correlation (interference). Using the maximum likelihood
detection, and referring to [156], the BER performance of the RASK scheme conditioned by H
is approximated by:

BER|H ≈ NR

2
Q

(√
Λ/σ2

n

)
. (5.44)

In LoS scenario, while optimizing the deployment of the transmitter to the optimal position as
aforementioned for transmit correlation minimization, given a fixed ∆θ the channel could be
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considered as deterministic, and so the conditioned BER is equal to the average BER. Henceforth,
the average BER can be expressed as:

BER—HLoS =
NR

2
Q

(√
NT (1− |∆t|2)

2
√
σ2
n

)
. (5.45)

5.1.6 HBF with RSM for Multipath Channels

Analytical SE Performance

Here we will similarly consider the SE of the IQ symbols only since the SE of the spatial symbols
can be considered as a constant factor that does not vary with the channel statistics. In case a
multipath channel environment exists between the transmitter and the receiver with Np

k >> 1,
all the previous deployment optimization scenarios do not hold. In this case the EGT is used
as analog beamforming, where the k-th antenna analog beamformer fRF k (will be denoted here
as fk for better readability) is calculated to extract the phases of the channel hk. In order to
calculate the scaling factor Λ which is essential to derive a closed form expression for the SE in
Equation (5.5), we will utilize the analytic SE derivations in [112] for iid Rayleigh channel as
a tight upper bound that can be achieved asymptotically for multipath channel environments
[174]. Therefore, the equivalent channel’s diagonal elements Ĥk,k = hkfk can be represented as
follows:

hkfk =
1√
NT

NT∑
i=1

|hi,k| (5.46)

such that hi,k is the ith element of the channel vector hk. Given that the elements of hk are iid
complex Gaussian random variables with h ∼ CN (0, 1), then |h| follows Rayleigh distribution

with mean
√
π
2

and variance 1− π
4
. According to the central limit theorem when NT approaches

infinity, the diagonal terms of the equivalent channel Ĥk,k have a normal distribution as follows:

hkfk ∼ N
(√

πNT

2
, 1− π

4

)
. (5.47)

Considering the off-diagonal terms of the equivalent channel Ĥk,j, k 6= j, they can be represented
as follows:

hkf j =
1√
NT

NT∑
i=1

hi,ke
−φi,j (5.48)

where e−φi,j is the phase element arising from the phase mismatch between the channel vector
hk and the analog beamforming vector f j. According to Lemma 1 in [112], the off-diagonal

terms of the equivalent channel Ĥk,j, k 6= j are distributed as follows:

hkf j ∼ CN (0, 1) (5.49)

Thus, |fkf j| follow Rayleigh distribution with mean
√
π
2

and variance 1− π
4
, which is considered

to be negligible compared to the diagonal terms Ĥk,k for high NT according to Equation (5.47).
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Table 5.1: Simulation Parameters

Parameter Value
Channel Model Ray based Model [86]

Simulation Type Monte Carlo (100000 realizations)
Transmit Array Architecture ULA

Transmit Inter-antenna spacing λ
2

Number of Transmit/Receive RF Chains 2

This means that the interference between the receive antennas can be considered negligible
even without digital preprocessing (without ZF) for high number of transmit antennas NT .
Therefore, Λ can be approximated as the mean of the diagonal term:

Λ ≈ πNT

4
(5.50)

Therefore, using the approximation in Theorem 1 in [112] the SE for RSM in multi-path channel
with using HBF (EGT - ZF) at the transmitter can be approximated to its upper bound for
large NT as follows:

ε ≈ log2

(
1 +

π

4
ρNT

)
(5.51)

Analytical BER Performance

For a multi-path channel scenario, according to Equation (5.50),
√

Λ can be approximated as:

√
Λ ≈

√
πNT/4 (5.52)

Therefore according to [156], the average BER of this scenario can be represented as:

BER—Hmulti ≈
NR

2
Q

(√
πNT

4
√
σ2
n

)
. (5.53)

5.1.7 Numerical Analysis

In this subsection, the performance of the introduced HBF RSM framework is evaluated in
details given the simulation parameters summarized in Table (5.1). Perfect CSI is assumed at
the transmitter and the receiver sides.

In Figure 5.4-1 that represents the SE variation with respect to the transmit ULA orientation
for different number of transmit antennas, the simulation results show that, the optimum
orientation of the transmit array is achieved when φt1 = π

2
+ Θ

2
in case Θ < 2 arcsin( 1

2NT dt
) as

shown in Equation (5.29) and mathematically proved in [116] for different number of transmit
antennas NT . Similarly in Figure 5.4-2, that represents the SE variation with respect to the
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Figure 5.4: SE versus the ULA transmit array orientation for a given scenario (NR = 2, ρ =
10dB, D = 5000λ) in pure LoS environment.
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Figure 5.5: Normalization factor β versus the ULA transmit array orientation for a given
scenario (ρ = 10dB, NT = 32, D = 500λ, dr = 25λ) in pure LoS environment.

transmit ULA orientation for different inter-receive antenna spacing, Equation (5.29) is validated
by simulations for different values of receiver inter antenna element spacing dr. Moreover, in
Figures 5.5 and 5.6-1, the extension to more than 2 receive antennas, for the transmit ULA
array deployment optimization is validated. In this scenario the Θ is calculated according to
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Figure 5.6: SE versus the ULA receive array orientation rotation for a given scenario (ρ =
10dB, NT = 32, D = 500λ, dr = 25λ ) in pure LoS environment.
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Figure 5.7: Illustration of the effect of applying analog and hybrid beamforming for the RSM
mmWave framework in pure LoS environment with transmit ULA for a given scenario (NT =
32, NR = 2, dr = 25λ,D = 500λ)

Equation (5.26) as follows:
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Figure 5.8: Illustration of the effect of applying analog and hybrid beamforming for the RSM
mmWave framework in pure LoS environment with transmit ULA for a given scenario (NT =
32, NR = 2, dr = 25λ,D = 500λ) after applying the transmitter deployment optimization for
correlation minimization as illustrated in Figure 5.2.
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Receive Antenna Index

0 1 2 3 4 5 6

T
ra

n
s

m
it

 R
F

 c
h

a
in

 I
n

d
e

x

0

1

2

3

4

5

6

a
b

s
(H

 F
R

F
 F

B
B

)

0

1

2

3

4

5

6

2) Applying ZF FZF on the equivalent
channel Ĥ

Figure 5.9: Illustration of the effect of applying analog and hybrid beamforming for the RSM
mmWave framework in pure LoS environment with transmit ULA for a given scenario (NT =
32, NR = 5, dr = 25λ,D = 500λ)

Θ = 2 arctan

(
dr
2D

)
= 2 arctan

(
25λ

1000λ

)
= 0.05 radian = 2.8642◦

(5.54)
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Figure 5.10: Illustration of the effect of applying analog and hybrid beamforming for the RSM
mmWave framework in pure LoS environment with transmit ULA for a given scenario (NT =
32, NR = 5, dr = 25λ,D = 500λ) after applying the transmitter deployment optimization for
correlation minimization as illustrated in Figure 5.3-1.

SNR (dB)

-20 -15 -10 -5 0 5 10

S
p

e
c
tr

a
l 
E

ff
ic

ie
n

c
y
 (

b
p

s
/ 
H

z
)

0

1

2

3

4

5

6

7

8

9

10
HBF - rand LoS - Sim

HBF - rand LoS - Theoritical

HBF - OPT LoS - Sim

HBF - OPT LoS - Theoritical

HBF - multipath (N
p
 = 6) - sim

HBF - multipath - Theoritical

N
T
 = 64

N
T
= 128

N
T
 = 128

N
T
 = 64

Figure 5.11: Theoretical and numerical SE versus SNR for a given scenario (NR = 2, dr =
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Therefore, the optimal ULA transmit array is found to be pointing towards the center of the
receive array for correlation minimization/SE maximization. This will be satisfied given that
φt1 is calculated as follows:
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• For NR = 4: φt1 = π
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+ 3Θ
2

• For NR = 5: φt1 = π
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+ 2Θ

• For NR = 6: φt1 = π
2

+ 5Θ
2

• For NR = 7: φt1 = π
2

+ 3Θ

As we can observe from Figure 5.6-1, that the numerical results validate the aforementioned
optimal transmit orientation. Thus, in this section we provide a generic and scalable framework
that can be used for practical scenarios and adapt to it for any number of receive antennas NR.
Moreover, in Figure 5.6-2 that represents the SE variation with respect to the ULA receive array
orientation rotation, it is shown how the rotation of the receiver from the transmit broadside
direction φrot affects the SE as the scenario shown in Figure 5.3-2.

In Figure 5.7- 1 that represents the equivalent channel before deployment optimization for a
given channel realization, it is shown that for a highly correlated scenario (Θ ≈ 0), after adding
the analog beamsteering, the received paths at the two receive antennas are highly correlated.
However, when the transmit array is deployed as in Equation (5.29), the correlation effect
decreases as expected and as shown in Figure 5.8- 1. Moreover, the effect of the deployment
optimization on the correlation is more significant after applying the ZF in the digital layer and
is significant in the difference between Figure 5.7- 2 and Figure 5.8- 2. Similar analysis is done
in Figures 5.9 and 5.10 for higher number of receive antennas (NR = 5).

In Figure 5.11, we plot the upper bound for the achieved SE in case no deployment optimiza-
tion is applied for the LoS scenario (the case defined in proposition 2) using Jensen inequality
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as follows:
E[ε] ≤ log2(1 + ρ(E[Λ])) (5.55)

where E[Λ] is defined in Equation (5.18). We validate in Figure 5.11 the SE models by numerical
SE results for different deployment scenarios for the LoS channel environment and the multi-path
one. It is also shown that, in mmWave systems the SE is enhanced when optimal deployment is
utilized at the transmitter at the LoS case. Moreover, the SE is further enhanced when multiple
paths exists, as these multipath components offered by the channel can be captured by the EGT
analog beamforming and decorrelate the received spatial streams.

In Figure 5.12-1, similarly, we validate the BER models as it is shown that both the theo-
retical and numerical BER results match for different deployment scenarios for the LoS channel
environment and the multi-path one. Moreover, it is obvious that in the multipath case, the
spatial correlation between the spatial streams decreases leading to improved BER performance
compared to the pure LoS case.

Finally in Figure 5.12-2, the theoretical BER is compared for different deployment scenarios.
We highlight three factors that can affect the BER performance of the system, which are the
number of paths of the channel, the receive antennas’ inter element spacing, and the number
of the transmit antennas. The number of paths is defined by the propagation environment
and can not be tuned, but we can only adapt to it using the suitable analog beamforming
algorithm (EGT in case of multipath and LoS beamsteering in case of LoS channel). However,
the number of the transmit antennas and the receive antennas’ spacing can be adjusted given
certain deployment constraints.

5.1.8 Conclusion

In this section, a detailed study for Spatial Modulation in mmWave system was given, covering all
possible scenarios analytically and numerically compared to the existing work in the literature.
We derived closed form solutions for the SE in case of pure LoS channel environment for any
possible deployment scenario, given that two receive antennas exist, and optimal transmit array
deployment optimization is applied for correlation minimization. Similarly, we derived closed
form solutions for the BER in case of pure LoS channel environment for any possible deployment
scenario, given that two receive antennas exist, and optimal transmit array deployment is
applied for correlation minimization. Moreover, a closed form solution for the BER was derived
for multipath channel environments as well to have a complete analysis for the achievable
performance of the Receive Spatial Modulation with Hybrid Beamforming. All the introduced
models were validated with numerical analysis.

From the analytical and numerical analysis, it is shown that RSM is practically feasible at
mmWave frequencies and can achieve considerable SE and BER with carefully applying suitable
beamforming and correlation minimization techniques at the transmitter, and increasing the
inter antenna element spacing at the receiver. Henceforth, the low complexity receiver design
gain can be completely leveraged at mmWave frequencies.
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5.2 HBF with Beam Index Modulation

In this section, a novel Beam Index Modulation (BIM) architecture is introduced for mmWave
communications. Indeed, Spatial Scattering Modulation (SSM) and BIM have recently been
proposed as an extension for Spatial Modulation (SM) to deal with sparse non LoS channel
environments. However, these approaches lack complete analyses for practical scenarios. SSM
is limited to orthogonal channel paths and does not consider the cross-talk between the paths,
while BIM was hitherto studied for analog beamforming scenarios in which the cross-talk be-
tween the beams is not tackled. Aiming at mitigating such inter-beam cross-talk, we propose
to add a digital precoding layer to the conventional analog-BIM framework, thus leading to a
hybrid-BIM scheme. We analyze the performance of such new scheme by deriving the analytic
closed form approximation of the achievable SE and BEP. Simulation results validate our theo-
retical results and highlight the performance gain in BEP brought by the HBF strategy applied
to BIM in mmWave communications.

5.2.1 Background

IM has recently been proposed as a low complexity-energy efficient technique for next generation
wireless communication systems [175]. Specifically, SM has become a classical IM technique
applied along the spatial axis, where the index of the transmit or receive antennas codes useful
information [154]. With the emerging mmWave systems, SM has recently been adapted to
sparse scattering propagation conditions. As an example SM dealing with pure LoS channels
has been studied in [159], where analog beamforming is implemented.

However, in order to utilize both the transmit and receive antenna array gains, another IM
technique applied to the spatial domain and referred to as SSM has been proposed in [170] in
which the transmitter is equipped with a single RF chain and an array of transmit antennas and
it steers the transmit beam each time on a different channel path to convey spatial information
in the uplink transmission. On the other hand the receiver is equipped with an array of
receive antennas and multiple RF chains, such that each RF chain is responsible for sensing
the received power from a given path (beam). Afterwards, maximum likelihood detection is
applied to detect the correct receive beam and extract the spatial and the IQ information. BIM
has been proposed very recently [167] as a more hardware efficient extension to SSM. The idea
behind BIM is similar to SSM which is exploiting the multiple path scattering in a given channel
by mapping the information bits onto the indexes of the beams associated to the propagation
paths that can be established between the transmitter and the receiver. The main advantage
of BIM over SSM is that it only requires a single RF chain at both the transmitter and the
receiver unlike the SSM that needs multiple RF chains at the receiver. This is because BIM uses
power detectors at the receiver to decide which beam has been used for transmission instead
of the maximum likelihood detection in SSM. In [176] the authors proposed Spatial Path Index
Modulation (SPIM) which is exactly similar approach to BIM. However, they provided theoretical
analysis and necessary condition for SPIM with analog beamforming to be superior in SE to
analog beamforming without SPIM in mmWave MIMO channels. In [170, 167, 176], the authors
restrained the study to the simple case of analog beamforming suffering from potential inter-
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beam cross-talk that can possibly cause wrong beam detection at the receiver.
Therefore, in this section, we extend the analog BIM and SSM approaches by making use of a

HBF architecture at the transmitter instead of the pure analog one, where the additional digital
precoder aims at mitigating the inter-beam cross-talk. We provide analytical approximations
for the SE and BEP expressions of the proposed hybrid-BIM system when applying the ZF
criterion to the digital precoder. We then highlight the enhancement provided by the hybrid-
BIM approach compared to the BIM and SSM thanks to mitigating the inter-beam cross-talk.

5.2.2 Hybrid Beam Index Modulation Model

The proposed system is a MIMO one equipped with NT transmit antennas, NR receive antennas,
NTRF transmit RF chains and 1 receive RF chain, where NTRF is smaller than or equal the
number of physical channel paths Np as shown in Figure 5.13. The proposed system considers
ZF digital precoding in the BB part at the transmitter leading to mitigating the inter-beam
cross-talk. Therefore, the received signal at the detector is given as follows:

∀j, rj =

{√
Λj + uj , if jth beam is targeted

uj , otherwise
(5.56)

where uj = wRF
jnj is the received noise at beam j after applying the analog combiner wRF

j ∈
CNR×1 on the noise nj ∼ CN (0, σ2

n) with variance σ2
n at the receiver. While,

√
Λj, j ∈ [1, NTRF ]

is the scaling factor for beam j that ensures the normalization of the transmitted power after
HBF and it is calculated as:√

Λj =

√
ρ

Tr
((

FRFFBBsj
)H

FRFFBBsj

) . (5.57)

where ρ is the transmit SNR, H ∈ CNR×NT is the MIMO flat fading channel matrix. FRF ∈
CNT×NTRF is the analog beamformer at the transmitter. FBB ∈ CNTRF×NTRF is the digital ZF
precoder used to annihilate the inter-beam cross-talk.

The transmit symbol sj is the vector of IQ bits mapped to one of the Nb = NTRF beams
denoted j to convey extra m = log2(Nb) spatial information bits. Therefore, j denotes the index
of the activated beam that should be targeted according to the spatial mapping such that for a
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given transmission, the spatial mapping over the beams is as follows
[
0 ... sj︸︷︷︸

j−thposition

... 0
]T

.

Then, the extra spatial m = log2(Nb) bits can be extracted at the receiver from the knowledge
of the beam index j and concatenated with the IQ bits. At the receiver side, the generalized
BIM receiver has to detect the Nb targeted beams using analog beam combining and power
detectors. The block diagram of the hybrid beamforming BIM system is depicted in Figure
5.13.

5.2.3 Channel Model

Then, the active path selection is done at both the transmitter and the receiver through beam
training and beam alignment steps [177]. The channel matrix for each path (transmit-receive
beam pair) j is represented as follows:

Hj =
√
NTNRαjar(φ

r
j)at(φ

t
j)
H , (5.58)

where αj is the complex amplitude of propagation path j which is one of the Nb chosen and
follows a complex Gaussian distribution αj ∼ CN (0, 1). φtj represents the AoD for path j,
such that φtj ∼ U [0, 2π]. φrj represents the AoA for path j, such that φrj ∼ U [0, 2π]. Finally,
at(φ

t
j) and ar(φ

r
j) are the transmit array and receive array steering vectors respectively. Here,

we ULA for transmit and receive arrays with half wavelength antenna spacing. Henceforth, the
steering vectors at(φ

t
j) and ar(φ

r
j) can be calculated using Equation (2.6).

5.2.4 Beamforming and Combining Technique

In the proposed scheme, the analog beamformer and combiner are designed in order to align
the transmit and receive beams to discriminate between different paths of the channel, where
the selection of the active paths is related to the transmitted spatial symbol using BIM. As
aforementioned, only the most dominant Nb channel paths are chosen for transmission, such
that Nb is chosen to satisfy Nb ≤ Np. The dominant paths are estimated using conventional
beam training techniques [177].

Therefore, the analog beamformer at the transmitter side is calculated as follows FRF =
[at(φ

t
i)]i=[1:Nb]. Also, the analog beam combiner is calculated at the receiver side as follows

WRF = [ar(φ
r
i)
H ]i=[1:Nb]. Furthermore, the equivalent channel Ĥ is calculated as: Ĥ =

WRFHFRF . Finally, the ZF precoder is calculated as FBB = ĤH(ĤĤH)−1 for the inter-
beam cross-talk mitigation.

5.2.5 Analytical Analysis for HBF with BIM

Closed form BEP conditioned by the channel

Here, we only consider the BEP analysis for the spatial symbols, since the IQ symbols’ BEP
depends on the M − ary IQ modulation used. Hence, we only consider the BEP of the spatial
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symbols to make our analysis generic for any M − ary modulation. The formula that derives
the analytic average BEP conditioned by the channel Pe for the BIM scheme is:

Pe =
1

Nb

· E

{
NTRF∑
k

NTRF∑
j 6=k

P(sk → sj)dHam(sk, sj)

}
. (5.59)

where dHam(sk, sj) is the Hamming distance between two spatial symbols sk and sj, and P(sk →
sj) is the Pairwise Error Probability (PEP) between sk and sj.

Proposition 7. Considering the maximum likelihood detection, the closed form PEP of the
hybrid BIM scheme conditioned by the knowledge of the channel matrix H is:

P(sk → sj|H) = Q

( √
Λj√

2‖wRF
k −wRF

j‖σ2
n

)
(5.60)

Proof. The PEP is represented as,

P(xk → xj|H) = P(dk > dj|H) = P((nj
√

Λj − nk
√

Λj) >
1

2
(2
√

Λj

2
)|H) = Q(

√
ξ) (5.61)

where dj = ‖r−
√

Λjsj‖
2

and Q(x) is the Gaussian distribution function: Q(x) =
∫∞
x

1
2π
e−

x2

2 dx

and ξ is calculated as follows ξ =
Λj

2‖wRF
k−wRF

j‖
2
σ2
n

.

�

SE Analysis for hybrid BIM

Here we analyze the achievable SE of the HBF BIM system. As shown in [167], the SE can be
split into two parts, one part that considers the SE from the spatial symbols εBIM and the other
part considers the SE of the information transmitted through the IQ bits using HBF εHBF . The
first part εBIM is given as follows [167, Eq. 5]:

εBIM =
1

NTRF

NTRF∑
i=1

NTRF∑
j=1

Pi,j log2

(
Pi,j

1
NTRF

∑NTRF
s=1 Ps,j

)
(5.62)

where Pi,j represents the probability that beam j is selected at the receiver when beam i is used
for transmission (i.e. error in beam detection in case i 6= j). In [167, 170], this error in detection
for the spatial beams can happen due to both the inter-beam cross talk and the AWGN noise.
However, in our proposed hybrid BIM system, the inter-beam cross-talk is mitigated using ZF
and only AWGN can cause a detection error. Henceforth, using our hybrid BIM scheme the
probability of the detection error is decreased compared to [167, 170]. Moreover, we provide a
closed form expression for the error in detection for hybrid BIM in Equation (5.60).

Moving to εHBF , it can be expressed as follows:

εHBF =
1

NTRF

NTRF∑
i=1

Pi,i log2(1 + ρΛi) (5.63)
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This expression for εHBF differs from the one in [167, Eq. 6] in two aspects: First, the receive
SNR in our case is defined by the normalization factor of ZF instead of ρ|Ĥ(i, i)|2 in [167].
This is because in our scheme, using ZF in the digital layer forces the equivalent channel to an
identity matrix down-scaled by Λi for power normalization purposes. Moreover, the cross-talk
useful information term in [167, Eq. 6] 1

NTRF

∑NTRF
i=1

∑NTRF
j=1,j 6=i Pi,j log2(1 + ρ|Ĥ(i, j))|2 does not

exist in hybrid BIM because ZF mitigates the inter-beam cross-talk and any beam detection
error is only caused by the noise which does not carry any information.

SE approximation at high SNR Massive MIMO

As shown in Equation (5.60), it is clear that as the transmit SNR ρ increases, the probability of
beam detection error tends to zero (i.e. Pi,j 6=i = P(si → sj|H) → 0 when ρ → ∞). Therefore,
at high SNR regime, εBIM in Equation (5.62) can be approximated as εBIM ≈ log2(NTRF ) after
substituting Pi,j = 0,∀i 6= j and pi,j = 1 for i = j. Moreover, at high SNR regime, εHBF in

Equation (5.63) can be approximated as εHBF ≈ 1
NTRF

∑NTRF
i=1 log2(1 + ρΛi). Therefore, the

total SE of the hybrid BIM system at high SNR can be approximated as ε ≈ log2(NTRF ) +
1

NTRF

∑NTRF
i=1 log2(1 + ρΛi). Our aim in this subsection is to find the closed form approximation

of the SE of hybrid BIM over the channel statistics which is more feasible when we assume
high SNR regime. Since the εBIM is approximated as log2(NTRF ) at high SNR, so it does not
depend on the channel statistics anymore. Therefore we will focus on finding the closed form
approximation of εHBF . After applying the analog beamforming and combining, the equivalent
channel Ĥ for a given beam j is given as follows:

|Ĥ(j, j)| = |wRF
jHjf

RF
j| =

1√
NTNR

NT∑
i=1

NR∑
i=1

|αj| =
√
NTNR|αj|. (5.64)

In Equation (5.64), the cancellation of the phase effects arising from the channel spatial dimen-
sions (AoD and AoA) through beam alignment can be observed, ending up with the amplitude
of the channel gain |αj| scaled by the transmit and receive antenna array gains

√
NTNR. On

that basis, the equivalent channel Ĥ can statistically be analyzed by splitting the diagonal
and off-diagonal parts and tackling each one separately. Considering the diagonal term in
Equation (5.64), and assuming that the channel complex values α are iid complex Gaussian

α ∼ CN (0, 1), we can conclude that |α| follows a Rayleigh distribution with mean
√
π
2

and
variance 1− π

4
. Therefore, we have:

|wRF
jHjf

RF
j| ∼ Rayleigh

(√
πNTNR

2
, NTNR(1− π

4
)

)
. (5.65)

Given that φt is uniformly distributed in [0, 2π], dt = λ
2

and that φt and α are statistically
independent, the expected value of the off-diagonal term E

{
|wRF

jHjf
RF

y 6=j|
}

can be expressed
according to [178] as follows:

E
{
|wRF

jHjf
RF

y 6=j|
}

=
√
NRE {|αj|}E

{
NT∑
i=1

|at(φtj)Hat(φ
t
y)|

}
=

√
NRπ

2NT

NT∑
i=1

J 2
0 (π(i− 1))

(5.66)
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where J0(x) is the zero order Bessel function of x and it decays in magnitude proportional to
1√
x
, which means that J 2

0 (x) decays in magnitude proportional to 1
x
. Therefore, from Equations

(5.65) and (5.66) the off diagonal term can be assumed to be negligible compared to the diagonal
ones when NT is large enough. Moreover, the off diagonal term is proved in [178] to approach
0, when NT →∞ leading to the favourable propagation. Henceforth, considering the diagonal
elements only, for tractability, the calculated SE can be considered as an upper bound for our
framework.

Proposition 8. The average εHBF SE tight upper bound approximation at high SNR with large
number of transmit antennas is given as:

εHBF ≈
2

ln 2

(
ln(
√
ρNTNRσ) +

ln(2)

2
− κ

2

)
(5.67)

where κ ≈ 0.5772 is the Euler constant and σ is the variance of α.

Proof. This upper bound for εHBF SE can be asymptotically achieved with increasing NT and
is represented as follows:

εHBF ≈ E

{
1

NTRF

NTRF∑
j=1

log2

(
1 + ρ|wRF

jHjf
RF

j|2
)}
≈ E

{
log2

(
1 + ρNTNR|αj|2

)}
. (5.68)

now assuming that ρNTNR >> 1, then 1 +ρNTNR|αj|2 ≈ ρNTNR|αj|2. Therefore, εHBF upper
bound approximation can be expressed as:

εHBF ≈
2

ln 2
E
{

ln
(√

ρNTNR|αj|
)}

(5.69)

where ln
(√
ρNTNR|αj|

)
has a Log-Rayleigh distribution defined in [179] (ln

(√
ρNTNR|αj|

)
∼

LogRay(ρNTNRσ
2)) , where σ2 is the variance of the complex Gaussian channel coefficients

α. Then, the mean (µ) and variance (η2) of ln
(√
ρNTNR|αj|

)
are expressed as [179]:

µ = ln(
√
ρNTNRσ) + ln(2)

2
− κ

2
and η2 = π2

24
. Therefore, the average ηHBF upper bound approx-

imation can be expressed as in Equation (5.67).
�

5.2.6 Numerical Analysis

Here, the performance of the proposed hybrid-BIM scheme is evaluated in terms of SE and BER.
The number of transmit RF chains and the number of channel paths is set to NTRF = Np = 2
and hence Nb = 2, while only 1 receive RF chain exist at the receiver. Finally, we consider that
perfect CSI is available at both the transmitter and the receiver.

In Figure 5.14, the performance of the proposed hybrid-BIM is evaluated through the mea-
surement of the total SE ε = εBIM + εHBF versus the SNR. Two system configurations, namely
(NT = 128, NR = 8, Nb = 2) and (NT = 256, NR = 16, Nb = 2), are considered. It is observed
that the numerical results are tightly upper bounded by the theoretical ones for all setups and
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Figure 5.14: Comparing the SE for the proposed hybrid BIM with both SSM and analog BIM.

almost match asymptotically (NT is large), hence validating the derived SE model in Proposi-
tion 2. Moreover, in order to benchmark the hybrid BIM we compare it with the SE of SSM
[167, Eq. 4] and analog BIM [167, Eqs. 5-6] in the literature. As we expect, the hybrid BIM can
achieve higher SE compared to the analog BIM at high SNR regime, since the system in this
case is limited by the inter-beam cross talk and not the noise. However, the SSM can achieve
slightly higher SE, which is again expected since the SSM has NTRF RF chains at the receiver
side, hence is capable of harvesting the information from the main beam and also from the
cross-talk simultaneously.

In Figure 5.15a we validate the closed form BER expression for the hybrid BIM conditioned
by the channel in Proposition 1 by simulations. Two system configurations, namely (NT =
128, NR = 8, Nb = 2) and (NT = 32, NR = 8, Nb = 2), are considered. As we can observe, both
the theoretical curve and the simulation one perfectly match hence validating Proposition 1.

In Figure 5.15b, the performance of the proposed system is evaluated in terms of BER
versus SNR over 100000 channel realizations in a Monte-Carlo fashion and using two system
configurations, namely (NT = 128, NR = 8, Nb = 2) and (NT = 32, NR = 8, Nb = 2). Thanks to
the inter-beam cross-talk cancellation capability, it is clearly seen that the hybrid-BIM scheme
outperforms the analog-BIM and the SSM, and the performance gap increases with the SNR
level due to the fact that the system becomes interference limited and no longer noise limited.
Here, we assume that both analog BIM and SSM have the same BER, since we only consider the
BER for the spatial bits which are not depending on the IQ modulation. Therefore, regarding
the spatial bits only both SSM and analog BIM are similar in their detection mechanism [167].
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Figure 5.15: Comparing the the BER for the proposed algorithms in a sparse non LoS channel.

5.2.7 Conclusion

In this section, Beam Index Modulation with Hybrid Beamforming at the transmitter and analog
combining at the receiver is introduced and studied in a mmWave context. Analytical deriva-
tions of the SE and BEP of the proposed hybrid-BIM scheme are provided. Thereby, it is shown
that the hybrid-BIM approach increases the system SE and decreases the BER significantly
compared to the analog BIM specially at high SNR regime on the cost of increased hardware
complexity (NTRF RF chains at the transmitter instead of 1). On the other hand, hybrid BIM
was shown to decrease the BER of the transmission significantly compared to the Spatial Scat-
tering Modulation(SSM), on the cost of a slight degradation in the SE with the same hardware
complexity (both have NTRF RF chains at one end and a single RF chain at the other).
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6.1 Conclusion

In this thesis, we studied hybrid MU mmWave massive MIMO schemes. The thesis was based
on four axes for such a system which are:

• Analytical Analysis: In chapter 3, we started by considering a pure LoS channel, and
defined the condition for which both HBF and full digital beamforming achieve similar
SE. Then, we analytically provided a closed form expression for the SE of the analog LoS
beamsteering and the corresponding HBF in pure LoS channel. Later, we analyzed the
SE performance of multiple analog beamformers in sparse multipath channel and their
corresponding HBF extension, and we provided a novel low complexity analog beamform-
ing and HBF that can achieve sub-optimal SE performance. Finally, we validated all the
analytical models using simulation results.

• Low Complexity Algorithms Development: In chapter 4, we provided low complexity
signal processing techniques in order to enable practical MU massive MIMO mmWave
systems. We started by considering a low complexity angular based beamforming and
power allocation framework for LoS dominated mmWave channels. This angular frame-
work relies on DBS for beamforming and LBPA for power allocation. Henceforth ensuring
low-complexity and low overhead requirements needed for MU massive MIMO mmWave
systems. Later, we proposed a novel low complexity UEs selection approach named leak-
age based UEs selection and studied its performance in pure LoS channels. Finally, we
presented analog EGT as an effective solution for the blockage problem in mmWave chan-
nels.
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• HBF with Index Modulation Analysis: In chapter 5, a detailed study for SM in mmWave
system was given, covering all possible scenarios analytically and numerically compared
to the existing work in the literature. We derived closed form solutions for the SE in
case of pure LoS channel environment for any possible deployment scenario, given that
two receive antennas exist per UE, and optimal transmit array deployment optimization
is applied for correlation minimization. Similarly, we derived closed form solutions for
the BER in case of pure LoS channel environment for any possible deployment scenario,
given that two receive antennas exist, and optimal transmit array deployment is applied
for correlation minimization. Moreover, a closed form solution for the BER was derived
for multipath channel environments as well, in order to have a complete analysis for the
achievable performance of the RSM with HBF. All the introduced models were validated
with numerical analysis. Later, BIM with HBF at the transmitter and analog combining
at the receiver was introduced and studied in a mmWave context. Analytical derivations
of the SE and BEP of the proposed hybrid-BIM scheme are provided. Thereby, it was
shown that the hybrid-BIM approach increases the system SE and decreases the BER
significantly compared to the analog BIM in the literature.

• Channel Sounding and Simulations Verification: In chapter 6, we provided channel sound-
ing results for two channels, one at 2.4 GHz with sparse channel environment and the
other at 60 GHz. It was shown that sounded channel 2.4 GHz with sparse environment
can be perfectly described by the statistical sparse channel model used throughout the
thesis. On the other hand the sounded channel at 60 GHz can be better described by
the pure LoS version of the sparse statistical model due to the fact that the LoS is highly
dominant compared to the sparse channel components.

6.2 Future Work

In this thesis we considered a narrowband channel model for the mmWave MIMO channel.
Also we assumed perfect CSI is available and assumed single cell scenarios with stationary
communication terminals. Moreover, we only considered one analog hardware architecture
which is the fully connected phase shifters one. Therefore, as a future work, the presented
algorithms need to be extended to account for the following scenarios:

• Frequency Selective Channels: In mmWave MIMO systems with HBF, the extension from
narrowband to wideband analysis is not straightforward as in microwave channels. This
is due to the fact that in such systems analog beamforming exist, which has flat frequency
response over wide BW and can not be changed from one sub carrier to another as the case
with digital beamforming in microwave systems. Therefore, it is important to evaluate
the extension of the proposed HBF techniques in this thesis to deal with the frequency
selective channel scenario.

• Imperfect CSI: In realistic scenarios, the assumption of perfect CSI is no longer valid.
Therefore, different channel estimation techniques need to be used in conjunction with

135



Chapter 6. Conclusions

the proposed HBF algorithms in the thesis to evaluate the sensitivity of such algorithms
with realistic channel estimation error.

• Multi Cell Scenario: In order to evaluate the scalabilty of our proposed algorithms and
whether they can be applied in a distributed fashion or a centralized one, the extension
from single cell to the multi cell scenario is neeeded. In such case the inter cell interference
needs to be considered and tackled by the system.

• Mobility and Spatial Coherence: In order to make our propsed algorithms more efficient
for realistic scenarios, considering the UEs mobility is crucial. In such case the spatial
coherence needs to be evaluated to know the effect of the mobility on the degradation
of the signal. Moreover, beamtracking techniques can be developed in conjunction with
our proposed algorithms to ensure that no severe degradation of the received signal will
happen in case of mobility.

• Different Analog Hardware Architectures: In order to have more realistic scenario for
hardware prototyping, the proposed algorithms need to be extended to consider multiple
possible low complexity analog hardware networks such as sub connected phase shifters
networks, switching networks and fixed beamforming networks.
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Appendix A

Sparse Channel Sounding at 2.4 GHz

In this part, an implementation of a sparse wireless transmission system at 2.4 GHz will be
elaborated starting with the platform used and modified to reach our goal using the National
Instruments (NI) massive MIMO framework. Then, we will provide a comparison between the
simulation results using the statistical physical ray based channel model in Subsection 2.2.4
and the realistic one sounded using the NI massive MIMO platform for the sake of realistic
validation.

A.1 Channel Sounder Brief Description

As a tool used for sounding the channel, the NI massive MIMO framework was used to emulate
the BS. It implements important features of an OFDM physical layer, with 3GPP LTE TDD-like
specifications. The physical layer processes 20 MHz of signal BW in real time using Field Pro-
grammable Gate Arrays (FPGAs). It includes, variable modulation schemes, MIMO equalization,
channel reciprocity based linear precoding, reciprocity calibration, synchronization functional-
ity, and other features. It can support up to 128 antennas at the BS (however, in our system
we are limited to 8 antennas) with up to 12 single-antenna UEs or a multi-antenna UEs with up
to 12 antennas. This is due to the downlink transmission model of the system that transmits
on the same time-frequency components for the twelve spatial layers available based on one
of three precoding algorithms (ZF, MMSE, MRT) using the CSI obtained from pilot symbols
transmitted in the uplink (channel reciprocity).

A.2 Channel Sounding Scenario and Numerical Results

In this section, we will present the channel sounding scenario adopted using the NI massive
MIMO platform. In order to have a sparse channel at 2.4 GHz we place the platform in an
Anechoic chamber as shown in Figure A.1. Thus, we guarantee to have a sparse channel
with only a few paths surviving from the transmitter to the receiver, unlike the nature of the
propagation channel at 2.4 GHz thanks to the Anechoic chamber effect. The BS (Transmitter)
is represented by the NI massive MIMO platform and two UEs (Receivers) are represented by a
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Adjustable Rx  Antennas 
Spacing 

Figure A.1: The setup of our proposed channel sounder.

single Universal Software Radio Peripheral (USRP) with two antenna ports, such that each port
acts as a separate UE. The parameters of the channel sounding setup are adjusted as shown in
Table A.1.

Table A.1: Parameters of the proposed channel sounder.

Parameter Value
Center Frequency 2.4 GHz

Tx Inter-antenna Spacing λ
2

= 3
48

m
Transmit Power 22 dBm

BW 20 MHz
Tx-Rx Distance 3 m

Rx Antenna Spacing 2 m (MU MISO)
Number of Tx Antennas 8

Number of Rx Antennas per UE 1
Number of UEs 2

Transmit Array Architecture ULA

As shown in Figure A.1, the distance between the two receive antennas can be adjusted
and each of them act as a single mobile station, thus emulating a MU MISO scenario. In our
proposed scenario we adjust the distance between the two antennas at the receiver to be 2 m
in order to have enough spatial separation between the two UEs, given that the BS is equipped
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with only 8 antennas. Now, in order to compare the Spectral Efficiency achieved with taking
into account the proposed realistic channel sounder, and with the statistical physical ray based
channel model in Subsection 2.2.4, we set up a simulation environment similar to the channel
sounding scenario. In order to do this, estimating the number of significant (dominant) paths in
the sounded channel is crucial. Using high resolution spatial DFT estimation, we observed that
the sounded channel has approximately 4 dominant paths as shown in Figure A.2. Therefore,
we set up the simulation environment using the parameters summarized in Table A.2. These
simulation parameters resulted in an accurate approximation to the sounded channel as shown
in Figures A.2 and A.3. In both Figures A.2 and A.3, we can observe that the channel has
≈ 4 dominant paths (LoS shown by the red arrow and the multipath components shown by
the blue arrows). Thus, the channel can be approximated using only these 4 angular directions
(paths/beams).

Table A.2: Parameters of the proposed simulation environment.

Parameter Value
Channel Model Sparse Statistical Model [86]

Number of paths 4
AoD Distribution Uniform [0, 2π]

Tx Inter-antenna Spacing λ
2

Transmit Power 30 dBm
Number of Tx Antennas 8

Number of Rx Antennas per UE 1
Number of UEs 2

Transmit Array Architecture ULA

As shown in Figures A.4 and A.5, the SE has the same behaviour for both channels (sounded
and simulated) with approximately the same slope for different beamforming algorithms. How-
ever a constant gap arises between the SE of the sounded channel and the simulated one. This
gap is due to the fact that the simulated channel considers only the small scale fading and
does not consider the difference in transmit power, noise power or the path loss. Therefore,
in our simulations we quantified this gap in this scenario to be approx18 dB. Henceforth, by
normalizing this gap that arises from the transmit power difference, path loss and noise both
channel will approximately achieve the same SE performance. This result is a valuable one
since it validates that the statistical physical ray based channel model [86] is accurate enough
to model practical channels, when the channel is sparse and the channel path’s powers are
approximately the same (which is the case at 2.4 GHz in an Anechoic chamber).

A.2.1 Conclusion

In this section, we presented a channel sounding setup at 2.4 GHz. In order to force the chan-
nel at such frequency to be sparse we deployed our proposed channel sounder in an Anechoic
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(a) The dominant channel paths received by each
UE estimated using 8 point DFT for the proposed
channel sounder.

(b) The dominant channel paths received by each
UE estimated using 8000 point DFT for the pro-
posed channel sounder.

Figure A.2: The beamspace channel Hb estimated using DFT for the proposed channel sounder.

(a) The dominant channel paths received by each
UE estimated using 8 point DFT for one channel
realization using the proposed simulation envi-
ronment.

(b) The dominant channel paths received by each
UE estimated using 8000 point DFT for one chan-
nel realization using the proposed simulation en-
vironment.

Figure A.3: The beamspace channel Hb estimated using DFT for the proposed simulation
environment.
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(a) The achievable SE considering the sounded
channel at low SNR regime.

(b) The achievable SE considering the sounded
channel at high SNR regime.

Figure A.4: The achievable SE considering the sounded channel.

(a) The achievable SE considering the simulated
channel at low SNR regime.

(b) The achievable SE considering the simulated
channel at high SNR regime.

Figure A.5: The achievable SE considering the simulated channel.
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chamber. Given that, at such frequency the path loss is not high, the powers of the sparse
channel paths are approximately similar. Therefore, we compared the SE achieved by multiple
beamforming techniques in such channel with the SE achieved with the statistical physical ray
based channel model in [86] which is widely used in the mmWave literature for modelling the
channel. We showed by numerical analysis that after normalization of the path loss and trans-
mit power differences, both channels yield approximately the same SE behaviour for different
beamforming techniques with similar slope for similar number of paths.
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pour la Transmission 5G aux Ondes Millimétriques. 
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Résumé :   L’objectif principal de ce travail est 

d’analyser analytiquement les performances de 

la formation de faisceaux hybrides (HBF) dans 

des systèmes MIMO massifs à ondes 

millimétriques (mmWave), de développer des 

algorithmes HBF de faible complexité et 

optimiser les systèmes hybrides comprenant des 

analogiques et numériques pour s’adapter à ces 

systèmes et enfin de vérifier la validité pratique 

de ces algorithmes. Le système MIMO massif 

fournit un gain de transmission élevé, permettent 

de compenser les pertes importantes en espace 

libre inhérentes aux transmissions mmWave. 

D'autre part, l’utilisation de système HBF dans 

des canaux clairs offre une performance proche 

de l'efficacité spectrale (SE) par rapport à la 

formation de faisceau entièrement numérique, 

avec un coût matériel et une consommation 

d'énergie inférieurs. 

Dans cette thèse, nous commençons par définir 

les conditions pour lesquelles le HBF et la 

formation de faisceau entièrement numérique 

peuvent atteindre des performances SE 

similaires. Ensuite, nous analysons l’écart de 

performance SE qui se produit entre eux dans 

des canaux MIMO mmWave. De plus, nous 

fournissons des modèles analytique SE pour les 

techniques de base analogiques et HBF dans 

des canaux MIMO mmWave typiques. Nous 

considérons ensuite une structure MIMO HBF 

massive multi-utilisateurs (MU) qui prend en 

compte plusieurs techniques de traitement de 

signaux spatiaux de faible complexité afin de 

fournir un système HBF de faible complexité de 

mise en œuvre pour les futurs réseaux de 

communication sans fil. 

 

Title :    Hybrid Analog and Digital Techniques Applied to Massive MIMO Systems for 5G 

Transmission at Millimeter Waves. 

Keywords : Massive MIMO, Millemeter Wave, Hybrid Beamforming, Spectral Efficiency 

Abstract :  The main aim of this work is to 

analytically analyze the performance of Hybrid 

Beamforming (HBF) in Millimeter Wave 

(mmWave) massive MIMO systems, to develop 

low complexity HBF algorithms to adapt with 

such systems and finally to verify the practical 

validity of these algorithms. The massive MIMO 

array provides high transmit gain overcoming 

the severe path-loss limitation of the mmWave 

systems. On the other hand applying HBF in 

sparse channels achieves close Spectral 

Efficiency (SE) performance compared to the 

full digital beamforming, however with lower 

hardware cost and power consumption. In this 

thesis we start by defining the conditions for 

which both the HBF and full digital 

beamforming can achieve similar SE 

performance. 
 
 
 
 

Then, we analyze the SE performance gap that 

arise between them in sparse mmWave MIMO 

channels. Moreover, we provide closed form 

SE models for basic analog and HBF 

techniques in typical mmWave MIMO 

channels. Later we consider a Multi User (MU) 

massive MIMO HBF framework that considers 

multiple spatial signal processing techniques 

for the analog domain processing, digital 

domain processing, power allocation and users 

scheduling. We develop low complexity 

algorithms for such framework in order to 

provide a low complexity practical HBF for 

future wireless communication networks that 

can cope with the challenges of mmWave 

transmission. 
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