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## Résumé

Créer efficacement du contenu virtuel 3D est une problématique importante dans le domaine de l'Informatique Graphique. Cette thèse traite le sujet de la modélisation 3D d'objets cousus, tels que des vêtements, chaussures, ou accessoires à partir de croquis 2 D. Des approches existantes parviennent à modéliser ces objets en utilisant plusieurs vues en entrée ou une interface de modélisation directement liée au personnage à habiller. Nous proposons ici d'utiliser un croquis unique annoté pour créer du contenu 3D satisfaisant des contraintes géométriques spécifiques aux tissus, comme la développabilité, ou l'apparition et la distribution de plis. Notre but est d'exploiter l'expressivité du dessin pour guider la modélisation d'objets plausibles, en utilisant des connaissances géométriques a priori.

Dans un premier temps, nous présentons une méthode de reconstruction 3D d'objets symétriques et développables par morceaux, à partir d'une unique photo annotée. Nous exploitons l'hypothèse de symétrie et les propriétés qéométriques liées aux surfaces développables lisses, afin de proposer un système capable de donner de la profondeur aux courbes représentant silhouettes, bords et coutures dessinées sur la photo. Notre approche retrouve aussi des informations topologiques sur l'objet, permettant de calculer la forme 2D des patrons de tissus associés à chaque morceau de surface développable, information nécessaire pour la fabrication réelle de l'objet.

Dans un second temps, nous nous intéressons à la modélisation de vêtements virtuels, qui sont des objets cousus pouvant contenir des plis. La majorité des approches de modélisation de vêtement basées croquis reconstruisent en 3D des courbes de bord, silhouette et plis annotées dans une vue 2D du personnage à habiller. Notre approche, en revanche, utilise un unique croquis, et en extrait des caractéristiques liées aux style du vêtement : proportions, zones moulantes, silhouettes et plis. En particulier, nous proposons une méthode pour extraire une représentation générique de plis à partir du croquis, même dans le cas où de plis profonds qui entrainerait une représentation partielle de la courbe de bord sur le dessin. Nous synthétisons ensuite un vêtement 3D habillant un personnage virtuel cible et possédant les mêmes caractéristiques de style que celles extraites du dessin. Cette synthèse s'adapte aux cas où le personnage cible est dans une pose et/ou a une morphologie différente de celui représenté sur le dessin.

## Abstract

The efficient creation of virtual 3D content is a major issue in Computer Graphics industry and research. This thesis addresses the modeling of sewed 3D objects such as clothes, shoes or accessories from 2D sketched inputs. While existing related approaches are either based on multi-view inputs or on character dependent interfaces, we propose in this thesis to start from an annotated single-view input in order to create 3D content satisfying geometric constraints that are specific to fabric, such as developability, or fold appearance and distribution. Our goal is to exploit the expressiveness user-drawn sketches to guide the modeling of plausible objects, using a priori geometric knowledge.

We first present a single-view reconstruction approach for symmetric piece-wise developable objects from an annotated photo. Using the assumption of mirror-symmetry along with properties of smooth developable surfaces, we propose a system able to lift in 3 the silhouette, borders and seams drawn on the picture and reconstruct the surface of the object. Our method also provides topology information on the object, allowing the computation of 2D patterns for each piece of developable surface, which is necessary for manufacturing.

While most of existing sketch-based modeling methods for garments aim at reconstructing border lines drawn on top of a view of the 3D virtual mannequin to be dressed, our approach uses a single 2D sketch as input. Our method first extracts generic features relative to the style of the sketched garment expressed as garment proportions, tight areas, silhouette shapes and folds. In particular, we propose a dedicated approach to extract robustly folds characteristics, even in the case of garment with deep folds leading to partially occluded garment borders. In a second step, we synthesize on a target virtual character a 3D garment surface exhibiting similar style, while adapting to the target pose and morphology that may be drastically different from the one depicted the sketch.

## Chapter 1

## Introduction

In the past few years, virtual 3D content has taken an increasing space in our live, in the fields of industry, entertainment, and education. Technologies to create and manipulate 3D content have democratized, whether it is for fabrication with personal 3D printers, for animation with free open-source softwares, such as Blender, or entertainment with the blast of virtual reality devices.

Virtual environments are able to represent a wide diversity of content, and have been proven of great interest for very different tasks. They allow the visualization and manipulation of inaccessible content, such as anatomy models, infinitely small ecosystems but also infinitely large ones, such as galaxies. It is also of great interest to model complex theories, such as fluid mechanics, and enforce geometric and physic constraints in design systems, for example in the automobile industry. Not only virtual environments can be used to model, deform and predict what exists around us, it can also be used to imagine, model and explore new shapes, motions, and visual effects.

### 1.1 Garment design

The design of intuitive tools for the creation of 3D content remains a challenging task. In particular, the creation of virtual garments is a subject of great interest with various applications. One example of application is the cloth manufacturing industry, where Computer-Aided-Design softwares are used to create virtual models in the scope of producing real garments. The users of these technologies are professionals of the fashion industry, and the main challenge for the interface is to account for specific technical and physical constraints imposed by the manufacturing process. Another field of application is entertainment, with animation movies and video games creation, in which one important task is the modeling and animation of garments that fit existing virtual characters. In this case, users are graphic artists, who may not have any expertise in the fashion field. Here one of the main challenges is to design sufficiently intuitive tool,
so that the artist can express his/her creativity, while creating garment surfaces which can be animated on the virtual characters.

The shape of a garment is conditionned by a multitude of factors of different nature :

Developability Garments are made of developable surfaces, which means that the shape of any cloth is the result of an isometric deformation of a planar surface. To put it differently, cloth can be flattened onto a plane without tearing, stretching or compressing the surface. This condition on the geometry of the surface prevents it to be doubly-curved, which implies that it can not locally fit any spheres. In practice, most of the clothes are not perfectly developable, and may be more or less extensible, depending on the fabric they are made of.

Fabric Cloth physics can be described by a list of numerous parameters, that are related to their fabric. These parameters, describing the mass, resistance to stretching, tearing, compressing, or folding of the cloth, are influencing the shape and location of folds on the surface. They may also determine how well the garment fits the character's body in tight areas.

Mannequin Last but not least, the body of the dressed character is also influencing the shape of the garment surface. In particular, the shape of the garment is conditionned by the size and morphology of the character in tight areas, and by the pose taken by the character in loose area.

One of the challenge in garment design is to provide a tool allowing the user to create and modify intuitively the garment surface while accounting for the specific constraints listed above. It is particularly true for the constraint of developability, which can be expressed in many ways. We contribute to this line of research by formulating a linear constraint on the boundary curves of a surface patch so that it remains developable during processing. Our approach, described in Chapter 3 exploits the fact that developable surfaces are ruled surfaces with constant tangent plane along their rulings.


Illustration of the interface for creating virtual garments in Marvelous Designer

Due to the complexity of these various constraints, most garment design softwares such as Clo3D or Marvelous Designer, use a standard design pipeline inspired by the process of real cloth manufacturing. This process starts with the design of 2 D pattern pieces, that are then triangulated into a 2D mesh, and assembled together in the 3 D space. The user then needs to input several parameters to indicate the properties of the fabric, and run a cloth simulator based on physics laws.

One of the challenges implied by such method is the choice of the resolution of the garment mesh, which is determined before knowing what the garment will look like after simulation. If the mesh is not precise enough, it may not be able to represent the complexity of the garment, due to the tightness of the garment to complex parts of the body, or to a light fabric resulting into fine folds. On the other hand, increasing the resolution of mesh is at the cost of computational efficiency. In most cases, the optimal resolution is not uniform accross the garment. In Chapter 5, we propose an algorithm modeling 3D garments using a parametric primitive surface which adapts to the complexity of the garment which is modeled. The process starts with a basic initial surface, which is then subdivided when it encounters collisions with the character's body, or when folds are applied on it.

Another major drawback of the standard pipeline for garment modeling is the expertise it requires to design the 2D patterns and decide for the fabric's parameters. The shape of the resulting garment is then completely left to the cloth simulator. Another way of modeling 3D shapes without requiring any professional expertise is sketch-based modeling. Sketching is a widespread practice, for both 3D graphic artists and professionals of the fashion industry, designer using fashion illustration to convey new ideas and guide garment creation.

Can sketches and images ease the process of 3D garment modeling ?

### 1.2 Sketch and Image-based Modeling

Despite many advances in GPUs, touchscreens and virtual reality devices, providing intuitive interfaces to sketch surfaces directly in a virtual 3D environment still seems to be a challenging task. While most of the 3D sketching softwares, such as SketchUp, use 2D screen interfaces, some new systems, such as TiltBrush are proposing 3D sketching interfaces in immersive environments using virtual and augmented reality. While these immersive systems have the potential to improve fluidity of the creative gesture, it remains challenging for users to draw precise curves $\left[\mathrm{AKA}^{+} 17\right.$ ], and long sessions of 3 D drawing can be physically demanding.

On the other hand, sketching with pencil and paper is one of the first known mean of human expression and communication. Despite the fact that an image only displays a partial representation of its subject, and despite the potential imprecision or lack of
realism in sketches, one can usually imagine the 3D shape of the subject that an image is representing. This idea is generally shared by most human beings, independently of culture, nationality or education.

Reconstructing a 3D shape using a 2D view of it is however an ill-posed problem, because each point in a 2D image plane can be the projection of an infinite number of points in the 3D space. Sketch and image-based modeling techniques usually need additional a priori knowledge on the represented shape, whether it is given by geometric constraints, physics properties, or learned using examples.
We contribute to this line of research and propose in Chapter 3, a single-view reconstruction method for symmetric sewed object. In this work, we exploit the hypothesis of symmetry and developability of the surface that we want to reconstruct in order to lift a set of 2D sketched curves in 3D and generate a surface bounded by these curves.

One of the challenges that is inherent to single-view based modeling approaches is the reconstruction of the hidden parts of the shape. Because the input only represents one view of the object, a whole side of it is generally hidden. Moreover, some parts of the object can be occluded by the object itself.
In the context of garments, the latter observation is particularly true when the surface contains deep folds. In Chapter 4, we present an algorithm able to reconstruct the depth of planar curves representing folded boundaries of garment patches. We account to the case of discontinuous curves, that were partly occluded due to self-occlusions of the surface with a completion algorithm that infers the occluded parts of the curves based on the shape of the visible ones.

### 1.3 Style transfer

In addition to the challenges implied by 2D to 3D reconstruction, 3D modeling using sketches induces specific challenges, inherent to the expressiveness, and sometimes abstraction of drawings. This is particularly true for fashion drawings, which often represent exagerrated geometry, imprecise outlines, or characters with unrealistic morphologies. Using such stylized inputs thus adds further challenges to the task of reconstruction. Creating shapes through stylized sketches can be formulated via the extraction of style properties from an example to transfer it on a target. The original idea of style transfer was formulated by Hertzmann et al. $\left[\mathrm{HJO}^{+} 01\right]$ in the context of image analogies. The idea is to use as inputs a source image $A$, a stylized version of the same image $A^{\prime}$, and a target non-stylized image $B$. Then the method of style transfer produces an output stylized image, representing the content of the image $B$ in the same style than $A^{\prime}$.


Examples of artistic renderings that can be generated using StyLit [FJL ${ }^{+}$16]

This analogy paradigm can be formulated for various applications, and can be used for the design of intuitive tools for creation of original content. Let us illustrate that statement with the example of StyLit $\left[\mathrm{FJL}^{+} 16\right]$. The goal of this method is to create efficiently a stylized rendering of any 3D object. There exist a wide variety of styles of renderings, and defining a parametrization of rendering styles is a very challenging task. They overcome this issue using an approach of creation by analogy. In their system, the user designs the rendering style by drawing an basic examplar of it : a sphere lit from a unique light source. Because the geometry of the sphere and the illumination of the scene are known, this input is sufficient to extract texture patches and transfer them to renderings of objects with more complex geometries.
We apply this concept of creation by analogy in the context of the design of tubular folds on a surface. Our algorithm, described in Chapter 4, uses the boundary curve of a folded garment, along with its smooth non-folded counterpart to apply similar folds on another non-folded surface. We propose two different strategies to solve this issue : one preserving the number of folds in the surface, and another preserving the folds' shape.

In alternative versions of the analogy paradigm, the non-stylized source object $A$ is not accessible. In these cases, one wants to extract from the stylized source $A^{\prime}$ the features that are representative of its style, and need to be transferred to $B$, and the features relative to its functionality, which are not affected by the transfer.
One applicative example of such paradigm is the functionality-preserving style transfer of furnitures [LKWS16]. The main idea is to apply the style of a piece of furniture on another one which has different functionality, for example applying the style of a chair to a couch. In this work, they define functionality of the object as its rough shape and topological arrangement, while style is encoded via geometric details on the object's surface.
In the scope of garment modeling, an important challenge is to transfer garments to characters with different morphologies. The input is a source garment worn by one character, and the goal is to output a garment that fits a different character and that looks like the source garment. The problem is to determine what features of the source garment surface need to be preserved during transfer, and what should be adapted to the target. Brouet et al. [BSBC12] proposed a geometric definition of the style of a garment, in the context of 3D-to-3D style preserving transfer. We build on this definition
to propose a 2D-to-3D style preserving garment transfer. Our algorithm, described in Chapter 5 extracts style features of garment depicted with a single 2D input sketch and synthesizes a 3D garment surface with similar style adapted to an arbitrary target character.

### 1.4 Contributions

This thesis addresses the issue of synthesizing 3D sewed objects using a single 2D input. We propose three main scientific contributions, which are described in three different chapter of this thesis.

## Chapter 3: Modeling symmetric sewed objects using a single photo



In this work, we propose a single-view reconstruction system to model piecewise $C^{2}$ developable surface that are symmetrical, using a single annotated photo. We develop an optimization system of geometric constraints to lift the border, silhouette and seam curves of the sewed object depicted in the 2D input into a network of 3D boundaries. We exploit both the hypothesis of global-symmetry and developability directly in our optimization system by extracting rulings and symmetric points from the 2 D input curves and annotations. We show, in particular, a property of developable surface that can be applied in order to preserve developability during reconstruction. We then create a surface interpolating those 3D boundary curves.

## Chapter 4: Sketch-based modeling of tubular folds



We then study garment sketching, and in particular sketches representing tubular folds in garments. Tubular folds are folds induced by the effect of gravity on the garment. We propose an algorithm to interpret a 2D sketch of the folded boundary of a garment, and synthesize a shape-independent fold representation that can be transferred to another garment surface. We use a few annotations in the input sketch to calibrate a virtual camera model and infer depth into the projected folded border curve. Our method adapts to the case of deep folds creating self occlusions in the garment surface, and leading to a discontinuous representation of the folded border curve. We then propose two
different strategies for transferring to an existing 3D garment : one preserving the number of folds depicted in the sketch, and another to preserve the shape and frequency of the folds.

## Chapter 5: Dressing arbitrary characters using a single sketch.



Finally, we tackle the issue of style preserving garment synthesis and transfer using a stylized fashion sketch. Our algorithm uses as input an annotated sketch representing the contour curves of a garment along with the 2D skeleton of the dressed character. We then define some criteria for style of garments and show how to extract style features of a garment from a 2 D sketch. We use these features to synthesize a 3 D garment, having the same style as the garment drawn in the sketch, while suiting properly a target character of arbitrary size, pose, and morphology. :

## Chapter 2

## State of the Art

Both the topics of sketch-based modeling techniques, and design of garment and developable surfaces were widely discussed in literature. We report of most relevant work in this chapter.

In Section 2.1, we focus on the design of developable surfaces. After defining them mathematically (Section 2.1.1), we present some systems for designing such surfaces (Section 2.1.2). Then, we focus on the case of developable sewed objects and garments, present traditional techniques for modeling them, in real-life and in virtual environments.

In Section 2.2, we expose the main literature on reconstruction of 3D models from 2D inputs. We start by focusing on line drawings, explaining what they represent, and how they can interpreted (Section 2.2.1). Then, we present some of the existing sketch-based modeling methods for general shapes (Section 2.2.2). Finally, we refocus our study on garments and piecewise developable objects, and present the image- and sketch-based modeling techniques dedicated to them (Section 2.2.3).

This thesis is not only concerned with reconstruction, but also with extracting and using the artistic expressiveness of drawings to guide our synthesis. Therefore, we dedicate Section 2.3 to style transfer techniques for 3D modeling. After presenting the original analogy paradigm and its translation to various applications (Section 2.3.1), we study the case of style transfer to developable objects (Section 2.3.2).

### 2.1 Design of developable surfaces

We call developable surface a surface that can be flattened onto a plane without distortion, meaning without stretching, tearing or compressing. This is the case of objects made of developable materials, such as paper, metal sheets, and cloth to some extend. Design of developable surfaces is a widely discussed topic in Computer Aided Design and Computer Graphics.


Figure 2.1: A Cylinder is a classical case of Developable Surface. Defining a seam in the surface determines the shape of the 2 D pattern associated to the surface.

We first focus on presenting the mathematical definition and properties of such surfaces. Note that many of the theories presented in this section were discussed in depth in [Car76].

### 2.1.1 Mathematical background

Any developable surface can be associated to a 2D geometry, called pattern. In most cases, 3D geometric objects are not strictly developable. They may become developable once we add seams to them. Let's take the example of a continuous cylinder. There is no way to unfold it onto a planar surface without distortion. If we cut the cylinder along any curve linking one border of the cylinder to the other, then the flattening process becomes possible, see Figure 2.1. Different mathematical formulations for developability exist, some are expressed locally, like the Zero Gaussian curvature condition, others are expressed globally, like the ruled surface definition.

Developable Gaussian curvature Let $S$ be a smooth $C^{2}$ regular surface. At each point $p \in S$, we can evaluate a tangent plane $T_{p}(S)$. For any vector $v \in T_{p}(S)$, we define the normal section $C$ of $S$ at $p$ along $v$ as the intersection of $S$ with the plane containing $v$ and $N(p)$, the normal vector to $S$ at $p$. The curvature of $C$ at $p$ is called the normal curvature of $S$ at $p$ along $v$.

All normal curvature values at $p$ can be computed from its two extremas $k_{1}, k_{2}$, called the principal curvatures of $S$ at $p$. The directions associated to these extremas are called principal directions, and they form an orthonormal basis of $T_{p}(S)$. In Figure 2.2, we


Figure 2.2: Illustration of the principal curvatures $k_{1}, k_{2}$ on two examples. The red and green curve represent respectively the normal sections associated to the minimal and the maximal directions, which are displayed with an arrow. We also represent the osculating circle of the normal sections, of radius $\frac{1}{k}$, with the same color code.
show an example of principal curvatures on two different surfaces and corresponding normal sections (green,red).

The Gaussian curvature $K$ is defined as the product of both principal curvatures.

$$
\begin{equation*}
K=k_{1} \cdot k_{2} \tag{2.1}
\end{equation*}
$$

This measure, representative of the local behavior of the surface, distinguishes elliptic points $(K>0)$, hyperbolic points $(K<0)$ and parabolic points $(K=0)$, with the specific case of planar points, for which all normal curvatures are 0 .

Definition 2.1. A surface is developable if and only if at each point of the surface, the Gaussian curvature is zero. We also say that the surface is singly-curved.

A special case of ruled surfaces Developability can also be formulated with definitions accounting for the global shape of the surface. One of the most popular is the ruling configuration.

A ruled surface is a surface that can be obtained by moving a straight 3D line continuously in space. It can be parametrized with an equation of the form:

$$
\begin{equation*}
X(t, u)=\alpha(t)+u \omega(t), t \in I, u \in J \tag{2.2}
\end{equation*}
$$

where $I, J \subset \mathbb{R}$ and $\alpha, \omega$ are functions assigning to any $t \in I$ respectively a point and a vector in $\mathbb{R}^{3}$.


Figure 2.3: Different cases of ruled surface. Rulings are displayed with green lines, and a directrix is displayed in red. A ruled surface is developable if and only if it has a constant tangent plane along its rulings, which is not the case for the warped surface.

The lines $L_{t}: u \mapsto \alpha(t)+u \omega(t)$ are called rulings of the surface, and the curve $\{\alpha(t) \mid t \in I\}$ is called a directrix of the surface.

Definition 2.2. A $C^{2}$ developable surface is a ruled surface of constant tangent plane along its rulings.

Non-developable ruled surfaces are called warped surfaces. We distinguish three main, but non-exhaustive cases of developable surfaces (illustrated in Figure 2.3):

- Cylindrical surface, for which $\omega^{\prime}(t)=0, \forall t \in I, \omega \neq 0$
- Conical surfaces, of the form $X(t, u)=u \cdot \omega(t), \omega \neq 0$, for which all rulings meet at a singular points, called apex
- Tangent surface of a space $C^{2}$ curve, of the form $X(t, u)=\alpha(t)+u \alpha^{\prime}(t), \forall t \in$ $I, \forall u \in J$.

More generally, a developable surface is a union of pieces of cylindrical, conical and tangent surfaces.

### 2.1.2 Design of general developable surfaces

Design of virtual developable surfaces accounts for several challenges. First, the continuous definition of developability needs to be adapted to suit discrete representations of surfaces. Second, developability is highly constraining the geometry of a surface, and the design of a shape modeling tool for developable surfaces needs to be flexible enough to easily create and manipulate the surface, while ensuring that the surface remains developable.

In this section, we first review some of the proposed definitions for discrete developable surfaces, and how they were used in editing interfaces and approximation algorithm.


Figure 2.4: Architectural design made using subdivison of conical meshes, which is a specific case of PQ meshes. Illustration taken from $\left[\mathrm{LPW}^{+} 06\right]$.

Then, we will present some approaches dealing with the specific issue of inferring a developable surface using its boundary curves.

The specific case of garments and sewed objects will be treated in Section 2.1.3.

Discrete developable surfaces Discrete representation of surfaces, such as meshes, are at the core of the field of Computer Graphics and shape modeling. Accounting for developability in such discrete representations is a challenge, because the derivability of the surface itself is not well-defined. Different definitions of discrete developable surfaces were provided in litterature.

The most common measure for developability of meshes is the angle defect, introduced by Wang and Tang [WT04], and defined at each vertex $q_{i}$ of the mesh by:


Illustration of the inner angles of a mesh and its flattened version (pattern), reproduced from [WT04].

$$
\begin{equation*}
\kappa_{q_{i}}=\frac{2 \pi-\sum_{j} \theta_{j}}{\frac{1}{3} \sum_{j} A_{j}} \tag{2.3}
\end{equation*}
$$

where $\theta_{j}$ are the inner angles incident to $q_{i}$ (cf image on the left), and $A_{j}$ are the corresponding triangle areas. The mesh is said locally flattenable at $q_{i} \Longleftrightarrow \kappa_{q_{i}}=0$. This function is a discrete approximation of the Gaussian curvature, and thus measures developpability locally, and does not account for a ruling representation of the surface. Wang and Tang [WT04] proposed an algorithm to optimize developability on a 3D mesh using this measure.

Another axis of research explored PQ meshes, which are composed of strips of planar quadrilateral faces ( PQ strips). Such a strip can be trivially unfolded onto a plane without distortion, and is flattenable by construction. In particular, it contains a set of
rulings that are consistent in the whole mesh, directly given by the edges shared by the quad faces of the strip.
PQ meshes are used to approximate developable surfaces from an input quadrilateral mesh $\left[\mathrm{LPW}{ }^{+} 06\right]$, and extended to curved developable surfaces with creases $\left[\mathrm{KFC}^{+} 08\right]$. PQ meshes are especially suited for architecture design, allowing the creation of complex plausible shapes, cf Figure 2.4.

Solomon et al. [SVWG12] proposed an editing interface for origami-like shapes allowing the user to navigate through the space of perfectly developable surfaces. The surface is represented in both 3D and planar space, along with a set of rulings that are consistent all over the shape, and ensuring perfect developability of the surface. This representation is transparent to the user who manipulates boundary points of the surface. Following up this approach, Rabinovich et al [RHSH18] proposed a similar user interface to model developable surfaces. Their approach is based on discrete orthogonal geodesic nets. In general, discrete nets can be seen as a discrete version of a parametric representation of a surface. Discrete orthogonal geodesic nets are nets for which the incidental angles at each inner vertex of the discrete surface are equal. They proved that surfaces that can be parametrized with such orthogonal geodesic nets are developable surfaces. Their definition accounts for local developability, able to model flattenable, but not necessarily $C^{2}$ surfaces, because the consistency of the set of rulings of the surface is not guaranteed.

Recently, Stein et al [SGC18] proposed a new definition for discrete developable surfaces: they measure developability locally by finding, at each vertex of the surface, a direction along which the normal of the vertices remains constant. This definition both ensures local developability of the surface, measured by the angle defect, and provides a PQ mesh-like representation of the surface, which contains a consistent set of rulings. They also provide an applicative algorithm approximating a developable surface from an input mesh.

Other methods are using physics-based simulation to compute developable surfaces [NPO13, $\left.\mathrm{SRH}^{+} 15\right]$. These approaches, while working with discrete representations of surfaces, do not need a geometric definition for discrete developability, focusing on the physic laws that are modifying the surface shape.

Developable surfaces from boundaries Early work on design of developable surface was initiated for CAD and design of ship hull, automobile and aircrafts. Design of developable Bézier patches was at the core of this litterature. Some approaches proposed conditions so that two Bezier curves $A, B: I \mapsto \mathbb{R}^{3}$ form a developable patch, meaning a Bézier ribbon such that $\forall t \in I,[A(t) B(t)]$ is a ruling of the surface with constant tangent plane [CS02, CC04]. Some other presented algorithms to design developable surface using one Bezier curve as directrix [Aum03].


Figure 2.5: Two approaches for modeling developable surfaces from boundaries. On the left, a set of rulings is found to create the surface [PS07], on the right, the surface is generated by recursive computation and subdivision of the convex hull $\left[\mathrm{RSW}^{+} 07\right]$

Perez et al. [PS07] extended these works to B-spline surfaces and proposed an algorithm to detect rulings as pairs of samples of the boundary curves (see an example of result in Figure 2.5-left).


The rulings are chosen to minimize the warp angle $\phi$, defined as:

$$
\begin{equation*}
\left|n_{1} \times n_{2}\right|=\sin \phi \tag{2.4}
\end{equation*}
$$

where $n_{1}, n_{2}$ are the normals of the tangent planes at rulings extremities (cf image on the left).

Similar work was done for polygonal boundaries [Fre02], matching vertices to create rulings, using a discrete version of the warp angle, and was extended to isometry constraints by Rohmer et al. [RCHT11].

A different approach has been proposed by Rose et al. [RSW $\left.{ }^{+} 07\right]$, exploiting the idea that a triangulation describes a developable surface if and only if each inner edge lies on the local convex hull formed by its neighbors. They propose a branch-and-bound algorithm, recursively computing and subdiving the convex hull of the boundary until a suitable triangulation is found (illustrated in Figure 2.5).

### 2.1.3 Garment design

For garment design, perfect developability is usually not the goal. The surface needs some elasticity to mimic the fabric while it is folded, or fits the body. The level of


Figure 2.6: Example of fashion sketches with different styles, and the technical drawings associated to the second sketch. Sources: left [NG09], right [Wat09]


Figure 2.7: Example of pattern created from the technical drawing of a shirt.
elasticity depends on the material that is mimicked. We propose first to quickly review the process for real garment manufacturing, and then present methods mimicking this process for virtual garment modeling.

Cloth manufacturing The manufacturing process for real-life garments is composed of three steps, that may be iterated if need be.

First, the fashion designer, proposes a concept of garment using one or several sketches. Those sketches can have arbitrary expressiveness and level of abstraction, as displayed in Figure 2.6. It is then often completed with a technical drawing, to communicate more information about the balance, structure, and specifications of the garment [Wat09].


Figure 2.8: Example of editing interface for garment modeling from $\left[\mathrm{BSK}^{+} 16\right]$. Transformations are induced by the user on the 3D surface (left), and the 2D patterns are adjusted accordingly (right).

The second step is done by the pattern maker, and consists in creating the 2 D patterns associated to the drawing. An example of fashion pattern is displayed in Figure 2.7. Contours of 2D patterns are composed of straight and curved lines created with a specific tool called french curve. A geometrical study of this tool led to an interactive design system [Sin99], and an automatic method to decompose a 2D curve into parts of french curves segments [MS11]. However, as far as we know, there is no mathematical definition for the curves it can generate.

Finally, the dressmaker cuts the fabric according to the pattern pieces and sews them together. At this point, some adjustments can be done in the cloth so that it fits a person in particular.

Traditional approaches for virtual modeling The most common approach for virtual garment design mimicks this manufacturing process. The user designs 2D patterns, choses seam curves among its borders, and places the pattern pieces around the virtual body. The algorithms usually triangulate the patterns in the 2D space, and use numerical physics-based methods to compute the 3D shape of the garment around the character's body [VCMT05]. Berthouzoz et al. [BGK ${ }^{+} 13$ ] proposed a method to automatically parse 2 D patterns, assemble the pieces and create the 3 D shape associated.
2D pattern based modeling approaches combined with physics simulation allows the creation of very realistic garments and are used in commercial softwares, such as Clo3D, Marvelous Designer, Optitex.

Umetani et al. [UKIG11] proposed a garment editing interface, were the user can modify either the patterns of the garment or the 3D surface itself on a virtual character. 3D to pattern edition of garment was refined by Bartle et al. [ $\left.\mathrm{BSK}^{+} 16\right]$, defining operations on garments such as mix, tighen, shorten, see an illustration in Figure 2.8.

All these approaches however require the design of 2 D patterns corresponding to the desired garment. Physics-based simulation also depends on material parameters, which are often non intuitive for 3 D artists.

Other approaches are based on images or sketches, which are a more intuitive representation of surfaces. These methods belong to the field of single-view based modeling, which is discussed in the next section.

### 2.2 Shape synthesis from 2D inputs

Images and sketches are a really mean of creation and communication. While understanding the 3D shape of an object represented with a picture is generally a trivial task for humans, it is a very challenging task for computers, mainly because an image only displays a 2D projection, and therefore partial representation of its subject. Interpretation of sketches presents additionnal challenges, dues to the potential imprecision or lack of realism they may represent. How could an algorithm recover the shape which is the most likely to be perceived by people, and therefore which was intended by the designer?

In this section, we will describe previous work in the field of modeling for 2D inputs. First, we will present in Section 2.2.1 some insights on how we perceive full 3D shapes from such partial representation, then Section 2.2.2 will review some of the litterature related to sketch-based modeling of 3D shapes, and finally we will focus on sketch and image based modeling techniques for garments and developable objects in Section 2.2.3.

### 2.2.1 Perception of contour lines

Early computer vision work interprets brightness information in an image into geometric characteristics such as depth, orientation, reflectance, color. Perceptual experiments showed that the human vision is more sensitive to brightness discontinuities, occuring at surface discontinuities, than to the consistency of brightness distribution in smooth areas [BT81]. This would explain why we can communicate complex shapes using only line drawings, which represent these discontinuities, such as contour lines. In this section, we focus on the content and understanding of line drawings.

Interpretation of a 2D view of a smooth surface is an ill-posed problem. As stated by Barrow and Tenembaum in their study of the interpretations of line drawings [BT81], "Since each point in an image determines only a ray in space and not a unique point, a two-dimensional line in the image could, in theory, correspond to a possible projection of an infinitude of three-dimensional space curves". A simple illustration of this inherent ambiguity is displayed in Figure 2.9: an ellipse drawn in a plane, could in theory be the projection of very different curves in space. However, some interpretations are more likely than others, especially if we have a priori knowledge on the 3D geometry of the object represented.


Figure 2.9: Image reproduced from [BT81]. If we follow the set of rays in red, all the 3D curves in blue would be projected onto the same 2D ellipse in the image plane.


Figure 2.10: Illustration of a line drawing representing a piecewise smooth object seen from one viewpoint.

Contour lines in a drawing As previously stated, we focus on 2D drawings displaying lines of brightness discontinuity in the scene. Let's first consider a smooth object, meaning an object for which a unique tangent plane is defined at each point of its surface.

We assume that we see the object from a generic viewpoint, meaning such that a slight change in the view direction would not lead to significant changes in our understanding of the shape. A viewpoint which is not generic is called accidental. This definition is quite subjective, since it refers to our ability to perceive the shape. To be more specific, in a generic viewpoint, it is usually assumed that:

- straight lines in 2D correspond to straight lines in 3D
- intersections in 2D are actual intersections in 3D

Note that while the generic viewpoint assumption is relevant in single-view based modeling methods, in multi-view studies it is common practice to work with at least one front and one side view of the object, which are often accidental views [RDI10, JHR $\left.{ }^{+} 15\right]$.

If we choose one viewpoint as a set of rays in space (which covers both perspective or orthographic camera models), then the curve on the object dividing its visible parts from
its non-visible parts in this viewpoint is called the rim. The rim can also be defined as the locus of points where the visual direction grazes the surface of the object [KVD82], and correspond to points of brightness discontinuity in the viewer's eye.

The contour is then defined as the projection of the rim in the image plane. In practice, some parts of the rim may be occluded, and only visible parts of the contour are represented in a drawing. Note that this contour representation is subjective and may vary from one artist to another.

If we consider piecewise smooth objects, meaning objects made of smooth surface patches glued together, brightness discontinuities can also occur at patches intersections. We will refer to the lines representing these discontinuities as contour lines as well.

Contour lines in a drawing are usually classified in two categories [BT81]:

- silhouettes, or extremal boundaries, where the surface normal turns smoothly away from the viewing direction
- borders, or discontinuity boundaries, where the surface terminates or intersects

See an illustrating example in Figure 2.10. Note that in this example, we consider the object as made of two patches of smooth surfaces assembled together (one cylindrical, and one with a spherical-like part), and thus consider as borders the curves of intersection between these two pieces.

Silhouettes have a significant meaning towards the object's local geometry, and were widely studied in a goal of surface reconstruction [WBCG09, RDI10, BVS16]. To each point in the silhouette corresponds a point in the rim. At each point of the rim, both the viewing ray and the tangent vector to the rim lie in the tangent plane of the point [CB92]. In general, these two vectors along with the 2 D silhouette curve determine uniquely the normal of the surface at this point. It is not the case when the viewing direction is colinear to the tangent of the rim, which in practice would result in a degenerated silhouette curve represented by a point in the 2D space.

Moreover, as proven by Koenderink et al. [Koe84], the curvature of the silhouette curves is directly related to the Gaussian curvature of the surface at those points. In particular, convexities of the silhouette correspond to convexities of the surface, and concavities of the silhouette to saddle-shape surfaces. In the case of developable surfaces, where the Gaussian curvature is zero everywhere (cf Section 2.1.1), the silhouettes from any viewpoint are always straight lines corresponding to planar rims.

These geometric properties of contour lines are a good basis to understand how to interpret 2D line drawings. However, there is still some ambiguity to find the 3D shape represented, and additionnal perceptual cues are needed to formulate geometric constraints on the shape.


Figure 2.11: Ambiguity due to line classification. Different choices of classification would lead to the perception of different, but all plausible surfaces: a yurt (a) or a slice of cheese (b). Illustration reproduced from [BT81]

Interpretation of 3D shapes through contour lines Because silhouette and border curves in a drawing have different meanings for the 3D shape, interpretation of line drawings requires first to classify contours by those two categories. The problem of line classification is non-deterministic by nature: most of the time, any classification would be correct, and would lead to different surface, as in the example of Figure 2.11. However, some configurations are more likely to be perceived than others. There are two principal bases for classifying lines: local cues based on line junctions, and global cues based on similarities between curves. The description of those cues is explained in detail in [BT81], we only provide here an overview.

Line junctions are carrying a lot of information in the behavior at discontinuity and the topology of the shape. Standard junction classifiers are using catalogs of junction types and their possible interpretations [Cha79]. However, these classifiers may depend on subtle variations that may be difficult to distinguish in practice, cf Figure 2.11.

Global cues may help to get a more consistent classification. It seems that the human eye is sensitive to regularities such as parallelisms and symmetries. 2D lines that are perceived as parallel or symmetrical are therefore more likely to be of the same nature (parallel or symmetrical) in 3D.

Once the lines are classified, reconstruction of a surfaces involves different issues:

- compute a 3D representation of the boundaries,
- estimate normals for points inside the contour,
- infer occluded parts of the object.

Some further general cues may help to achieve reconstruction. For example, it is commonly stated that the 3D curve interpreted by the eye is the smoothest possible space curve that projects correctly in the drawing. Smoothness is here measured as uniformity of curvature, or planarity [BT81].

However, this knowledge about perception of contour line is generally not enough to recover a 3D shape, and we need additionnal information about the geometry of the object.

### 2.2.2 Sketch-based modeling

In this section, we will discuss some methods for modeling 3D shapes from sketches. This is a vaste topic, whose litterature was reviewed in several surveys [OSSJ09, KYZ13].

Several systems were proposed for interactive creation of 3D shapes from curves drawn in different planes/views [IIMT07, TZF04, BBS08, SWSJ06, NISA07, JC08], or by editing a 2D painting [ZDPSS02, BPCB08]. Sketch-based modeling was used for polygonal shapes, in particular in architecture [DTM96, JTC09], but also to model specific geometries such as characters $\left[\mathrm{BCV}^{+} 15, \mathrm{EBC}^{+} 15\right]$, hair and helices [WBC07, FWTQ07, CCM14], or trees [WBCG09, OI03], to name a few. Recently, data-driven and template-based methods were proposed, using sketches to retrieve shapes in a database $\left[\mathrm{XCF}^{+} 13, \mathrm{XXM}^{+} 13\right]$ or using neural networks to generate new shapes [HKYM16, NGDA ${ }^{+}$16].

We focus our study to some approaches that are more related to our subject. We first study 3D reconstruction performed through a global optimization based on geometric cues. We then discuss the importance and strength of exploiting symmetry for sketch-based modeling. The specific topic of sketch-based modeling of sewed objects and garments will be treated in Section 2.2.3.

Optimization-based reconstruction A popular approach to single-view reconstruction consists in complementing a re-projection error with various geometric constraints on the lines of the drawing. Such constraints are typically expressed as energy terms in an optimization that balances all concurrent goals.

One of the first of such algorithms was proposed by Lipson and Shpitalni [LS96], who focused on polyhedral shapes on which they impose parallelism, orthogonality, planarity and symmetry constraints. While planarity and parallelism act as regularity constraints, orthogonality and symmetry are enforcing the shape to be lifted in 3D. It is the balance between these two types of constraints that creates convincing 3D shapes such as the one in Figure 2.12.a.

This algorithm formed the basis of many subsequent systems, enabling rapid prototyping with finite-element simulation [TML09], in-context modeling of furniture [LSMI10], and


Figure 2.12: From polygonal shapes to smooth surfaces using cross sections. Orthogonality energy, that was necessary to lift polygonal shapes in 3D is used on the intersection of specific curves, called cross sections to give volume to smooth shapes from drawings. left: result from [LS96], right: result of $\left[\mathrm{XCS}^{+} 14\right]$

3D reconstruction of complex models composed of multiple parts [YLT13]. However, the constraints used by these methods restrict them to objects dominated by flat, orthogonal faces.

Schmidt et al. [SKSK09] lift this restriction by reconstructing polyhedral shapes that serve as scaffolds to model curved surfaces, mimicking a traditional drawing technique used by professional designers. Similarly, Shao et al. [SBSS12] and Xu et al. [XCS $\left.{ }^{+} 14\right]$ derive an orthogonality constraint from cross-section lines that designers draw to convey curvature directions on smooth surfaces. As we can see in the example of Figure 2.12.b, the resulting shapes show more complexity and smoothness.

Cross sections were also used in BendFields [IBB15] to esimate normals and curvature in a sketch, and shade the object accordingly. It inspired a new method for modeling free-form surfaces based on an annotated sketch called BendSketch [LPL $\left.{ }^{+} 17\right]$. In this approach, the sketch is annotated with curvature specifications, such as convex/concave principal curvature direction, sharp features, flat areas, and bending lines.

They compute principal curvature directions and values in the surface with an iterative optimization system which evaluates principal curvatures constrained by the annotations, and enforces them while preserving the positions of contours and silhouettes.

The Symmetry assumption Because many organic and manufactured shapes are made symmetrical, the symmetry assumption has been studied a lot in the field of sketchbased reconstruction. We only deal with the case of 3D mirror-symmetry, whether it is for the entire shape or parts of it. The assumption of mirror-symmetry for an object is a strong constraint on its global shape. The work made in [FMW02] demonstrates that a well-chosen single view of a mirror-symmetric object can provide as much information as two orthogonal views of the same object.


Figure 2.13: Example of different categories of symmetries.
3D symmetric curves (blue,orange) and their axis of symmetry (pink) are projected under orthographic projection (in the direction given by the black vector). We measure on the projection: the ratio between the distances of symmetrical points to their corresponding point in the axis (green), and the angle between lines of symmetry and the axis of symmetry (red).

Two points $p, q \in \mathbb{R}^{3}$ are said to be symmetrical with respect to a plane $(O, n)$ if and only if:

$$
\left\{\begin{array}{c}
\overrightarrow{p q} \text { is colinear to } n  \tag{2.5}\\
\frac{1}{2}(p+q) \in(O, n)
\end{array}\right.
$$

Two curves $C_{1}, C_{2}$ are symmetrical with respect to the plane if they can be decomposed in pairs of symmetrical points (see Figure 2.13).

We call lines of symmetry the line segments joining each pair of symmetrical points, and axis of symmetry the curve made by the middle points of the lines of symmetry.

One of the issue is to detect such configuration within a line drawing, which represents a projection of the lines and points. We usually classify mirror-symmetry of lines in a 2D drawing in 3 categories [TNT89], which are illustrated in Figure 2.13:

- real symmetry: each symmetrical pair of point is at equidistance of and orthogonal to a common straight axis. With the assumption of generic viewpoint, this shapes are generally perceived as planar in 3D [UN93].
- skewed symmetry: each symmetrical pair of points is at equidistance of a common straight axis, and the angle made by lines of symmetry and the axis of symmetry is constant along the axis [LS96]. It is generally perceived as the projection of a 3D mirror-symmetry with a straight axis of symmetry.


Figure 2.14: Example of results from [CSMS13]. Depth is recoverred in a 2D line drawing using the assumption of global mirror-symmetry.

- generalized symmetry: each symmetrical pair of points is at equidistance of a common smooth 2D curve. It is a generalization of the projection of two 3D symmetrical curves [TNT89].

Note that these definitions account for symmetries visible under orthographic projection.
Ulupinar et al. [UN93] defined planar symmetry, as a specific case of generalized symmetry, where all symmetrical pairs of points share the same tangent along their respective curve. In their approach, they propose a classification of surface patches using the symmetries implied by the projection of their borders. In particular, if the border is covered by exactly 2 symmetries: one skew symmetry with straight curves of symmetry, and a planar symmetry, the surface is perceived as a developable surface.

Recovering symmetry correlations in a single-view image is a problem in itself. One approach proposed reconstructing architecture models from a single image [JTC09] while basing the symmetry correspondances on user annotations. In particular, the user annotates vertices in the image representing a pyramid frustum which is used as a symmetrical primitive for the model.

The approach presented by Oztireli et al. [ÖUP ${ }^{+}$11] recovers the depth of a hand-drawn sketch requiring the user to annotate only a few points in the sketch, the ones that lie on the symmetry plane. These annotated points are used to infer the orientation of the plane. Their algorithm then performs the matching between the curves in the sketch, based on feature points computed in each curve. Cordier et al. [CSMS13] presented a method to compute the symmetry orientation without any user annotations. The orientation of the symmetry is chosen as the one that maximizes the amount of possible pairs of symmetrical curves, and the compactness of the resulting 3D shape. See an example of result in Figure 2.14. For both methods [ÖUP ${ }^{+}$11, CSMS13], the


Figure 2.15: Illustration of the interface presented in [TCH04] (left), and of the different procedural folds models proposed in $\left[\mathrm{DJW}^{+} 06\right]$ (right).
reconstruction is completely determined by the symmetry assumption, without requiring other optimization.

Other methods use the symmetry assumption indirectly, proposing interfaces to model shapes composed of geometric primitives, such as generalized cylinders and cuboids [GIZ09, $\mathrm{SAG}^{+} 13, \mathrm{CZS}^{+} 13$ ]. Primitives are then transformed and optimized to fit the projected lines depicted in a drawing or a photo.

Our algorithm to reconstruct 3D sewed objects from a single sketch combines constraints of symmetry and developability of the object. We therefore consider now some relating works dealing with developable surface in the context of 2 D input based modeling.

### 2.2.3 Modeling sewed objects from 2D inputs

In this section, we focus on approaches modelling developable objects, whether they are rigid sewed objects, such as fashion accessories, or more extensible ones, such as garments, for which the shape also depends on the character that is dressed. Garment modeling also accounts for fold modeling, which is a complex task for which sketch-based methods are of great interest.

Geometric modeling from sketches One of the first sketch-based modeling system for garments was proposed by Turquin et al. [TCH04]. It is based on border and silhouette curves drawn by the user on top of a view of the character to be dressed, see an illustration of the interface in Figure 2.15. This method allows the creation of basic garments, without folds, nor taking into account developpability of the surface.

This method was completed by Decaudin et al. [DJW $\left.{ }^{+} 06\right]$, who added fold modeling, and a developability optimization. Their approach models different kinds of folds: axisaligned folds due to gravity, twisting folds, and diamond folds due to cloth compression (see Figure 2.15). The latest is modelled by a procedural technique, called buckling mesh. These folds are not positionned using the sketch, their shape is modeled on a cylinder primitive and depends on a parameter representing the thickness of the cloth.

Fold modeling from sketches was also tackled in [ $\left.\mathrm{TWB}^{+} 07\right]$. The user draws fold lines and annotates the radius at extremities, and the folds are modelled with a conic shape. Robson et al.[RMSC11] proposed a system using context-related constraints, providing more flexibility to sketch inaccuracies: transitions between tight and loose areas of the garments are guided by gravity, silhouettes of cloth hanging are made vertical, and border curves are made planar.

Such input was also used in the SecondSkin system [DPS15], to model layered surface patches dressing a virtual 3D character. The 2D input curves are drawn in various viewpoints of the character, and are directly interpreted as 3D boundary curves of the patches.

As for sewed objects, Plushie [MI07] was proposed as an interactive system to model 3D plush toy models by drawing their desired silhouette from different points of view. The system computes a set of 2D patterns for each patch added during edition and computes its 3D shape using a physics-based simulation.

Jung et al. [ $\left.\mathrm{JHR}^{+} 15\right]$ designed a fully geometric-based method to compute the mesh of a sewed object with folds from two sketches corresponding to orthogonal views of it. The sketches contain contour curves annotated as either silhouette, border or seams. A first rough surface is modeled using the contour curves and the surface is refined optimizing alternatively for developability of the surface and silhouette matching.

Recently an hybrid method was proposed to add realistic folds in sewed objects and garments [LSGV18]. Their system models 4 different categories of folds: hemline folds, uniformly gathered folds, pinched pleats, and knife pleats (illustrated in Figure 2.16). They use sketched path strokes to determine the location, direction and the type of folds wanted, and the 3D shape and 2D patterns are computed using a combination geometric and physics-based constraints.

Image-based and data-driven approaches Other approaches used pictures instead of sketches to guide the reconstruction of 3D objects. Some of them are using shape-from-shading techniques $\left[\mathrm{ZCF}^{+} 13\right]$, but most of them rely on garment databases. First data-driven methods were generating images of new garments from databases of images [SSP ${ }^{+}$14]. While available 3D garment databases became richer, many data-driven image to 3D garment methods arose.


Figure 2.16: Different folds modelled in FoldSketch [LSGV18] (left), and examples of folds added in a 3D garment using their system (right). User annotations are represented with red and blue curves.

Image-based reconstruction is usually a three-step process: segmentation to distinguish body and garment in the image, research of 3D garment templates in the database, and deformation of the garment so that it fits the image. One of the main challenges is to find in the image the parameters leading to the right deformation.
Some methods are overcoming this challenge by using additionnal information about the image, using a depth camera [CZS $\left.{ }^{+} 13\right]$, or a body mannequin of known 3D geometry [JHK15].

Machine learning methods were also proposed. Daněřek et al. [DDÖ $\left.{ }^{+} 17\right]$ used a CNN trained to output garment vertex deformations so that a 3D mesh fits at best a picture. It is mostly used for deformation due to posing and motions, such as wrinkles.

Yang et al. $\left[\mathrm{YAP}^{+} 16\right]$ proposed a data-driven method that learns garment parameters such as fabric material, design pattern parameters, sizing and wrinkle density based on a picture. Template garments in the database are used as first reconstruction and the estimated parameters are used in an optimization combining statistical, geometrical and physical priors. A body model is also estimated from the input image, based on a human body model database. Their approach show convincing reconstruction and retargetting, as illustrated in Figure 2.17. The computational time is quite heavy, taking 4 to 6 hours to compute a garment from a picture.

Deep learning was also used to learn a latent space relating the spaces of 2D sketches, 3D meshes, and the combined space of body shape + garment pattern parameters [WCPM18]. One of their application is to generate 3D garments from drawings. Their approach requires a training step as pre-process over a large database of available 3D garments along with their 2D patterns, as well as various body shapes, and is for now restricted to shirts and kimonos.


Figure 2.17: Results of image based reconstruction and retargetting of garments using the system of Yang et al. $\left[\mathrm{YAP}^{+} 16\right]$.

### 2.3 Transferring styles and shapes

Data-driven and example based approaches for synthesis of 3D surfaces share realistic results. One of their strengths is the use of garment templates that represent realistic geometry. Instead of focussing on producing from scratch correct geometry and topology, the challenge becomes to fit the objective shape and style.

We address in this section the issue of style transfer, or how to use an example as a guide to modify an existing content. The first section introduces the challenges and different application of such method. The second section focuses on garment-related approaches, which are more of our concern.

### 2.3.1 Example-based transfer

Transfer by analogy Example-based style transfer was introduced first by Hertzmann et al. [ $\left.\mathrm{HJO}^{+} 01\right]$ presenting the concept of Image analogies. This method uses 3 inputs: an unfiltered and a filtered source image, respectively $A, A^{\prime}$, and an unfiltered target image $B$. The goal is to generate a new image $B^{\prime}$, which undergoes a similar transformation as $A \rightarrow A^{\prime}$. See an example in the Figure 2.18.

One important challenge of this type of approach is to find correspondences between $A$ and $B$ to perform the transfer of deformation. For images, illumination information has been found to be really effective for matching pixels areas in a goal of style transfer $\left[\mathrm{FJL}^{+} 16\right]$. The original paradigm inspired other methods in various domains.


Figure 2.18: Image analogies, by Hertzmann et al. [HJO+ 01 ]. Their algorithm generates a stylized version $B^{\prime}$ of the image $B$ from a pair of initial/stylized images ( $A, A^{\prime}$ )

Curve analogies [HOCS02] performs transfer of curve styles and patterns. They propose a matching measure that is invariant under rigid transformations and allows to synthetize line patterns for curves with different orientation and direction.

Deformation transfer [SP04] was proposed to transfer the animation of a 3D mesh to a mesh of a different character with similar topology. The goal is to animate the target object in a similar way as the source object. They map vertices between the two meshes by computing a transformation on the source mesh that deforms it into the target mesh. Then, they choose closest vertices between the deformed source mesh and target mesh.

Style transfer was recently experimented on 2D line animation $\left[\mathrm{DBB}^{+} 17\right]$, to transfer the style of a motion from one animation to another. The difference with deformation transfer is that here one wants to keep the motion of the target animation, but only transfer the expressiveness of the source animation, meaning timing, spacing, and posecentered deformation.

Transfer by analogy relies on the transformation $A \mapsto A^{\prime}$ to generate $B^{\prime}$ from $B$. What happens if $A$ is not available, but only $A^{\prime}$ and $B$ to generate $B^{\prime}$ ? Intuitively, by looking at pictures of Figure 2.18 one can imagine what the result should be, because we perceive the different style of the two pictures. However, to automatize this process, the challenge is to define which features of $A^{\prime}$ define style and which features of $B$ should not be altered by style transfer. Other methods were proposed following this idea, we present some of them in the next paragraph.

Feature based style transfer One popular topic in geometric modeling is transferring distributions and arrangements of elements. Among its various applications, we can note transfer of distribution of 2D patterns [HLT ${ }^{+} 09$ ], and 3D objects [EVC $\left.{ }^{+} 15\right]$. In these approaches, the items that are arranged in the scene keep their geometry, but share statistical distribution with the source configuration. The distribution is transferred using Markov chains and Monte-Carlo like algorithms. A statistical version of the curve analogy algorithm was also proposed based on this principle [LA15].


Figure 2.19: Style transfer used in the scope of furniture modeling [LKWS16]. While the functionnality of the target is preserved, style of the exemplar is transferred.

Definning and transferring style of 3D objects was discussed in the scope of furniture modelling. Liu et al [LHLF15] studied the perception of style in such objects, and concluded that while their functionality is strongly related to their gross shape and arrangement of their major parts, their style is perceivable in the fine geometric details of each part. These observations were used in an algorithm to transfer the style of a piece of furniture to another presenting different functionnality [LKWS16], allowing to create a set of detailed furnitures by only designing the details of one, see Figure 2.19.

### 2.3.2 Style transfer of garments

For garments, two types of style transfer can be found in literature. On one hand, the transfer of the geometry and distribution of geometric details to different shapes. On the other hand, transferring a whole garment from one person to another, giving rise to the question of garment style, and what makes two garments looking similar without sharing the same geometry.

Transferring wrinkles Transfer was used to generate quickly wrinkles in a dressed human animation [WCPM18]. A dataset of wrinkles is first synthesized using physics based animation on one sample pose of the character. This dataset is decomposed according to their location in the human body, and are transferred to a different pose in the animation. Their method allows a more computationnaly efficient process for animating a dressed character. Instead of generating the whole animation by launching physics-based simulation on a fine cloth mesh, this process only requires to run the simulation on the fine cloth mesh for one examplar frame of animation. The rest of the frames can be generated using a low definition mesh, which can be then refined by transferring the wrinkles from the mesh of the examplar frame.


Figure 2.20: Style preserving garment transfer [BSBC12]: the same garment is transferred to characters with different morphologies.

Transferring geometric details was also proposed for furnitures made of cloth (armchairs, pillows..) [ $\left.\mathrm{BHS}^{+} 17\right]$ : wrinkles, fabric patterns, wood grain, scratches and cloth seams. Their method is related to transfer by analogy since they use as input source a coarse mesh and a displacement map generating the high level source mesh. The input target coarse mesh is mapped to the input one using an important amount of geometric measures including, but not restricted to curvature, normals and height.

Transferring garments to different morphologies The last field of study we discuss is the problem of transferring garments from one character to another, which is often named pattern grading. Imagine we want to dress multiple characters with the same garment. One can easily understand why applying physics-based simulation to the same patterns on different character often leads to inadequate results. Scaling uniformly the patterns is in general not enough for the garment to keep the same style while fitting the new character. Pattern grading in cloth manufacturing abides by a multitude of rules varying from one garment style to another [MMY01].

Solutions based on skinning techniques were proposed by Wang et al. [WWY05]. While those techniques usually work well with tight areas in the garment, they often fail preserving the style of the garment in lose areas. They inspired alternative solutions, one adaptative, were skinning techniques are only applied in tight areas, while lose areas are scaled uniformly [CSMT03], and one interactive, were the user specifies constraints on the shape by drawing silhouette curves [MWJ12].

Brouet et al. [BSBC12] presented a fully automatic solution for style preserving pattern grading of virtual garments. They propose geometric criteria to define style in a garment, and other criteria for plausibilty. The method is then based on transferring the style criteria while maintaining plausibility in the generated garment. See examples of their results in Figure 2.20.

In Chapter 5, we present how we extracted these style criteria from fashion drawings, and applied them in a 3D garment modeling process (cf Section 5).

### 2.4 Conclusion

We saw the main challenges induced by single-view based reconstruction approaches. This ill-posed problem generally requires strong a priori knowledge on the geometry of the object we want to model, or annotations of features that are strongly significant to describe its shape. On the other hand, $C^{2}$ developable surfaces are highly constrained by their geometry. Many modeling approaches exploit the different mathematical formulations of this geometric constraint. We propose in Chapter 3 an approach to reconstruct the surface of a piecewise $C^{2}$ developable surface using a single annotated photo. Our approaches uses the strenght of both the $C^{2}$ developability and the symmetry assumption in an linear optimisation-based reconstruction system.

This $C^{2}$ developable constraint does not account for garment, with often exhibit some extensibility, and may contain folds. While many methods are trying to reconstruct a garment based on an image, or sketches drawn in a plane of the 3D space, we chose an approach inspired by style transfer methods to synthesize garments out of a 2D sketch. We first propose an approch that interprets, reconstructs and completes hidden parts of the folded boundary curve of a garment (Chapter 4). This method also exploits the paradigm of image analogies to transfer the reconstructed folded boundary curve to fold the boundary curve of another surface. Then, we propose a 2D-to-3D garment transfer, in which a 3D garment is synthesized using a single 2D stylized sketch (Chapter 5). The style of the output garment is guided by the input sketch, while suiting a character with possibly different sizen morphology, and pose.

## Chapter 3

## Modeling symmetric sewed objects using a single photo



This Chapter addresses the reconstruction of sewed objects from a single annotated photograph. Developable materials such as paper, cardboard, metal sheets, cloth or leather are extensively used in the design of industrial products, from Chinese lanterns, furniture, ship hulls and architecture to many fashion items. Despite multiple fields of application, modeling and editing developable surfaces in 3D is a complex problem, for which standard interactive modeling frameworks do not hold.

In this work we investigate a new way to create piece-wise developable surfaces, namely reverse engineering them from annotated photographs. The method presented in this chapter has been presented at jFiG 2016 in Grenoble, where it received a best paper
award. It was published in the journal Computers \& Graphics 2017 and has been presented at SMI'2017 in Berkeley.

Single-view reconstruction of 3D shapes is an ill-posed problem, as a 2D picture can represent an infinite number of different 3D surfaces, as stated in Section 2.2.1. Given annotated contours, prior work managed to address this problem in a few specific cases by complementing the minimization of re-projection error, meaning the distance of the projection of the reconstructed lines to the input lines, with specific geometric constraints. These constraints include parallelism and orthogonality [LS96], exact mirrorsymmetry [CSMS13], or orthogonality of cross-sections in the case of industrial design sketches [ $\mathrm{XCS}^{+} 14$ ] (see Section 2.2.2 for details). We contribute to this line of research by introducing a new constraint, tailored to developability conditions.

We have integrated our algorithm into a sketch-based modeling system where users annotate silhouettes and symmetries over a photograph of the object they wish to reconstruct. Drawing over a photograph allows inexperienced users to quickly model common objects. In contrast, drawing an imaginary developable surface without guidance would require much more expertise. This is especially the case for objects composed of surfaces which exhibit particular mathematical non intuitive cues.

Our contributions are:

1. An end-to-end system to reverse-engineer piecewise developable objects from a single annotated photograph;
2. A method to infer the 2 D projection of rulings over a developable surface from its silhouette
3. A new linear energy term for encouraging the developability of a 3D surface reconstructed from the projection of its rulings

We validate our method by reconstructing a variety of piecewise-developable objects from photographs, such as furniture, fashion items, or tents.

Figure 3.1 illustrates the main steps of our method which can be summarized as follows.
Our system takes as input a photograph of a piecewise developable object, on which the user traces 2D Bézier curves (piecewise cubic C ${ }^{1}$ Bézier splines) to delimit surface patches, along with other annotations. A full description of the annotations and hypothesis on the input is proposed in Section 3.1.

The first stage of our pipeline analyzes the 2D input to compute constraints to be applied onto the 3D interpretation of the curves, which is described in Section 3.2. To this end, we first identify surface patches by extracting the minimal cycles of the curve network. We then generate rulings inside each patch which is partly delimited by a silhouette


Figure 3.1: Overview of our approach. (1) Our system takes as input a photograph where the user has traced the object silhouette and the surface patch boundaries. We also ask users to annotate a global symmetry plane and to indicate symmetric curves. (2) We analyze these annotations to register symmetric curves and to propagate rulings from the silhouettes towards the interior of the surface patches. The detected symmetric points and rulings provide us with geometric constraints on the 3D curves, which we express as linear terms in an optimization. (3) Solving this optimization produces a 3D curve network, which we subsequently surface with developable patches. $(4,5)$ These curves are used as boundaries to generate a piecewise developable mesh of the object
curve, by building on the fact that the silhouettes of a developable surface are straight lines aligned with rulings. Finally, we find point to point correspondences between each pair of symmetric curves.

The output of the analysis stage is a 2D set of rulings and a set of 2D pairs of symmetric points, see Figure 3.1-(2). The second stage of our approach aims at lifting the contour curves in 3D (Figure 3.1-(3)), which we present in Section 3.4. This step is achieved by constraining the control points of the contours in order to satisfy the detected symmetries while yielding a constant surface normal along rulings. We express these symmetry and developability constraints as linear terms in a function to optimize. This function is complemented by terms expressing the minimization of re-projection errors and foreshortening, enabling us to improve robustness to sketch inaccuracies and perspective distortions.

The last stage of our approach generates a developable triangle mesh for each surface patch, see Figure 3.1-(4). We simply generate two triangles for each pair of consecutive rulings for the patches partly delimited by silhouette segments. We resort to a more involved surface optimization process [BK04] for the other patches. See Section 3.5 for details.


Figure 3.2: Illustration of the annotations provided by the user

### 3.1 Input image and annotations

Our method takes as input one single annotated photograph. In this section, we present the assumptions which we make on the image and the represented object, and we describe the type of expected annotations.

### 3.1.1 Hypothesis on the image

To perform our analysis, we need to make a few assumptions on the photograph and the object represented on it. We assume that the object represented is piecewise developable, meaning made of developable pieces, that we call surface patches, sewed together. Three additionnal hypothesis are made : the object is seen from a general viewpoint, the image represents an orthographic projection of the object, and the object is globally mirrorsymmetrical.

Generic viewpoint As defined in Section 2.2.1, a viewpoint is generic if it is stable under small changes, meaning that our perception of the object does not change when the viewpoint changes a bit. It is a very common assumption in single-view based modeling [ $\mathrm{XCS}^{+} 14$, CSMS13], since it ensures that the view represents the global form of the object. Under those assumptions, we can assume that all projected lines that are straight in 2D corresponds to straight lines in 3D, and that intersections occuring in 2D are actual intersections in 3D. However, we observed that it is not true in some cases, and intersections in 2D can occur at points having different depths in 3D (see the purple points in the sketch of Figure 3.2). We therefore decide to interpret intersections in 2D as intersections in 3D by default and allow the user to annotate the occasionnal intersections in 2D that correspond to occlusions in 3D. One possible automation of this process could be to use line junction classifiers, as we presented in Section 2.2.1. But, as discussed by Barrow et al. [BT81], this type of method is not robust to ambiguous cases.

Orthographic projection The annotated contours are traced over a photo, so they technically represent a perspective projection of the object. We assume here that distortions due to perspective are low, and interpret the curves as if they represented an orthographic projection. This assumption greatly simplifies our symmetry interpretation. However, we account for this inaccuracy while lifting the contour curves in 3D by allowing their projection to vary from the image (cf Section 3.4).

Global mirror-symmetry As stated in Section 2.2.2, the hypothesis of mirrorsymmetry has been proven efficient in the field on 3D reconstruction of line drawings [CSMS13, ÖUP ${ }^{+} 11$. We assume that our object is globally mirror-symmetric, meaning that there exist a plane in 3D for which each point on the surface of the object has a symmetric point also on the surface of the object. This hypothesis will be used during our curve reconstruction process in the form of an energy to be minimized (cf Section 3.4.1)

### 3.1.2 User annotations

As displayed in the example of Figure 3.2, our input contains a set of annotations, that we describe here. The annotations are used to depict the contours of the object and specifically the surface patches. As in True2Form $\left[\mathrm{XCS}^{+} 14\right]$, the input curves are represented with piecewise cubic Bézier splines, which is a representation commonly used in softwares like Inkscape ${ }^{1}$ or Illustrator ${ }^{2}$. This representation will be kept for the 3D reconstruction step, because it guarantees piecewise $C^{1}$ continuity of the curves while using a limited number of control points (4 per Bézier curve).

Contour annotations The object is depicted in the input with contour curves, that match the brightness discontinuities of the image. We use color to distinguish between silhouettes (orange), as defined in Section 2.2.1, and borders (blue). Border curves correspond to surface patches boundaries in this case, and include seams which are located at patches junctions.

We use the theorem proven by Koenderink [Koe84] stating that in the case of developable surfaces, where the Gaussian curvature is zero everywhere, the silhouettes from any viewpoint are always straight lines corresponding to planar rims. Since we are working with developable surface patches, we assume that silhouettes should be represented with straight lines, and we regress a straight line out of each silhouette curve provided.

Symmetry annotations Further annotations help us to exploit symmetry. The user specifies a global symmetry plane by tracing the projection of two orthogonal vectors
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Figure 3.3: Extraction of 2D cycles. Top: input sketch with silhouettes in red and boundaries in blue. Bottom: Different colors are used for the different 2D patches.
in that plane (cyan lines), and two symmetric points (red squares), which form a third 2 D vector that is the projection of a vector that is orthogonal to the symmetry plane. These three vectors combined allow us to compute the location and orientation of the symmetric plane, see Section 3.2 for details. Finally, the user indicates each pair of symmetric curves as well as self-symmetric curves. While automatic methods have been proposed to detect global symmetry automatically [CSMS13, ÖUP ${ }^{+}$11], we found that these annotations are easy to provide while greatly simplifying subsequent analysis.

### 3.2 2D curve analysis and rulings extraction

The first stage of our method analyses the input 2D curves and annotations to identify the surface patches, generates their rulings, and builds correspondences between symmetric curves.

### 3.2.1 Extracting 2D patches

The input of our method is a network of Bézier curves that represents the object's smooth silhouettes, sharp boundaries, or interior seams. We automatically detect intersections between the traced curves and resample them to obtain $\mathrm{C}^{1}$ piecewise cubic curves with endpoints at intersections. We then extract the minimal cycles of this curve network, each cycle representing a surface patch, see Figure 3.3 for an example. A cycle is minimal if it does not contain any other cycle. We represent the curve network as a graph, where the nodes correspond to curve intersections and the edges to curve segments between the intersections. Each curve linking two intersection nodes $n, n^{\prime}$ is represented in the graph with two directed edges $e=\left(n, n^{\prime}\right)$ and $e^{\prime}=\left(n^{\prime}, n\right)$. We use a standard algorithm to detect minimal cycles in the graph, the pseudocode is provided in Algorithm 1. It starts by chosing an arbitrary node $n_{0}$ and incident edge $e_{0}=\left(n_{0}, n_{1}\right)$. The next edge

```
Algorithm 1 Algorithm to find minimal cycles in a planar graph.
    function FindMinimalCycles(edges)
        edges_to_visit \(\leftarrow \operatorname{stack}\left(\right.\) edges \(\left.\cup\left\{\left(e_{1}, e_{0}\right) \mid\left(e_{0}, e_{1}\right) \in e d g e s\right\}\right)\)
        min_cycles \(\leftarrow\}\)
        visited_edges \(\leftarrow\}\)
        while edges_to_visit not empty do
            \(\left(e_{0}, e_{1}\right) \leftarrow\) edges_to_visit.pop ()
            starting_node \(\leftarrow e_{0}\)
            cycle \(\leftarrow\left\{e_{0}\right\}\)
            while \(e_{1} \neq\) starting_node do
                            cycle.append \(\left(e_{1}\right)\)
                            incidental_edges \(\leftarrow\left\{\left(f_{0}, f_{1}\right) \in\right.\) edges_to_visit \(\left.\mid\left(f_{0}==e_{1}\right)\right\}\)
                            if incidental_edges.empty() then
                break
                    end if
                            \(\left(e_{0}, e_{1}\right) \leftarrow \underset{\left(f_{0}, f_{1}\right) \in \text { incidental_edges }}{\arg \min }\left\{\alpha\left(\overrightarrow{e_{0} e_{1}}, \overrightarrow{f_{0} f_{1}}\right)\right\}\)
            end while
            if \(e_{1} \neq\) starting_node then
                    continue
            end if
            min_cycles.append(cycle)
            visited_edges \(\leftarrow\) visited_edges \(\cup\) edgesOf(cycle)
        end while
        return min_cycles
    end function
```

$e_{1}=\left(n_{1}, n_{2}\right)$ is then chosen as incident to $n_{1}$ and minimizing the angle between $\overrightarrow{n_{0} n_{1}}$ and $\overrightarrow{n_{1} n_{2}}$. The process continues until we reach the first node $n_{0}$ again, a first minimal cycle has been found. The algorithm then iterates starting with an edge that has not yet been selected in a minimal cycle, until there is no such edge anymore. The output of this algorithm, the list of minimal cycles, contains an extra cycle corresponding to the external boundary of the curve network, which we remove from the list of cycles.

### 3.2.2 Extracting symmetry

As stated in Section 3.1, we assume there exist a plane for which the object is globally mirror symmetric. We compute the location and orientation of this plane in 3D and match sampled vertices between symmetric curves. This 2D information will be then used in our algorithm in the form of a symmetry energy function, inspired by the symmetry-based reconstruction algorithm presented by Cordier et al. [CSMS13].

Computing the plane of symmetry We compute the plane of symmetry using the two 2 D vectors $u, v$ and the symmetric points $s_{0}, s_{1}$ provided by the user (see Figure 3.2). The symmetric points $s_{0}, s_{1}$ provide a projection of one point in the symmetry plane


Figure 3.4: Examples of valid and invalid projections of orthogonal frames.
(the middle point $m=\frac{1}{2}\left(s_{0}+s_{1}\right)$ ), and of the direction of symmetry $s=\overrightarrow{s_{0} s_{1}}$. Our goal is to obtain the 3 D direction of symmetry, meaning the 3 D coordinates of $s$.

The vectors $u, v$ are interpreted as the projection of two vectors that are orthogonal in 3D and lying in the symmetry plane. In 3D, the vectors $u, v, s$ form an orthogonal frame, for which :

$$
\left\{\begin{array}{l}
\vec{u} \cdot \vec{s}=0  \tag{3.1}\\
\vec{v} \cdot \vec{s}=0 \\
\vec{u} \cdot \vec{v}=0
\end{array}\right.
$$

Since we are assuming an orthographic projection, the $x, y$ coordinates of $u, v$ and $s$ are directly read in the sketch. We solve the system of Equation 3.1 for the unknown $z$ coordinate of $s$, which is equivalent to solve :

$$
\begin{cases}u_{z} v_{z} s_{z}^{2} & =(\bar{u} \cdot \bar{s})(\bar{v} . \bar{s})  \tag{3.2}\\ u_{z} v_{z} & =-\bar{u} . \bar{v}\end{cases}
$$

Two conditions are necessary in order to get a solution for $s_{z}$. First the two vector $u, v$ must not be orthogonal in 2D, i.e. $\bar{u} \cdot \bar{v} \neq 0$. When the first condition is satisfied, the second condition is mathematically formulated as follows.

$$
\begin{equation*}
\frac{(\bar{u} \cdot \bar{s})(\bar{v} \cdot \bar{s})}{\bar{u} \cdot \bar{v}}<0 \tag{3.3}
\end{equation*}
$$

It is a condition on the angles between each of the vectors in 2D. It occurs when either one of the angles, or all of them are obtuse. If the drawn $u, v, s$ does not satisfy these conditions, which will be denoted as an invalid frame in 2D, we cannot compute the 3D coordinates of $s$. A non exhaustive, but representative list of valid, and invalid frames is displayed in Figure 3.4 : in practice invalid frames are unlikely to be drawn because they visually do not represent the projection of 3 orthogonal vectors.


Figure 3.5: Symmetry correspondences computed for all pairs of symmetric curves according to the global mirror symmetry. The user-annotated pair of symmetric points (red squares) provides the direction of symmetry in 2D.


Figure 3.6: Some examples of symmetric correspondances, linked by red lines in the second column, extracted from sketches of real life objects (left).

Matching points in symmetric curves Next step of the 2D curve analysis stage consists in extracting point-wise correspondences between all symmetric curves in the network. Note that two symmetric curves may belong to different surface patches, for example $C$ and $C^{\prime}$ in Figure 3.5. Under orthographic projection, the lines that join symmetric correspondences are all parallel to the projected normal of the symmetry plane.

In practice, we obtain this direction of symmetry from the two symmetric points annotated by the user (red squares in Figure 3.5, left). We then build correspondences between each pair of symmetric curves by sampling them curvilinearly and finding for
each sample of one curve the closest sample of the other curve in the direction of symmetry. See some examples of point correspondances in Figure 3.6

### 3.3 Extracting rulings in a patch

Additionnally to symmetry, we want our method to exploit the hypothesis of $C^{2}$ piecewise developability of the surface. We use the fact that those surfaces are ruled, and propose an algorithm to find the projection of some rulings of the surface in the input drawing.

As presented in Section 3.2.1, the minimal cycles computed in 2D are interpreted as the borders of the projection of 3D surface patches. Each patch is developable, and we present here a method to infer the projection of a set of rulings of the patches. For that, we use the silhouette lines that were drawn by the user (cf Section 3.3.1), and propagate their direction along the patches' borders (cf Section 3.3.2).

### 3.3.1 Silhouettes as projection of rulings

The goal of this section is to interpret the projected contours of a sewed object to find the projection of rulings of its surface. In this first part, we explain how the silhouette lines give a first set of those projected rulings.

Observations Let us make some observations on different views of one real sewed object, namely the hat displayed in Figure 3.7. We have drawn ontop of one part of the object a set of rulings of the corresponding surface patch. We can easily distinguish two cylindrical parts were rulings are parallel to each other, two conical parts, were rulings all connect at an apex point, and a planar part for which any set of rulings is valid. Recall that those 3 types of surfaces are developable (cf Section 2.1.1).

Let us now focus on the silhouettes of the object, while excluding the case of borders and seams. We observe two things : in every point of view displayed in Figure 3.7, all silhouettes are straight lines, and they correspond to rulings drawn in the hat, or to planar parts of the surface. The first remark directly echoes the theorem of Koenderink et al. [Koe84] stating that the only surfaces yielding planar rims and straight silhouette lines are Zero Gaussian curvature surfaces, i.e. developable surfaces (cf Section 2.2.1 for details). The observation that silhouettes of the hat correspond to rulings of the hat's surface is interesting for our purpose, because, if generalizable, it provides us of the direction of one ruling for each straight silhouette drawn in the image.

We now demonstrate how this observation can be generalized using the mathematical properties of $C^{2}$ developable surfaces (see Section 2.1.1 for a recall of these properties).

Photograph of a hat and its
observed rulings


Different types of ruled
surfaces


Silhouettes from different views of the hat $\rightarrow$ Ruling corresponding to the silhouette


Figure 3.7: Different views of a same sewed object. We observe that all silhouette lines correspond to projection of rulings of the surface (yellow lines).


Figure 3.8: Developable surface and a ruling projecting onto a straight silhouette.

Generalization As stated before, $\mathrm{C}^{2}$-continuous developable surfaces have the property that their 2 D silhouettes are straight segments corresponding to planar rims. We propose a short derivation of this property. Let us first define a silhouette as the set of points of a surface $S$ with normal $n$ orthogonal to the view direction $d$ [BT81]. Note that using this definition, silhouettes do not include borders (ie. boundaries of a trimmed surface). The 2 D silhouette is obtained by projection of this set of points to the image plane.
Let us consider a point $p$ on a silhouette of a $C^{2}$ developable surface (see Figure 3.8). By definition, a point of a developable surface belongs to some ruling with a constant normal vector along it. Moreover, as a point of a silhouette, the normal vector at $p$ is orthogonal to the viewing direction $d$. Therefore, all points along the ruling have a normal vector orthogonal to $d$. This makes the ruling being a silhouette and the silhouette being a straight line. As a consequence, all silhouettes of a developable surface are necessarily rulings. Since the rulings are straight lines, their projections form 2D lines in the image plane.

To be fully complete, we show that the only configuration under which a developable surface can yield a non-straight silhouette is when the silhouette is confounded with the surface boundary, such as when a cylinder is viewed from a viewpoint aligned with its axis of revolution. In our context, we assume that the object is not photographed from such an accidental viewpoint.

Let us consider a ruled surface $S$ parameterized by $S(u, v)=\alpha(u)+v \omega(u),(u, v) \in D \subset$ $\mathbb{R}$. Recall that (Section 2.1.1) $S$ is developable if and only if

$$
\begin{equation*}
\operatorname{det}\left(\alpha^{\prime}(u), \omega(u), \omega^{\prime}(u)\right) \tag{3.4}
\end{equation*}
$$

We denote $n(u, v)$ the unit normal at parameter $(u, v)$. For the sake of simplicity, we do not explicitly write the parameters $(u, v)$ for the functions when the relation is true for
the entire surface. We also denote $S_{u}=\frac{\partial S}{\partial u}$, and similarly with $S_{v}$, and $n_{u}$. We further denote the mixed partial derivative $S_{u v}=\frac{\partial^{2} S}{\partial u \partial v}$.

Note that for a given $\hat{u}, S(\hat{u}, v)$ is a ruling of the surface, and $S_{v}(\hat{u}, v)$ is a director vector of the ruling. Let us consider a point at parameter $\left(u_{0}, v_{0}\right)$ on the silhouette satisfying therefore $n\left(u_{0}, v_{0}\right) \cdot d=0$, where $n\left(u_{0}, v_{0}\right)$ is the unit normal at the parameters $\left(u_{0}, v_{0}\right)$, and $d$ is the constant view direction. The set of parameters corresponding to a silhouette in a neighborhood of $\left(u_{0}, v_{0}\right)$ must satisfy $n\left(u_{0}+\mathrm{d} u, v_{0}+\mathrm{d} v\right) \cdot d=0$, where $(\mathrm{d} u, \mathrm{~d} v)$ are some infinitesimal displacements in the parametric space. As the normal is constant along the $v$ direction, i.e. corresponds to the rulings, the parameter $\mathrm{d} v$ can be dropped. Thus any silhouette of $S$ which is not a ruling should satisfy the relation

$$
\begin{equation*}
n_{u}\left(u_{0}, v_{0}\right) \cdot d=0 \tag{3.5}
\end{equation*}
$$

We show in the following that Eq. (3.5) only holds if the direction $d$ is aligned with the rulings, i.e. the rare case where the surface is viewed from its side.

First, we can state that satisfying Eq. (3.5) implies that the three vectors

$$
\begin{equation*}
\left(n\left(u_{0}, v_{0}\right), n_{u}\left(u_{0}, v_{0}\right), d\right) \text { are forming an orthogonal frame. } \tag{3.6}
\end{equation*}
$$

Indeed, the silhouette condition implies that $n\left(u_{0}, v_{0}\right)$ is orthogonal to $d$, Eq. (3.5) implies that $n_{u}\left(u_{0}, v_{0}\right)$ is orthogonal to $d$, and $n$ is necessarily orthogonal to $n_{u}$ as it is a unit vector. Second, we can state that for a developable surface, the three vectors

$$
\begin{equation*}
\left(n, n_{u}, S_{v}\right) \text { define an orthogonal frame, } \tag{3.7}
\end{equation*}
$$

for any parameters $(u, v)$. By definition, $n$ is orthogonal to $S_{v}$. And we can show in the following that $n_{u}$ is orthogonal to $S_{v}$. The developability condition from (3.4) can be rewritten in term of surface derivatives as det $\left(S_{u}, S_{v}, S_{u v}\right)=0$. This determinant can further be expressed in term of scalar and vector product and rewritten as

$$
S_{u v} \cdot\left(S_{u} \times S_{v}\right)=0
$$

implying that $S_{u v} \cdot n=0$. Moreover, one can check that every smooth surface satisfies $S_{u v} \cdot n=-S_{v} \cdot n_{u}$, which leads to the expected conclusion that $S_{v}$ is orthogonal to $n_{u}$.

Finally, comparing the two frames in (3.6) and (3.7) leads to the conclusion that $d$ must be parallel to $S_{v}$, and therefore to the rulings of the surface. We conclude that silhouette of developable surface which are not only rulings of the surface only arises if the view direction is aligned with the rulings, and then be confounded with the boundary of the surface.

Note that the inverse is also true: let us assume that the surface is viewed from a direction $d$ aligned with the rulings $S_{v}$. As property (3.7) is satisfied for any parameters $(u, v)$, it implies that $d$ is orthogonal to $n$, and thus is a silhouette.

Conclusion We showed that any silhouette of a developable which is not a boundary of the surface is necessarily a straight segment corresponding to a ruling of the surface. Any other silhouettes which corresponds to the side view of the surface, arising when the view direction is aligned with the rulings, are confounded with the surface boundary.

This property of developable surfaces is fundamental for our method, for two reasons. First, it makes sense to compute the 3D reconstruction of the silhouette lines, because they represent 3D straight lines lying on the surface of the object. Second, the presence of a silhouette in the annotated contour lines gives us the direction of one ruling of the patch it belongs in. The next section explains how to use this information in order to find other rulings in the patch.

### 3.3.2 Rulings propagation inside the patch

We address now the issue of finding the projection of rulings inside a developable patch using its projected contours. Finding rulings inside a patch corresponds to finding an appropriate matching between vertices of its boundaries. The rulings are then defined as the straight lines between the matched points.

In 3D the matching problem was discussed in various literature [PS07, Fre02] (cf Section 2.1.2). It is usually based on minimizing the warp angle between two vertices, defined as the angle between the normals of the surface at those vertices. In our case, we do not have 3D boundary curves, but only part of their projections. However, using the theorem discussed in the previous section, we can assume that the straight silhouette lines drawn by the user in the input sketch are providing a first set of valid projected rulings of the patch they belong to.

In this section, we investigate geometric cues that will help us to find a suitable matching of other vertices of the patch.

Observations We note that for cylindrical parts, all rulings are parallel in 3D and remain parallel under orthographic projection. We can recover these cylindrical rulings in the 2D image using an algorithm similar to the symmetric pair matching algorithm (see Section 3.2.2), i.e. by searching for vertices that are linked with colinear vectors. The silhouette line provides, in this case, the direction guiding the matching.

Remember that the other categories of developable surfaces are cones, for which all rulings meet at an apex point, tangential surfaces, for which all rulings are tangents


Figure 3.9: Transformation between a point $p$ at the surface of a cone (right), and its corresponding point $\tilde{p}$ in the pattern space (left).
of a smooth curve, and planes for which any matching of vertices is a valid ruling. More generally, piecewise developable surfaces are unions of these 4 types of developable surfaces, as shown in the example of the hat in Figure 3.7.

As for cones, let us study the influence of the pattern-to-3D deformation on the tangent curves of the borders of a developable patch. Our protocol is the following, and illustrated in Figure 3.10. We trace two boundary 2D curves $C_{1}, C_{2}$ ontop of a virtual parametrized cone pattern. The pattern is then lifted in 3D with the cone transformation described in Figure 3.9. The position of the vertices in the cone pattern provide us directly which vertices are the extremities of rulings of the conical surface. We resample the curves according to rulings extremities, which gives us 2 sets of vertices $r_{i i \in\{1 . . R\}}^{1} \in C_{1}$ and $r_{i i \in\{1 . . R\}}^{2} \in C_{2}$ such that $\forall i \in\{1 . . R\},\left[r_{i}^{1} r_{i}^{2}\right]$ is a ruling. For each pair $(i, j) \in\{1 . . R\}^{2}$, we compute :

- the angle between tangents at $r_{i}^{1}$ and $r_{j}^{2}$ in the pattern space
- the angle between tangents at $r_{i}^{1}$ and $r_{j}^{2}$ in the cone space
- the difference between those angle, in absolute value

Each of these measure, computed in degree, is displayed as a separate color map in the Figure 3.10.

For each configuration of pair of boundary curves, we consider 3 different cones.
In the first boundary configuration (Figure 3.10.top), tangents of the boundary curves on the pattern are equal for all points in the curves. In 3D however, we notice that they are only equal for vertices aligned on a ruling of the surface.
In the second case (Figure 3.10.middle), there is a parallel symmetry between the curves in the pattern, and it is aligned with the rulings, meaning extremities of rulings have


Figure 3.10: Experiment on the influence of boundary curves for conical patches. 3 different pairs of boundary curves presenting different geometric properties (1st col.), are drawn ontop of 3 different cone patterns ( 2 nd col.). We study the map of angle between tangents of each curve in 2D (1st col.), and of the corresponding tangents in the curves on the cones (4th col.). We also display the difference between those maps (5th col.)
colinear tangents in the pattern. We notice that in 3D, the tangents at rulings extremities remain colinear.
In the third case (Figure 3.10.bottom), curves present a mirror symmetry, but do not share similar tangents at rulings extremities. We notice that the angle between tangents at rulings extremities is preserved in the pattern and the cone representation.

In conclusion, the cone transformation preserves the angle between tangents of pairs of vertices, if those vertices are extremities of a ruling. In particular, if the tangent at ruling's extremities are colinear in the pattern, they remain colinear in the cone. In this case, a way to find rulings within the 3D curves is to match vertices with colinear tangents. Colinearity is preserved under orthographic projection, so this method remains valid using the orthographic projection of those 3D curves.

Similarly to Ulupinar and Nevatia [UN93], we make the assumption that the surface patch is a straight generalized cone cut by two parallel planes, although we do not require these planes to be perpendicular to the cone axis. Under this assumption, the tangents of the two curves that intersect each ruling are parallel in 3D. We further assume an orthographic projection, so that these tangents are also supposed to be parallel in 2D. We propose an algorithm to match vertices within a pair of 2D curves that are the orthographic projection of the boundaries of a developable patch, using the extremities of a 2 D straight silhouette as a first match.

Dynamic Time warping algorithm Our algorithm starts from the straight silhouette segment and propagates it along its adjacent curve segments, as illustrated in Figure 3.11.

Given the above assumptions, our goal is to form rulings by matching pairs of points along the two curves adjacent to the silhouette segment such that

- the rulings should intersect the curves at points with parallel tangents.
- adjacent rulings should be as parallel as possible.

While perfect parallelism of rulings is only true for straight generalized cylinders, the second objective acts as a regularization term in the presence of ambiguity of the first term, such as when the two curves we traverse contain straight segments.

We use dynamic time warping [KP01] to perform this point to point matching, which is an algorithm commonly used to compare time series, for example in the scope of gesture or speech recognition. This algorithm uses dynamic programming to minimize a cost function reflecting the quality of the point matches, see Algorithm 2 for the pseudocode. Denoting $C_{i}$ and $C_{j}$ the two curves to be matched, and $\left\{C_{i}(k \in[0 . . N])\right\},\left\{C_{j}(l \in\right.$


Figure 3.11: Our method generates 2D rulings over surface patches by propagating silhouette segments using the dynamic time warping algorithm.

```
Algorithm 2 Algorithm to match ruling vertices \(s_{1}, s_{2}\) in two boundary curves by
minimizing the angle between their tangents \(t_{1}, t_{2}\)
    function DTWDISTANCE \(\left(s_{1}, s_{2}, t_{1}, t_{2}\right)\)
    \(n_{1} \leftarrow\) length \(\left(s_{1}\right)\)
    \(n_{2} \leftarrow\) length \(\left(s_{2}\right)\)
    dtw_map \(\leftarrow\) double \(\left[n_{1}+1\right]\left[n_{2}+1\right]\)
    prev_row \(\leftarrow \operatorname{int}\left[n_{1}+1\right]\), prev_col \(\leftarrow \operatorname{int}\left[n_{2}+1\right]\),
    for \(i=0 . . n_{1}\) do
        dtw_map \([i+1][0]=+\infty\)
    end for
    for \(j=0 . . n_{2}\) do
        dtw_map \([0][j+1]=+\infty\)
    end for
\(\triangleright\) Filling dtw map
\(\triangleright\) Notations : \(\alpha\) : angle between two vectors, \(r_{i, j}=\overline{s_{1}[i] s_{2}[j]}\)
for \(i=0 . . n_{1}\) do for \(j=0 . . n_{2}\) do
\(p_{i}, p_{j}=\underset{i^{\prime} \in\{i-1, i\}, j^{\prime} \in\{j-1, j\}}{\arg \min }\left\{\right.\) dtw_map \(\left.\left[i^{\prime}\right]\left[j^{\prime}\right]+\lambda \alpha\left(r_{i, j}, r_{i^{\prime}, j^{\prime}}\right)\right\}\)
dtw_map \([i][j]=\alpha\left(t_{1}[i], t_{2}[j]\right)+\) dtw_map \(\left[p_{i}\right]\left[p_{j}\right]+\lambda \alpha\left(r_{i, j}, r_{p_{i}, p_{j}}\right)\) prev_row \([i]=p_{i}, \quad\) prev_col \([j]=p_{j}\)
end for
end for
\(\triangleright\) Computing the best match
path \(\leftarrow\}\)
\(i \leftarrow n_{1}-1, j \leftarrow n_{2}-1\)
while \(i \geq 0 \& j \geq 0\) do
path.append \(((i, j))\)
\(\mathrm{i}=\) prev_row \([i+1, j+1]-1\)
\(\mathrm{j}=\) prev_col \([i+1, j+1]-1\)
end while
return dtw_map \(\left[n_{1}, n_{2}\right]\), path
end function
```

$[0 . . M])\}$ successive point samples on these curves, we express the cost of matching sample $C_{i}(k)$ to $C_{j}(l)$ with the recursive expression

$$
\gamma(k, l)=\alpha\left(\dot{C}_{i}(k), \dot{C}_{j}(l)\right)+\min \left\{\Gamma_{k, l}(k-1, l-1), \Gamma_{k, l}(k-1, l), \Gamma_{k, l}(k, l-1)\right\}
$$

where

$$
\Gamma_{k, l}(r, s)=\gamma(r, s)+\lambda \alpha\left(C_{i}(k)-C_{j}(l), C_{i}(r)-C_{j}(s)\right)
$$

and $\dot{C}_{i}(k)$ denotes the tangent of curve $C_{i}$ at sample $k$ and $\alpha$ measures the angle between two vectors. The first term of the expression penalizes non-collinear tangents, while the recursive second term penalizes non-collinear successive rulings, see Figure 3.11.

Once we have computed all rulings using propagation along two contour curves, we reject those lying outside the patch.

We show in Figure 3.12 examples of rulings computed from sketchs of real-life objects.

### 3.4 3D contours optimization

Up to now, we have computed the 3D normal of the symmetry plane, a set of symmetrical points in the sketch (Section 3.2.2), and a set of rulings in the sketch (Section 3.3.2).

We are now ready to lift the 2D curves into 3D by using symmetry and developability constraints. Since the line drawings we target are traced over photographs, they may be distorted by drawing inaccuracy and weak perspective. Such distortions prevent a direct reconstruction using hard 2D positional and symmetry constraints, as done by Cordier et al. [CSMS13]. Instead, we formulate our reconstruction algorithm by defining a set of energy functions as soft constraints on the 3D coordinates of the Bézier control points, and compute a global optimal solution that can deviate from the input curves if necessary.

### 3.4.1 Energy formulation

Our energy function is composed of five different quadratic functions. The first three, namely projection accuracy, minimal variation and minimal foreshortening are regularization energies and were introduced by Xu et al. $\left[\mathrm{XCS}^{+} 14\right]$. We will recall their definitions, and then introduce two new energy functions: developability is the key feature of our method as it enables to restore developable surface patches from the 2D sketches, while symmetry is necessary to recover the depth of the object. In contrast to the formulation by Xu et al. $\left[\mathrm{XCS}^{+} 14\right]$, all our functions are quadratic, which allows us to find a global minimum using a linear solver.


Figure 3.12: Example of rulings computed with our algorithm. We see that in the first version of the sketch of the helmet (1st row), the rulings computed are not accurate. If we correct the sketch to show the occluded geometry of the patch (2nd row), the result is better.

In the following, we denote $B^{k}$ the $k$-th segment of a cubic Bézier curve, and $\left\{b_{i}^{k}\right\}_{i=0 . .3}$ its control points. Note that, since the curves are piecewise $\mathrm{C}^{1}$-continuous, the three consecutive points $b_{2}^{k}, b_{3}^{k}=b_{0}^{k+1}, b_{1}^{k+1}$ are collinear. We differentiate a 2D control point, whose coordinates are provided by the user sketch, using an upper-bar notation $\bar{q}$, from the corresponding 3D control point denoted by $q$. The latter are the unknowns in our system.

Regularization energies These energies aim at regularizing the 3D shape of the reconstructed curves. They act by default when the points are not constrained otherwise, and help the propagation of the depth impulsed by symmetry.

(a)

(c)

(b)



(d)

Figure 3.13: Invariable tetragons and colinear triplets of consecutive Bezier curves. In the general case (a), invariable tetragons are either made of the control points of a Bezier curve or made of the tangents of two successive Bezier curves (b). If one of the tetragons has three colinear points (c), we apply minimal variation on the colinear triplet made of the three colinear points (d)


Projection accuracy penalizes strong deviation of the orthogonal projection of the control points $\left.q\right|_{z=0}$ from the ones given in the sketch

$$
E_{\mathrm{proj}}=\left\|\left.q\right|_{z=0}-\bar{q}\right\|^{2}
$$

Minimal variation penalizes out of plane variations by favoring an affine relation between 4 successive non-collinear control points. These 4 points constitute either an entire Bézier segment, or cover two segments, such as $b_{1}^{k}, b_{2}^{k}, b_{1}^{k+1}, b_{2}^{k+1}$ (cf Figure 3.13). Denoting the 4 points by $q_{i=0, \ldots, 3}$, the energy term on non-collinear points is defined as

$$
E_{\text {minvar }}=\left\|\varphi_{0} q_{0}+\varphi_{1} q_{1}+\varphi_{2} q_{2}-q_{3}\right\|^{2}
$$

where $\varphi_{0}, \varphi_{1}, \varphi_{2}$ are the barycentric coordinates of $\bar{q}_{3}$ with respect to $\bar{q}_{0}, \bar{q}_{1}, \bar{q}_{2}$. In addition, the minimal variation term also applies on all triplets of successive collinear points to encourage them to remain collinear in 3 D , which is critical to maintain $\mathrm{C}^{1}$ continuty between Bézier segments. Denoting such triplets by $r_{i=0,1,2}$, the energy term on collinear points is defined as

$$
E_{\mathrm{col}}=\left\|(1-\delta) r_{0}+\delta r_{2}-r_{1}\right\|^{2}
$$

where $\delta,(1-\delta)$ are the barycentric coordinates of $\bar{r}_{1}$ with respect to $\bar{r}_{0}$ and $\bar{r}_{2}$. See a representative list of cases in Figure 3.13.

Foreshortening penalizes strong differences in the depth ( $z$-coordinate) of two successive control points $q_{i}, q_{i+1}$ of a Bézier curve

$$
E_{\text {foreshort }}=\left(q_{z, i}-q_{z, i+1}\right)^{2} .
$$

Symmetry Minimizing this energy encourages the symmetry of two points with respect to a global symmetry plane defined by a unit normal $n=\left(n_{x}, n_{y}, n_{z}\right)$. Recall from Section 3.2.2 that we computed the symmetry plane, and therefore $n$, from user annotations.

Given two 2D symmetrical points $\bar{p}$ and $\bar{p}^{\prime}$ with respect to the plane orthogonal to $n$, the 3D vector $t=p-p^{\prime}$ and midpoint $m=p+p^{\prime}$ can be computed using the formulas derived from Cordier et al. [CSPN11].

$$
\left\{\begin{aligned}
t= & {\left[\left(\bar{p}_{x}-\bar{p}_{x}^{\prime}\right),\left(\bar{p}_{y}-\bar{p}_{y}^{\prime}\right), \frac{-n_{z}}{n_{y}}\left(\bar{p}_{y}-\bar{p}_{y}^{\prime}\right)\right]^{T} } \\
m= & \frac{1}{2}\left[\left(\bar{p}_{x}+\bar{p}_{x}^{\prime}\right),\left(\bar{p}_{y}+\bar{p}_{y}^{\prime}\right),\right. \\
& \left.\frac{-1}{n_{z}}\left(n_{x}\left(\bar{p}_{x}+\bar{p}_{x}^{\prime}\right)+n_{y}\left(\bar{p}_{y}+\bar{p}_{y}^{\prime}\right)\right)\right]^{T} .
\end{aligned}\right.
$$

We then propose the following energy formulation for two symmetrical points $p$ and $p^{\prime}$

$$
\begin{equation*}
E_{\text {sym }}=\left\|\left(p-p^{\prime}\right)-t\right\|^{2}+\left\|\frac{1}{2}\left(p+p^{\prime}\right)-m\right\|^{2} . \tag{3.8}
\end{equation*}
$$

Note that the points $p$ and $p^{\prime}$ are not Bézier control points, but sample points of the arc-length parameterized Bézier curves. However, each sample point can be expressed as a linear combination of the 4 unknown control points $\left\{q_{i}\right\}_{i=0}^{3}$ of the Bézier segment they belong to. The energy term $E_{\text {sym }}$ is thus quadratic with respect to the variables $q_{i}$ of our system.

Developability We recall that a developable surface is a ruled surface with constant tangent plane along each ruling (cf Definition 2.2). This is equivalent to say that the extremity points of each ruling along with their tangent vectors on the surface are coplanar. We approximate this property using the two points $p_{i}$ and $p_{j}^{\prime}$ of curves $C$ and $C^{\prime}$ joined by a ruling and their immediate neighbors $p_{i+1}$ and $p_{j+1}^{\prime}$. Given these 4 points, consistency of the tangent plane along each ruling $p_{i} p_{j}^{\prime}$ is expressed using the energy functional

$$
\begin{equation*}
E_{\text {develop }}=\left\|\phi_{0} p_{i}+\phi_{1} p_{i+1}+\phi_{2} p_{j}^{\prime}-p_{j+1}^{\prime}\right\|^{2} \tag{3.9}
\end{equation*}
$$

where $\phi_{0}, \phi_{1}, \phi_{2}$ are the barycentric coordinates of $\bar{p}_{j+1}^{\prime}$ with respect to $\bar{p}_{i}, \bar{p}_{i+1}, \bar{p}_{j}^{\prime}$. Here again, note that each of these 4 points is an affine combination of the Bézier control points of the segments they belong to. $E_{\text {develop }}$ is therefore a quadratic function of
the unknowns.

### 3.4.2 Optimization

Finally, the different energy terms are summed over the free variables and assembled together in a global quadratic energy function $E$

$$
E=\omega_{1} E_{\text {proj }}+\omega_{2} E_{\text {minvar }}+\omega_{3} E_{\text {col }}+\omega_{4} E_{\text {foreshort }}+\omega_{5} E_{\text {sym }}+\omega_{6} E_{\text {develop }}
$$

In practice, we chose $\omega_{1}=\omega_{3}=\omega_{5}=\omega_{6}=1$ and $\omega_{2}=10^{-1}$, $\omega_{4}=10^{-8}$. The optimal solution can be efficiently computed as the solution of a linear system of equations on the unknown control points. In practice, we use an SVD decomposition in order to handle potential rank-deficiency of the associated matrix.
For a sketch described by N control points, the size of the matrix is generally of the order of $4 N+3 R+6 S$, where $R$ is the number of rulings, and $S$ the number of pairs of symmetric points.

### 3.5 Developable surface generation

Our final step consists in generating a symmetrical surface bounded by the 3D contours and supported by the rulings we computed. Each surface patch is defined with a set of 3D boundary Bezier curves, and we find a triangulation that matches these boundary curves.

Patches symmetrization Even though our 3D contours optimization takes advantage of symmetric correspondences, it may result in 3D curves that are not perfectly symmetrical with respect to the global symmetry plane. Inaccuracies of the sketch, perspective weakness, and occluded parts may be the reason for imperfect symmetry. We therefore enforce perfect mirror symmetry in the network of curves and rulings as an extra step. Assuming that the object is seen from an informative $3 / 4$ view, the positive and negative half space separated by the global symmetry plane can be respectively considered as the most reliable, and less reliable sides. Our approach consists in removing all curves and rulings belonging to the negative half space, and generating new ones using mirror symmetry from the one in the positive half space. In the specific case of a self-symmetrical patch, and therefore defined in both half spaces, some of the rulings may cross the symmetry plane. We delete such rulings and generate new ones by linking pairs of points, which are symmetrical with respect to the symmetry plane.


Figure 3.14: Results of our reconstruction algorithm on synthetic models.

Surface triangulation For each patch, we infer then infer a surface interpolating the previously computed boundary curves. If a patch contains rulings, then the corresponding 3D curves can be trivially associated to a mesh by triangulating between consecutive rulings, which does not require the introduction of interior points. If not, we generate a surface with minimal mean curvature interpolating the 3D border using the variational Laplacian approach [SHBS16, BK04]. In this case, the connectivity of this mesh is generated using a Delaunay triangulation of the 2D patch contours, where triangles are constrained to have a maximal area of $10 \%$ of the diagonal of the input image. The resulting mesh can then be improved using the developability optimization algorithm proposed by Wang and Tang [WT04]. Another method could also be to use the branch-and-bound algorithm proposed by Rose et al $\left[\mathrm{RSW}^{+} 07\right]$ to compute a developable surface mesh from 3D boundary curves.

As a last step, we generate a 2D pattern for each mesh, using standard parameterization algorithm minimizing stretch [SLMB05]. This works well in our case since all patches are close to developable.

### 3.6 Results and Validation

### 3.6.1 Results

We used our method to model a variety of synthetic and real-world objects.

Synthetic models For the 3 examples in Figure 3.14, we created ground-truth 3D objects representing piecewise developable surfaces (cones and cylinders). We rendered each object under an informative viewpoint using orthographic projection, and manually drew the annotations.

Rulings computed by our algorithm are displayed in blue in Figure 3.15. We can see that they are close to ground-truth rulings (displayed in orange). The 3D reconstructions also correspond well to the expected results, as shown by the top views that reveal near-perfect circular cross-sections. Note that since these models are rendered under perfect orthographic projection, we did not use the foreshortening energy, which acts as a regularization on perspective-distorted drawings.

Real-world objects We applied our method to photographs representing real-life objects. The results are displayed in Figure 3.17 and 3.18. Note that for some of the examples such as the side of the purse on the top, the sketch simplifies the geometry of the object, so that we get stronger developability constraints.
Our method finds plausible rulings for each of the examples. In particular, it succeeds in identifying cylindrical and conical parts, even when the curves linked by rulings do not


Figure 3.15: Evaluation of ruling propagation on two synthetic examples. Blue lines represent the rulings found by our algorithm, orange lines represent ground-truth rulings. Our rulings perfectly match ground-truth for the cylinder, and remain close to it for the truncated cone.
have the same length. As we only keep rulings that fully lie within the interior of their respective patch, our approach is also able to successfully recover partial cylindrical and conical parts within a patch. This is, for instance, the case on the curved patch of the tent on top of the door hole (see second row of Figure 3.17). This patch exhibits only 5 rulings despite a very long curved side on the left. Note that this feature also allows to handle partial occlusion associated to concavities (see for instance the top-left patch of the couch in the last row of Figure 3.18). For the specific case of a perfect cone, we added an extra annotation specifying the location of the apex, as for the right side of the tent. We also illustrate the detected symmetric correspondences, including pairs of symmetric curve (eg left side of the tent) and self-symmetric curves (eg top of the helmet).

Influence of symmetry constraint Symmetry is an important linear constraint in our method for two reasons: it provides the depth, i.e. the volume to the model, and allows to recover some occluded parts of the object from a single image. In Figure 3.16 we show the evolution of a result under an increasing number of symmetry annotations, thus allowing the user to iteratively refine the reconstructed 3 D model until reaching a satisfying result.

### 3.6.2 Evaluation

Metrics As a mean of evaluation, we measure for each reconstructed model the developability of the patches containing rulings. A ruled surface is perfectly developable
$\left.\begin{array}{c}\text { Input } \\ \text { constraints } \\ \text { symmetric } \\ \text { curves }\end{array}\right)$

Figure 3.16: Evolution of the shape obtained while adding incrementally symmetry constraints to the input. The first row shows the symmetry features of the input sketch: each pair of symmetric curve has a given color, black curves correspond to nonsymmetric curves, and gray lines to silhouettes. The second row displays two views of the 3D model generated by our method.
if its rulings have a constant tangent plane. We measure the developability error of a ruling by computing the angle between the normals at the ruling's extremities. We average this developability error over all detected rulings of a model. Table 3.1, last column, shows that this error varies between 6 and $16^{\circ}$ for the objects in Figures 3.17 and 3.18. The computational time varies between 5 and 30 seconds depending on the number of control points in the curve network and the number of rulings (Table 3.1, second column). Such performances allow an interactive workflow where users can quickly visualize the reconstructed 3D shape and add missing annotations on the photo to improve it if necessary.

Analysis of the developability constraint The main novelty of our approach resides in the new developability constraint. We now evaluate its impact on 3D reconstructrion.

We compared our approach with a downgraded version where we removed the term representing developability by setting $\omega_{6}$ to 0 . Without this energy term, the average developability error on the resulting model increases. For example, for the model purse


Figure 3.17: Results on real-world examples.


Figure 3.18: Results on real-world examples.

| model | time | control points | rulings | pairs of sym. pts | patches (cycles) | avg error develop. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| purse 1 | 28s | 119 | 135 | 27 | 7 | $6.61^{\circ}$ |
| helmet | 30s | 100 | 165 | 93 | 9 | $12.49^{\circ}$ |
| purse 2 | 7.8 s | 58 | 112 | 43 | 3 | $9.65{ }^{\circ}$ |
| tent | 4.7 s | 61 | 26 | 21 | 6 | $16.33^{\circ}$ |
| couch | 19s | 100 | 104 | 18 | 6 | $13.84{ }^{\circ}$ |

TABLE 3.1: Dimension, computational time and developability error of the examples in Figures 3.17 and 3.18

1 , developability error goes from $6.61^{\circ}$ with $\omega_{6}=1$ to $10.22^{\circ}$ with $\omega_{6}=0$. We made a similar observation for all other tested models.

We can also note the positive influence of the rulings in the resulting surfaced model. For example, the surface tent model could not be correctly reconstructed using only minimal surfaces, as shown in Figure 3.19.


Figure 3.19: Example of reconstructed surfaces with (a) and without (b) the use of 3 D rulings.

Failure cases In Figure 3.20 we present two failure cases of our system. Both examples satisfy the assumptions of near orthographic view, global mirror-symmetry of the object and piecewise developability. Our system robustly computes a set of 3D curves and fits the patches.

However, the contours at the top of the cap only consist of patch boundaries and do not exhibit silhouettes. Thus, no rulings are computed by our approach, which results in non-developable surface. Moreover, the visor of the cap contains conical sections, but they do not satisfy our hypothesis of being cut by two parallel planes, thus the criteria of collinear tangent at rulings extremities presented in Section 3.3.2 does not hold. The rulings extraction is not guaranteed to work in these cases of developable patches, even though the computed rulings in this case remain plausible.
The bag example lacks symmetry input, which is an essential constraint to inflate the volume of the model. Similar to Figure 3.16-left, middle, the optimization will lead to a
flat model. One may overcome these special cases, by allowing the user to e.g increase symmetry annotations with some additionally sketched patch boundaries.


Figure 3.20: Examples of failure cases that do not exhibit sufficient symmetry and developability features. Note that our system is still able to provide a solution, but the result lacks volume. Note also we present the resulting meshes without the symmetrization step in these examples.

### 3.7 Conclusion and Discussion

We have presented the first method enabling the reverse-engineering of symmetric, developable products from a single photo. Our approach assumes a simple orthographic projection. While our least-squares optimization approach tolerates minor perspective distortions as demonstrated by our results, strong perspective effects can yield distorted surfaces. Accounting for perspective would require a more complex formulation of the re-projection error. In addition, perspective should also be taken into account when searching for symmetric correspondences. Figure 3.21 illustrates how annotating two parallel lines on a symmetric model could help account for vanishing points during 2D analysis.

Since our system only takes a single photograph as input, we cannot reconstruct all occluded parts of the model. Completing the model by simple back-facing symmetry may still lack realism, since some occluded parts, such as the back of the helmet in Figure 3.18 would not be completed as expected. An interesting direction for future research would be to integrate our developability constraints into a multi-view modeling system where the object would be captured from a few, complementary viewpoints.

In this chapter, we only account for the reconstruction of a smooth $C^{2}$ developable surface, which are very constrained by their rulings. In particular, such surface can not


Figure 3.21: Finding the vanishing point of the image from two annotated red lines would improve the search for the point symmetric to P .
contain interior folds or creases. Designing developable surfaces containing interior curve and creases implies to account for non- $C^{2}$ developable surfaces. In this case, the ruling representation is not adapted anymore. In the next chapter, we focus on the design of folds using a 2D sketch. These folds will then be used in our 2D-to-3D garment modeling algorithm (Chapter 5).

## Chapter 4

## Sketch-based modeling of tubular folds

Folds are an important feature of garment design. Their geometry, determined by the material, the cloth's pattern shape, and the body of the dressed character, show great variety and is significant of the style of a garment.

There are different categories of folds: the ones issued from stretching or compression, and the ones caused by gravity (see examples in Figure 4.1). Some of them are sewed directly in the fabric, and others are the result of the dressed character's position, or location of the hanging points. In this chapter, we study tubular, or axis-aligned folds, and their representation in 2D fashion sketches. Tubular folds are folds that appear on a garment due to gravity, looseness of the fabric in the body and an excess of cloth in


Figure 4.1: Illustration of different types of folds, from [Wat09]. Additionnally to the pattern cutting and chosen material, the folds' appearance and location on garments are conditionned by the pose of the character wearing it.
the loose border part of the garment. For example, you can see tubular folds appearing in the Figure 4.1-left character, but none of the middle character of the same figure. While, the garment looks the same, the position of the dressed character makes the garment tight in the second case, which discards the appearance of tubular folds. Other examples of tubular folds are illustrated in the Figure 4.2. We propose an approach to add tubular folds in a surface using a unique 2D sketch as guide.

Design of virtual folds and wrinkles has been the topic of several studies in Computer Graphics' litterature. While the traditional method to model folds using physics-based simulation is constrained by physics-based parameters related to the fabric's material, alternative geometry-based methods were proposed.

Decaudin et al. $\left[\mathrm{DJW}^{+} 06\right]$ presented parametric models for several categories of folds: axis-aligned, compression, bending and twisting folds. Their model, based on cardinal spline surfaces, is a good basis for modeling regular folds, but is not enough to represent the variety of existing folds. Sketch-based modeling approaches for folds were also proposed, some of them asking the user to indicate a radius and direction value for each of the folds [TWB $\left.{ }^{+} 07\right]$, others using the sketched hemline to classify the fold's shape in one specific category, while the actual shape of the folds is obtained by physics-based simulation [LSGV18]. Closer to our work, Robson et al. [RMSC11] proposed a sketch-based modeling interface where the user draws the folded border directly on top of a view of the character to be dressed. Knowing the calibration of the virtual camera, and with the assumption that the border is planar, they invert the perspective matrix to find the depth of the curve and deform an existing mesh garment so that it folds accordingly.

We propose an approach to generate, from arbitrary sketches, a fold shape representation that can be transferred to any parametric surface. We show how our approach can be used for a large variety of tubular folds and how it adapts to different surfaces. After studying how such folds are sketched in fashion illustration, and how this representation relates to their 3D geometry (Section 4.1), we propose an algorithm to build a normalized fold distribution curve from an arbitrary sketch (Section 4.2). Finally, we present in Section 4.3 a method to use such fold curve to add tubular folds in an existing surface.

### 4.1 Representing tubular folds

Tubular folds can present various shapes, and different representations in sketches. In this section, we first describe most common 2D features depicting tubular folds in sketches (Sec. 4.1.1). We then study the 3D geometry of cloth with tubular folds, and discuss models of virtual camera that could link those two representations (Sec. 4.1.2).


Figure 4.2: Technical drawings (top row) and free illustrations (bottom row) of garments with different axis-aligned folds, from specialized litterature [NG09, Wat09].

### 4.1.1 Tubular folds in fashion illustration

Axis-aligned folds, or tubular folds, appear on cloth subject to the effect of gravity, and sustained by one or several hanging points. Hanging points can be seamed in the fabric, as the skirt on Figure 4.2 b, or caused by the position of the character wearing the garment, such as the knee and right hand in the example of Figure 4.3. The representation of these folds varies subjectively from one artist to another (see Figure 4.2).

We focus here on line representations, and therefore will not account for shading and color information. The most common way of drawing the shape of axis-aligned folds is to draw inner silhouette lines, giving the direction of the folds along the fabric, and the hemline curve, which represents the projection of the free border of the surface on the image plane (see an example in Figure 4.3).

Inner silhouettes As discussed in Section 2.2.1, silhouette lines are the projection of the rim: a curve on the surface where the surface turns smoothly away from the


Figure 4.3: Example of sketch from [NG09] representing tubular folds, created by several hanging points. We can extract line information representing the folds' shape, such as the folded hemline and inner silhouettes.
viewer. In the context of tubular folds, as seen in Figure 4.4.(a), inner silhouette can be the projection of arbitrary parts of the folds in the surface. Inner silhouettes are commonly represented with shading effects or variation of texture, as in Figure 4.2.(e,f,g). They can more or less easily be distinguished depending on the depth of the fold (see Figure 4.4.(c,d)), or the curvature of the fold undulation (see Figure 4.2.(b,d)), which makes them ill suited to be represented as line drawings.

Inner silhouette are in the direction linking hanging points to free borders, and they can be used to extract location of the hanging points in the garment. For example, in Figure 4.3, many silhouette lines converge into the location of the hidden knee. Twisted folds could also be recognized using the direction of inner silhouettes.

Inner silhouette represent how the folds are propagating from a hanging point to a border. In some cases, the cloth is not folded at the location of the hanging point, and the undulation appears as we go closer to the free border, as in the example of Figure 4.4. In other cases, the folds are seamed directly on the fabric and are uniformly deforming the cloth from the hanging point to the free border, as in the example of Figure 4.2.

Exploiting the drawn inner silhouettes to build a normalized representation of tubular folds raises different challenges. First, while their direction and length depicts the way of propagation of the folds from one border to another, it highly depends on the pose and morphology of the character wearing it. Second, representation of inner silhouette is unstable from one sketch to another. They are not reliable enough to count nor to infer width of folds in a garment.

Hemline The second important feature for the representation tubular folds is the projection of the free border, which we call hemline (see an example in Figure 4.3).

While this curve displays significant information on the number, width and depth of the folds, its shape is also influenced by the shape of the corresponding cloth pattern, and the motion of the cloth (cf Figure 4.2.(a,e)). Exploiting the hemline to build a normalized representation of the fold distribution implies to decorrelate inflexions due to folds from the ones due to the pattern shape and cloth motion. Such decorrelation using only fashion sketches is an ill-posed problem, and would require additionnal information on either the pattern's shape, or an associated technical drawing. Therefore, in this work, we will assume that inflexion points in the hemline are only due to folds, and not to specific cuttings of the patterns.

Another challenge is that tubular folds often causes self occlusions in the garment which would lead to discontinuous incomplete representation of the hemline, in particular for deep folds, such as in Figure 4.2.(g). We discuss how we overcome this issue in Section 4.2.3.

### 4.1.2 Modeling folds in 3D

We have seen the important features representing tubular folds in a 2 D sketch. We now discuss the representations of the underlying 3D shape that the sketch represents. After presenting our choice of 3 D representation for tubular folds in a garment, we discuss how to interpret the shape of the 2 D sketched hemline to model them.

Garment 3D representation In Figure 4.4 we display some examples of virtual garments with tubular folds obtained using a traditional modeling system with physicsbased simulation. We observe that the free boundary curve contains undulations that are representative of both the global shape of the garment, and the shape of the tubular folds. In those garments, these undulations are the most visible in this part of the garment, while their are fading out as we march in the opposite direction of gravity.

From these observations, we chose to represent the folded surface in a two-layered model: a smooth primitive surface representing the cloth without folds and an additionnal fold perturbation curve. We aim at using the sketched hemline to perform reconstruction of folds, and transfer to different surfaces. We need a fold curve representation that is decorrelated to the shape of the smooth primitive, and that can be easily manipulated, in order to perform fold transfer.

As displayed in Figure 4.4, we observe that we can represent accurately various folded boundary curves using cubic Bézier splines with few control points. The fold spline is decomposed into Bezier segments representing individual folds, alternately concave and convex. This representation is still dependant of the shape of the smooth primitive. We


Front view of a 3D garment



Decomposition into cubic spline


## Other garments and fold decompositions

Figure 4.4: Some examples of 3D garments modelled using physics-based simulations. From the combination of inner silhouettes and hemline curve, we distinguish tubular folds on the garments. The undulations of the free border, visibles in bottom view, and representatives of the folds' shape, can be represented with cubic Bézier splines.
will denote as directrix curve the image in the sketch of the boundary of this smooth primitive. We look for a representation of the folds that is independent from this directrix curve.

Influence of perspective in sketched hemlines We first try a naïve approach to compute such directrix-independant fold representation. Here, we represent the directrix as a polynomial curve of degree 2 . We obtain its shape by fitting the folded hemline into such polynomial curve. As discussed in previous section, we consider the folded hemline as a perturbation of this smooth directrix. We measure this perturbation along the directrix curve to obtain a directrix-independant representation of the folds.

## Input Sketches
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Figure 4.5: Study of folded hemline drawn on 2 D sketches. For each hemline, we approximate a smooth directrix curve (gray). We then compute the radial and orthogonal distances from the hemline to this directrix (respectively purple and yellow).

We compute two distance measures on the sketched folded hemlines (illustrated in Figure 4.5):

- radial distance: in a radial direction with respect to the directrix center, computed as the middle point of the curve's extermities (in purple in Figure 4.5).
- orthographic distance: in the normal direction of the directix curve (in yellow in Figure 4.5).

We notice some distortions in these representations. In particular, the folds appearing at the extremities of the smooth curve seem horizontally squashed in compared to the ones in the center of the curve. We also notice that the radial distance model provides in general deeper folds than the orthographic one, in particular at curve extremities.


Figure 4.6: Illustration of our perspective camera model, inspired by the classical viewpoint taken in fashion illustration (a). The model is based on a virtual camera looking at a character in the $z$-direction (b). We use this perspective model along with assumptions on the values of $d$ and $h$ to interpret a single 2D sketch (c).

To overcome these distortions, we need to account for the perspective effect in the sketch.
We propose a virtual camera model, based on fashion illustration specialized litterature [NG09, Wat09]. In this model, the camera is positionned at eye's height, and looking in an horizontal direction at the eye of the character (see illustration of the virtual camera model in Figure 4.6). We assume that the hemline is contained in a plane which is orthogonal to the image plane, meaning for which the $z$-component of the normal is 0 . We fix the camera/character distance to $d=250 \mathrm{~cm}$, and assume the model's height is approximately $h=170 \mathrm{~cm}$.

We propose an approach to model folds on a parametric surface using a sketched hemline representing possibly irregular folds. Our algorithm uses this perspective model to interpret the sketched hemline and generate a normalized fold distribution curve (Section 4.2). The folded garment is then obtained by applying the fold distribution on the free border of the surface, and propagating them linearly to the hanging border (Section 4.3).

### 4.2 Sketch-based modeling of folded hemline

We work on fold distributions represented in different spaces, all summarized in Figure 4.7. The input sketch space (a) is a 2 D space of curves, that is interpreted as the perspective projection of a dressed character. The boundary curve space (b) is a top view of the planar folded boundary of the garment, in local 2D coordinates. The flat fold distribution space (c) is a 2D shape-independant space representing the fold distribution. The surface space is the space of the 3 D folded surface.


Figure 4.7: Overview of the different spaces representing tubular folds we manipulate in our method. Transitions from one space to another are written in black if described by an algorithm in this chapter, in gray if not: sketch-based reconstruction in Section 4.2.1, flattening in Section 4.2.2, wrapping in Section 4.3.2 and folding in Section 4.3.1

In this section, we present an algorithm to compute a fold distribution curve from an input sketch representing the projection of a folded hemline $((\mathrm{a}) \rightarrow(\mathrm{b}) \rightarrow(\mathrm{c})$ in the Figure 4.7).

### 4.2.1 Reconstruction algorithm

First, our algorithm uses the perspective model presented in Section 4.1 .2 to reconstruct the depth of a folded hemline (from (a) to (b) in Figure 4.7). Additionnally to the projected folded hemline, our algorithm requires the user to draw the directrix as a 2D convex closed curve, representing the rough shape of a non-folded version of the garment's free border, along with the bounding box of the dressed character and the location of its eye (see Figure 4.6-c for an example). As Robson et al. [RMSC11], we assume that the hemline is planar, and lies in a plane $\mathcal{P}$ orthogonal to the image plane. The first step of the process is to estimate $\mathcal{P}$. Then, we apply a reverse-perspective computation to get the coordinates of the curve in this plane.

Plane estimation Let's denote as $(\Omega, n)$ the origin and normal of the $\mathcal{P}$ plane.

$$
\Omega=\left(\begin{array}{c}
x_{0} \\
y_{0} \\
z_{0}
\end{array}\right) \quad n=\left(\begin{array}{c}
\sin \varphi \\
\cos \varphi \\
0
\end{array}\right)
$$

Our algorithm starts by computing a 2D ellipse that fits at best the 2D convex curve annotated by the user, the directrix. It is supposed to belong in the border's plane. In 3 D , the ellipse follows an equation of the form:

$$
\forall t \in[0,2 \pi], \mathcal{E}(t)=\left(\begin{array}{c}
a \cos \varphi \cos (t)+x_{0}  \tag{4.1}\\
-a \sin \varphi \cos (t)+y_{0} \\
-b \sin (t)+z_{0}
\end{array}\right)
$$

Its image under our perspective transformation is:

$$
\begin{equation*}
\tilde{\mathcal{E}}(t)=\frac{f}{b \sin (t)-z_{0}}\binom{a \cos \varphi \cos (t)+x_{0}}{-a \sin \varphi \cos (t)+y_{0}} \tag{4.2}
\end{equation*}
$$

If we denote as $A, B, C, D, F$ the algrebraic coefficients describing $\tilde{\mathcal{E}}$ as:

$$
\begin{equation*}
A \tilde{x}^{2}+2 B \tilde{x} \tilde{y}+C \tilde{y}^{2}+2 D \tilde{x}+2 F \tilde{y}+1=0 \tag{4.3}
\end{equation*}
$$

Then we show that:

$$
\begin{align*}
A & =\frac{a^{2}\left(z_{0}^{2}-b^{2}\right) \sin ^{2} \varphi+b^{2} y_{0}^{2}}{a^{2} f^{2}\left(x_{0} \sin \varphi+y_{0} \cos \varphi\right)^{2}} \\
B & =\frac{a^{2}\left(z_{0}^{2}-b^{2}\right) \cos \varphi \sin \varphi-b^{2} x_{0} y_{0}}{a^{2} f^{2}\left(x_{0} \sin \varphi+y_{0} \cos \varphi\right)^{2}} \\
C & =\frac{a^{2}\left(z_{0}^{2}-b^{2}\right) \cos ^{2} \varphi+b^{2} x_{0}^{2}}{a^{2} f^{2}\left(x_{0} \sin \varphi+y_{0} \cos \varphi\right)^{2}}  \tag{4.4}\\
D & =\frac{z_{0} \sin \varphi}{f\left(x_{0} \sin \varphi+y_{0} \cos \varphi\right)} \\
F & =\frac{z_{0} \cos \varphi}{f\left(x_{0} \sin \varphi+y_{0} \cos \varphi\right)}
\end{align*}
$$

Let $c_{\varphi}=\cos \varphi, s_{\varphi}=\sin \varphi$.

$$
\begin{aligned}
& \left(a^{2} f^{2}\left(x_{0} s_{\varphi}+y_{0} c_{\varphi}\right)^{2}\right)\left(A \tilde{x}^{2}+2 B \tilde{x} \tilde{y}+C \tilde{y}^{2}\right) \\
& \quad=a^{2}\left(z_{0}^{2}-b^{2}\right)\left(\tilde{x}^{2} s_{\varphi}^{2}+2 \tilde{x} \tilde{y} c_{\varphi} s_{\varphi}+\tilde{y}^{2} c_{\varphi}^{2}\right)+b^{2}\left(\tilde{x}^{2} y_{0}^{2}-2 \tilde{x} \tilde{y} x_{0} y_{0}+\tilde{y}^{2} x_{0}^{2}\right) \\
& =a^{2}\left(z_{0}^{2}-b^{2}\right)\left(\tilde{x} c_{\varphi}+\tilde{y} s_{\varphi}\right)^{2}+b^{2}\left(\tilde{x} y_{0}-\tilde{y} x_{0}\right)^{2}
\end{aligned}
$$

Replacing $\tilde{x}$ and $\tilde{y}$ with their corresponding expression from Eq. (4.2) leads to

$$
\begin{aligned}
& \left(a^{2} f^{2}\left(x_{0} s_{\varphi}+y_{0} c_{\varphi}\right)^{2}\right)\left(A \tilde{x}^{2}+2 B \tilde{x} \tilde{y}+C \tilde{y}^{2}\right) \\
& =\frac{a^{2} f^{2}}{\left(b \sin (t)-z_{0}\right)^{2}}\left(z_{0}^{2}-b^{2} \sin ^{2}(t)\right)\left(x_{0} s_{\varphi}+y_{0} c_{\varphi}\right)^{2} \\
\Rightarrow & A \tilde{x}^{2}+2 B \tilde{x} \tilde{y}+C \tilde{y}^{2}=\frac{z_{0}^{2}-b^{2} \sin ^{2}(t)}{\left(b \sin (t)-z_{0}\right)^{2}}
\end{aligned}
$$

$$
\begin{aligned}
& a^{2}\left(z_{0}^{2}-b^{2}\right)\left(\tilde{x} s_{\varphi}+\tilde{y} c_{\varphi}\right)^{2} \\
= & \frac{f^{2} a^{2}\left(z_{0}^{2}-b^{2}\right)}{\left(b \sin (t)-z_{0}\right)^{2}}\left(\left(a c_{\varphi} \cos (t)+x_{0}\right) s_{\varphi}+\left(-a s_{\varphi} \cos (t)+y_{0}\right) c_{\varphi}\right)^{2} \\
= & \frac{a^{2} f^{2}}{\left(b \sin (t)-z_{0}\right)^{2}}\left(z_{0}^{2}-b^{2}\right)\left(x_{0} s_{\varphi}+y_{0} c_{\varphi}\right)^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
& b^{2}\left(\tilde{x} y_{0}-\tilde{y} x_{0}\right)^{2} \\
= & \frac{f^{2} b^{2}}{\left(b \sin (t)-z_{0}\right)^{2}}\left(\left(a c_{\varphi} \cos (t)+x_{0}\right) y_{0}-\left(-a s_{\varphi} \cos (t)+y_{0}\right) x_{0}\right)^{2} \\
= & \frac{a^{2} f^{2}}{\left(b \sin (t)-z_{0}\right)^{2}} b^{2} \cos ^{2}(t)\left(y_{0} c_{\varphi}+x_{0} s_{\varphi}\right)^{2}
\end{aligned}
$$

Therefore

$$
\begin{aligned}
& \left(a^{2} f^{2}\left(x_{0} s_{\varphi}+y_{0} c_{\varphi}\right)^{2}\right)\left(A \tilde{x}^{2}+2 B \tilde{x} \tilde{y}+C \tilde{y}^{2}\right) \\
& =\frac{a^{2} f^{2}}{\left(b \sin (t)-z_{0}\right)^{2}}\left(\left(z_{0}^{2}-b^{2}\right)+b^{2} \cos ^{2}(t)\right)\left(x_{0} s_{\varphi}+y_{0} c_{\varphi}\right)^{2} \\
& =\frac{a^{2} f^{2}}{\left(b \sin (t)-z_{0}\right)^{2}}\left(z_{0}^{2}-b^{2} \sin ^{2}(t)\right)\left(x_{0} s_{\varphi}+y_{0} c_{\varphi}\right)^{2}
\end{aligned}
$$

and

$$
A \tilde{x}^{2}+2 B \tilde{x} \tilde{y}+C \tilde{y}^{2}=\frac{z_{0}^{2}-b^{2} \sin ^{2}(t)}{\left(b \sin (t)-z_{0}\right)^{2}}
$$

On the other side,

$$
\begin{aligned}
& f\left(x_{0} s_{\varphi}+y_{0} c_{\varphi}\right)(2 D \tilde{x}+2 F \tilde{y})=2 z_{0}\left(\tilde{x} s_{\varphi}+\tilde{y} c_{\varphi}\right) \\
& =\frac{2 z_{0} f}{b \sin (t)-z_{0}}\left(x_{0} s_{\varphi}+y_{0} c_{\varphi}\right) \\
\Rightarrow & 2 D \tilde{x}+2 F \tilde{y}=\frac{2 z_{0}}{b \sin (t)-z_{0}}
\end{aligned}
$$

Finally

$$
\begin{aligned}
& A \tilde{x}^{2}+2 B \tilde{x} \tilde{y}+C \tilde{y}^{2}+2 D \tilde{x}+2 F \tilde{y}+1 \\
& =\frac{z_{0}^{2}-b^{2} \sin ^{2}(t)}{\left(b \sin (t)-z_{0}\right)^{2}}+\frac{2 z_{0}}{b \sin (t)-z_{0}}+1=0
\end{aligned}
$$

We derivate these equations to obtain the 3D parameters of the plane in terms of the coefficients of the projected ellipse $\tilde{\mathcal{E}}$ :

$$
\begin{equation*}
\tan \varphi=\frac{D}{F} \quad, \quad\binom{x_{0}}{y_{0}}=\frac{z_{0}}{\left(\tilde{x}_{0} D+\tilde{y}_{0} F\right) f}\binom{\tilde{x}_{0}}{\tilde{y}_{0}} \tag{4.5}
\end{equation*}
$$

where $\binom{\tilde{x}_{0}}{\tilde{y}_{0}}=\frac{1}{B^{2}-A C}\binom{C D-B F}{A F-B D}$ is the origin of the projected ellipse $\tilde{\mathcal{E}}$.
Using the assumption that the origin of $\mathcal{E}$ lies in the image plane $\left(z_{0}=-d\right)$, we can compute the plane's normal and origin.

Reverse perspective Once the plane $\mathcal{P}$ is known, we can reconstruct the 3D coordinates of all points lying in it from their projection in the sketch. Let $\tilde{p}=(\tilde{x}, \tilde{y})$ image of a point $p=(x, y, z)$ on a plane $(\Omega, n)$. Then its 3D coordinates verify:

$$
\begin{align*}
& (p-\Omega) \cdot n=0 \\
\Rightarrow \quad & \left(\tilde{x} z / f n_{x}+\tilde{y} z / f n_{y}+z n_{z}\right)-\Omega \cdot n=0  \tag{4.6}\\
\Rightarrow & z=f \frac{\Omega \cdot n}{\tilde{x} n_{x}+\tilde{y} n_{y}+f n_{z}} .
\end{align*}
$$

And we can compute $x, y$ using the equation of perspective deformation:

$$
\begin{equation*}
\binom{\tilde{x}}{\tilde{y}}=\frac{f}{|z|}\binom{x}{y} \tag{4.7}
\end{equation*}
$$

We use this reverse perspective process to compute 3D coordinates of the 2D folded curve.

### 4.2.2 Flattening the fold curve

We now have a fold curve represented in the section plane space ((b) in Figure 4.7). The next step of our algorithm is to compute a flattened directrix-independent representation of this curve ((c) in Figure 4.7). Working in this flat space allows easier manipulation of the individual folds, independently of the curve they are wrapped around.


Figure 4.8: Overview of the two different flattening algorithms on the same initial fold curve $\mathcal{F}$ and its directrix $\mathcal{C}$. In the normalized polar flattening, $\mathcal{F}$ is first normalized into a fold curve $\mathcal{G}$ so that it is wrapped to a unit circle $\mathcal{U}$, and then mapped by polar angle. In the arc-length dependant version, $\mathcal{F}$ is directly mapped into a flat curve using the arclength of the orthogonal projections of $\mathcal{F}$ 's junctions along $\mathcal{C}$.

This directrix-independent representation will be used to complete occluded parts of the hemline (Section 4.2.3), and to perform transfer on different boundary curves (Section 4.3.2).

We present two methods to compute a flattened representation, illustrated in Figure 4.8. The first one can only be applied for elliptic directrix curves, and provides a normalized representation of the folds. The second method can be applied to any smooth directrix curve and is independent the shape of the directrix while accounting for its dimension.

The depth extraction process described previously outputs a 3D planar folded curve wrapped around a directrix curve $\mathcal{C}$. The folded curve is represented as a cubic Bézier spline $\mathcal{F}$. This spline is composed of $N$ cubic Bézier curves $\mathcal{F}_{i}$ such that:

$$
\forall t \in[0,1], \mathcal{F}_{i}=\sum_{j=0}^{3} f_{j}^{i} B_{j}(t)
$$

where $B_{j}$ are the cubic Bernstein polynomials basis and $f_{j}^{i}$ are the control points of $\mathcal{F}_{i}$.

Normalized polar representation In this first method, we assume the directrix is an ellipse. We first express this curve around a unit circle instead of the ellipse by applying the corresponding affine transformation to its control polygon (see Figure 4.8, top row). We denote the resulting curve $\mathcal{G}$ and its control points $\left\{g_{j}^{i}\right\}$. We detail the process of flattening for a pair of points $\left(g_{0}^{i}, g_{1}^{i}\right)$ denoted $\left(g_{0}, g_{1}\right)$ for simplification, the remaining control points of each Bézier segment being processed symmetrically.

Denoting ( $\tilde{g}_{0}, \tilde{g}_{1}$ ) the flat representation of $\left(g_{0}, g_{1}\right)$, we set $\tilde{g}_{0}=[\alpha, r-1]$ where $(\alpha, r)$ are the polar coordinates of $g_{0}$. Then, we measure $\theta$ as the signed angle between the tangent of $\mathcal{U}$ at $g_{0}$ 's projection, and the vector $\overrightarrow{g_{0} g_{1}}$. We compute the flat version $\tilde{g}_{1}$ of $g_{1}$ as

$$
\tilde{g}_{1}=\tilde{g}_{0}+\left\|\overrightarrow{g_{0} g_{1}}\right\|\binom{\cos \theta}{-\sin \theta}
$$

We obtain $\tilde{\mathcal{G}}$ as a function of a generic angular parameter.

Arc-length dependant representation In this second method, we aim at a representation that preserves the information of the length of the directrix while being independent of its shape. In particular, we want a method able to perform on nonelliptic directrix curves.

As previously, we detail the process of flattening for a pair of points $\left(f_{0}^{i}, f_{1}^{i}\right)$ denoted $\left(f_{0}, f_{1}\right)$ for simplification, the remaining control points of each Bézier segment being processed symmetrically.

We compute the orthogonal projection $H$ of $f_{0}$ on $\mathcal{C}$ :

$$
f_{0}=H+d\left(\overrightarrow{H f_{0}}\right) \mathbf{n}(H)
$$

where $\mathbf{n}(H)$ is the unit normal vector of $\mathcal{C}$ at $H$, and $d\left(\overrightarrow{H f_{0}}\right)=\overrightarrow{H f_{0}} \cdot \mathbf{n}(H)$ the signed distance between $H$ and $f_{0}$.
The flat representation of $f_{0}$ is then computed as $\tilde{f}_{0}=[s(H), d]$ where is $s(H)$ the arclength of $H$ along $\mathcal{C}$.

We compute $\tilde{f}_{1}$ using a similar method than for the normalized polar flattening, except that $\theta$ is defined as the angle between the tangent vector of $\mathcal{C}$ at $H$ and $\overrightarrow{f_{0} f_{1}}$ (see Figure 4.8 2nd row for an example).

In practice, after the reconstruction algorithm, we always obtain an elliptic directrix curve, and we can apply the first method to get the flat representation of folds extracted from a sketch. However, our ultimate goal is to apply this fold distribution to existing smooth surface, for which the boundary may be of different length. Depending on whether we want to apply the folds while preserving the same number of folds or preserving their shape, we may want to keep the information of length of the directrix curve (cf Section 4.3.2). In this case we can use the second method to compute directly
a dimension-dependant flat fold distribution, or use the result of the first method and uniformly scale it by the ratio $\frac{s}{2 \pi}$ where $s$ is the total arc-length of the ellipse. These two methods give similar results in most examples of fold reconstruction we worked with.

The second strategy has the advantage of being invertible, meaning that we can compute $\mathcal{F}$ on any, non restricted to elliptical, directrix $\mathcal{C}$ using only the flat representation $\tilde{\mathcal{F}}$. We use this reverse operation for fold application on existing surface sections (see Section 4.3.1).

### 4.2.3 Completing the occluded parts of the hemline

So far, we described an algorithm allowing to build a directrix-indepedent fold curve from a sketched hemline. However, the sketch is only a partial representation of the hemline. As stated previously, tubular folds often causes self occlusions in the garment that may not be represented in the input sketch. Additionnally, a whole side of the garment is hidden by the viewpoint, and we need to complete the fold curve to have a full representation of the boundary.

Self-occlusions of the hemline In some cases, the depth of the folds creates selfocclusion of the cloth, and the hemline is not fully visible, hence drawn as discontinuous, as in the examples of Figure 4.9. The goal of this section is to obtain a continuous fold distribution curve from such a discontinuous projected hemline.

A first method to overcome this issue would be to complete the discontinuous parts of the hemline itself. Occlusions occur either at T-junctions with inner silhouettes, or at silhouette points, where the surface smoothly turns away from the view direction. At Tjunctions, we can expect the hemline to continue in the same direction. Such assumption is commonly used while trying to recover occluded lines in line drawings [CSPN11]. On inner silhouettes, the tangent of the hemline turns away from our view direction. While the human eye could in general easily infer the direction of the hidden part here (see Figure 4.9, green), automatize such completion is not trivial.

A second method would be to launch the reconstruction process on the discontinuous hemline, obtain a discontinuous flat fold curve $\mathcal{D}$, and try to complete the discontinuities directly on this curve. In flat fold space, we can build a first continuous curve with $C^{1}$ continuous completion (see examples in Figure 4.9,blue). The inferred occluded parts may be inconsistent with the rest of the fold curve. We propose an algorithm to compute a continuous fold curve which is consistent in visible and occluded parts.

We model $S$ as a spline composed of $N$ cubic Bézier curves $S_{i}$, with

$$
\begin{equation*}
S_{i}(t)=\sum_{j=0}^{3} b_{j}^{i} B_{j}(t), \tag{4.8}
\end{equation*}
$$
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Figure 4.9: Examples of occluded projected hemlines. In all these sketches, the visible part of the hemline is a discontinuous curve (2nd col, blue), for which we can compute a normalized fold curve (3rd col,blue). We can apply on this discontinuous fold curve a simple $C^{1}$ completion (4th col,blue), and improve it using a consistency-preserving algorithm (4th col,red). We compare this result with a fold curve reconstructed from a continuous version of the hemline (2nd and 3rd col, green).
where $B_{j}$ are the cubic Bernstein polynomials basis and $b_{j}^{i}$ are the control points of $S_{i}$.
The general idea is to consider that non-visible curve portions should be similar to visible ones. We thus force $S$ to approximate $\mathcal{D}$ in the visible region, while inferring non-visible part using similarity as well as continuity criteria. Note that $S$ only approximates $\mathcal{D}$ in the visible part in order to remain robust to possibly imprecisely sketched folds depicted by the user, especially at grazing angle. Our method works as follows.

We start by identifying the parts of the spline that are represented in the discontinuous reconstruction $\mathcal{D}$.

We first generate an initial guess Bézier spline $\hat{S}$ interpolating $\mathcal{D}$ in the visible region, and completing the missing part using $C^{1}$ continuity (see Fig. 4.10a). To ease further
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Figure 4.10: Illustration of the consistency-preserving completion algorithm. The discontinuous fold curve reconstructed is first completed using a simple $C^{1}$ completion process (pink curve in top row). Our algorithm matches at best the discontinuous fold curve in trustable areas of the continuous fold curve, while mimicking similar existing folds in occluded areas.
analysis, $\hat{S}$ is resampled such that individual junctions between polynomial segments occur at inflexion points of the spline (an example of such decomposition is illustrated in Fig. 4.10c) We also consider a set of uniformly distributed samples $\left\{d_{k}\right\}, k=1, \ldots, K$, of $\mathcal{D}$ and associate to each sample its orthogonal projection $\hat{S}_{i}\left(t_{k}\right)$ belonging to the polynomial segment $\hat{S}_{i}$ at some parameter value $t_{k}$.

Secondly, we associate a trust score $\tau_{i} \in[0,1]=t_{k}^{\max }-t_{k}^{\min }$ to each segment of $S$ given by the size of the range of parameters $\left[t_{k}^{\min }, t_{k}^{\max }\right]$ on which samples $\left\{d_{k}\right\}$ are projected to $\hat{S}_{i}$. A fully visible segment will therefore be associated to the trust score 1 , while a fully occluded one will be associated to 0 (see Fig. 4.10b).

Third, we define a shape similarity score $\gamma_{i, j}$ between two polynomial segments $(i, j)$, as illustrated in Fig. 4.10c, in computing the maximal angle between corresponding tangent vectors over a discrete uniform sampling of the curve $\hat{S}$ at parameters $t_{r}=r /(R-1)$, with $R=10$.

$$
\begin{equation*}
\gamma_{i, j}:=\max _{t_{r}} \operatorname{acos}\left(\frac{\hat{S}_{i}^{\prime}\left(t_{r}\right)}{\left\|\hat{S}_{i}^{\prime}\left(t_{r}\right)\right\|} \cdot \frac{\hat{S}_{j}^{\prime}\left(t_{r}\right)}{\left\|\hat{S}_{j}^{\prime}\left(t_{r}\right)\right\|}\right) . \tag{4.9}
\end{equation*}
$$

The map Sim : $i \rightarrow j$ associating a segment $i$ to its most similar segment $j$ is precomputed by taking into account the shape similarity score weighted with respect to the
trust score to favor the most visible segments

$$
\begin{equation*}
\operatorname{Sim}(i)=\underset{\substack{j \in\{0, \ldots, N-1\} \\ j \neq i}}{\arg \min } 1-e^{-\gamma(i, j)^{2} / \tau_{j}^{2}} \tag{4.10}
\end{equation*}
$$

Note that we only consider a segment to be similar to another one if its associated value $1-e^{-\gamma(i, j)^{2} / \tau_{j}^{2}}>0.5$, otherwise we set $\operatorname{Sim}(i)=-1$ allowing to prefer completion based on other criteria such as smoothness in the next optimization.

The final curve $S$ is globally computed by minimizing the following quadratic energy $E_{S}$, expressed with respect to the control points of the spline:

$$
\begin{equation*}
E_{S}=E_{\text {visibility }}+E_{\text {similarity }}+E_{\text {distance }}+E_{G^{1}} . \tag{4.11}
\end{equation*}
$$

- $E_{\text {visibility }}$ enforces the curve to match the discontinuous projection

$$
E_{v i s i b i l i t y}=\sum_{k=0}^{K} \omega_{v i s i b i l i t y}^{k}\left\|S_{i_{k}}\left(t_{k}\right)-d_{k}\right\|^{2}
$$

where the visibility weights $\omega_{v i s i b i l i t y}^{k}$ are defined using a Gaussian function centered on the middle index of each continuous part of $\mathcal{D}$, such that $\omega_{\text {proj }}^{k}=1$ at discontinuities and $\omega_{p r o j}^{k}=10$ at the center of continuous parts, see an example in Figure 4.10b. This energy component allows to locally limits clearly visible part of the curve to be deformed, while discontinuous part, often seen at grazing angles, may be more easily modified.

- $E_{\text {similarity }}$ encourages segments that are not clearly visible to locally reproduce the shape of their associated similar segment,

$$
E_{\text {similarity }}=\sum_{i=0}^{N-1} \omega_{\text {similarity }}^{i} \sum_{r=0}^{R-1}\left\|S_{i}^{\prime}\left(t_{r}\right)-S_{\text {Sim }(i)}^{\prime}\left(t_{r}\right)\right\|^{2}
$$

where $\omega_{\text {similarity }}^{i}=\left(1-\tau_{i}\right)$ if $\tau_{j}<\frac{1}{2}$ and $\operatorname{Sim}(i) \geq 0$, and 0 otherwise.

- $E_{G^{1}}$ enforces the tangent-continuity at segment junctions

$$
E_{G^{1}}=\omega_{G^{1}} \sum_{i=0}^{N-2}\left\|\left(b_{2}^{i}-b_{3}^{i}\right)-\alpha_{i}\left(b_{0}^{i+1}-b_{1}^{i+1}\right)\right\|^{2},
$$

where $\omega_{G^{1}}=1, \alpha_{i}=\left\|\hat{b}_{2}^{i}-\hat{b}_{3}^{i}\right\| /\left\|\hat{b}_{0}^{i+1}-\hat{b}_{1}^{i+1}\right\|$ with $\hat{b}_{i}$ being the control points of the initial guess curve $\hat{S}$.

- $E_{\text {distance }}=\omega_{\text {dist }} \sum_{i=0}^{N-1}\left\|b_{0}^{i}-\hat{b}_{0}^{i}\right\|^{2}$ prevents the points from varying too much from their initial position. This criteria is only useful to initialize the general placement of the curve and we set a low weight $\omega_{\text {dist }}=0.01$

We end up with a continuous curve representing a full version of the visible side of the garment's hemline.

We discuss in Section 4.4.2 the effects of this completion algorithm after applying folds on a surface (see Figure 4.16).

The Hidden side of the hemline The fold distribution reconstructed from the sketch only represents a partial representation of the folds in the garment. We need to extend it to represent the hidden side of the garment, not drawn in the sketch.

We first resample our fold distribution spline so that junction points are located at inflexion points of the curve, which was already the case if we went through the completion algorithm previously described. The curve is now a continuous set of alternatively concave and convex individual folds. We extend the curve by duplicating those individual folds, until the curve hits a target abscisse length $L$, while ending with a fold of opposite curvature sign than the first one. Then, we smooth out the curve so that it is $G^{1}$ continuous, accounting for the continuity between the point of abscisse $L$ and the first point. In the case of polar fold distribution (see Section 4.2.2), the target abscisse length would be $L=2 \pi$, whereas in the case of arc-length based distribution, it is the total arc-length of the ellipse.

This method allows the extension with folds that are similar to the reconstructed ones. Another way of extending the fold distribution would be to use statistics-based methods, such as [HOCS02] or [LA15] to generate new folds following the same statistical distribution.

### 4.3 Transferring folds to existing geometries

The reconstruction algorithm described in previous section builds a flat fold distribution representing the visible parts of tubular folds in a sketch.

In this section, we describe how to use a flat fold curve to fold a 3D surface, using the section curve space as intermediate space $((\mathrm{c}) \rightarrow(\mathrm{b}) \rightarrow(\mathrm{d})$ in Figure 4.7). First, we explain how to do this in the case of reconstruction, meaning when the fold curve is already adapted to the surface we want to fold. Then, we study the case of transfer, in which we want to fold a surface of different shape.

### 4.3.1 Applying a fold curve to a smooth surface

We assume our garment patch contains two boundary curves between which the folds propagate. One of this boundary curve is the hemline, and we first present how to apply


Figure 4.11: Example of folding a surface represented with tensor Bézier spline (a). We apply fold distribution on one of the section curve boundary (orange) which is a spline curve of the control polygon of the surface (yellow). The resulting surface (b) propagates smoothly the fold perturbation from one boundary curve to the other.
the fold distribution on it. Then we discuss on how to propagate this fold perturbation on the rest of the surface.

Folding a boundary curve As before, we assume that the boundary curve of the garment is planar, so we will compute its folded representation in 2D local coordinates. The idea is to apply the inverse of the arc-length based flattening method presented in Section 4.2.2.

Using the notations of that section (see also Figure 4.8), for each control point $\tilde{f}_{0}=[s, \rho]$, we compute $f_{0}$ as

$$
f_{0}=H+\rho \mathbf{n}_{\mathcal{C}}(H)
$$

where $H$ is the point on $\mathcal{C}$ of arclength $s$ and $\mathbf{n}_{H}$ is the unit normal vector of $\mathcal{C}$ at $H$.
We compute $f_{1}$ using the angle $\theta=-\arg \left(\overrightarrow{\tilde{f}_{0}} \vec{f}_{1}\right)$ :

$$
f_{1}=f_{0}+\left\|\overrightarrow{\tilde{f}_{0}^{i} \vec{f}_{1}^{i}}\right\| R_{\theta} \mathbf{t}_{\mathcal{C}}(H)
$$

where $R_{\theta}$ is the 2 D rotation matrix of angle $\theta$, and $\mathbf{t}_{\mathcal{C}}(H)$ is the unit tangent vector of $\mathcal{C}$ at $H$.

Fold propagation We now have a planar folded curve representing the hemline of the folded surface. In this work, we focus on application on tensor Bézier spline surfaces for which the control polygon is aligned with the fold direction, meaning that the boundary curves of the patch are either section curves to be folded, or silhouette curves of the surface (see one example in Figure 4.11). We apply the fold distribution using the wrapping algorithm on one of the boundary curves, and redistribute the junction points of the other to obtain a smooth propagation of the folds.


Figure 4.12: An example of fold analogy paradigm: we want to apply folds on a directrix $B$ using the fold distribution described by its shape $A^{\prime}$ wrapped around a directrix $A$. Two solutions can be accepted, either if we want to preserve the number of folds or their shape from $A^{\prime}$.

The choice of using parametric surface may look restrictive, especially for garment modeling which is more commonly done using meshes. However, we believe this fold representation could be used for other types of representations, in particular in meshes, using a system similar to FoldSketch [LSGV18] so that it can produce a wider diversity of folds. In Chapter 5, we present a sketch-based garment modeling system using the tensor Bézier spline surface for which this fold transfer algorithm is well suited.

### 4.3.2 Fold analogies

We now assume that we want to apply a fold curve issued from the reconstruction algorithm to a section curve with different shape. The process described in previous section will not work in most cases, in particular because the target section curve will not have the same arclength. This problem can be formulated similarly to the image analogy paradigm $\left[\mathrm{HJO}^{+} 01\right]$, by denoting $A, A^{\prime}$ as the source directrix and fold curves, and $B, B^{\prime}$ as the target directrix and output fold curve (see Figure 4.12).

There are different ways of computing B' depending on what aspects of the folds we want to preserve. We may want to preserve the number of folds, at the risk of changing their dimension. On the other hand, we may want to preserve the fold's scale, and adapt the number of folds, which is what would happen if $B$ was made of the same fabric than $A$. We present here how to perform this transfer in both cases, the output of both methods is a flat fold distribution curve ((c) space in Figure 4.7) which then can be mapped to the curve section domain (cf Section 4.3.1).

Transfer strategies For the first method, called constant-fold-number strategy, we map $A^{\prime}$ to a flat representation using the polar flattening algorithm (see Section 4.2.2). We then have a normalized version of the folds, as if wrapped around a unit circle. Then, we can compute a folded section $B^{\prime}$ curve using a similar method than presented in the previous section but using the angular parameter instead of the arclength. As
a result, the number of folds remains constant, while their sizes scale with the curve length. This approach allows to visually give the appearance of a similar garment, as was done in [BSBC12].

Note that this method only works if $B$ is a convex closed curve with no self-intersection. An alternative version would be to scale the normalized flat fold curve by $\frac{s}{2 \pi}$ where $s$ is the arclength of $B$, and use the inverse flattening algorithm presented in previous section to compute $B^{\prime}$.

The second strategy, called constant-fabric-behavior transfer, seeks to adapt the number of folds with respect to the arc-length of the target section curve, while maintaining a constant size of folds. We use the arc-length dependant method (see Section 4.2.2) to get a flat fold distribution mapped with the arc-length of $A$. Then, the fold distribution can be extended or cut out in order to be sized with the length of $B$ with a method similar to the completion of the hemline in Sec. 4.2.3. Then, $B^{\prime}$ is computed using the inverse flattening algorithm presented in previous section.

Comparison While those strategies can lead to very different results, we may wonder when to apply one or the other.

The second strategy is well-suited to transfer folds between surfaces that have comparable dimensions. For example, say we want to transfer folds from a sleeve to a dress. Then, we will probably expect the folds to keep the same size, but adapt the number of folds to the length of the dress' boundary curve.

Say now we want to transfer folds taken from a human sized garment model to a tiny character, say a smurf for example. Then, the constant fabric behavior transfer would probably lead to a garment with few folds, and a very different aspect than what it had on the human. The constant-fold-number transfer on the other hand, would give a visually similar appearance to the garment.

An third adaptative version would be to add an intermediate step in the constant-fabricbehavior transfer to uniformly scale the flat fold curve before cutting/extending it. The scaling factor is there computed as the ratio between the dimensions of the transfer spaces (for example ratio between the height of the characters wearing the garments). This third method would allow to properly transfer folds from a sleeve of a garment wore by a human to a dress wore by a smurf.

Some results are displayed in the Figures 4.17 and 4.18 and discussed in Section 4.4.2.

### 4.4 Results and Evaluation

In this section, we present and discuss some results we obtain using our algorithm. First, we propose some quantitative and qualitative evaluation of the reconstruction algorithm. Then, we show fold reconstruction and transfer on a few applicative examples.

### 4.4.1 Evaluation

We evaluate our reverse-perspective based reconstruction algorithm on synthetic examples. The 3D scenes were modeled and rendered on Blender.

Plane estimation We first study the algorithm that estimates a plane from the 2D sketch and hypothesis on the perspective model (cf Sec 4.2.1). We use a 3D model of an ellipse that is rendered with the camera set up described in Figure 4.6, for different values of $a, b$ (semi-length axis of the ellipse), $\left(x_{0}, y_{0}\right)$ and $\varphi$ where $n=[\sin (\varphi), \cos (\varphi), 0]^{T}$.

The results are evaluated with the following measures:

$$
E_{\Omega}=\frac{\left\|\Omega_{G T}-\Omega\right\|}{\| \Omega_{G T}| |} \quad E_{n}=\left|\operatorname{acos}\left(n_{G T} \cdot n\right)\right|
$$

Results are displayed in the Figure 4.13. The first column shows how the hypothesis $d=250 \mathrm{~cm}$ influences the plane estimation. We launched the plane estimation algorithm, described in Section 4.2.1, on renderings of the scene while translating the objects along the $z$-axis, changing the distance camera/model $d$. We can see that even for scenes where $d$ is far from 250 , the normal vector of the plane is still very close to the ground truth. The estimated plane origin goes away from the ground truth as $d$ differs from the hypothesis. Most of this difference is explained by the inherent error on the z-component (displayed in discontinuous black line in Figure 4.13).

The second column shows the evolution of the error measures while adding a rotation to the ellipse. We can see that the error on the estimated plane origin remains very low, and the error on the estimated plane normal is under $20^{\circ}$ for all study cases.

The third columns shows the influence of adding a non-zero $z$-component on the normal vector of the plane. We rotate this plane by an angle $\theta \in\left[0, \frac{\pi}{2}\right]$, and measure the error in the plane estimation. As previously, the error remains low for the location of the plane origin (under $10 \%$ in all cases). As for the estimated normal, the angle between ground truth and estimation is very close to $\theta$ in all cases, which is explained by the hypothesis taken as $\theta=0$.


Figure 4.13: Error measure on plane estimation. First row shows the configuration of the 3D scenes for each study case. Each scene contains a straight cylinder, which represents the character, and a planar ellipse. Based on a renderer image of these scene, we estimate the plane containing the ellipse, and measure the error from the ground truth. Second row shows evolution of error measures on the normal and origin of the plane while deviating from the hypothesis. $d$ represents the distance camera/model, $\alpha$ the rotation angle of the ellipse in its local representation, and theta the rotation angle of the normal plane around the $y$-axis.

Fold reconstruction In this second experiment, we use three different materials pre-set from the Blender software to compute different variations of folded-shapes. Each simulated mesh is rendered as an image, and the user draws on top of the resulting image the folded border (occluded border is also drawn) and the approximated ellipse.

Our algorithm generates a 2D folded section curve that we compare to the true trace of the 3 D border curve projected orthogonally onto the horizontal plane. The results displayed in Fig. 4.14 show that the reconstructed hemlines are in general close to the ground truth, even with irregularly shaped folds, such as the silk model. One can note that the least accurate results are related to the case with few large folds. Indeed, in the latter case, the true 3D folded border curve deviates more from the planar hypothesis assumed during the reconstruction process.


Figure 4.14: Reconstruction of fold curves generated from physics-based simulation. The result of the simulation is rendered on an image (1st col), ontop of which we drawn the projection of the folded hemline ( 2 nd col ). Our reconstruction algorithm provides an estimated folded hemline (4th col, blue), which is compared to the ground truth (3rd and 4th col, green).

### 4.4.2 Results

We now present some applicative results of our algorithm. We first focus on the completion algorithm presented in Section 4.2.3 on some examples of sketches. We then show results of reconstruction and transfer on some primitive surfaces.

Note that in some of the examples, we anticipate the following of this thesis and apply folds on a garment modeled with the system presented in Chapter 5.

In the Figure 4.15, we first present some examples of folds applied on surfaces ressembling the ones in the input sketch. We see that our method provides visually good results for folds with different shapes.


Figure 4.15: Some examples of fold reconstruction and application on surfaces. Initial surfaces were obtained using the method for garment modeling presented in Chapter 5.

Completion of discontinuous hemlines We then study the results of our completion algorithm presented in Section 4.2.3. In Figure 4.16, we present for each input sketch two surfaces corresponding to two different fold distribution curves: one is obtained by completing manually the occluded parts of the hemline on the input sketch (green curve), and the other by inputting a discontinuous hemline and using our automatic completion algorithm (red curves).

Our algorithm manages to add curvature in some hidden concave parts, such as in the sketches A and B of Figure 4.9. In those cases, the discontinuous hemline provides at least an example of trustable concave fold which is matched to the other with the nearest neighbor computation, see Figure 4.10 for an example.

If the discontinuous projected hemline does not show any concave part, and therefore no depth, as for the sketch D in Figure 4.9, then the completion is not better than the simple $C^{1}$ completion. Improvement of this algorithm could be done by using the unsigned curvature of the folds instead of their tangent direction so that concave parts can be matched to convex part with similar profiles, which are usually more trustable.

Note that our algorithm does not account for self-intersections of the fold curve that may appear (for example in sketch C), which could be solved in a post-process step.


Figure 4.16: Comparison between folds reconstructed using our completion algorithm (red curve), and with human annotated completion (green curve) on several sketches.

In Figure 4.16, we apply the fold distributions obtained with our completion algorithm to a 3D surface, and compare it to the fold distribution obtained from a continuous hemline representation. We see that the differences in occluded parts of the fold distribution are not so visible in the 3 D reconstruction, and the results obtained with our completion algorithm are convincing.

Transferring folds distributions Finally, we present the results of fold transfer on some examples.

In Figure 4.17, we see how the fold distribution adapts to surfaces having the same shape but different dimensions. If the dimension are comparable, like the woman and child, then we observe that the constant fabric distribution is a good solution to preserve the fold's shape. But on a really smaller character, like the starfish, the result seems to have very few folds and differs significantly from the intput sketch's visual aspect. One solution is the adaptative strategy, which provides good result in this case (see Section 4.3.2 for details).

The second experiments applies on the same initial surfaces a fold distribution extracted from a smaller curve, see Figure 4.18. We see here that we obtain very different results whether we take a constant-fold-number or a constant-fabric-behavior strategy. In the case of the woman and child, both seem acceptable, depending on the expected result. In the case of the starfish, we see that we need the adaptative strategy to get a visual aspect similar to the constant-fabric-behavior transfer. The character being significantly smaller than the standard size, the classic constant-fabric-behavior strategy gives fewer folds than we can expect.


Figure 4.17: Some result of folding garment surfaces with different sizes: one is close to reconstruction (target character with the same size than the input sketch's model), the other one is adapted to a smaller target character, and the last one is adapted to a tiny character. Different folding strategies are performed on these surfaces. See Section 4.3.2 for details.


Figure 4.18: Some results of folding garment surfaces differing from the input sketch. Different folding strategy are applied on each of the initial surfaces.See Section 4.3.2 for details

### 4.5 Conclusion

We presented an approach to model and transfer axis-aligned tubular folds using one sketched folded boundary. Our approach exploits the perspective inherent to fashion sketches. We proposed to transfer folds to different boundary curves with two different strategies: one preserving the number of folds from the sketch, and another preserving their shape.

While we performed a smooth linear propagation of those folds from a free boundary curve to another on a surface, other methods could be investigated. For example, we could mimick seamed folds by squashing the fold curve in the tight boundary curve. Another idea would be to use inner silhouettes, as discussed in Section 4.1.1 to guide the direction of propagation, and model twisted folds.

In the next section, we exploit the rest of the 2D curves contained in a fashion sketch. We present an algorithm to synthesize a virtual garment on an arbitrary character using a single sketch.

## Chapter 5

## Dressing arbitrary characters using a single sketch



Figure 5.1: Our approach takes as input a single, annotated fashion drawing and synthesizes a 3D garment of similar style over any existing 3D character. The method handles deep folds and automatically adapts the garment to the morphology and pose of the target, allowing to easily dress human-looking to cartoon-style models.

The fabric's material, the shape of the cloth patterns, the dressed character's morphology, pose and motion: a multitude of parameters are conditionning the shape of a 3D garment. Designing an intuitive tool to create and model virtual garments has been an important challenge in the field of 3D graphics.

While traditional physics-based approaches [VCMT05] are providing realistic results, they rely on the design of 2D patterns, making it difficult for an artist to model a garment on an arbitrary character using a final visual aspect as target. On the other hand, example-based and data-driven approaches provide reconstruction systems using no parameters. They rely on important databases of garments [WCPM18] and manage to model garments from a picture at the cost of computing efficiency [ $\left.\mathrm{YAP}^{+} 16\right]$. Alternative approaches try to use the expressiveness of sketches to help artists to model garments. They usually propose an interface on which the user draws silhouette, seams, folds and border lines ontop of a view of the character to be dressed $\left[\mathrm{DJW}^{+} 06, \mathrm{TWB}^{+} 07\right.$,


Figure 5.2: Examples of fashion sketches from specialized litterature [NG09], with diverse levels of abstraction.

RMSC11]. Those methods may constrain the expressiveness of the artist, the input sketches being in practice, pretty far from the artistic variety of fashion illustration.

In this work, we address the issue of interpreting a fashion sketch to model a garment fitting an arbitrary target character. Many challenges arise from this topic. First, fashion sketches may be more or less expressive or precise, and we need to decide what features we want to exploit and how. Secondly, transferring the garment to an arbitrary character implies to account for different morphologies, geometries and different poses, which is challenging because all of this parameters are influencing the garment's shape. What makes two garments similar ? What are the features ones wants to extract from the sketch, and what is determined by the shape of the target character ? Brouet et al. [BSBC12] tackled the issue of defining style of a garment in the context of 3D-to3D transfer. The similarity criteria they established serve us as basis for our 2D-to-3D transfer.

Our method takes as input a fashion sketch with a few user annotations, described in Section 5.1.2. In particular, we ask users to over-trace the free borders of loose parts, which convey folds; the silhouette of the garment, which conveys surface normals; and skeletal bones of the character, which convey the relative location of the garment with respect to the limbs and body of the character. It then works in four steps, illustrated in Figure 5.3. We first extract geometric information from the input annotations, and create an initial shape of the virtual garment over a target rigged character. This first surface represents a garment that matches the proportions, position and orientation of the garment depicted in the sketch (Section 5.2). We then deform this initial surface, so that its shape matches the shape in the drawing (Section 5.3). Garment patches are represented as parametric cubic Bezier patches, which brings a compact representation, parameterized along limbs direction.


Figure 5.3: The four steps of our garment synthesis pipeline satisfying the styletransfer criteria : scale, fit, shape and folds.

Finally, the last step of our method consists in synthesizing folds over the garment. We achieve this goal by transferring the fold patterns extracted from the sketch using the algorithm presented in Chapter 4, anf by scaling them to fit the character size. Thanks to the parameterization of the patches, garment exhibiting deep folds along limbs direction, typically encountered in loose garments falling under gravity, can be easily represented.

We illustrate the versatility of our method by creating a variety of garments, including dresses, shirts and pants. More importantly, our results were obtained from sketches of various styles, from fashion sketches to cartoon sketches with extreme proportions. Similarly, we transferred the extracted garments to realistic as well as to stylized 3D characters.

The works presented in Chapter 4 and Chapter 5 has been submitted for publication in October 2019.

### 5.1 Garment representations

The goal of this first section is to propose a 2D and a 3D representation for garment modeling and transfer.

We need to understand what is represented in line drawing fashion sketches, and how it relates with the geometric cues defining the style of a garment (Section 5.1.1). We use this study to define the inputs of our modeling method and the hypothesis necessary to their interpretation (Section 5.1.2). We then relate this to a surface representation able to express and enforce the style criteria in the target character's space (Section 5.1.3).

### 5.1.1 Style in garment sketches

A seen in the previous chapter, there are many different types of garment sketches. Some are very realistic and explicit, and others can show more distortions, may be very expressive, or even abstract, like on the example of Figure 5.2(D). However, in most
cases, a sketch is sufficient to provide a good idea of the 3 D shape of the garment it is representing.

Garment drawings A stylized sketch-based representation of a garment differs from the technical representation of sewed objects as presented in Chapter 3 in many ways. Let us highlight some of them.

Similarly to sewed objects, silhouette and border curves are usually well depicted in garment sketches: they represent in particular the boundary between the cloth and the rest of the drawing. However, the seams between patches, the dart lines and other fabrication indications may not be represented, at the profit on more aesthetic lines, such as fold's silhouettes and shadows. Moreover, many garments are not perfectly developable when fitting the body in doubly-curved surface areas, such as the shoulders. It seems rather unsuitable to search for a ruled surface representation in this case.

The body of the dressed character is another important feature of the garment sketch. Not only does it provide information on the positionning and orientation of the garment worn by the character, but it also affects the shape of the garment itself, in particular in tight areas of the garment, where the silhouette continuously follows the body's outline (for example the top parts of Figure 5.2(A,D)).
It is not common in fashion illustration to draw realistic human body proportions. Exagerration of proportion and expressiveness of the outline are usually left to the choice of the artist: the outline may not fully show the outline of the body, as in Figure 5.2(B), the proportions of the character may be exagerrated, as in Figure 5.2(A), or the pose depicted may be unrealistic, as in Figure5.2(C).

In most cases, even if the drawing is not completely explicit, one can easily infer the shape of the garment that is represented, and imagine how it would look on a given character. However, in some cases, it is very unlikely that the outline of the resulting garment would exactly fit the lines drawn in the sketch.
Thus, we may wonder what are the features which make us believe that the garment we imagine corresponds to the one depicted on the sketch. Or, formulated differently, what makes two garment looking similar in style while being different in geometry?

The following paragraph presents the style criteria which turn out to be pertinent for our goal of style preserving garment transfer.

Style criteria The problem of defining style of garment was adressed by different authors, mostly in the context of 3D-to-3D garment transfer to different human morphologies. Brouet et al. [BSBC12] came up with a list of geometric criteria defining garment style. Among them are:


Figure 5.4: Examples of potential target characters having different geometries while sharing comparable topologies
(I) Scale (or proportionality), expressed through the relative location of the garment with respecto to the character's body and limbs.
(II) Fit, expressed through the preservation of the tight regions where the garment should fit the body.
(III) Shape, expressed using normals in loose areas.

We use these criteria to guide our style preserving garment transfer. Moreover, since we want to allow style transfer between radically different characters, we choose to consider the shape criteria at the scale of the overall shape, and add the following fourth's similarity criteria to capture details:
(IV) Folds, expressed as the shape and frequency of wrinkles along the hemline.

This choice allows characters of different sizes to have the same folds frequency, instead of the same number of folds around their dresses, so that it looks like the same fabric has been used.

Let now discuss how to relate these style criteria to 2D garment sketches. Preserving the relative location and proportion of a garment (I) implies to find correspondences between the bodies of the drawn source and the target 3D character. A first method could be to use the drawn outline of the dressed character's body in the sketch to compute geometry correspondances with the target body. This method seems rather unstable for two main reasons. First, as seen before, this outline is more or less precisely drawn in fashion sketches (see Figure 5.2(B)), and in many cases, most of it is hidden by the cloth itself (like the legs in Figure 5.2(D)). Second, we would be limited to transfers between characters of similar types, for instance human bodies. In order to account for characters with of different type, for example the starfish and frog of Figure 5.4(C,D), we
seek for a topology-related cloth positionning criteria. To this end, we rely on skeleton representations. Skeletons and medial axis are indeed very common features both for analysis of 2D shapes and for animation of 3D characters. Positionning a 2D skeleton ontop of a sketch representing a character seems like a reasonable task that a user can perform. As for 3D, rigging characters remains a non trivial but necessary task for animation. This task has been made simple with new interactive systems, like Mixamo ${ }^{1}$, which allow to easily compute a basic rig of a 3D character.

The scale and fit criteria (II,III) imply to identify the parts of the garment that are tight to the character and the parts that are loose, in other terms, the parts for which the garment's silhouette should follow the body's, and the parts for which the silhouette should match the one in the sketch. Ideally, the sketch would contain the full outline of the character's body, and we could, as most sketch-based interfaces $\left[\mathrm{TWB}^{+} 07\right]$ do, measure distance to body all along the garment's silhouette. However, as discussed previously, this is not the case for most garment sketches, and sometimes estimating oneself the hidden parts of the character's body is not a trivial task (think of the legs of Figure 5.2(D) for example), and we do not need it. Indeed, the shape and fit criteria do not require any distances to body, but only the information of tight or loose areas in the garment. To put it differently, the position or geometry of the underlying limbs are not supposed to change the shape of the garment if it is loose, and are completely defining it if it is tight. We decide to read the sketched garment as a composition of tight and loosepatches. Because most of sketched garments can be interpreted as loose or tight, we leave the decomposition to the user.

The original shape (III) criterion presented in [BSBC12] was translated into preservation of the normals in the world's frame. This formulation allowed to perform transfer even in the case of strong differences in geometry, as for example transferring a loose dress from a woman of standard morphology to a pregnant woman body. This works well when the source and target characters share the same pose. However, a change of pose may imply a rotation of the global shape of the garment, and therefore of the normals. Thus, our insight is to adapt this criterion in order to express the normals in the skeleton's frame of the associated body or limb.

All normals of the garments are not directly readable in the sketch. Inferring normals of a surface using a line drawing sketch usually requires more information than contour curves, one may use, for example the projected cross-section curves of the surface [SBSS12]. On the other hand, we discussed in Section 2.2.1 the importance of the silhouette curves in the understanding of the shape and in particular its curvature. We saw that, if the surface is $C^{2}$ perfectly developable, then the silhouette is necessarily a straight line (cf Chapter 3). As said before, most garments are however not perfectly developable, and the silhouettes drawn in fashion illustration are not necessarily straight lines. In the case of quasi-developable surfaces containing creases, the silhouette curve

[^1]

Figure 5.5: The input of our algorithm includes a 3D rigged character and a 2D sketch. The user is asked to annotate the sketch with virtual bones in correspondence with the bones of the 3D character.Borders and silhouettes of the garment are also over-sketched. They are used to compute a decomposition of the garment into patches and infer their relative location and orientation with respect to the 2D skeleton.
may correspond to a non planar rim [ $\left.\mathrm{JHR}^{+} 15\right]$. However, if the garment contains no creases and the pose is not accidental, it seems reasonable to interpret the silhouette as the projection of a planar rim on the garment's surface, in a plane orthogonal to the viewing direction. Normals on this planar rim can then be directly computed from the normals of the sketched silhouette. In addition, to fulfill the fold criteria (IV) we also account for variations of these normals due to tubular folds and which are generally displayed on the sketch through undulating borders called hemlines (cf Chapter 4).

### 5.1.2 User Inputs

The input of our algorithm is two-fold, as illustrated in Figure 5.5. The 3D rigged character on which a 3D garment is to be synthesized, and a pre-existing drawing depicting the garment to be transferred. Even though much progress has been recently done in the vectorization and cleaning of paper drawings [FLB16] and in learning-based modeling from sketches [ $\mathrm{DAI}^{+}$18, SBS19], automatic line drawing interpretation is still a challenge. In our implementation as in many similar works $\left[\mathrm{LPL}^{+} 17, \mathrm{JHR}^{+} 15\right]$, we rather ask the user to annotate the sketch to ease interpretation. This is done as follows.

Garment contours are over-drawn using Bézier curves of different colors representing silhouette (pink), tight border (green), and loose border, also called hemline (blue). As for our method presented in Chapter 3, we chose cubic Bézier curve representation because they are transparent to the user, since they are a common tool in most commercial 2D


Figure 5.6: Example of input sketch containing 4 garments, corresponding to the 4 different connected graph implied by the drawn contour curves in the sketch. Each garment is decomposed into connected cycles of contour curves, which are associated to garment patches to be synthesized in the target 3D space. Those garment patches are identified as tight or loose depending on the annotation of the borders.
vector graphics softwares. To retrieve the local orientation of the different pieces of the garment, we also ask the user to depict the bones of the limbs wrapped by the garment (black segments in Figure 5.5, middle). These bones are manually matched to their counterparts in the 3D rigged character.

In the case of a loose border with folds, additionnal annotations are necessary to reconstruct the fold's shape: approximate directrix curve, to which an ellipse is automatically fitted (dotted green curve in Figure 5.5, middle), the bounding box of the character and the approximate location of the eyes (black circle), which will be used as a proxy for the height of the viewpoint from which sketched person is seen, see Chapter 4 for details.

As a precomputation step, we decompose the set of garment contours as a list of minimal cycles bounded by curves alternating between silhouette-type and border-type (see Figure 5.5 -left). We compute a graph representation of the sketch were nodes are the intersection of the contour curves, and edges are connecting the intersections that belong in the same contour curve. The graph is decomposed into a set of connected subgraphs. Our algorithm creates a garment surface for each subset of contour curves corresponding to a connected subgraph. For example, in the sketch displayed in Figure 5.6, we can see 4 connected subgraphs of contour curves. Each of the associated garment surfaces is computed independently. In the following of this chapter, we will describe the process for only one of them.


Figure 5.7: Example of garment primitive, defined by a set of section $\left\{\mathcal{S}_{i}\right\}$ and profile $\left\{\mathcal{P}_{j}\right\}$ spline curves. Each section curve is planar and associated to a local frame. The set of curve is topologically similar to a closed grid.

We compute the list of minimal cycles of the connected graph using the standard algorithm presented in Section 3.2.1. This list of minimal cycles decomposes the garment to be synthesized into garment patches. Each garment patch is automatically identified loose, when one of its border is loose, or tight otherwise (see an example in Figure 5.6).

In the following section, we describe the 3D representation we choose for each of these garment patches.

### 5.1.3 3D Primitive surface

We aim at a mathematical garment representation suited to adapt to an arbitrary target character, and to the complexity of the garment represented, while being able to access and deform silhouettes and borders efficiently, because these features are the main component of line drawing sketchs that depict the style criteria we want to transfer.
We observe that most garments can be decomposed into cloth pieces wrapped around one or several limbs of the character, that we call garment patches. We propose a representation able to model such patches. This excludes the parts of the cloth were these garment pieces meets, such as the chest, and the pelvis. Other representations can be considered to model such parts, and we discuss them in Section 5.4.3.

We propose a parametric garment primitive defined by two sets of 3D $G^{1}$-continuous cubic Bézier splines: $\left\{\mathcal{S}_{i}\right\}_{i \in\{0 . . R\}}$, called sections, and $\left\{\mathcal{P}_{j}\right\}_{j \in\{0 . . C\}}$, called profiles (see Figure 5.7). The network of Bézier splines forms a cylindrical grid of $R$ rows and $C$ columns of Bézier segments, such that:

- $\mathcal{P}_{C}=\mathcal{P}_{0}$
- $\forall i \in\{0 . . R\}$, the spline curve $\mathcal{S}_{i}$ contains $C$ Bézier segments: $\left\{\mathcal{S}_{i, k}\right\}_{k=0, . ., C-1}$
- $\forall j \in\{0 . . C\}$, the spline curve $\mathcal{P}_{j}$ contains $R$ Bézier segments: $\left\{\mathcal{P}_{j, l}\right\}_{l=0, . ., R-1}$
- $\forall j \in\{0 . . C\}, \forall i \in\{0 . . R\},\left.\mathcal{P}_{j, i}\right|_{0}=\left.\mathcal{S}_{i, j}\right|_{0}$
where $\left.\mathcal{S}_{i, j}\right|_{0}$ (respectively $\left.\mathcal{P}_{j, i}\right|_{0}$ ) represents the first control point of the Bézier segment $\mathcal{S}_{i, j}$ (respectively $\mathcal{P}_{j, i}$ ). We also add the constraint that the section splines $\mathcal{S}_{i}$ are planar in 3D, and we associate to each section spline a local frame in this plane. We denote as the axis of the primitive the 3D polyline made of the centers of these local frames.

We define a tensor product spline surface from this network of Bézier splines where each patch $i, j$ is defined by 16 control points $G_{i, j} \in \mathcal{M}_{4,4}\left(\mathbb{R}^{3}\right)$ whose borders are composed of the control points of the Bézier segments $\left\{\mathcal{S}_{i, j}, \mathcal{S}_{i+1, j}, \mathcal{P}_{j, i}, \mathcal{P}_{j+1, i}\right\}$.

For the sake of readability, we note the coefficients of each $G_{i, j}$ as $\left(g_{k, l}\right)_{k, l=0,1,2,3}$, where:


$$
\begin{cases}\left\{g_{k, 0}\right\} & \text { are the control points of } \mathcal{P}_{j, i} \\ \left\{g_{k, 3}\right\} & \text { are the control points of } \mathcal{P}_{j+1, i} \\ \left\{g_{0, l}\right\} & \text { are the control points of } \mathcal{S}_{i, j} \\ \left\{g_{3, l}\right\} & \text { are the control points of } \mathcal{S}_{i+1, j}\end{cases}
$$

The 4 inner control points are computed as:

$$
\left\{\begin{array}{l}
g_{1,1}=g_{0,1}+\frac{2}{3}\left(g_{1,0}-g_{0,0}\right)+\frac{1}{3}\left(g_{1,3}-g_{0,3}\right)  \tag{5.1}\\
g_{1,2}=g_{0,2}+\frac{1}{3}\left(g_{1,0}-g_{0,0}\right)+\frac{2}{3}\left(g_{1,3}-g_{0,3}\right) \\
g_{2,1}=g_{3,1}+\frac{2}{3}\left(g_{2,0}-g_{3,0}\right)+\frac{1}{3}\left(g_{2,3}-g_{3,3}\right) \\
g_{2,2}=g_{3,2}+\frac{1}{3}\left(g_{2,0}-g_{3,0}\right)+\frac{2}{3}\left(g_{2,3}-g_{3,3}\right)
\end{array}\right.
$$

Then the bicubic surface patch is defined as:

$$
\begin{equation*}
\mathcal{G}_{i, j}(u, v)=\left[u^{3} u^{2} u 1\right] M G_{i, j} M^{T}\left[v^{3} v^{2} v 1\right]^{T},(u, v) \in[0,1] \times[0,1] \tag{5.2}
\end{equation*}
$$

where $M=\left[\begin{array}{cccc}-1 & 3 & -3 & 1 \\ 3 & -6 & 3 & 0 \\ -3 & 3 & 0 & 0 \\ 1 & 0 & 0 & 0\end{array}\right]$
For each cycle in the sketch, the corresponding garment patch will be synthesized using this primitive representation. Borders in the sketch are thus associated to the boundary section curves $S_{0}, S_{R}$ of the primitive surfaces that corresponds to cycles containing the border curve.

In the following of this chapter, we describe the four steps of our algorithm to synthesize a garment on an arbitrary character using an input annotated sketch. Recall that we defined in Section 5.1.1 four criteria which depict the style of a garment. The goal of first step of our algorithm is to create for each garment patch in the sketch an initial
primitive surface that satisfies the scale (I) criteria. This means that the initial surface needs to transfer the relative location and orientation of the garment depicted in the 2D sketch on the target character.

### 5.2 Positioning a garment patch using a sketch

The first step of our method (see Figure 5.3) consists in inferring an initial garment patch for each cycle of contour curves in the sketch. This very basic initial surface should preserve the relative location and orientation drawn in the sketch, and proportions, with respect to the body. This positionning step not only enforces the scale (I) criteria for transfer, but will also allow us to formulate the shape and fit (II,III) criteria in the target character's space (see Section 5.3). We use the correspondances between the 2D and 3D skeleton to translate the location and orientation described by the sketch to the target character's space (Section 5.2.1), and then compute an initial surface for each garment patch (Section 5.2.2).

### 5.2.1 Proportion-preserving garment positioning

First, we want to position the boundaries of the garment patch in the target character's space. For each border of the patch (tight or loose), we compute a plane and corresponding local frame in 3D.

Transferring location We first determine the position of the garment in the 2 D sketch by computing the relative location of a set of keypoints. Those keypoints are located at the intersections between the bones and the line joining the extremities of the border curves in the sketch. We denote as $\left\{\tilde{b}_{i}^{k}, t_{i}^{k}\right\}$ the set of keypoints associated to the border $i$, where $t_{i}^{k} \in[0,1]$ is the linear coordinate of the intersection point in the bone segment $\tilde{b}_{i}^{k}$. This method allows us to process all bones crossed by the border while not suffering from the bias in the shape of the border curve due to perspective (see for instance Figure 5.5-right, where the front of the skirt looks longer than the silhouettes due to a camera position located higher than the border).

Using the direct correspondance between 2D and 3D skeletons, each keypoint is associated to a position $o_{i}^{k} \in \mathbb{R}^{3}$ in the target character's space. The purpose of this section is to associate these positions to a local plane, of normal vector $n_{i}^{k}$. We will then average all planes relative to the same border curve to compute one plane for each boundary curve in the 3 D space.

To simplify the study we first illustrate the problem on patches for which each border crosses only one bone $\tilde{b}_{i}$. In this case, each border $i$ is associated to only one position





1) Input sketch (2D)

(2) Output surface (Tight Patch) (3) Output surface (Loose Patch) for loose border's plane computed as :

| (3a) normal to bone | (3b) colinear to tight border | (3c) guided by tight border |
| :--- | :--- | :--- |

Figure 5.8: Illustration of the choice of boundary planes on two cases of input sketches with symmetric cycles (1). We first associate to each border $i$ in the input sketch a position $o_{i}$ in the 3D skeleton of the target character.
The second column (2) shows the result of our method to compute the boundary planes in the case of a tight patch, i.e. when both border curves in the sketch are annotated as tight : tight boundaries (green) lie on a plane orthogonal to the direction of the bone they are crossing.
The rest of the columns (3a,b,c) are showing different possible results of boundary plane when the patch is loose, i.e. if one of the border is annotated as loose (here the bottom ones for each input sketch). The first one (3a) uses the same process as for tight border : the plane containing the loose boundary is orthogonal to the bone it crosses. The second one (3b) computes the plane of the loose boundary as parallel to the one of the tight boundary of the patch. The last one (3c) uses as normal of the loose boundary plane the line $L_{i}$ linking the position $o_{j}$ in the 3D skeleton associated to the tight border of the cycle to the position $o_{i}$ associated to its loose border.
For each method, we infer manually the silhouette of a surface bounded by those planes, and matching the normals of the silhouettes of the input curve in the case of loose patches, while fitting the body of the target character in the case of tight patch. In

Section 5.2.1 we discuss the advantages and drawbacks of using each method.
in $3 \mathrm{D} o_{i}=o_{i}^{0}$, and unknown normal vector $n_{i}=n_{i}^{0}$. The plane ( $o_{i}, n_{i}$ ) will, in this case, be the plane of the boundary curve associated to the border.

Computing this normal in the 3D target character space using the 2D sketch raises several challenges. First, because the sketched border is a 2 D projection of an hypothetic 3D boundary, it only provides partial information on the plane on which the boundary curve is lying. In particular, the depth ( $z$-component) of the normal vector of the plane is not readable in the sketch. Even if we want to transfer the boundary's plane to a target character with similar morphology and pose than the one depicted in the sketch, we would need to adjust the plane so that the 3 D representation remains plausible, see for example the first row example of Figure 5.8. Secondly, the target character may have a different position than the one in the sketch, as in the second row of Figure 5.8. Our transfer needs to account for these changes in position while being visually similar to the sketch.

Transferring orientation Let's first study how to compute this orientation in what we call symmetric inputs, meaning input cycles of contour curves where border lines are parallel and each border is crossing bones in an orthogonal direction. In Figure 5.8, we show two examples of symmetric inputs and two examples of possible transfer in the 3D space. In both examples, the goal is to find a plane in the 3 D space corresponding to each border curve in the sketch.
For tight borders, we assume the body guides the orientation of the border. So we compute the normal vector $n_{i}$ in the direction of the bone $b_{i}$ corresponding to $\tilde{b}_{i}$ in the 3D skeleton of the target character (see Figure $5.8(2)$ ). However, if the border is loose, this choice (Figure $5.8(3 \mathrm{a})$ ) is not providing a satisfying result. In particular, the example of the top row shows a loose border looking unnatural, and silhouettes with very different length, which was not the case in the input sketch.
In the case of loose borders, the orientation of the bones underneath the cloth should not guide directly the normal $n_{i}$ of the plane containing the loose boundary. Intuitively, we expect the position of the hanging points of the cloth, meaning the tight boundary of the patch, to have an influence on $n_{i}$. One method would be to chose $n_{i}$ colinear to the normal vector of the plane containing the tight boundary curve. As illustrated in Figure $5.8(3 \mathrm{~b})$, this would also lead to silhouette curves with significantly different lengths, and possibly break the scale criteria. In particular, the pants in the second row seem to have been shortened during transfer. Another method could be to define the normal as the direction of the line $\tilde{L}_{i}$ joining the position $o_{j}$ associated to the tight boundary and the one associated to this loose boundary $o_{i}$ (see Figure 5.8(3c)). The orientation of the planes of the target garment's boundaries orthogonal to this normal mimicks a pendular motion, and provides good results in most examples. We therefore use the lattest method to compute the orientation in the case of loose borders.

Let us now treat the case of asymmetrical input patches, i.e. inputs for which the borders are not necessarily parallel to each other, and the bones are not crossing orthogonally to the patch border. First, we compute an initial guess of $n_{i}$ with the method used for symmetrical inputs : in the direction of the bone $b_{i}$ if the boundary is tight, and in the direction of the line $L_{i}$ joining the the locations $o_{i}, o_{j}$ associated to each boundary of the patch if the boundary is loose. We then compute an angle $\alpha_{i}$ depicting the inclination of the border curve in the sketch, and rotate the initial normal vector around the $z$-axis in the 3 D space to obtain $n_{i}$. The angle $\alpha_{i}$ is computed differently in the sketch depending on whether the border is annotated as loose or tight.

As discussed previously, the orientation of a tight border is only defined by the local orientation of the body. Therefore, we read on the input sketch the angle $\alpha_{i}$ between the normal direction of the border line and the direction of the bone crossing the border. For loose borders, the orientation does not depend on the bone's direction, but on the position of the hanging points. In this case, $\alpha_{i}$ is computed as the angle between $\tilde{L}_{i}$ and the border's direction.

We have associated to each border in the 2D sketch a plane for the corresponding boundary curve in the 3D space. Recall that we only studied the case on which each border crosses only one bone in the sketch. If a border crosses multiple bones, then we use the same process to compute one plane $\left(o_{i}^{k}, n_{i}^{k}\right)$ for each bone crossed by the border $i$. The plane of the corresponding boundary curve is computed by averaging the origins $o_{i}^{k}$ and normals $n_{i}^{k}$.

### 5.2.2 Initial garment surface

At this point, we have associated to each border in the 2 D sketch a plane for the corresponding boundary curve in the 3D space. We use these planes to compute an initial garment surface which fits the target character in scale and orientation. We first compute one 3D boundary curve for each border in the sketch, and then use this pair of boundary curves to generate a surface patch.

Computing boundary curves The goal is to compute a 3D boundary curve of the initial garment surface for each border $i$ so that it envelops the mannequin body within the plane we computed before. To this end, we compute for each border plane, the convex hull of the intersection points between the 3D plane and the mannequin's surface mesh.

We have a polyline representing the enveloppe of the character's body, and we want a spline fitting at best this polyline with the minimum possible number of control points. We use the Ramer-Douglas-Peucker algorithm [DP73] to select points in the polyline that are the most relevant to depict its shape. Then we compute a cubic Bézier spline for


Figure 5.9: Example of initial garment surface a garment composed of one tight patch (green and one loose patch (blue). Each patch is represented in the target character's space with a primitive composed of two planar boundary curves (right). This curves are computed as a spline approximation of the convex hull of the set of points on the target's body lying in the border's plane.)
which the junction points are those selected points, while approximating in a least square sense the rest of the points in the polyline (see an example of result in Figure 5.9(3)).

Note that doing the intersection between the whole body mesh and the border's plane may capture vertices from unwanted limbs. For example, in the Figure 5.9, computing the intersection of the plane containing the top tight boundary curve (1) with the whole mesh representing the target character would capture vertices of the arms of the character. To overcome this issue, we use the skinning weights of the rigged character, and only select the vertices for which the weight is above a fixed threshold for the bones crossed by the border. In some parts of the body, the threshold may need to be adjusted to get a satisfying result, mainly in joint areas, such as in the chest.

Straight primitive surface We now have computed the two 3D planar surface upper and lower boundary curves, we create an initial surface. Following the primitive surface
representation introduced in Section 5.1.3, we define two planar section curves $\mathcal{S}_{0}, \mathcal{S}_{1}$ and their associated local frames, and connect them with $C+1$ profile curves $\left\{\mathcal{P}_{j}\right\}_{j \in\{0 . . C\}}$ as follows.
We set the origin of the local frame of the section curves to the barycenter of the associated planar boundary curve, and set the normal of the local frame to the normal of the plane on which the boundary lies. To obtain the section curves, we reparameterize the two planar boundary curves of the patch, such that their junctions share the same polar angle in their local frame. Profile curves $\mathcal{P}_{j}$ are then created as straight lines linking the $C$ resulting junctions of the section curves. For further processing we define them as cubic Bézier curves with control points:

$$
\left\{\left.\mathcal{S}_{0, j}\right|_{0}, \frac{1}{3}\left(\left.2 \mathcal{S}_{0, j}\right|_{0}+\left.\mathcal{S}_{1, j}\right|_{0}\right), \frac{1}{3}\left(\left.\mathcal{S}_{0, j}\right|_{0}+\left.2 \mathcal{S}_{1, j}\right|_{0}\right),\left.\mathcal{S}_{1, j}\right|_{0}\right\}, j=0, \ldots, C
$$

See Figure 5.9 for a result. We obtain an initial garment surface, composed of 2 section curves $\mathcal{S}_{0}, \mathcal{S}_{1}$ and $C$ straight profile curves $\mathcal{P}_{j}, j=0, \ldots, C$.

### 5.3 Transfer shape and fit

Our initial garment surface satisfies the criteria of scale (I) induced by the sketch, but not the fit (II), shape (III) and folds (IV). In this section, we show how we apply the fit and shape criteria on the initial surface using information extracted from the input sketch (Section 5.3.1). We then present an algorithm to solve potential collisions in the resulting surface (Section 5.3.2). Finally, we present our method to apply folds (IV) on the surface (Section 5.3.3).

### 5.3.1 Shape and fit

As discussed in Section 5.1.1, the shape and fit criteria express the fact that the transferred garment should fit the target body in tight areas while preserving normals of the source garment in loose areas. In our work, garments are decomposed in patches that are either tight or loose. Remember that we call a tight surface a surface where both boundary curves fit the body tightly, so must do the entire surface. We call a surface loose when one boundary is tight but the other one is loose. We describe in two separate processes how we enforce the fit (II) criteria in tight patches, and the shape (III) criteria in loose patches.

At this point, we have two section curves $\mathcal{S}_{0}, \mathcal{S}_{1}$, and $C+1$ profile curves $\mathcal{P}_{j}, j \in\{0 . . C\}$, that are straight lines, represented with Bézier curves. For each profile curve $\mathcal{P}_{j}$, we compute the plane fitting 4 points made of the endpoints of $\mathcal{P}_{j}$ and the origins of the local frames corresponding to each section curve, we call this plane profile plane associated to $\mathcal{P}_{j}$. Our goal in both cases is to deform the profile curves so that the

(a) Initial Sketch

(e) Initial surface

(b) Surface after applying the fit and shape criteria

Figure 5.10: Illustration of our algorithm to transfer fit and shape from a sketch in a garment's surface. Depending on whether the garment patch is tight or loose, the profile curves are set to match either the underlying body's silhouette (green patch), or the sketched garment silhouette (blue patch).
surface either fits the character (tight garments) or mimicks the shape displayed in the sketch (loose garments).

In the case of tight garments, the shape is fully guided by the body on which it is transferred. Since both tight boundaries (section curves) already fit the body shape, we only want to modify the inner points of the Bézier profile curves, while keeping their endpoints unchanged. The two free control points for each profile curve define the tangent vectors of the curve endpoints. In order to adapt to the body shape, we compute the tangent vectors by intersecting the profile plane, and the tangent plane of the body mesh at the corresponding closest point (see an example of result in Figure 5.10,green patch).

In loose patches, our goal is to transfer the global shape from the sketch to the primitive garment surface. Note that the tubular folds are integrated later. Recall the shape criterion (III) as formulated by Brouet et al. [BSBC12]: in loose areas, the style of the garment is expressed by the direction of its normals in the world's frame. As discussed in Section 5.1.1, in order to account for garment transfer to characters in different poses, we adapt the criterion to express the normals in the skeleton's frame of the associated body or limb.


Our goal is to compute new profile curves still fitting the character in the tight boundary of the loose patch, while having normals matching the ones displayed by the silhouette curves in the sketch. The main idea is to rotate the sketched silhouette curves around the primitive axis by keeping its anchor point (one of its endpoints) on the tight boundary curve section, and by deforming it slightly in order to interpolate the left and right sketched silhouette curves, which are not identical. To achieve this, we process as follows.

In the following, we assume that, among the two initial section curves $\mathcal{S}_{0}, \mathcal{S}_{1}$, the tight boundary curve is $\mathcal{S}_{0}$, while the loose one is $\mathcal{S}_{1}$. In this configuration, for each profile curve $\mathcal{P}_{j}$, the first endpoint of the curve $\left.\mathcal{P}_{j}\right|_{0}$ is connected to the tight section boundary spline while the last endpoint $\left.\mathcal{P}_{j}\right|_{1}$ of $\mathcal{P}_{j}$ is connected to the loose section boundary spline.

We denote as $s_{0}, s_{1}$ the two 2 D silhouette curves drawn in the sketch, oriented such that their first endpoints are connected to the tight border, and their last endpoints are connected to the loose border in the sketch. As stated in Section 5.1.2, these curves are represented as cubic Bézier splines. We first compute the splines $\hat{s}_{0}, \hat{s}_{1}$ that represent $s_{0}, s_{1}$ in a local 2 D frame induced by the garment's borders drawn in the sketch. Let us denote as $s_{00}, s_{01}$ (respectively $s_{10}, s_{11}$ ) the endpoints of $s_{0}$ (respectively $s_{1}$, and $\beta$ the angle between $O y=[0 ; 1]$ and $\overrightarrow{m_{0} m_{1}}$ where $m_{0}=$ $\frac{1}{2}\left(s_{00}+s_{10}\right), m_{1}=\frac{1}{2}\left(s_{01}+s_{11}\right)$. Then,


$$
\left\{\begin{array}{l}
\hat{s}_{0}=\left[\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right] R_{-\beta}\left(s_{0}+\overrightarrow{s_{00} m_{0}}\right) \\
\hat{s}_{1}=R_{-\beta}\left(s_{1}+\overrightarrow{s_{10} m_{1}}\right)
\end{array}\right.
$$

where $R_{-\beta}$ is the 2D rotation matrix of angle $-\beta$. In this local frame, the first endpoints of $\hat{s}_{0}$ and $\hat{s}_{1}$ have the same coordinate.

For each profile curve $\mathcal{P}_{j}, j \in\{0 . . C\}$, we compute the polar angle $\theta_{j}$ of the first endpoint of $\mathcal{P}_{j}$ in the local frame of the corresponding tight section curve. The goal is that the profile curve at angle 0 has the same visual aspect than $s_{0}$ and that the profile curve at angle $\pi$ has the same visual aspect than $s_{1}$, while guaranteeing the continuity $\mathcal{P}_{0}=\mathcal{P}_{C}$. Therefore, we compute a target 2D profile $\hat{\mathcal{P}}_{j}$ as

$$
\hat{\mathcal{P}}_{j}= \begin{cases}\left(1-\frac{2 \theta_{j}}{\pi}\right) \hat{s}_{0}+\frac{2 \theta_{j}}{\pi} \hat{s}_{1} & \text { if } \theta_{j} \in[0, \pi] \\ \left(1-\frac{\theta_{j}-\pi}{\pi}\right) \hat{s}_{0}+\frac{\theta_{j}-\pi}{\pi} \hat{s}_{1} & \text { if } \theta_{j} \in[\pi, 2 \pi]\end{cases}
$$

We then compute a 3D position of this curve in the profile plane, such that its endpoint .$\left.\mathcal{P}_{j}\right|_{0}$ matches the endpoint of the profile curve.$\left.\mathcal{P}_{j}\right|_{0}$. We proportionally scale this 3D curve so that its height matches the height of the initial profile curve in the direction of the primitive axis, to obtain our new profile curve.

This method ensures that

- the height of the garment patch does not vary much after transformation,
- the normals of the interpolated target silhouettes are preserved in the local frame induced by the profile plane,
- the endpoint $\left.\mathcal{P}_{j}\right|_{0}$ connected to the tight boundary section curve $\mathcal{S}_{0}$ remains unchanged.

The endpoint of $\mathcal{P}_{j}$ connected to the loose boundary section curve $\mathcal{S}_{1}$ on the other hand, is generally changed by the process. We need to update the section curve $\mathcal{S}_{1}$, and its associated local frame to account for these changes, to keep the cylindrical grid form described in Section 5.1.3.

First, the endpoints $\left.\mathcal{P}_{j}\right|_{1}$ need to lie on a plane, so we project them onto their closest fitting plane. We compute a new local frame from the section spline $\mathcal{S}_{1}$ using as normal $n_{1}$ the normal of the fitting plane, and as origin $o_{1}$ the barycenter of the endpoints $\left.\mathcal{P}_{j}\right|_{1}$. In this plane, we compute a new closed section spline $\mathcal{S}_{1}$ made of $C$ Bézier segments as follows. Junction points (endpoints of Bézier segments) are the endpoints $\left.\mathcal{P}_{j}\right|_{1}$ of the new profile curves. The inner points of the Bézier curves, depicting the tangents of the curves at junction points are estimated as follows. For each three consecutive junction points $j_{0}, j_{1}, j_{2}$, we estimate the tangents at $j_{1}$ using a locally quadratic approximating curve of endpoints $\left(j_{0}, j_{2}\right)$. We iterate this process to compute the tangent at all junction points (recall that the section curves are closed curves), and compute the corresponding Bézier control polygon.

### 5.3.2 Solving collisions with the body

At this step, the synthesized garment surface modeled as a Bézier surface matches the scale (I), fit (II) and shape (III) criteria with respect to the sketch, but it may be in collision with the body surface, stored as a triangular mesh. Collision handling between a meshed surface and a body is a well studied problem for garment modeling [BWK03, JYSL19]. Inter-penetration is typically solved in pushing penetrating vertices outside of the body volume along a vector normal to the closest body position [RMSC11, GRH ${ }^{+} 12$ ].

Even though inspired by these approaches, our problem states differently, since we have to solve penetrations between a parametric surface and a mesh. We propose to interactively subdivide the Bézier patches where maximal penetrations occur, and to deform


Figure 5.11: Overview of our algorithm to solve collisions between a garment patch and the target body mesh. We march along the axis of the primitive surface, while measuring a depth penetration distance. If the garment patch is loose, we stop at first local maximum of this distance, solve the collision by inserting a new section and pushing it outside of the body, and propagate the deformation of the surface on all the sections below. If the garment is tight, then we find the maximal distance, insert a section and displace it so that it fits locally the body.
the newly inserted control points in order to push the garment surface outside the body as illustrated in Figure 5.11.

Collisions are detected within planes by marching along the axis of the primitive surface. For each plane, we evaluate a collision distance by computing the cubic spline curve $Q$ of intersection with the garment surface, and the polyline $P$ of intersection with the character's body. $Q$ is composed of $C$ Bézier curves $Q_{i}$ of control points denoted $q_{j}^{i}, j=0, . ., 3$.

$$
\forall t \in[0,1], Q_{i}(t)=\sum_{j=0}^{3} q_{j}^{i} B_{j}^{3}(t)
$$

We compute the collision distance as

$$
d_{c o l}=\max _{p, i, t}\left\{\left\|\overrightarrow{p Q_{i}(t)}\right\| \mid \overrightarrow{p Q_{i}(t)} \cdot Q_{i}^{\prime}(t)=0 \text { and } Q_{i}(t) \text { is interior to } P\right\}
$$

We denote $\left(i_{c o l}, t_{c o l}, p_{c o l}\right)$ the parameters of the deepest collision of $Q$ in $P: d_{c o l}=$ $\left\|\overrightarrow{p_{\text {col }} Q_{i_{\text {col }}\left(t_{c o l}\right)} \|}\right\|$ (see an example in Figure 5.11).

In the case of loose garments, the action of gravity makes the fabric fall on the highest part of limbs first. We model this behavior by marching the planes along the axis from tight boundary to loose boundary, and stop when the first encountered penetration reaches its maximum.

The parametric garment patch is then subdivided by inserting $Q$ as an extra section curve in the primitive surface, in order to gain sufficient degrees of freedom to allow its
collision solving deformation. The actual deformation of the Bézier curve is computed as a quadratic energy minimization problem, weighting between repulsion of the deepest colliding position and preservation of the current shape as measured by the preservation of curve derivatives.

Using the previous notations, we set $\tilde{p}_{\text {col }}=p_{c o l}+\varepsilon \frac{\mathbf{d}_{\text {col }}}{\left\|\mathbf{d}_{\text {col }}\right\|}$, where $\varepsilon=10^{-1}$, as the target point the curve needs to reach, while keeping at best its initial shape. The spline is closed and $C^{0}$ continuous, so the control points of $Q_{i}$ verify: $q_{3}^{i-1}=q_{0}^{i}$, and $q_{0}^{i}=q_{3}^{C-1}$. We also denote by $\hat{q}_{j}^{i}$ the initial coordinates of the control points. The collision is then solved by minimizing the following quadratic energy on the control points of all Bézier segments $Q_{i}$ of the spline $Q$ in the plane.

$$
\begin{equation*}
E_{\text {collision }}=E_{\text {col }}+E_{\text {stretch }}+E_{G^{1}}+E_{\text {data }}, \tag{5.3}
\end{equation*}
$$

where
. $E_{c o l}=\left\|\tilde{p}_{c o l}-Q_{i_{c o l}}\left(t_{c o l}\right)\right\|^{2}$
aims at pushing the spline outside of the body at the location computed as the point of deepest penetration
. $E_{\text {stretch }}=\sum_{i=0}^{C-1} \sum_{j=0}^{K-1}\left\|\hat{Q}_{i}^{\prime}\left(\frac{j}{K}\right)-Q_{i}^{\prime}\left(\frac{j}{K}\right)\right\|^{2}$
to minimize variations in the derivative.
We fix the number of tangents sampled in each Bezier curve $K=4$, which is enough to depict the shape of the degree 3 curve.
. $E_{G^{1}}=\sum_{i=0}^{C-1}\left\|\left(q_{2}^{i}-q_{3}^{i}\right)-\alpha_{i}\left(q_{0}^{i+1}-q_{1}^{i+1}\right)\right\|^{2}$, with $\alpha_{i}=\frac{\left\|\hat{q}_{i}^{i}-\hat{q}_{3}^{i}\right\|}{\left\|\hat{q}_{0}^{i+1}-\hat{q}_{1}^{+1}\right\|}$
to enforce tangent continuity at junctions. Here, we extend the notations to account for the fact that the section curve is closed : $q_{0}^{N}:=q_{0}^{0}$ and $q_{1}^{N}:=q_{1}^{0}$.
. $E_{\text {data }}=\sum_{i=0}^{C-1} \omega_{i}\left\|q_{0}^{i}-\hat{q}_{0}^{i}\right\|^{2}$ with $\omega_{i}=e^{-\frac{d_{i}^{2}}{2 \sigma^{2}}}$
where $d_{i}$ is the projected distance of $q_{0}^{i}$ to $P$ if it lies inside $P$, and 0 otherwise, and $\sigma=0.2 \max _{i \in\{0 . . N-1\}}\left\{d_{i}\right\}$, keeps the initial position of the control points that are far from $p_{c o l}$.

The energy $E_{\text {collision }}$ is minimized in the least square sense, and the process is iterated until the spline is completely outside of $P$. Once the collision is solved, we propagate the deformation of the surface in all following section curves $\mathcal{S}$ below it by applying the displacements $\delta_{i}:=q_{0}^{i}-\hat{q}_{0}^{i}, i=0, . ., N-1$ to all junction points of $\mathcal{S}$. Then, the marching algorithm is pursued until reaching the lowest extremity of the axis.

We now explain how to deform the surface in the case of a tight garment patch. Contrary to loose garments, the geometry of tight garments can be considered as independent from the action of gravity. Therefore, we iteratively solve the deepest detected intersection


Figure 5.12: Example of surface folding using our method. The shape of tubular folds is extracted from the input sketch, and applied to the loose boundary of the garment surface. The folds are then propagated linearly from the loose to the tight boundary of the garment.
along the entire axis, instead of the first encountered local maximum. As for loose patches, we insert a new intermediate section curve in the plane of deepest collision. In the case of loose patches, our algorithm to deform the inserted section curve seeks to preserve at most the initial section curve's shape. However, for tight patches, we want the section to fit at best the body everywhere.

Our method to deform the inserted section curve in the case of a tight patch garment is similar to the algorithm used to compute the initial boundary curves of the surface (cf Section 5.2.2). We compute the convex hull of the polyline of intersections with the body, and recenter it around its barycenter. Instead of selecting points using the Ramer-Douglas-Peucker algorithm, we sample in this convex polyline a set of points having the same polar coordinates in this local frame than the junctions of the initial section curve in its local frame. We then approximate in a least square sense a spline having these points as junction points, and approximating the convex polyline in between. Our newly inserted section curve is now a convex closed spline fitting the character's body locally (see an example of result in Figure 5.11).

We now have a set of curved primitive patches, tight or loose, which are of the same global shape as the garment in the sketch. We have indeed transferred the garment to a target character by taking into account its different size and morphology, and possibly different pose.

### 5.3.3 Adding tubular folds

The final step of our method is the application of tubular folds. As discussed in Chapter 4 , tubular folds are induced by the effect of gravity. They are usually visible in sketches with inner silhouettes, that are generally represented with shading effects, and
undulating loose border of the garment. We presented in the previous chapter a method to compute a shape-independent representation of tubular folds using the 2D sketched representation of this loose folded border (Section 4.2). We also presented a method to transfer this representation to an arbitrary spline curve, with two different strategy: one preserving the number of folds depicted in the input sketch, and another preserving the shape of the folds, and their frequency (Section 4.3).

In the case of loose patches, we can use this method to transfer the folds to the section curve $\mathcal{S}_{R}$ corresponding to the loose boundary of the patch. Each other section curve $\mathcal{S}_{i}, i \neq R$ of the surface is resampled to a unfolded section curve $\mathcal{S}_{i}^{U}$ so that junctions have the same polar coordinates than the corresponding ones of the loose border. We then compute a folded version $\mathcal{S}_{i}^{F}$ of $\mathcal{S}_{i}$, with a fold wrapping algorithm similar to the one presented in Section 4.2.2. The final section is computed as a linear interpolation :

$$
\mathcal{S}_{i}=\left(1-\gamma_{i}\right) \mathcal{S}_{i}^{U}+\gamma_{i} \mathcal{S}_{i}^{F}, \text { with } \gamma_{i}=\frac{\sum_{j=0}^{i-1}\left\|\overrightarrow{o_{j} o_{j+1}}\right\|}{\sum_{j=0}^{R-1}\left\|\overrightarrow{o_{j} o_{j+1}}\right\|}
$$

where the $o_{j}$ are the origins of the local frames associated to each section $\mathcal{S}_{j}$. This interpolation ensures a smooth transition between the loose boundary curve which is completely folded $\gamma_{R}=1$, an the tight boundary curve which is not folded $\gamma_{0}=0$.

After the folding step, some collision with the body may appear, like in the Figure 5.11. Our collision algorithm is not well-suited to detect and solve properly these collisions, because the folded sections are no longer convex. In this case, we propose to triangulate the surface and solve collisions with an existing method for mesh collisions. In the following results, we corrected manually those collisions if they appeared.

### 5.4 Results and discussion

We proposed a method to synthesize virtual garments with folds on arbitrary target characters using a single annotated sketch. Our goal was to model a 3D garment whose style matches the one of the sketched 2D garment while suiting at best the target character, despite of the differences in morphology, geometry, or pose. We display in this section some garment synthesized with our method, and discuss the quality of the result, in terms of style and character fitting (Section 5.4.1). We then explain details of implementation, and computation efficiency of our algorithm (Section 5.4.2). Finally, we discuss on some failure cases and limitations of our method (Section 5.4.3).

We recall that each input is made of contour curves that are composing a list of minimal cycles. Our method synthesizes a garment for each connected set of cycles in the sketch. Therefore, one sketch may contains several garment pieces. Each garment is itself composed of connected garment patches. Each synthesized garment patch is associated to
a minimal cycle of contour curves in the 2D sketch, and identifies as tight or loose. See in Figure 5.6 the decomposition of an example of input sketch.

### 5.4.1 Results

We applied our style preserving garment transfer algorithm to many different stylized sketches and several 3D target characters, all displayed in Figure 5.4.

We see on Figure 5.1 different results of garment synthesis. On the left of the picture, we can see four results where the target character looks like the one in the input sketch, with similar morphology and pose. We can see that the proportions, fit, shape and folds criteria are well-transferred in these cases. On the left of the same figure, we see some results of synthesized garments where the target character differs from the one on the input sketch, because its morphology is different, such as the starfish, frog and child wearing garments drawn on adult human models, or because it is placed in a different pose, such as the child doing gymnastic moves, or superman pose.

In Figure 5.13, we display the full 3D view of some of the synthesized garments. We see how our method generates different types of garments : skirts, pants, sleeves, and collars, and different types of folds. Our garment primitive manages to create a shape that is consistently fitting in both the front and the part of the character that is hidden in the drawing. Folds are also continuously applied in a consistent way all along the boundary curve of the garment, regardless of the fact that only half of them were actually sketched in the input. This figure also shows the variety in the artistic style of the input sketches that our method can use : realistic (1), stylized (3), and even cartoon (4).

Figure 5.14 illustrates how our algorithm adapts to characters of different morphologies. Our method adapts the shape of the garment so that it adapts to human bodies with different body proportions (5a,b,c). Note for example how the height of the different patches of the pink dress adapts in function of the length of the torso and legs of the characters. Even if the target characters have different morphologies, the dress starts under the armpits and stops at the knees of each of the characters. Because our transfer is based on topological correspondances between the 2D and 3D characters, our algorithm also works with non-human target bodies, such as the starfish (d) and frog (e).

Figure 5.15 illustrates how our algorithm adapts to characters of different morphologies. We see that the style criteria which we formulated are well preserved during transfer, even if the 3D skeleton is in a different configuration than the one in the sketch. Note for example the transfer of the blue dress from a sketch on which both legs of the character are parallel to a 3D character who is standing on one leg only. As stated in Section 5.1.1, we decided to account for a shape criterion expressed in a frame that is local to the limbs of the characters. As a consequence, our method does not account for gravity, and can model garments such as the pink dress on the child doing a handstand (5f).


Figure 5.13: Example of garments generated with our method


Figure 5.14: Adaptation of our modeling method to target characters with different morphologies and body geometries.


Figure 5.15: Adaptation of our modeling methos to target characters in different poses.

### 5.4.2 Technical details

We discuss here the implementation details and performance results. We implemented our algorithm in C++/OpenGL. It takes as an input an SVG file, which, in our case was created using the open-source software Inkscape. Some garment sketches $(3,6,7)$ were made by a graphic artist, while the others $(1,2,5,8)$ were drawn by the author, inspired by professional fashion illustrations found online. The human target characters ( $a, b, c$ ) were created and rigged using the software MakeHuman, while the non humans character ( $\mathrm{d}, \mathrm{e}$ ) were modeled and rigged from scratch by a graphic artist.

Most of the annotations we ask for the sketch can be added very quickly and intuitively: contour curves, bounding box, and location of the eye. Annotating for the 2D skeleton may be trickier, because the user needs to position each bone surrounded by the garment as a segment line. However, the time consumption of such task can be lightenned by providing a first 2D skeleton with similar topology than the one of the target character. The task of drawing bone segment becomes a task of positionning a 2 D skeleton in the drawing, which is much easier.

|  | positionning | shapefit | collisions | folds | $R$ | $C$ | $n$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 1a | 0.7 s | 1.8 s | 8.4 s | 8.6 s | $2, \mathbf{1}$ | $13, \mathbf{2 4}$ | 50 |
| 2c (dress) | 0.8 s | 1.9 s | 5.3 s | 5.8 s | $1, \mathbf{1}$ | $16, \mathbf{1 8}$ | 34 |
| 2c (top) | 0.6 s | 0.8 s | 4.5 s | N/A | $\mathbf{3}$ | $\mathbf{1 5}$ | 45 |
| 3a (right leg) | 0.5 s | 1.2 s | 4.1 s | 4.4 s | $3, \mathbf{1}$ | $10, \mathbf{2 1}$ | 51 |
| 3a (left leg) | 0.5 s | 1.2 s | 6.7 s | 6.9 s | $5, \mathbf{2}$ | $11, \mathbf{1 4}$ | 83 |
| 3a (left arm) | 0.5 s | 1 s | 3 s | 3.4 s | $1, \mathbf{2}$ | $8, \mathbf{8}$ | 24 |
| 3a (right arm) | 0.5 s | 1.1 s | 2.4 s | 2.5 s | $2, \mathbf{1}$ | $9, \mathbf{8}$ | 26 |
| 5a | 0.7 s | 2.4 s | 8.8 s | 9.6 s | $3,2,2$ | $14,10, \mathbf{5 2}$ | 90 |
| 5e | 0.8 s | 1.3 s | 2 s | 2.7 s | $2,2,2$ | $12,12, \mathbf{5 2}$ | 76 |

TABLE 5.1: Cumulative computation time for some examples of garment transfer (see Figure 5.13) at each step of the algorithm (see Figure 5.3). The table also contains for each patch of the garment the number of rows $R$ and columns $C$ of the corresponding primitive in the final state of the algorithm. If the patch is loose, then these numbers are displayed in bold font. Finally, $n$ is computed as the number of surface patch of the final spline surface representing the garment.

Execution time We display in Table 5.1 the computation times for some of the garments synthesized with our algorithm. The displayed times are cumulative, because each step depends on the former steps to be executed. We include the final meshing of the surface, which is done only once for each of the times presented.

We see that our algorithm synthesizes each garment in less than 10 seconds, and most of them were synthesized in less than 6 seconds. We also see that collision resolution is the most time consuming step of all, which takes more than half of the execution time
in all the examples. The algorithm for collision resolution computes many intersections between the body and intermediate planes along the primitive axis (cf Section 5.3.2). It was implemented in a naive way, and could be significantly optimized, for example by precomputing a distance map of the character's body (as done in [BSBC12]) or using acceleration methods which partition the space as pre-processing. The collision distances along the primitive axis could also be computed in parallel.

The effect of the collision resolution step on the execution time is particularly visible if we compare the pink dress transferred to the woman (5a) and the frog (5e). The dress synthesized on the frog was not subject to any collision while the one synthesized on the woman had to fit the complex geometry of her torso. In this case, we note that the difference in execution time is amplified by the fact that the woman mesh contains more faces than the frog one.

Complexity of the output models We also displayed in the Table 5.1 the model statistics, such as the number of rows $R$ and columns $C$ of the Bézier curves grid for each garment primitive synthesized.

We see that the number of rows remains relatively low: the maximum is 5 rows for one patch, and most of the patches only have 1 or 2 rows. The number of rows is directly related to the collision resolution step, because it is the only step of the algorithm where section curves are inserted, and the primitive is subdivided. Tight borders are more subject to collisions with the body, and this is why they usually have more rows in their grid.

On the opposite, loose borders may contain folds, which is the main factor which increases the number of profile curves in the patch. The number of profile curves (and thus, columns in the Bézier grid) increases with the number of folds. For example, the garments (1a) and (5a) have roughly the same shape (see Figure 5.13 and 5.14). However, the dress (5a) contains significantly finer and more numerous folds. Thus, the loose patch containing the folds is composed of a significantly bigger number of columns.

We also computed the total number $n$ of patches of bicubic surface in the garment (i.e. number of subgrids bounded by 4 Bézier curves in the control grid of the primitives), as the sum of the products $R C$ of each primitive that the garment is composed of. This number depicts the complexity of the model, and is proportional to the total number of control points needed to represent the garment. We can see that the number of patches in each garment is situated between 24 and 90 patches. As stated before, the shape of the folds plays a significant role in the evolution of this number.

However, if the garment has fine folds, then the patches are also smaller. We computed the final garment mesh from this parametric representation with two different methods. The first one is based on the arclength of the Bézier curves that are the boundaries of the patch, for which all the edges of the mesh share the same length. The second one is
based on an uniform sampling of the Bézier curves, for which each patch is triangulated with the same number of vertices.


The main advantage of the first method is that the number of faces is adapted to the complexity of the surface patches. For example, in the model of the pink dress, we see that there are much more faces in finely folded parts of the garment than in the rest. One of the drawbacks is that the parametrization is different in each patch, so the mesh is disconnected at the boundaries of the surface patch, and can not be animated. With the second method, we can have a consistent mesh for each garment. However, this method does not adapt the roughness of the mesh to the complexity of the patches.

### 5.4.3 Limitations

Junction areas The main limitation of our method is the fact that it can not compute garments in T-junction areas of the body, such as the chest or the pelvis. For those areas, a mesh-based representation would seem more appropriate, as used by other sketch-based modeling methods [TCH04, DJW $\left.{ }^{+} 06, ~ R M S C 11\right]$. These approaches generally use a 2 D closed curve, drawn by the user in a plane of the 3 D space and depicting the outline of the garment, to compute an initial 2D mesh, which is then lifted in 3D to match some geometric properties.

We found however two drawbacks to the use of such a method. First, we would need to compute such outline curve and place it in a plane of the 3D space. Our target character may be in different pose than the one depicted by the sketch, so finding a plane may be impossible (for example to compute the garment (5f) in Figure 5.15). Computing the outline itself might also be tricky. Because of the differences in morphology, the silhouette of the garment in tight areas may not correspond at all to the one displayed in the 2D sketch. Secondly, defining the resolution of the initial mesh before lifting it in 3D strongly constrains the type of fold we want to apply. As seen in Section 5.4.2, our parametric model allows the computation of a mesh adapted to the complexity of the shape and folds of the garment.

Another way to overcome this limitation would be to use a different type of parametric primitive, that accounts for junctions, for example T-splines $\left[\mathrm{SCF}^{+} 04\right]$.


Figure 5.16: Some failure cases of our method.

Adaptation to extreme poses In some cases, the pose of the target character is not compatible with the position and orientation of the garment in the sketch.

We discuss in this section some limitation and failure cases of our method.

For example in the garment (4f) displayed in the Figure 5.16, the top part of the blue dress on the child doing the handstand does not give a satisfying result because the arms of the character are above her neck. The planarity imposed on the boundary curves is in conflict with this configuration, where we may expect the garment patch to cover the child's shoulder and back.

Another failure case happens, when the limbs of the characters are so much bended that the plane of the boundary curve includes vertices from another area of the limb, see for example the yellow pants on the child in superman's pose Figure 5.16(8i). In this case, the synthesized garment contains important self-intersections.

Fully tight garments Recall our algorithm to deform tight garment patches so that they fit the body of the target character: we first create the two boundary curves of the patches so that they fit the body locally (Section 5.2.2), then deform the profile curves of the patch so that they fit the tangent of the body at their extremities (Section 5.3.1), and then solve potential collisions that may appear with the body (Section 5.3.2).

In some cases, the resulting garment will not fit the target character everywhere, and ome locally loose surfaces may appear. One solution we found is to modify the sketch and subdivide the cycle to add a tight border. This way, the garment computed is made of a supplementary primitive surface for which the boundaries are tight to the body. Another solution would be to adapt our collision algorithm to also insert section curves in areas where the garment is loose. This solution would however slow down the algorithm by a lot.


Figure 5.17: Results of our modeling algorithm using some fashion sketches of various styles.

### 5.5 Conclusion

We presented a method to synthesize garment patches on an arbitrary character using a single independent sketch. Our approach transfers the style of the garment depicted by the sketch. It manages to properly extract and apply style features, even from nonrealistic or imprecise sketches. Let us go back to the set of fashion sketches we showed in the beginning of this Chapter. We see in Figure 5.17 some of the results we could get using our algorithm on those sketches. Note that the folds of the black dress were transferred from the model of the sketch (5) (see Figure 5.14), because the folded hemline was not depicted well in the sketch A, and that we symmetrized the leg warmer in sketch B to obtain because the right leg was hidden in the sketch. As stated previously, some parts of the garments are not synthesized, such as the chest part of the dresses, and the cut and details of the shirt (b). However, despite the variety of style and abstraction of
the sketch, 2D curve information was enough to properly transfer the proportions and shape of most of the garments.

One of the application of our work could be to extract those style constraints and apply them on an existing surface, or to provide a first surface guess, which would be refined using inverse approaches $\left[\mathrm{LCBD}^{+} 18\right]$.

## Chapter 6

## Conclusion

This thesis presented methods to synthesize garments and sewed objects using 2D inputs. We presented two approaches for modeling 3D surfaces out of one single annotated sketch.

The first method proposed exploited for the first time the geometric properties of piecewise $C^{2}$ developable surfaces and global mirror-symmetry to reconstruct the 3D boundary curves of a sewed object represented in a photo. Our algorithm then uses these 3D curves to generate a surface mesh for each developable piece of the object, and output the corresponding 2D patterns.

The second method proposed a way to interpret a 2 D fashion sketch representing a garment. In contrast to previous works, we are able to interpret stylized fashion sketches. In particular, we extracted style features from it and use those style features to synthesize garment surfaces dressing an arbitrary virtual character.

We also presented an algorithm to build a shape-independant representation for tubular folds using a single sketch of the folded boundary of a garment as input. We proposed a method to deal with discontinuous sketches of this boundary curve, and two different ways of transferring those folds on a different surface.

Our work has several limitations, which we discuss here.

Annotations All the methods are based on 2D input annotations. Most of them were realised using the 2D vector graphics software Inkscape ${ }^{1}$. Although we believe those annotations not to be significantly time-consuming, we may consider to automatically detect some of them using image segmentation methods. Detecting contour lines of an object seems to be a standard problem in Computer Vision, which has been improved greatly by the use of learning-based algorithms. Doing this on a fashion sketch may however be more challenging, because of the variety of

[^2]possible shapes and ways of representing the garment. Methods to automatically position 2D skeleton using the silhouette of a character also exist. However, they usually require to know the corresponding 3D character [BVS16], or work only with photos of human bodies $\left[\mathrm{CHS}^{+} 18\right]$.

Developability While the issue of developability was tackled in our method to reconstruct piecewise $C^{2}$ developable surfaces, we did not account for it in our garment modeling approach. As stated in Chapter 5, since garments are not perfectly developable, it seems ill-suited to use a ruling-based approach in that method. One option would be to generate a mesh representation of our output parametric surface, and launch an optimization algorithm as the one presented by Wang et al. [WT04]. The optimization scheme could be extended in order to integrate the preservation of our style features. Another idea would be to exploit algorithms that optimize developpability in Bézier surfaces [GY06] and integrate them in the modeling pipeline, even though their non-linearity may decrease computational efficiency.

Animation Our approaches deal with the modeling of static shapes only. These garment shapes would require manual edits before being used in a cloth simulator, because they are composed of separate garment patches, and not representing the full shape of a garment. However, patches can be glued together as postprocess step. Another possible application of our algorithm would be to use it as input of an inverse modeling method such as $\left[\mathrm{LCBD}^{+} 18\right]$ which computes the physics parameters and patterns of a developable surface using a target 3D shape. One of the challenge of their problem is to find a suitable initial 3D surface, which our method is able to provide. The output of their algorithm is a ready-to-animate mesh, with physics parameter optimized so that the shape of the garment is stable in a simulation involving gravity.

However, this work also prospects lots of exciting new directions of research and potential future work

Extending folds variety We proposed a method to model a specific type of folds using a single sketch. Many other types of folds could be added using the same kind of methods. For example, we could be inspired by the work of Decaudin et al. $\left[\mathrm{DJW}^{+} 06\right]$ who proposed a parametric model for diamond folds. The parameters of this model, instead of being chosen by the user, could be guided by the sketch of those folds. Wrinkles could be also guided by independent fashion sketches. However, their representation in line drawings is usually limited to their position and direction in the garment. Finding their depth without asking the user to annotate it directly on the sketch as in $\left[\mathrm{TWB}^{+} 07\right]$, or without using physics as in FoldSketch [LSGV18] seems an ill-posed issue.

Sketch-based animation The analysis of garment style in sketches could also be useful to generate garment animations. If the 2D features expressed as style constraints in Chapter 5 could be extracted automatically from a photo or sketch, we can imagine to design an algorithm generating an animation of a garment from a video, or a set of keyframe sketches. The next level would be for the keyframe sketches to guide an animation while not depicting the same garment as the one we want to animate, in a similar way than the work done by Dvorovzvnak et al. $\left[\mathrm{DBB}^{+} 17\right]$.

Physics from sketches While studying fashion illustrations, we found out that designers put a great effort into conveying the aspect of different fabric materials. Using different shading techniques, texture and colors, we generally well perceive the material of the cloth represented in the sketch. An interesting future work would be to analyze these brightness and color information to extract the physics parameters of the fabric drawn in the sketch, to guide the modeling and potential animation of the garment.
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