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Abstract

Sound symbolism, or motivation as we will later refer to it, corresponds to the
assumption that some words have a natural relation with their significations, instead of an
arbitrary one, through their segmental composition. Some evidence stands out from the
literature, from cross-linguistic investigations to psycholinguistic experimentations. For
example, a closed vowel [i] is more associated to smallness, while an open vowel like [a] is
more associated to largeness. This pattern appears in the lexicon of different languages (e.g.
Ohala, 1997), as well as in results of associative tasks (Sapir, 1929) with participants speaking
different languages and at different life stages. These commonalities (e.g. Iwasaki, Vinson, &
Vigliocco, 2007) and their earliness (e.g. Ozturk, Krehm, & Vouloumanos, 2013) enable to
formulate the hypothesis that motivation may have represented a key-driver in the emergence

of language (Imai et al., 2015), by facilitating interactions and agreement between individuals.

This thesis offers several methodological contributions to the study of motivated
associations. The first study of this thesis aimed at assessing whether animal features (e.g.
dangerousness) or biological classes (birds vs. fish, based on Berlin, 1994) would be relevant
concepts for highlighting motivated associations, based on the assumption that animals would
have represented suitable candidates for the content of early interactions (as potential sources
of food and threats). It raised issues regarding methodological settings which led to the second
study consisting in comparing different protocols of association tasks that are found across
experimentations. Indeed, in the literature, the settings and population vary from one study to
another, and it is therefore not possible to determine which one of the two types of contrasts
implied in association tasks is determinant for making associations: either the phonetic one or
the conceptual one. This second study permitted to appraise the influence of different protocols
by controlling for other sources of variation across the tasks. It also highlighted the need to
better analyze the cognitive processes involved in motivated associations. This led us to
complement our investigation of phonetic and conceptual contrast with a study on the influence
of the graphemic shapes of letters, following Cuskley, Simmer and Kirby (2015)’s proposal of
an impact of the shapes of letters in the bouba-kiki task. This task is a well-known paradigm in
the study of motivated associations, based on associating pseudo-words with round or spiky
shapes. Cuskley et al. suggested that a spiky shape would facilitate the processing of a pseudo-

word that contains an angular letter such as ‘k’. On our third study, we considered an implicit



version of the ‘bouba-kiki’ task, namely a lexical decision task, building on a previous
experiment by Westbury (2005). In this experiment, spiky and round frames, in which the
linguistic stimuli appeared, seemed to facilitate the processing of pseudo-words according to
their segmental composition (e.g. spiky frames would facilitate the processing of voiceless
plosives like [k]). We manipulated the shapes of letters with two different fonts for displaying
linguistic stimuli — one angular and one curvy — and tried to disentangle the respective impacts
of frames and of these fonts on the participants’ response times. The results highlighted the
importance of taking into account low-level visual processes in the study of motivated

associations.



Résumé

Un mot et une signification peuvent entretenir une relation naturelle, motivée, plutot
qu’arbitraire, via la composition segmentale dudit mot. Ce phénoméne est souvent appelé
symbolisme sonore, méme si nous préférerons employer le terme de motivation par la suite.
Dans la littérature scientifique, des éléments en faveur d’une relation motivée apparaissent a la
fois dans des analyses translinguistiques et des expérimentations psycholinguistiques. Par
exemple, une voyelle fermée telle que [i] est davantage associée a la petitesse qu’une voyelle
ouverte telle que [a], davantage associée a une taille importante. Ce schéma apparait a la fois
dans les lexiques de différentes langues (e.g. Ohala, 1997) et dans les résultats de taches
d’associations (e.g. Sapir, 1929), avec des participants parlant différentes langues et a
différentes étapes de la vie. Du fait de ces éléments communs (e.g. Iwasaki et al., 2007) et de
leur précocité (e.g. Ozturk et al., 2013), il est possible de formuler I’hypothése que la motivation
a pu étre un ¢élément clé¢ dans I’émergence du langage (Imai et al., 2015), en facilitant les

interactions et 1’accord entre les individus.

Cette these offre plusieurs contributions méthodologiques a 1’étude des associations
motivées entre formes phonétiques et significations. La premiere étude de cette thése avait pour
objectif de déterminer si des caractéristiques associées a des animaux (e.g. la dangerosité) ou a
leurs catégories biologiques (oiseaux vs. poissons, sur la base de 1I’é¢tude conduite par Berlin en
1994) pouvaient représenter des concepts pertinents dans la mise en évidence d’associations
motivées, en se basant sur I’hypothése que les animaux étaient des sujets récurrents et
importants des premieres interactions langagieres (en tant que potentielles sources de nourriture
ou de menace). Cette étude a soulevé des questions méthodologiques, qui ont conduit a une
seconde étude, dont le but était de comparer différents protocoles de taches d’association que
I’on peut trouver dans les études sur le symbolisme sonore. En effet, les protocoles et les
populations étudiées varient d’une étude a I’autre, et il est ainsi difficile de déterminer quel est
le contraste le plus déterminant pour la mise en valeur expérimentale d’associations motivées :
le contraste phonétique, ou le contraste conceptuel. Cette deuxieme étude a ainsi permis
d’apprécier I’influence de différents protocoles en contrdlant d’autres sources de variations a
travers les différentes taches. Elle a aussi permis de mettre en évidence la nécessité d’étudier
davantage les processus cognitifs impliqués dans les associations motivées. Ainsi, nous avons

poursuivi notre investigation en nous tournant vers 1’influence de la forme des lettres, un facteur



potentiellement déterminant dans les taches ‘bouba-kiki’, comme 1’ont proposé Cuskley et al.
(2015). Bouba-kiki est un paradigme trés répandu dans I’étude des associations motivées et
consiste a associer des pseudo-mots avec des formes pointues ou arrondies. Cuskley et al. ont
proposé qu’une forme pointue faciliterait le traitement d’un pseudo-mot contenant une lettre
anguleuse, telle que ‘k’. Dans notre troisieme étude, nous avons adopté une version implicite
de la tiche bouba-kiki, plus précisément une tiche de décision lexicale, en nous basant sur une
¢tude antérieure de Westbury (2005). Dans cette expérience précédente, des cadres pointus et
arrondis, dans lesquels apparaissaient les stimuli linguistiques, facilitaient le traitement de
pseudo-mots en fonction de leurs compositions segmentales, par exemple les formes pointues
accéléraient le traitement d’occlusives non-voisées telle que [k]. Nous avons manipulé les
formes des lettres via deux polices de caractéres différentes, une anguleuse et une curviligne,
et avons ainsi essay¢ de déméler les impacts respectifs des formes des cadres et des polices sur
les temps de réponse des participants. Les résultats ont mis en lumiére I’importance de prendre

en considération des processus visuels de bas-niveau dans I’étude des associations motivées.
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General introduction

In linguistics, motivation or Cratylism' is the idea according to which there is a direct,
natural, fundamental link between words and concepts they refer to. Motivation is in opposition
to arbitrariness which defines the linguistic sign — the relation between a signifier (words) and
a signified (concepts) — as arising from convention (Saussure, 1916). For example, the
difference in meaning between the French words ‘pain’ and ‘bain’ does not arise from the
acoustic difference induced by voicing? itself: the meaning conveyed by ‘bain’ is not more
voiced than the meaning conveyed by ‘pain’. Thus, no meaning is associated to the sound
contrast itself between the segments® [p] and [b] and their respective meanings are arbitrary
(Nuckolls, 1999). More generally, in semiotics, motivation and arbitrariness are in opposition
when establishing the relation between a signifier and a signified. This opposition has been

expressed by Peirce’s hierarchy of sign.

According to Peirce (1931) there are three types of signs: the icon, the index and the
symbol. The icon is a sign that refers to the referent through a relation of similarity (in Everaert-
Desmedt, 2011; Keller, 1998). The index does so through a causal relation, or more generally,
a contextual contiguity. Finally, the symbol is a sign which refers to a referent through

convention or out of habit.

Peirce’s terminology can be applied to evidence of motivation. First, there is the
imitation of a sound by another sound (e.g. onomatopoeias), which corresponds to an iconic
relationship based on acoustic similarity. Second, with respect to an indexical relationship, just
as the weather vane indicates the wind direction, a high-pitched tone can denote an object of a
small size because the latter tends to make higher-pitched sounds. Hence, one dimension
(pitch*) can represent another one (size) through causality. Third, the symbolic relationship can
be related to the conventional relation between a linguistic signifier and a signified, and thus to

arbitrariness.

! This word originates from Plato’s Cratylus, in which two contrastive positions about language were juxtaposed,
motivation and arbitrariness.

2 [p] and [b] are articulated in the same way apart from a difference of voicing, [b] being articulated with a vibration
of the vocal folds.

3 Although the phoneme is the smallest linguistic unit that distinguishes words, the more neutral word segment
will be preferred in this thesis since there is no evidence regarding the linguistic level at which motivated
associations appear, i.e. whether it is phonetic or phonological.

4 In the entire document the word pitch refers to the fundamental frequency of language sound (in Hz), while the
word frequency refers to the frequency with which a sound (i.e. a segment) occurs in a language.

15



In the literature, two terms are used to designate the study of motivated relations:
iconicity (e.g. Dingemanse, Blasi, Lupyan, Christiansen, & Monaghan, 2015) and sound
symbolism (e.g. Imai, Kita, Nagumo, & Okada, 2008). Iconicity corresponds to natural
motivated relations (as onomatopoeias). The term sound symbolism is more broadly inclusive
but is also ambiguous in view of Peirce’s terminology. Indeed, the word symbo! is included in
the expression sound symbolism and it refers concomitantly to an arbitrary relation. The
symbolic relation in Peirce’s terminology does not correspond to the symbolic relation in
motivated relations, but it is possible to consider that they are somehow related if we consider
that sound symbolism rather refers to a relative motivated relation. Gasser, Sethuraman and
Hockema (2011) proposed a dichotomy between absolute iconicity (i.e. a natural relation, e.g.
onomatopoeia) and relative iconicity (‘related forms are associated with related meanings, as
when a contrast between the vowels [i:a] depicts an analogous contrast in magnitude iconicity’,
Lockwood & Dingemanse, 2015, p. 3). One particular category of words corresponds to relative
iconicity: ideophones (also named expressives or mimetics®). In this category, words evoke their
referent by their segmental composition and through analogies with linguistic sounds. For
example, in Japanese, ‘buruburu’ describes something shaking or trembling (Gomi, 1989).
According to Lockwood and Dingemanse (2015), ideophones depend on culture, to some

extent, and hence are partly conventional.

Overall, the precise nature of a relation can be difficult to determine and terminologies
are not very consistent across authors. Hence, in this thesis, the more generic word motivated
will be preferred to iconic and symbolic — in order to not make a stand — mostly when the nature

of a relation is ambiguous.

Language is undoubtedly largely arbitrary, but there is concomitantly evidence for
motivated relations. While arbitrariness allows efficient communication associated with
compositionality, double articulation etc., motivation may have represented a key driver in the
emergence and evolution of language. As claimed by Imai et al., (2015, p. 2) ‘sound symbolic
words may thus be “fossils” from earlier stages of language evolution, when sound symbolic
links facilitated the rapid development of a common lexicon in human protolanguages.’ Indeed,
it is unlikely that language appeared immediately fully complex, and one of the mainstream
views in language evolution research is a two-step scenario in which the doubly articulated

system evolved from a more basic one (Tallerman, 2011). Hence, the early stage of our

5 In this thesis, the word ideophone is used as a generic term for this type of word; the word mimetic will refer
specifically to Japanese ideophones (and also includes Japanese onomatopoeias).

16



communication system may have had required direct and iconic relations between signifiers
and signified before convention could arise and spread among speakers. More precisely, the
assumption is that producing motivated cries to naturally denote referents would have allowed
individuals to agree on signifiers, via the consistency of productions. For example,
systematically producing the same cry across individuals for a given threatening stimulus would
have helped convention to emerge. After multiple repetitions, the cry only could have become
enough to trigger the relevant escape response. Contrariwise, if different individuals used
different cries for a given stimulus, it would have been more difficult for convention to arise.

Motivation can underlie systematicity.

However, motivated relations, between cries and the objects they refer to, only exist via
the interpretant — the communicating human being and his set of cognitive representations. In
order for individuals to agree on signs, shared representations in the mind of different
individuals are required. This raises the question about the nature of the cognitive
correspondences underlying the relation between signifiers and signified. To this regard,
numerous studies provide experimental evidences on the propensity of common motivated
associations in people speaking different languages, coming from various cultural environment
and at different stages of life (see sections 1.2 and 2.5 for references). The literature also
explores the cognitive mechanisms at play in these motivated associations, considering them as
a particular instance of a more general cognitive phenomenon, namely crossmodal

correspondences, i.e. associations between different modalities (see section 3 for references).

This preamble aimed at clarifying the terminology and contextualizing sound
symbolism within a theory of signs, language emergence and research in cognitive science.
Consequently, this introduction will open with a first section in which different phenomena that
exist in languages worldwide will be reported, as well as the experimental approaches assessing
motivated relations through psycholinguistic studies. The second section will focus on
hypotheses about the origin of motivated associations, namely gestural and size coding, as well
as emotional approaches. In the third section, potential explanatory brain mechanisms
underlying motivated associations will be exposed. A last section will present some
methodological limitations found across the literature and will introduce the three studies

conducted in this thesis and their purposes.
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1. Evidences of motivation

1.1. Motivated manifestations in languages

Three categories of words which contradict sign arbitrariness can be found worldwide

in languages: onomatopoeias, ideophones and phonesthemes.

Onomatopoeias are words that phonetically imitate the sounds they refer to (Tanz,
1971), like animal’s sounds. For example, the rooster’s crow is ‘cocorico’ in French,
‘kokekokkd’ in Japanese, ‘chicchirichi’ in Italian. Though these onomatopoeias look alike, their
cross-language variability can be explained, although non-exclusively, by the sounds contained

in the inventory of their respective language, or by the phonotactic rules of the latter.

Ideophones, the second category of words, have the particularity to evoke their referents
through perceptuomotor analogies, and can be defined as ‘vivid sensory words’ (Dingemanse
et al., 2015, p. 605). For example, in Japanese, ‘koro’ is a light object rolling once while ‘goro’
is a heavy object rolling once (Imai et al., 2008). Hence a weight difference is expressed by a
difference in voicing i.e. the vibration of the vocal folds express larger weight. As for the words
‘korokoro’ and ‘gorogoro’, they describe the repetition of the event through syllabic repetition
(though reduplication is usual in Japanese mimetics). Ideophones are very common worldwide
but are surprisingly absent in western European languages (Nuckolls, 1999). In Japanese,
mimetics are widely used and there are several types of them, including giseigo (mimicking
animal sounds and human voices) and gifaigo (mimicking manners or states) (Iwasaki et al.,
2007). Since the former are imitation of voices and cries by linguistic sounds, they actually
correspond to onomatopoeias, whereas the latter correspond to ideophones. According to
Iwasaki et al. (2007), a continuum of motivation actually exists in mimetics: giseigo words have
a direct resemblance with their referees and are thus highly iconic (absolute iconicity), while

gitaigo words have more of a symbolic relation (sound symbolism) with their referents®.

The third category, phonesthemes, are sequences of segments that are associated with
meanings in a given language. For example, the cluster /gl/ appears consistently in words related
to light in English (see Table 1). More interestingly, phonesthemes can behave as phonemes
because they can also have a contrastive function (for example, /fl/ appears in words related to

movement in contrast with words related to light). More generally, phonesthemes offer an

¢ Other types of mimetics exist in Japanese but will not be presented in this thesis.

18



evidence of systematicity (or redundancy) — which is the regularity of occurrence of clusters,

morphemes or segments in a given semantic field. These regularities are language-specific.

Table 1. Examples of phonesthemes presented by Bolinger (1950).

Contrastive phonesthemes

Light (/gl/) Movement (/fl/)
Consistent’ ‘intermittent’ (/1ta"/) gl-itter fl-itter
phonesthemes ‘steady’ (/ov/) gl-ow fl-ow
across words
‘intense’(/ed"/) gl-are fl-are

According to Dingemanse et al. (2015), ‘language-specific distributional regularities
are likely instances of systematicity, whereas form—meaning mappings that recur across
languages and rely on perceptual analogies are likely instances of iconicity’ (p. 607). Hence,
phonesthemes — the distributional regularities — are specific to a semantic field without

representing the referents either iconically or sound-symbolically.

On the one hand, the iconic or symbolic relation of ideophones is not always obvious —
contrary to onomatopoeias (or at least most of them). On the other hand, one may believe that
some phonesthemes are motivated, with the motivated origin having been obscured. We can
rely on the commonalities found across languages to establish a possible motivated origin (for
example, if worldwide languages present voiceless consonants for light objects and voiced ones
for heavy objects, this would be an argument in favor of a motivated origin of the mimetics

‘korokoro’ and ‘gorogoro’).

In the quest for commonalities across languages and for consistencies within languages,
the next section focuses on studies about motivated associations involving segments. The two
purposes of the studies compiled in the next section are: 1) to expose consistent and/or common
associations within or across languages through quantitative and linguistic analyses; 2) to assess
experimentally the reality of motivated associations in humans using words that come from

natural languages. In both cases, studies rely on a large range of concepts (e.g., size, emotions).

7 Complements like [1to"] (in “glitter’ or “flitter’) are not often meaningful and interchangeable (Bergen, 2004).
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1.2. Ecological approaches to the study of motivation

1.2.1.Lexicon analyses

1.2.1.1. Size and distance

Ohala (1997) reported different evidences of segments associated to size concepts
across languages. In Ewe, Yoruba, Spanish, Greek, English, Irish and French, words and
morphemes expressing smallness contain more high front vowels (e.g. [i]) and voiceless
consonants (e.g. [t]), and in Ewe, Yoruba, Spanish, Greek and French there are more low back
vowels (e.g. [u]) and voiced consonants (e.g. [b]) in words and morphemes expressing largeness.
The author explained that expressions about size exploit acoustic pitch characteristics which
inversely vary with the emitter’s size (i.e. the higher the pitch, the smaller is the emitter).
However, there are counterexamples to this phenomenon (e.g. the words ‘small’ and ‘big’ in

English, considering the vowels).

Tanz (1971)® studied words signifying ‘here’ and ‘there’ in several languages from
different families, focusing on vocalic differences (i.e. ignoring words that differed only in
consonants). She found three different types of contrast: 1) a difference in vowels — words for
‘here’ always contained [i], which was opposed to [a] or [o] in ‘there’; 2) a difference of an
entire syllable, the syllable in the word meaning ‘here’ containing a more front or high vowel;
3) an extra syllable in words meaning ‘there’, this syllable always containing [a]. Examples of

these three types of contrast are compiled in Table 2.

Table 2. Examples of words for 'here’ and 'there' in different languages (Tanz, 1971).

Languages ‘here’ ‘there’
Kanada illi alli
Vowel contrast _
Malay sini sana
_ Aztec nika-n onka-n
Change in one syllable i — —
Indonesian disine disitu
» Arabic huna hunaka
Addition of one syllable
Japanese koko/soko asoko

Tanz outlined parallel phenomena involving time (e.g. more [i] and [1] in English verbs

in the present tense than in the past tense) and social distance (e.g. ‘anata’ and ‘kimi’ both mean

8 This study contains no statistical analyzes.
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‘you’ in Japanese, the first one being more formal and distant). She also proposed articulatory
mechanisms as a potential explanation, [i] being the most constricted’ vowel while [a] being

the least constricted one.

Haynie, Bowern and LaPalombara (2014) investigated the issue of motivated words
denoting size and distance in 120 Australian languages. The authors gathered words related to
distance (e.g., here, there, near, far) and size (e.g., small, large, skinny, fat) that were expected
to exhibit specific segments, according to their meaning. They found significant differences in
the proportion of some linguistic features between the basic vocabulary and the vocabulary
related to size and distance. More precisely, words related to smallness and nearness contain
more palatal consonants and front vowels, while, although less strongly, largeness and farness
are associated to back vowels and velar consonants. These effects are relative to segment
positions (i.e. generally, these segments appear more in initial or final position of the words)
and are more consistent for consonants than for vowels. There are also differences across
languages in the way they make distinctions about size and distance (e.g. some languages
exhibit specific patterns for large distances and for small sizes) and in the segments that carry
these distinctions (e.g. the segments indicating nearness or smallness are palatal consonants in
12 languages and front vowels in 17 languages). Overall, however, the motivated distinctions

are consistent across languages when they appear (in 54% of the tested languages).

This approach can be questioned on several aspects. First, the authors looked for
associations based on previous studies and hence with respect to specific segments or features
which were grouped in categories, depending on their expectations. This clustering may not be
relevant for some of the targeted Australian languages. For example, they found that words for
smallness and nearness also contained segments denoting largeness and farness, which may
seem contradictory. Further analyzes revealed that one type of vowel was underlying this effect:
high back vowels were more present in words denoting smallness and nearness than in basic
vocabulary, even though they were rather expected in words denoting largeness and farness
because of their back articulation. This may reveal specificities depending on languages.
Moreover, the authors did not include [a] because of its central position, while it might have
been relevant based on previous studies, such as Sapir (1929)’s. Second, they included a large
amount of languages that belong to the Pama-Nyungan family — 104 languages out of 120 in

the total sample. The authors conducted post-hoc analyzes which indicated that the distribution

% More constricted means leaving less space between the tongue and the palate.
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of segments for size and distance was not consistent across the languages of this family. Hence,

if there were a phylogenetic impact, it would only have a weak influence.

1.2.1.2. Emotions
Fonagy (1961) analyzed the segmental content of poetries that were previously
evaluated by participants as aggressive or tender. He found specific frequencies of segments:
aggressive poems contained more voiceless consonants like [k] and [t], while tender ones
contained more sonorants like [1] and [m]. He also conducted a later study with Hungarian
participants, asking them to evaluate some segments on several dimensions (Fonagy, 1983).
According to their judgements, [i] is small, agile, gentle, nice etc. whereas [u] is corpulent,

obtuse, sad, bitter, strong and dark.

Adelman, Estes and Cossu (2018) analyzed thousands of words in five languages:
English, Spanish, Dutch, German and Polish. They examined the possibility that phonemic
composition could predict the emotional valency ratings of words. They found significant
effects for each language (p < .001) with effect sizes (R?) varying from 1.40 to 4.32%,
depending on the languages. A large proportion of segments significantly bears a valency, either
positive or negative (from 21 to 45% of segments). The authors also tested whether these effects
could be better explained by both sub-phonemic features and segments rather than segments
alone. They found significant but weaker effects for linguistic features (from 0.35 to 1.79%),
while segments were still significant with higher effect sizes (from 0.81 to 2.54%). Hence,
segments predict valency more strongly than phonetic features. For example, in English, [f]
appears more in positive words and [s] in negative ones. Thus, the feature fricative cannot
predict alone valency ratings in this case. In addition, the emotional values of segments differ

3

between languages: while [d] and [n] appear to be ‘positive’ segments in Spanish, they are
‘negative’ in German; similarly to German, [d] is negative in English and [j] is positive in both,
while [n] is neutral in English. Segments thus seem to bear emotional values depending on the
languages they belong to, and more precisely on the phonological systems, phonotactic rules

and lexicons of these languages.

The motivated relation between meanings and segments thus seems to vary depending
on the languages. However, a relative consistency also exists across languages, especially on
words expressing size and distance, as revealed by Haynie et al. (2014), Ohala (1997) and Tanz
(1971)’s studies. Other semantic fields have been explored, like basic vocabulary and animal
names, which will be the subjects of the following sub-sections. These studies will help us learn

more about such consistency across languages and speakers.
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1.2.1.3. Diverse concepts

Blasi, Hammarstrom, Stadler and Christiansen (2016) published a study conducted on
62% of the languages of the world, covering 85% of the lineages of the world. They looked for
specific segment frequencies in the 100-word Swadesh list (words forming part of the basic
vocabulary of a language, e.g., tongue, bone, dog, etc.). For each concept, they compared the
frequency of occurrence of each segment with the baseline frequency of occurrence of these
segments in the words for other concepts'’. Some interesting significant associations found
across languages are reported in Table 3. The authors detected 74 ‘signals’ (i.e. a signal
corresponds to a segment that has a specific frequency for a given concept which is statistically
significantly larger or smaller ‘in contrast to their baseline occurrence in other words’,
p. 10819). They found segments that were specifically associated to some concepts (e.g. [1] for
‘tongue’), as well as segments unlikely to appear in the words for some concepts (e.g. [k] for
‘tongue’).

Table 3. Vowels and consonants associated to some concepts across languages in Blasi et al. (2016)’s study.

Concepts  Vowels Segment Consonants Segment
Little High front vowel, rounded 1 Voiceless palato- C
and unrounded alveolar affricate
Round All varieties of r sounds r
Tongue Voiced alveolar lateral 1
approximant
Nose Voiceless and voiced n

alveolar nasal

Breasts and high back vowel u Bilabial nasal m
Mother
Fish Low central vowel, a
unrounded

This study shows that some basic concepts tend to contain or not to contain specific

segments, worldwide and independently of phylogenetic lineages or geographical dispersion.

1.2.1.4. Animal names
Berlin (1994) analyzed the phonemic composition of words referring to fish and birds

in Huambisa — a language spoken by the Huambisa people in Peru. He found different patterns

10 The authors used a simplified phonological model in which segments were grouped, resulting in 34 categories
of consonants and 7 categories of vowels. For example, the segment ‘u’ contained high back vowels, both rounded
and unrounded (i.e. [u] and [w], respectively).
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of occurrence between these two groups of names, with some differences that appeared
according to the syllabic position in words. As an example, bird names contain more [i] in
comparison to fish names, which conversely contain more [a]. As regards consonants, final
syllables of bird names contain more obstruents while those of fish names contain more nasals
and continuants. Interestingly, there is also an internal pattern within biological classes
expressing size — e.g. large birds contain more [a] and small fish contain more [i] — which is

consistent with studies on size contrasts reported above.

Berlin presented a selection of the previous names by pair to students (the country it
took place in or the language they spoke were unfortunately not stipulated). Each pair was
constituted of names of a bird and a fish and he asked students to guess which one was referring
to a bird — specifying that the second one referred to a fish (e.g. ‘chichikia’ vs. ‘katan’, the first
one being the bird). Participants were able to guess the proper meaning with a performance of

54% of correct answers, which is significantly higher than chance.

Besides the existence of significations at the phonemic level found in the several studies
reported above, this last study demonstrates that — to some extent — it is possible to guess the
signification of a foreign word — presented within a pair — on the basis of its phonemic
composition (while knowing the meaning of the second word). One can wonder what the
performance would look like if the second meaning was not stipulated, since the presence of a
contrast may possibly underlie the choice. The following section covers psycholinguistic
studies which exploited the same type of experimentations that consists in showing pairs of
foreign words. Some of them used real words of diverse languages, and others pseudo-words

created for the sake of experimentation.

1.2.2. Experimentations that used real words

Brown, Black and Horowitz (1955) conducted an experimentation with English
speakers. They presented to them pairs of antonyms from three different languages — Chinese,
Czech and Hindi — which denominated sensitive experiences (e.g. ‘hot’ and ‘cold’). On one
page, the antonym pair appeared in English; on the other page, the same pair was presented in
all the three other languages. Participants had to find the proper matching. These pairs were
presented in a written form and were also pronounced by experimenters. The percentages of
correct identifications exceeded chance level significantly for the three target languages: 59.6%

for Hindi, 58.9% for Chinese, 53.7% for Czech. Authors suggested a potential pronunciation
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bias and thus replicated the procedure by showing the pairs only in their written form. Results

were even stronger: 60.7% for Hindi, 61.9% for Chinese, 61.9% for Czech.

Similarily, Kunihira (1971) obtained performances higher than chance with American
students who guessed the meaning of Japanese words presented by pair of antonyms, in three
different conditions: in Romanized written form only (i.e. in Latin alphabet), orally without
expressive voice quality and orally with expressive voice quality (spoken words were also
accompanied by written forms). The percentages of correct guesses were respectively 57.39%,

58.35% and 63.13%"!.

Word length can also be an indication of meaning: concrete and abstract words for
example differ on word length in English (Reilly, Hung, & Westbury, 2017). The longer the
word, the more abstract it tends to be (e.g. ‘information’ and ‘cat’). Reilly et al. (2017) tested
the possibility to guess whether a foreign word is abstract or concrete. English speakers indeed
guessed above chance level the concreteness of words of four languages out of eight — namely
Dutch (55% of accuracy), Hindi (52%), Russian (56%) and American Sign Language (ASL;
63%). These four languages exhibit, in fact, a correlation between word length and concreteness.
For the first three languages, the pattern corresponds to the expected one: the longer the word,
the more abstract it is. However, ASL presents a reverse pattern: concrete concepts are longer
to express. However, another language presents the same pattern as the first three languages —
Hebrew — but did not elicit any significant effect. The three other tested languages — Arabic,
Korean and Mandarin — neither present a length pattern relation, nor they induced performance
higher than chance. However, the iconic origin of this phenomenon is to be demonstrated since
other factors could explain these results. For example, the two languages that exhibited the
highest rates, Russian and Dutch, share a morphological property with English: the derivational
morphology (i.e. the affixation of concrete words to produce abstract ones, e.g. ‘friend’ and

“friendliness’)'2.

Imai et al. (2008) conducted a study with British English and Japanese speakers using
mimetics created for the purpose of their experimentation'® — thus avoiding a potential bias
toward Japanese speakers. The pseudo-mimetics were created in order to convey information

about two dimensions: speed and weight. They were made so that they matched video clips

' Based on my own calculations.

12 Arabic, Korean and Mandarin grammatical systems differ in this regard, and those of Hindi and Hebrew are not
described in Reilly et al.’s study.

13 Mimetics were created from Hamano's analysis (1998, in Imai et al., 2008) of real Japanese mimetics.
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displaying different ways of walking. For example, ‘batobato’ corresponded to the action of
running with heavy steps — [t] expressing hitting and [b] heaviness — and ‘nosunosu’
corresponded to slow walking with very heavy steps — [n] expressing slowness and [s] friction.
The task was either a matching judgment or a forced-choice task. In the matching judgment
task, participant had to evaluate the matching between one pseudo-mimetic and one action using
a scale from 1 to 7. The authors found the same orientation of responses in both groups of
subjects, although the effect size was higher and the p value smaller in Japanese in comparison
to English speakers (d = 6.05, p <.001 vs. d =0.60, p < .05, respectively). For the forced-choice
task, participants had to select the action — out of two — that was best depicted by one pseudo-
mimetic. Japanese speakers consistently selected the action that matched the pseudo-mimetic
(100%). English speakers did so with a smaller effect size that still significantly exceeded
chance level (64%). Differences in effect size may be explained by culture and a greater
sensibility to the segmental composition of pseudo-mimetics among Japanese speakers, but the

results also show that the pairings do not require language exposure.

While the previous studies depicted commonalities across languages or speakers, the
last one exhibited a quantitative difference between speakers, namely English and Japanese
speakers. This may be explained by the greater proportion of motivated words in Japanese
(chiefly, the number of mimetics). To further investigate this issue, the following section

focuses on differences imputable to cultural and linguistic backgrounds.
1.3. Incidence of cultural and linguistic backgrounds

Iwasaki et al. (2007) compared English and Japanese speakers on their judgments about
mimetic words that either mimic laughter (corresponding to giseigo mimetics) — loud (e.g.
‘keta-keta’) or quiet (e.g. ‘kusu-kusu’) — or manner of walking (corresponding to gitaigo
mimetics) — capturing its auditory dimension (e.g. ‘bata-bata’) or its visual or affective
dimension (e.g. ‘yota-yota’). Participants had to evaluate each mimetic on different semantic
dimensions for laughing (e.g., graceful vs. vulgar, excited vs. calm) and manner of walking

(e.g., noisy vs. quiet, purposeful vs. aimless). Results are summarized in Table 4.
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Table 4. Summary of Iwasaki et al. (2007)’s results. JS and ES stand for Japanese Speakers and English Speakers respectively.
There was 24 mimetics and 20 dimensions for laughing (e.g. ‘loudness’); 28 mimetics and 21 dimensions for walking (e.g.
‘oracefulness’).

Examples and precisions

Laughing - Walking (only for laughing)

Number of correlated ratings on 12 out of 7 out of ‘kusukusu’ is the most correlated
mimetics between JS and ES 24 28 one

‘Loudness’, ‘openness of the

mouth’, ‘continuity’ and
Number of correlated dimensions 6 out of 2 out of ‘resonance’ are positively
between JS and ES 20 21 correlated; ‘beautiful’ and
‘graceful’ are negatively
correlated

Two associations are similar: [a] is
more ‘amused’ and ‘cheerful’ than

u
Number of common associations 7 t of 0 out of [ ,] o
between vowels and dimensions ou Five associations are more
for both JS and ES 20 21 complex for JS than ES, e.g. for ES

[a] is ‘louder’ than [u], while for JS
[a] is ‘louder’ than [e], which is
‘louder’ than [u]

The languages of the world represent a treasure trove in the study of motivation and can
provide hints about these associations (e.g. more [i] in bird names in Huambisa). However,
using real languages also constitutes a limit in an experimental perspective (real words do not
only result from motivated associations but also from arbitrariness, phonotactic rules, etc.). The
use of pseudo-words permits the elaboration of multiple possibilities of segment combinations
while controlling for linguistic constraints. Along these lines, a famous experimental task called
‘bouba-kiki’ has been used and replicated with a variety of vocalic and consonantal
combinations, as well as with speakers of different languages from different continents. This

paradigm brings insights on considerations about cultural and linguistic issues.

1.4. Bouba-kiki — an experimental paradigm to seek proof of a universal

phenomenon

In the original experiment setup by Kohler (1929; 1947) the pseudo-words ‘maluma’
and ‘takete’ were used — the pseudo-words ‘bouba’ and ‘kiki’ later supplanted them. This
experiment consisted in the presentation of these two pseudo-words and of two visual shapes:

a round one and a spiky one. Participants were asked to associate one of the pseudo-words to
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one of the shapes. Kohler reported consistency across participants in associating ‘maluma’ with
the round shape, and ‘takete’ with the spiky one. While Ramachandran and Hubbard (2001b)
claimed to find this effect in 95% of the population'*, a recent metanalysis conducted by Styles
and Gawne (2017) — involving 16 studies with a total of 558 participants speaking different
languages — estimates the prevalence of the expected associations from 84 to 94% of
participants. This very simple experiment has been repeated with people speaking different

languages and is the focus of this section.

In 1961, Davis studied the bouba-kiki effect with 335 African children from Tanzania
(aged 8-14), whose mother tongue was Kitongwe (a bantu language) and who learned Swahili
at school but not English (note, however, that Swahili is written in the Latin alphabet). Their
results were compared to those of 281 English children (aged 11-14). There were two different
conditions: pseudo-words were either presented visually and orally, or only orally. Overall, the
author found the same matching pattern in both groups: ‘takete’ was associated to spiky and
‘uloomu’!® to round. However, response orientation was weaker in Kitongwe-speaking children
and this may be mostly explained by an order effect, which is particularly present in this
population. The pseudo-word ‘takete’ was always the first name to be pronounced, followed by
‘uloomu’, while the order of presentation of the shapes was counterbalanced. Significant effects
appeared in Kitongwe-speaking children when the spiky shape was displayed on the left,

otherwise it was never significant (the response orientation was nonetheless not contradictory).

Another evidence comes from Bremner et al. (2013). The authors tested the bouba-kiki
effect with Himbas, people from Namibia and speakers of Otjiherero, who have no written
language (five participants were excluded because they had been to school). They found the
same results as other studies conducted with Westerners (at least for shapes/pseudo-words

matchings'® in 28 participants out of 34)!7. The authors thus concluded that the bouba-kiki

14 This amount should be considered cautiously since there is no description of the experiment that led to this
result. More precisely, nothing is known about the number of people surveyed, their culture, the language they
spoke, the experimental conditions, and so on.

15 ‘maluma’ is a real word in Kitongwe. For this reason, the authors changed the pseudo-word for ‘uloomu’.

16 They presented differences — in comparison with Westerners — in the pairings implying different types of water
(still and sparkling — for which there was no preferential mapping, whereas Westerners associate sparkling with
spiky) and chocolate (sweet and bitter — for which they presented the reverse pattern, namely bitter with round).
Unfortunately, they did not test the pairings between the pseudo-words and the different types of water and
chocolate.

171t is important to note that according to Styles and Gawne’s analyses (2017) Otjiherero does not distinguish
voicing in plosives. The distinctive associations between [buba] and [kiki] should then only be interpretable in
terms of place contrast rather than in terms of voicing contrast — place having been demonstrated as a source of
variation of the associations (Nobile, 2015).
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effect does not depend on the shape of letters (this will be further discussed in section 2.1) and

is a universal phenomenon which could stem from phylogeny.

Rogers and Ross (1975) reported a counterexample: no effect was found in the Papua-
New Guinea community called Songe. However, nothing was reported in their paper regarding
either the methodology or the participants — and more importantly regarding the language they
spoke. According to Maurer, Pathman and Mondloch (2006), one’s knowledge of a language
underlies her possible matching between pseudo-words and objects. Hence, it is possible that
the sounds included in ‘maluma’ and ‘takete’ are not meaningful to Songe because some
segments may not exist in their language. Imai et al. (2008) also support the existence of both
universal associations and language-specific ones, relying on particular segments of a language.

The following study further assesses this explanation.

Styles and Gawne (2017) also reported an absence of the bouba-kiki effect in another
community. They tested speakers of Syuba in Nepal. They recorded a speaker of another dialect
— with mutual intelligibility — pronouncing the pseudo-words ‘kiki’ and ‘bubu’, respecting the
initial syllable tone implied by each consonant — which resulted in [khikhi] and [bubu]
respectively. They expected an enhancement of the bouba-kiki effect due to pitch-shape
correspondences (high-pitched sounds are associated with spiky and low-pitched sounds with
round, see Marks (1987) and Parise and Spence (2009)’s studies reported below in section
3.4.5.). They presented two objects, a spiky one and a round one, and participants had to choose
one of them given a pseudo-word presented orally through headphones. Results revealed no
orientation in the choices (46% of agreement in the associations — compared to 92% obtained

with English speaking participants using the same procedure and material).

In order to explain the previous discrepancies, that appear only in two studies within an
otherwise widely consistent literature, Styles and Gawne (2017) looked for a linguistic
explanation, more precisely coming from the sound structure of the languages spoken by the
participants. They used the PHOIBLE dataset (Moran, McCloy, & Wright, 2014), which
contains ‘2,160 segments from 1,672 documented languages’ (Styles & Gawne, 2017, p. 3).
First, the authors found that the most widespread segments are those mostly used in studies
about motivation: [p, b, m, t,d, n, k, g, i, e, a, 0, u]. These segments permit to contrast highly
discriminable pseudo-words, and some of them turn out to be involved in the most robust
motivated associations (voiceless plosives and sonorants are strongly associated to spiky and
round shapes, respectively). Second, one major bias in the studies about motivation comes from

the fact that most experimenters and participants are WEIRD (Western, Educated,
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Industrialized, Rich, and Democratic), which represent a source of bias according to Henrich,
Heine and Norenzayan (2010). Hence, the segments chosen within a specific study may not
actually exist in the language spoken by the participants, which could compromise the whole
study. Conversely, few or no studies tested segments of lower frequencies (such as ejectives,
retroflex...). To go further, the authors considered recent findings about Hunjara (the language
spoken by Songe people, with respect to Rogers and Ross’ study in 1975. It turns out that this
language does not contain the sounds [1] or [t"]. Similarly, the pseudo-words used with Syuba
speakers violate their language: 1) [k"] does not occur word-medially; 2) [u] never occurs at the
end of bi-syllabic words; 3) the tone should have been neutral in the second syllable. Thus, the
absence of results may be due to phonetic and phonotactic violations of the participants’
languages. Consequently, there are two possibilities: either the associations do not exist in these

populations, or they actually require other stimuli to be revealed.

In addition to phonetic inventories and phonotactic rules, other cultural factors can
influence the associations. Indeed, Chen, Huang, Woods and Spence (2016) studied the bouba-
kiki effect in American (US) and Taiwanese participants while varying three visual parameters:
spikiness, amplitude and frequency (i.e. number of branches) of shapes. The task consisted in
choosing one pseudo-word (‘bouba’ or ‘kiki’) for a given visual stimulus. Overall, the increase
of one parameter induced a gradual shift from ‘bouba’ to ‘kiki’ — ‘kiki’ was spikier, more
elongated and had more extremities — in both groups. But there were also differences: amplitude
influenced more Americans than Taiwanese, while spikiness influenced more Taiwanese than
Americans. The authors explained this discrepancy with differences in visual processes, which
would be more holistic in Taiwanese (relying on the global spikiness of the contour) and more
analytic in Americans (relying on branches that are distinctly processed). Hence, they
concluded that characteristics of shapes must be consciously chosen, having in mind the
potential differences that visual frequency and amplitude can elicit on performance, at least in
different cultures. More precisely, the number of branches and their amplitude have to be

considered.

Similarly, Nobile (2015) tried to disentangle the effects of different visual and phonetic
features. He proposed pairs of pseudo-words with pairs of shapes to participants and asked them
to associate one of the pseudo-words to one of the shapes. Pseudo-words differed on voicing,
manner, nasality or place of articulation, while shapes differed on spikiness, angle acuity
(obtuse vs. acute), continuity and density. Several results ensued from his experiments. For

example, voiced consonants are associated with curved, obtuse and continuous features, while
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it is the reverse pattern for voiceless consonants. Following this line of investigation, the next
section focuses on studies that introduce variations on phonetic features in order to determine

those at play in motivated associations.
1.5. Phonetic features and segments involved in motivated associations

Several studies attempted to determine the phonetic features or segments implied in
bouba-kiki associations. Some concluded to a greater vocalic effect (e.g. Tarte, 1974'%) but the
majority concluded to a superior consonantal one (e.g. Nielsen & Rendall, 2011). Aveyard
(2012) also found a stronger effect of consonants in comparison to vowels but more specifically
of continuants, compared to plosives. However, the author did not distinguish voiced from
voiceless plosives in his analysis, while it has been shown that voicing impacts the associations
(Nobile, 2015). The study of Fort, Martin and Peperkamp (2015) captured a subtler picture,
rather than either a main vocalic or consonantal effect: the consonantal composition had a
significant impact on participants’ choices, and the effect of vowels differed in interaction with
the consonantal context. The greater effect of consonants could not be explained by their
occurrence as initials in pseudo-words, since the authors presented CVCV and VCV structures
and the category of the first segment did not impact the effect. The study further revealed a
continuum of manners of articulation: plosives are associated to spiky and sonorants to round,
while fricatives are in-between, which is consistent with the continuum postulated by Styles
and Gawne (2017). Using a judgement task, Knoeferle, Li, Maggioni and Spence (2017)
identified a more precise gradient. From spiky to round, the associated consonants were as
follows: voiceless plosives > voiced fricatives > voiced plosives > nasals > voiceless

fricatives > liquids > glides'’.

All in all, most studies used the segments occurring most frequently in the languages of
the world, and these segments seem to appear at the extremities of the continuum between
spikiness and roundness. Both their high frequency and their position at such extremities may
be due to their high discriminability (Styles & Gawne, 2017). As for the middle segments (in
the continuum), their associations differ depending on the contrasts in which they are presented
(Fort et al., 2015; Styles & Gawne, 2017). For example, a voiced plosive can be associated to
either a spiky or a round shape depending on the contrasted consonant, a sonorant or a voiceless

plosive, respectively. Also, one feature is not necessarily sufficient to predict associations. For

18 Very few segments were tested: [w, d, k] as onsets and always [s] as coda. The tested vowels were [a, u, i].
19 The authors also found a gradient for size contrasts, from large to small: sonorants > voiced fricatives and voiced
plosives > voiceless fricatives and voiceless plosives.
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example, the impact of voicing may differ according to manner: voiced plosives are more
associated to round than voiced fricatives (Knoeferle et al., 2017), hence voicing may not be
sufficient to predict the associations. For this reason, it seems more reasonable to consider
segments rather than features. However, this can also be explained by another factor — the
shapes of letters — as proposed by Cuskley et al. (2015). Indeed, they proposed as an explanation
that the associations are induced by the shape of letters. For example, ‘g’ (a voiced plosive) is
a letter that is rounder than ‘z’ (a voiced fricative) in the Latin alphabet. ‘g’ would be, as a

result, more associated to a round shape.

In addition to these two explanations involving acoustic and graphemic influences, other
explanations for the origin of motivated associations are proposed in the literature. The

following section exposes them, beginning with graphemic biases.

2. Possible explanations for the existence of motivated signs

Observations about motivation are not explainable by any fortuitous phenomenon
because of the consistency found across languages and speakers, no matter the linguistic
structure (i.e. lexicons, phonemic frequencies, pseudo-words) or the conceptual object that is
studied (e.g., size, emotions, shapes). This section focuses on the different explanations found

in the literature, ranging from the shapes of letters to phylogenetic considerations.
2.1. The potential graphemic origin of motivated associations

Some authors have wondered if the bouba-kiki effect could be explained by graphemic
biases. Cuskley et al. (2015) conducted a bouba-kiki judgment task using pseudo-words
composed of either angular letters (‘k, t, z, v’) or curvy letters (°g, d, s, f*). They found that the
first set of pseudo-words better fitted with the angular shape, while the second set better fitted
with the round shape, based on judgments. In a second experiment, pseudo-words were
presented orally, and the authors found similar results, but also an additional effect of voicing:
voiced pseudo-words better fitted with the round shape, and the voiceless ones with the spiky
shape. The authors argued in favor of a graphemic bias which would have mediated motivated
associations in Westerners (or at least people knowing the Latin alphabet). This hypothesis
would imply that: 1) motivated associations require written language acquisition, 2) these
associations are specific to Westerners who use the Latin alphabet and 3) oral pseudo-words
could evoke possible written forms (which is possible, on the basis of Chéreau, Gaskell and

Dumay's experiment of 2007).
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Different studies contradict this hypothesis and its implications. While some found the
same effects no matter the modality of presentation (e.g., Davis, 1961; Nielsen & Rendall,
2011) — which could be questionable due to the knowledge of the Latin alphabet — Bremner et
al.'s study with Himbas brought to light motivated associations in people who have neither a
written system nor knowledge of the Latin alphabet. Moreover, some studies with children
below the age of language acquisition suggest the existence of some associations before the
learning of written forms (see section 2.5). Another strong evidence comes from Bottini et al.
(2019) who compared sighted to early blind? Italian speakers in a bouba-kiki task. Spiky and
round objects were presented by pairs and participants had to choose the object that matched
best a given pseudo-word (the experimenter asked for the object that better matched either
‘maluma’ or ‘takete’). They found consistent and expected matching in 83% of the sighted
participants and 73% of the blind participants, without statistical difference between the two
groups. Hence, vision — and more precisely graphemic shapes — does not seem to explain only
by itself the correspondences between these pseudo-words and shapes. A second experiment
aimed at better assessing the potential role of the shapes of letters, which could explain the
small difference observed between blind and sighted people. CVCVCV pseudo-words were
presented orally (using a large variety of segments) and participants — blind or sighted — had to
determine if they were rather spiky or round. The authors found main effects of consonant
manner (plosives with spiky shapes, sonorants with round shapes, and fricatives in-between),
voicing (voiceless with spiky shapes and voiced with round shapes) and vowel backness (back
vowels with round shapes and front vowels with spiky shapes). More interestingly, they also
found an interaction between graphemic spikiness and group (blind vs. sighted). To further
assess this interaction, they ran two different models — one per group — and found a simple
effect of the shapes of letters in the sighted group only. This means that sighted people rely on
— among other stronger factors — the shapes of letters, and this may explain the weaker bouba-

kiki effects found in blind people.

Rather than demonstrating the graphemic origin of bouba-kiki associations, Cuskley et
al. (2015)’s study highlighted the importance of the modality in which pseudo-words are
presented to participants, and pointed to potential cumulative effects (since effects were
stronger with the graphemic presentation). Moreover, Bottini et al. (2019)’s study pointed to
the fact that effects may be expected to be stronger in literate subjects. All in all, the shapes of

letters can influence associations but it cannot explain their existence, otherwise motivated

20 They completely lost their sight at birth or before the age of four, and thus do not know the shapes of letters.
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associations would be recent from a historical and evolutionary point of view. Rather, evidence
coming from Turoman and Styles (2017)’s study highlights the opposite influence of motivation
on the shapes of letters. The authors showed pairs of glyphs from several written traditions (e.g.,
Tamil, Mongolian) to participants using an online survey platform. One glyph contained the
sound [i] and the other the sound [u]. Subjects had to guess which one contained the [i]-sound,
or the [u]-sound, depending on the condition. Better-than-chance performances were obtained.
This result leads to the assumption that the shapes of letters may be motivated by the sounds
they represent. Hence, motivated associations may have constrained or at least influenced the
shape of letters, as they have partially done so with the phonetic composition of words across

the languages of the world.

In conclusion, the shape of letters cannot explain the origin of bouba-kiki
correspondences. The following subsections focus on other hypotheses about the possible

origins of diverse motivated associations, like size-sound correspondences.
2.2. Size coding hypothesis

In studies on language origin and evolution, the descent of the larynx has been of
particular interest because it seemed to increase the likelihood of choking hazards. For a long
time, following Lieberman (1984), researchers admitted that this problem was counterbalanced
by the enabling of language, the main argument being that only a low larynx could enable the
current vocalic space. However, more recent studies have come out with a more adequate
scenario. Indeed, because a longer vocal tract lowers the pitch and a lower pitch is associated
with larger individuals, the descent of the larynx might have happened as a way for smaller
individuals to sound larger and scare away potential predators, or as a way for males to attract
females. This would have represented a definitive advantage with a benefit exceeding the cost

of this newly dangerous lowered position (Ohala, 1984; Fitch, 2010).

The size coding hypothesis proposed by Ohala (1984) refers to the advantage of the
modulation of pitch in interactions. It was built from Morton’s study (1977, in Ohala, 1984)
which examined the vocalizations of different species in agonistic contexts. To summarize
Morton’s findings, low-pitched vocalizations convey aggressive behavior while high-pitched
vocalizations convey submissive behavior through relative impressions of size. Usually, the
larger individual (who is usually the older and more mature one) has the advantage, and, in

general, pitch is inversely proportional to size: the larger the individual, the lower the vibration
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rate of the vocal folds, resulting in a lower pitch. Visual (e.g. bristling) and acoustic (e.g. yells)
manifestations can lead to fight avoidance — one side renouncing to fight in the face of an
opponent who seems larger. Ohala extrapolated this inverse relation between size and pitch to
human language with more subtle behaviors, extending it to smile (the lip spreading shortens
the vocal tract), ‘o-face’ (the lip protrusion lengthens the vocal tract) and the distinction
between question and statement (asking a question necessitates cooperation while making a
declaration needs to convey a confident impression). Furthermore, segments that can be found
in words relative to size, like [i] in ‘little’ and [a] in ‘large’, do not give an impression of the
size of the speaker, but rather communicate about the size of an object. Hence, sound patterns
about size generally speaking, as described in section 1.2.1.1, may derive from this phenomenon
of communication about one’s size that is found in humans and in other species. This theory
links motivated associations at a linguistic level to behavioral and evolutionary phenomena
through phylogenetic dynamics. It is, however, limited to impressions of size. The following

subsection deals with other explanations related to articulatory and acoustic features.
2.3. Possible articulatory and acoustic origins of associations

Ramachandran and Hubbard (2001b) proposed as an explanation to some motivated
associations — like those related to size — the articulatory imitation of physical gestures. More
precisely, the vocalization of the vowel [i] would mimic a small pincer gesture, in contrast to

the vocalization of [a].

This is in line with Sakamoto and Watanabe (2018)’s results about tactile sensations and
the parallels they proposed with places of articulation. These authors studied motivated
associations between mimetics and tactile sensations. Participants, who were Japanese, had to
describe tactile sensations and were free to use pre-existing mimetics, to create new ones, or to
use adjectives. They mostly used mimetics instead of adjectives and 80% of them were
preexisting ones. After naming tactile sensations, they had to evaluate them according to eight
pairs of adjectives (e.g. comfortable — uncomfortable) on scales from 1 to 7. The authors
analyzed the relations between the latter adjectives and the mimetics participants produced in
terms of syllables, clusters of segments and features — while restricting their analyzes to the first
syllables. For the sake of simplicity, only a summary of the analyzes about features are
compiled in Table 5. This shows that segmental features can bear sensitive and qualitative

meanings.
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Table 5. Summarized results of Sakamoto and Watanabe (2018). Actual results are more complex and those about consonants
present some relativities depending on vowels that are not reported here.

Segmental features Associated concepts

Voiceless Comfort; Flat; Smooth; Slippery

Voiced Discomfort; Bumpy; Rough; Sticky
Consonants

Front + Nasal Soft; Elastic; Sticky; Wet

Back + Affricates + Fricatives Hard; Inelastic; Slippery; Dry

Back Comfort
Vowels

Front Discomfort

The most important distinction for tactile categorization seems to be comfort. These
results confirm Hinton, Nichols and Ohala (1994) and Ohala (1983)'s assumption (in Sakamoto
& Watanabe, 2018) according to which voiced consonants and anterior vowels are associated
to negative emotions, because they require more pressure in their articulations. The authors also
explained some of these results with perceptuomotor analogies: 1) bilabial and alveolar nasal
consonants involve soft tissues which would be the reason why they are associated to soft,
elastic, sticky and wet sensations; 2) alveolar affricate and fricative and velar plosive
consonants are articulated with harder parts of the vocal tract, hence the reverse pattern of
associations. It is also possible to make a parallel with Blasi et al. (2016)’s findings: concepts
for ‘tongue’ tend to contain [1] — involving a tongue movement — while those for ‘nose’ tend to

contain [n] — implying a nasal airflow.

In addition to articulatory explanations, acoustic ones can be proposed, as did some
authors like Knoeferle et al. (2017) and Nielsen and Rendall (2011). For example, the burst by
which plosives begin may be crossmodally similar to visual spikes. However, these
explanations mostly rise from interpretations and, at this time, no experiment has assessed their

validity.

So far, potential explanations lean on communication about one’s size (through pitch),
imitation (through vowel articulation) and perceptuomotor analogies (between meanings and
either articulatory or linguistic features). The following subsection focuses on emotional

explanations with two studies, one about emotional (and size) content expressed by acoustic
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and articulatory features, and another about the potential involvement of emotions in speech

emergence.
2.4. Emotions

Chuenwattanapranithi, Xu, Thipakorn and Maneewongvatana (2008) studied what they
called the size code hypothesis of emotional speech, which refers to the coding of emotions
(from anger to happiness) on the shared basis of body-size projection. They synthesized speech
sounds of Thai vowels varying on three parameters: larynx height, lip protrusion and pitch (Fo).
Each sound was presented either statically or dynamically regarding larynx height and pitch
(i.e. with an initial acceleration and a final deceleration). The task consisted in choosing which
vowel among two was spoken by a large or angry person, depending on the condition. All three
parameters significantly influenced the responses. For size judgments, lower larynx height and
lower pitch were associated to a larger person, and conversely, higher larynx height and higher
pitch were judged as produced by a small person. There was also an interaction between larynx
height and sound dynamism: larynx height provided better cues about size when the sound was
static rather than dynamic. For judgments about emotions, lower larynx height and lower pitch
were more associated to angry persons, and conversely, higher larynx height and higher pitch
were more judged as produced by happy persons. Two interactions also appeared: 1) between
laryngeal length and pitch: a lower larynx height accompanied by a lower pitch sounded the
angriest; 2) between dynamics and laryngeal length: dynamic sounds produced by a lower
larynx sounded the angriest. This study highlights the influence of acoustic modulations on
judgements about size and emotions. Moreover, it confirms experimentally the size code
hypothesis proposed by Ohala (1984) and goes beyond, proposing a potential ground for the
perception of emotions (at least for the distinction of two emotions: happiness and anger). The
following study clarifies the benefit of communicating about emotions in an evolutionary

perspective.

Adelman et al. (2018)’s study reported in section 1.2.1.2 not only analyzed phonemic
composition of words of different languages (English, Spanish, Dutch, German and Polish)
expressing emotions, but also distinctly tested the first and final segments of words of different
languages. The authors found that the first segments (R? = 1.16-3.86%) better predicted valency
than the last ones (R? = 0.48-1.75%)?' and explained it by a faster transmission of information,

especially in case of danger, which outlines an adaptive advantage. To go further, they analyzed

2 Polish is not included in this interval because last segments do not predict valency in this language.
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pronunciation latency, i.e. the time between the stimulus onset — the beginning of the display
of the segment — and the voice onset — the beginning of the answer, in a word pronunciation
task. They investigated English and German, the only two languages for which they had data.
Results showed that segments that are faster to pronounce tend to be at the beginning of negative
words and conversely, those that are slower to pronounce tend to be at the beginning of positive
words. Analyzes were significant for English and German and their respective effect sizes
(Pearson’s r) were 0.55 and 0.42. On this basis, and contrary to the position that motivation may
ensue from generalization or analogical mechanisms (i.e. ‘spandrel account’*?) which would
have made motivated signals easier to learn, the authors support the assumption that it is actually
an adaptive phenomenon (i.e. ‘adaptation account’). A selection pressure could have favorized
individuals with greater communication abilities, more precisely who were able to better
produce and perceive segments because they conveyed information about emotions, hence
about potential dangers. This efficiency may depend on speed: the faster the negative emotional
signal is received, the faster the proper response can be executed. This last point would in turn
explain the benefit of beginning negative words with segments that are faster to pronounce. In
other words, rather than deriving from language emergence, these authors support the idea that

motivation might have underlain language emergence, at least in part, through natural selection.

As it 1s not possible to turn the clock backward in order to uncover the origins of
language, paying attention to studies with children may provide information about the potential

innateness of motivated associations, which is the subject of the following subsection.
2.5. Ontogeny (and phylogeny)

Based on their assumption that motivation may have facilitated language emergence,
Imai et al. (2015, p. 2) further suggested that motivation ‘may still facilitate synchronic
language learning in infants and children’. Hence, ontogenetic development may ‘reflect’ the

phylogenetic evolution of language.

Several studies bear an interest in motivated associations within children aged from a
few months to a few years. These studies contribute to settling the question whether

correspondences are innate, or whether they are shaped from language exposure. This

22 A spandrel is a character that appeared outside of an adaptation and that is considered as a byproduct of the
evolution. For example, in deer, the overdevelopment of vertebra to support the antler has become a secondary
sexual characteristic (Gould, 1997).
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subsection exposes some studies within this framework, from natural crossmodal

correspondences to bouba-kiki shapes.

2.5.1. Natural correspondences

Smith and Sera (1992) studied cross-modal correspondences, more precisely by testing
size-darkness and size-loudness mappings in children of different ages (2, 3, 4 and 5-year-old)
and in adults. Participants had to choose among two stimuli the one that best matched an object
of a given size. They found that size-loudness mappings started at the age of 3 and that the
mapping strength increased with age (large was associated to loud and small to quiet). The
mappings between darkness and size appeared in 2-year-old children: they associated large to
dark and small to light. This effect disappeared by the age of 3. However, in adults, three
different patterns of mappings showed up: 1) large-dark and small-light; 2) large-light and
small-dark; 3) no cross-modal correspondence. The authors explained the phenomenon about
size-loudness mappings as a ‘unified organization of cross-dimension similarities’ facilitated
by language (p. 117). For the size-darkness mappings, they described an early perceptual
organization (at the age of 2) that may be destabilized by language (by the age of 3), followed
by an idiosyncratic organization in adults. Hence, mutual influences — either reinforcing or
contradicting — may exist between natural perceptual biases and language development.
Specifically, natural correspondences may influence language development and vocabulary

growth may in turn modify perceptual correspondences.

Pefia, Mehler and Nespor (2011) studied sound-size mappings in children who were 4-
month-old and whose parents were Spanish speakers. They presented CV syllables composed
of consonants [1], [f] or [d] and of vowels [i] and [0] in the first condition, and [e] and [a] in the
second condition. At each trial, one syllable was exposed, accompanied by two objects, one
small and one large. The authors analyzed the direction of the first gaze and total looking time,
conveying preference for one of the two objects. They found significant differences according
to the vowels?*: children looked preferentially to small objects when accompanied by [i] or [e],
and to large objects when accompanied by [o] or [a], as shown by both first-gaze direction and

total looking times.

These experiments are of interest for two reasons: 1) they provide information about

correspondences that exist prior to language acquisition or that arise from it, including one

23 The authors did not analyze the influence of consonants.
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involving pure auditive perception (i.e. loudness) (Smith & Sera, 1992); 2) they document the

existence of early phonemic distinctions in interaction with other modalities (Pefia et al., 2011).

2.5.2. Bouba-kiki shapes

Maurer et al. (2006) tested a group of children (average age: 2.8 years) with different
round and spiky shapes displayed by pair. Each pair of shapes was accompanied by one pseudo-
word among two, e.g. one pair of shapes with ‘kaykee’ for half of the participants and with
‘bouba’ for the other half. Children had to decide which form corresponded to the presented
pseudo-word. Authors analyzed responses according to the vocalic roundness within the word
(although consonants also differed within a pair). Overall, children made the expected
associations (e.g. ‘bouba’ with the round shape or ‘kaykee’ with the spiky shape), except for
one pair of shapes. However, one cannot claim that vowel roundness and the sight of the mouth
shape that accompanied the pronunciation of vowels — which the authors tried to emphasize in
their protocol — are the explaining factors in this study, since pseudo-words also differed on
consonants. Furthermore, as the authors reported, they could not * disentangle whether the child
matched the sound to a shape based on its sound, the shape of the experimenter’s lips as she

spoke the word, and/or the feeling in the child’s mouth of mimicking the sound’ (p. 321).

Spector and Maurer (2013) also tested vocalic influences but used pseudo-words that
only differed on vowels (as ‘kiki’ and ‘koko”) with children aged from 2.5 to 3-year-old. The
children were exposed to pairs of shapes accompanied by one pseudo-word selected among two
(containing either [i] or [0]). Children answered to as much [i] as [o], these vowels being
combined with four different consonants ([g], [b], [k] and [d]). The authors found consistent
results: children associated pseudo-words containing [o] with round shapes and those
containing [i] with spiky shapes. Although there were no statistical analyzes contrasting
consonants, the pair [kiki]-[koko] departed from others (i.e. [g], [b] and [d]) by eliciting
responses close to chance level. This may potentially point to consonantal influences in the

‘bouba-kiki’ effect.

Imai et al. (2015) used a preferential looking procedure with 14-month-old Japanese
children with bouba-kiki shapes and the pseudo-words ‘kipi’ and ‘moma’?*. Children were
assigned to a congruent (e.g. ‘kipi’ with spiky) or incongruent (e.g. ‘kipi’ with round) condition.

A first phase consisted in presenting pairs, constituted of one shape and one pseudo-word, in

24 They constructed different combinations of pseudo-words using different consonants (m, 1, n, p, k), and vowels
(a, 0, 1) and first tested them with adults speakers of Arabic, Japanese and English in order to select the two pseudo-
words which presented the highest consistency for naming round and spiky shapes across these different speakers.
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order to learn these associations (congruent or incongruent, depending on the allocated
condition). After this first phase, the experimenters asked children in the test phase what object,
among two, was the ‘kipi’ or the ‘moma’. Overall, children in the congruent condition looked
longer to the correct object compared to those in the incongruent condition. To assess the
respective influences of motivated associations, learning, and their interaction, the authors
compared different models, containing or not these different factors. They found that the most
explicative model was the one that contained the three of them. They also noticed an influence
of temporality in accordance with the congruent condition. They concluded about their results
that ‘sound symbolism provides additional boost to the training especially in the first 800ms
such that the training effect was stronger for the infants in the match condition than those in

the mismatch condition’ (p. 12).

Ozturk et al. (2013) also tested the bouba-kiki effect but with even younger children (the
mean age was 4 months), using ‘bubu’ and ‘kiki’ as recorded pseudo-words. One pair, made of
one shape and one pseudo-word, was shown at a time. Children looked longer at incongruent
pairs than at congruent ones. To assess more specifically the role of vowels, the authors
replicated the same task with pseudo-words differing only on vowels ‘kiki’ and ‘kuku’ and
found no effect. Similarly, to assess the role of consonants, the authors compared pseudo-words
that only differed on consonants: ‘bubu’ and ‘kuku’ but also found no effect. However, in the
first case, vowels were presented in a consonantal context (i.e. [k]), and in the second case, the
consonants were presented in a vocalic context (i.e. [u]). The segmental context may influence
responses, something which was not taken into account (by also presenting ‘bibi’ and ‘bubu’ in
the first case and ‘bibi’ and ‘kiki’ in the second). All in all, infants differentiated congruent

from incongruent pairs only when both vowels and consonants differed.

In comparison to other studies, Ozturk et al. (2013) found longer response times for
incongruent pairs, while the reverse was reported in other studies. These authors explained this
by a difference in paradigm. Others studies (Imai et al., 2015; Maurer et al., 2006; Peia et al.,
2011; Spector & Maurer, 2013) used protocols that consisted in presenting two shapes and one
pseudo-word (this type of paradigm will be later referred as 2x1), while this study used a
paradigm that consisted in presenting one shape and one pseudo-word (similarly, 1x1). In 2x1,
the authors interpreted looking time as a marker of preference or choice. However, in 1x1 —in
which one matching is presented at a time (made of one shape and one pseudo-word) — the
authors interpreted the looking time as the expression of the detection of incongruity. They also

added that ‘infants presented with more variables and more complex stimuli tend to look longer
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at relatively familiar or congruent pairings, whereas infants presented with simpler stimuli tend

to look longer at relatively novel or incongruent pairings’ (Ozturk et al., 2013, p. 178).

Either way, these studies demonstrated that children by the age of four months are
efficient at distinguishing congruent and incongruent pairs based on sound-shape and sound-

size mappings.

Based on these results, we cannot firmly conclude to the existence of an innate
inclination for motivated associations in children for the main reason that newborns already
have a linguistic experience. They are indeed able to distinguish their mother tongue from other
languages since birth (Mehler et al., 1988; Moon, Cooper, & Fifer, 1993). In four months,
newborns may have had sufficient linguistic exposure to demonstrate language-based cross-
modal correspondences. What is more, the linguistic correspondences (e.g. between the vowel
[1] and the concept ‘small’) may be more influential than other environmental correspondences
(e.g. an object of a small size producing a high-pitched sound). This may explain why children
are sensitive to linguistic correspondences between segments and size (Pefa et al., 2011), or
between segments and shape (Ozturk et al., 2013), as early as the age of four months, while
environmental correspondences like between loudness and size do not appear before the age of
three years (Smith & Sera, 1992). Altogether, these results are in favor of a statistical learning
of correspondences, that may originate from linguistic exposure, in comparison to semantic
learning (because it is unlikely that four-month-old children are able of having semantic
representations). However, it does not rule out their possible structural (to a certain extent
innate) origin, neither the coexistence of these three types of origin (which will be further
reported in section 3.2). Moreover, even if language exposure underlies these correspondences,
preceding cognitive biases stemming from phylogeny may play a part in their emergence (Imai
et al., 2008). More precisely it may facilitate their learning, which is the topic of the following

section.
2.6. Learning facilitation

Starting from aforementioned Kunihira’s experiment (1971) in section 1.2.2 — about
Japanese antonym pairs presented to American students (who guessed their meanings above
chance level) — Nygaard, Cook and Namy (2009) conducted a study using Japanese antonyms
in a learning paradigm. Participants, who were native speakers of American English, learned

the meanings of these Japanese antonyms according to three conditions: match, mismatch and
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random. In the match condition, participants learned the actual meaning of only one word within
a pair (e.g. ‘akarui’ that means ‘bright’ or ‘kurai’ that means ‘dark’). In the mismatch condition,
they learned the meaning of the word’s antonym (e.g. ‘akarui’ associated to ‘dark’ or ‘kurai’ to
‘bright’). In the random condition, words were randomly associated to different meanings (e.g.
‘akarui’ associated to ‘catch’ or ‘kurai’ to ‘wet’). Hence, participants learned one antonym of a
pair (i.e. either ‘akarui’ or ‘kurai’) with one English target (its true meaning, the opposite
meaning or an unrelated meaning). During the learning phase, the Japanese word was orally
presented while the English target was simultaneously displayed in written form. The test phase
consisted in presenting the Japanese word orally with two written possible English meanings,
the target and a distractor. The learning and test phases were repeated three times. The authors
analyzed response time and accuracy within participants who exhibited a minimum
performance of 80% correct answers across the entire experiment (90 out of 104 participants).
The accuracy analysis showed that the performance was significantly better in the match
condition (94.3%), compared to the random one (91.6%). However, there was no significant
difference either between match and mismatch (93%), or between mismatch and random. The
analysis of response times also revealed a benefit both for the match and the mismatch
conditions in comparison to the random one. However, there was no significant difference
between match and mismatch conditions. These findings suggest that motivated
correspondences can facilitate the access to specific semantic fields (e.g. brightness) whatever
the polarity of words (i.e. both words ‘akarui’ and ‘kurai’ facilitate the linking with the concept
of brightness). Hence, there is evidence that a word is easier to link to its semantic field rather
than to a random one (Nygaard et al., 2009). Parallelly, other studies that used foreign words
reported guesses higher than chance, which reveals that it is possible to guess the meaning of a
foreign word when presented in a pair — with its opposite (i.e. antonym; Brown et al., 1955;

Kunihira, 1971) or another related meaning (bird and fish; Berlin, 1994).

Nygaard et al. proposed as an explanation that ‘such cross-modal correspondences may
be achieved via some literal or figurative resemblance between the sound and meaning (e.g.,
vowel height may correlate with relative size), or may reflect an embodied representation
involving simulation of the actual meaning’ (p. 185). The literal or figurative resemblance is in
line with theories proposed by Ohala (1984), Ramachandran and Hubbard (2001b) and
Sakamoto and Watanabe (2018) previously reported in section 2.3. Nygaard et al. (2009) also
added that this phenomenon may have functional consequences such as language acquisition in

children, which was investigated in Imai et al. (2008)’s study, already reported in section 1.2.2.
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In addition to the comparison between English and Japanese adult speakers, Imai et al.
(2008) also ran their clip task with Japanese children. They found similar results in two-year-
old Japanese children and in English adults (65,7% vs. 64%). However, at three years of age,

an augmentation of the effect (75%) expresses Japanese children’s language exposure.

The authors also conducted another study in order to assess whether motivated
associations help 3-year-old Japanese children in the generalization of action. Indeed, before
the age of five, Japanese children present difficulties in generalizing an action verb learned with
one object and one actor to the same action but with other objects or other actors. The authors
showed the children video clips with oral description: either invented (motivated) mimetic verbs
(e.g., tokutoku, batobato) or invented (non-motivated) verbs (e.g., chimoru, nuheru). Then,
experimenters showed two clips, one that displayed the same action as in the first clip — but
with a different character — and another that displayed another action — with the same character
as in the first clip. Children had to determine which clip corresponded to the word they learned.
The performance with mimetic verbs was better than the one with non-motivated verbs: with
mimetics, children selected more the same action than the same character, which means that
they generalized more the meaning of the action. To ascertain that this effect was not imputable
to an online matching (i.e. a choice based on motivated associations during the matching task
unrelated to the previous learning), the authors conducted another experiment in which children
learned to associate a matching between mimetic with an action and a given mimetic while this
mimetic congruently corresponded to the wrong answer of the test phase. In this condition,
children did not choose preferentially the wrong — motivated — matching. Hence, motivated
matching mimetics help Japanese children to extract action meaning — and to dissociate it from
the actor. It thus facilitates word learning. However, the authors did not test non-matching
mimetics, which could have informed us about the impact of word form — more precisely

reduplication — and its potentially confounding effect on word learning.

In 2011, Kantartzis, Imai and Kita replicated the same procedure with 3-year-old
English-speaking children, but they added the non-matching mimetic condition. They obtained
the same results as in the former study: English children better learned and generalized the
matching mimetic — better than chance — while they did not for verbs and non-matching
mimetics. Hence, reduplication does not explain the enhancement of learning, but motivated
associations do. According to the authors, these results support a universal influence from
motivated associations instead of an effect explained by linguistic exposure (because Japanese

children are exposed to a large number of mimetics, and could thus have learned regularities).
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Nielsen and Rendall (2012) conducted a learning paradigm in which they presented one
shape (spiky or round) and one pseudo-word composed of specific consonants — either [p, t, k]
or [1, m, n]. Participants were either in the congruent condition or in the incongruent condition,
the congruency being based on previous findings. The authors found a learning performance
significantly higher than chance in the case of the congruent condition (53.3%) while the
incongruent condition did not differ from chance (50.4%). Nielsen and Rendall concluded that
the bouba-kiki effect has been overestimated due to explicit (associative) tasks, and that it also

exists, more subtly, at an implicit level.

This study brought to light the advantage of motivated associations in the learning of
categories (round and spiky). But another type of learning was not assessed in this study,
namely the learning of individual stimuli. The following study, conducted by Monaghan,

Mattock and Walker (2012), aimed at evaluating