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I would like to dedicate this thesis to:
Angélica, my dearest wife, who led me through this trip of learnings, efforts and discoveries

with all her light of love, hope and support,
My beloved parents, Diogena and Orlando, who always give everything for his sons in

countless ways,
My beloved sisters and brothers who encourage and support me always,

My nephews and nieces who always keep in my heart a big portion of tenderness and love.





Acknowledgements

I am very grateful to the many people who have support me along the development of this
thesis.

First, I would like to acknowledge my supervisor, Dr. Boris Dewitte, for his help and
advice during my period of research. I really appreciate all his contributions of scientific
ideas and methods. I would also like to thank my co-supervisors, Dr. Marc Mallet and
Dr. José Rutllant, for their valuable guidance during my studies. I am also thankful to my
research collaborators Dr. Frédéric Frappart, Dr. Katerina Goubanova, Dr. Luis Bravo, Dr.
Serena Illig and Dr. Oscar Pizarro for his constructive comments and advices, which were of
great help to improve this research. I am especially grateful to my former advisor Dr Melitta
Fiebig and my colleague Dr. Marcel Ramos for introduce me into the numerical modeling of
the atmosphere and ocean, encouraging me to pursue a Ph.D.

I would further like to thank to the Directors and Administrative members of the Laboratoire
d’Études en Géophysique et Océanographie Spatiales (LEGOS), the Doctoral Department
Sciences de l’Univers, de l’Environnement et de l’Espace (SDU2E) and the Université
TOULOUSE III Paul Sabatier for allowing me to undertake this work.

Lastly, I would like to gratefully acknowledge the financial support of the Centro de Estu-
dios Avanzados en Zonas Áridas (CEAZA). My thanks are also extended to Dr. Bernardo
Broitman, Dr. Carlos Olavarría and Claudio Vazquez, Executive Directors and Corporate
Manager of CEAZA, who endorsed my PhD. pursuit.



Résumé

Les systèmes de courant de bords est (EBUS) sont les régions océaniques des
latitudes tropicales à moyennes le long des côtes ouest des continents. Ils abritent
des écosystèmes marins très productifs en raison de la circulation atmosphérique
de surface dirigée vers l’équateur qui font remonter des eaux profondes froides
(upwelling) enrichies en éléments nutritifs à l’origine de la vie marine le long
de la côte. Si les processus océaniques fondamentaux de l’upwelling côtier sont
bien connus (transport et pompage d’Ekman), la modélisation océanique des
EBUS reste problématique en raison des difficultés pour prendre en compte de
manière réaliste des phénomènes à fine échelle spatiale dans la zone de transition
entre le littoral et l’océan du large.

Dans cette thèse, nous nous sommes concentrés sur le système d’upwelling
dit de Humboldt (côtes du Pérou et du Chili) et sur l’influence des caractéris-
tiques méso-échelles des vents près de la côte, en particulier la décroissance
vers la cotes du vent (appelé “drop-off”) qui détermine l’importance relative
des processus d’Ekman, et donc, la structure spatiale de la zone d’upwelling.
Une approche combinée basée sur l’analyse de données satellitaires et sur la
modélisation régionale, océanique et atmosphérique, est utilisée pour étudier
la sensibilité de la circulation océanique le long de la côte Chili central aux
caractéristiques du drop-off.

Dans un premier temps, la circulation atmosphérique de surface moyenne à
saisonnière le long du littoral du Pérou et du Chili est documentée pour la
première fois à partir des données altimétriques de quatre missions satellites
(ENVISAT, JASON1, JASON2 et SARAL). L’analyse révèle l’existence d’une
réduction marquée de la vitesse du vent le long de la côte, bien que le taux de
réduction varie en fonction de la latitude. Malgré la répétitivité relativement
faible des satellites, nous montrons que les données altimétriques permettent
néanmoins d’échantillonner le cycle saisonnier du drop-off. L’estimation de
l’upwelling côtier à partir de ces données suggère que le pompage d’Ekman
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tend en moyenne à dominer par rapport au transport d’Ekman le long de la côte
péruvienne, alors que le long de la côte chilienne, le transport d’Ekman est le
processus dominant.

Dans un second temps, un modèle atmosphérique régional (WRF) à différentes
résolutions horizontales (36 km, 12 km et 4 km) dans une configuration imbri-
quée zoomée sur la région centrale du Chili a été développé afin de produire des
champs atmosphériques présentant des caractéristiques différentes du drop-off.
Les solutions du modèle atmosphérique sont d’abord évaluées par rapport aux
observations, indiquant un plus grand réalisme près de la côte que les réanalyses
atmosphériques. Le rotationnel du vent cyclonique simulé le long de la côte
associé au drop-off présente des échelles transversales comprises entre 8 et
45 km avec une variabilité latitudinale significative, en accord avec les vents
altimétriques. Lorsque la résolution du modèle est augmentée, le drop-off est
généralement d’autant plus confiné à la côte et le modèle indique une saisonnalité
marquée avec un maximum d’intensité au printemps-automne. La contribution
relative de la divergence côtière et du pompage d’Ekman présente une modula-
tion latitudinale liée aux détails de l’orographie et de la ligne de côte.

Des expériences avec un modèle océanique régional (ROMS) sont ensuite réa-
lisées pour estimer et comprendre l’influence du drop-off sur la circulation
océanique et la dynamique de l’upwelling. Il est montré que la prise en compte
d’un drop-off plus réaliste dans le forçage atmosphérique côtier induit à une ré-
duction notoire de l’intensité du jet océanique côtier de surface, un sous-courant
plus fort et une dérive d’Ekman cohérente avec les observations disponibles.
Les analyses de l’énergie cinétique turbulente et des flux de chaleur turbulent
illustrent la réponse non linéaire de la dynamique d’upwelling à la représentation
des caractéristiques du vent à méso-échelle. En particulier, alors que la prise en
compte du vent dans le forçage atmosphérique du modèle océanique régional
conduit à une réduction globale du biais froid côtier observé dans les simula-
tions des modèles océaniques régionaux forcés par les produits atmosphériques
couramment utilisés (i.e. Reanalyses globales et vents diffusiometriques), les
résultats suggèrent également qu’il influence la dynamique de la couche limite de
fond et de surface dans certaines régions et donc la position du front d’upwelling.
Nous discutons l’implication de nos résultats pour l’amélioreration des forçages
atmosphériques dédiés à la modélisation océanique régionale dans les EBUS.



Abstract

Eastern Boundary Upwelling Systems (EBUS) are the tropical to mid-latitudes
oceanic regions along the west coast of the continents. They host very productive
marine ecosystems owing to the mean equatorward low-level atmospheric circu-
lation that uplifts cool subsurface nutrient-enriched waters that trigger marine life
along the coast. While the fundamental oceanic processes behind such process
are well known (i.e. Ekman transport and pumping), the oceanic modeling of the
EBUS has remained problematic owing to difficulties in accounting realistically
for phenomena at fine spatial scales in the transition zone between the littoral
and the off-shore ocean.

In this thesis we have focused on the Peru-Chile Upwelling System (so-called
Humboldt system) and on the influence of the cross-shore mesoscale features
of the winds near the coast, particularly the shoreward wind drop-off, which
determinate the relative importance of the Ekman processes, and thus, the spatial
and temporal structure of the upwelling. A combined approach based on satellite
data analysis and regional modeling, both oceanic and atmospheric, is used to
investigate the sensitivity of the oceanic circulation along the coast of central
Chile to the characteristics of the wind drop-off.

As a first step, the mean to seasonal near-shore surface atmospheric circula-
tion along the coast of Peru and Chile is documented for the first time based on
the altimeter data from four satellite missions (ENVISAT, JASON1, JASON2
and SARAL). The analysis reveals the existence of a marked shoreward re-
duction in the wind speed all along the coast, although the reduction rate is
latitudinally dependent. Despite the relatively weak repetitivity of the satellites,
it is shown that the altimetric data are able to sample the seasonal cycle of the
wind drop-off at some locations. The estimate of coastal upwelling from these
data suggests that Ekman pumping tends on average to dominate with respect
to Ekman transport over the Peruvian coast, whereas over the central-Chilean
coast, the Ekman transport is the dominant process.
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In a second step, a regional atmospheric model (WRF) at different horizon-
tal resolutions (36km, 12km and 4km) in a nested configuration zoomed over the
central-Chile region was developed in order to produce atmospheric fields with
different characteristics of the wind-stress curl (drop-off) along the coast. The
atmospheric model solutions are first evaluated against the satellite observations,
showing a much larger realism than atmospheric Reanalyses near the coast. In
particular, the simulated cyclonic wind curl along the coast related to the wind
drop-off exhibit length scales between 8 and 45 km with a significant latitudinal
variability, which is in agreement with the altimetric winds. The higher model
resolution, the more confined to the coast the wind drop-off, with the latter
evidencing a marked seasonality with a maximum intensity in spring-fall and
minimum in winter. The relative contribution of the coastal divergence and Ek-
man pumping exhibits a latitudinal modulation linked to details in the orography
and coastlines.

Experiments with a regional oceanic model (ROMS) are then carried out to
estimate the dynamical impacts of the representation of the drop-off in the at-
mospheric forcing of the ocean model. It is shown that the consideration of a
realistic wind drop-off in the coastal atmospheric forcing induces a notorious
reduction in the oceanic coastal jet intensity, a stronger poleward undercurrent
and a coherent offshore Ekman drift in agreement with available observations.
Additionally, the analyses of the Eddy Kinetic Energy and eddy heat flux in the
various sensitivity experiments illustrate the non-linear response of the upwelling
dynamics to the representation of the mesoscale wind features. In particular,
while the consideration of the wind drop-off in the atmospheric forcing of the
regional oceanic model yields an overall reduction of the coastal cold bias found
in the regional oceanic model simulations forced by commonly used available
atmospheric products, the results also suggest that it can influence the surface
and bottom boundary layers in some regions and thus the position of the up-
welling front. Implications of our results for the improvement of regional oceanic
modeling in EBUS are discussed.
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Chapter 1

Introduction

1.1 Preamble

Eastern Boundary Upwelling Systems (EBUS) are characterized by the phenomenon of rising
cold waters under the action of winds parallel to the coast blowing towards the equator. These
regions also correspond to the zones of subsidence of dry air masses associated with the
descending branches of Hadley-Walker circulation. These atmospheric and oceanographic
characteristics of the circulation make it the site of specific air-sea interactions with in partic-
ular the formation of a low cloud cover (stratocumulus type) which reflects the solar flux and
amplifies the cooling effect of upwelling. Currently the global models are failing to simulate
circulation in these regions with the most important warm bias of the tropical belt.

This is particularly the case for the Humboldt Current System (HCS; Peru-Chile coasts),
the most productive upwelling region in the world in terms of fisheries. The source of the
biases in global models remains poorly known, although it is partly related to the generally
too low resolution of these models to realistically simulate the upwelling phenomenon on
the one hand and the structure of near-shore winds on the other hand. The latter are in fact
characterized by a decrease from the ocean to the coast in a coastal strip of the order of
a few dozen kilometers. This phenomenon, called "drop-off" conditions the dynamics of
upwelling through the Ekman pumping process. In return, upwelling favors a stable atmo-
spheric boundary layer and therefore low-level winds are decoupled from the winds aloft.
This process of interaction between the ocean and the atmosphere on a regional scale is still
poorly understood and documented. However, it could be a key element in understanding the
dynamics of these regions, which are highly sensitive to changes in global variability.

In order to better understand the dynamics of the Peru-Chile Upwelling System (PCUS), the
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study area of this thesis, as well to introduce the mechanisms of air-sea-land interactions in
PCUS and its implications on upwelling dynamics, this first chapter will present the main
aspects of the EBUS, including the significant role that the coastal upwelling plays in the
cycles of carbon and biological productivity. Following, we will describe the main processes
that affect the EBUS mean circulation and upwelling variability. Finally, this introductory
chapter concludes with the presentation of the scientific focus and motivations of the thesis,
along with detailing the objectives and methodological approach.

1.2 The Eastern Boundary Upwelling Systems

Eastern Boundary Upwelling Systems (EBUS) are among the most productive marine
ecosystems of the world oceans. While they cover only a tiny fraction of the ocean surface
(⇠1%), they are responsible for most marine biomass production and account for ⇠20%
of the world’s fisheries (Fréon et al., 2009; Narayan et al., 2010). The four main EBUSs,
California, Canary/Iberian, Benguela and Humboldt Currents Systems (HCS) are narrow
regions of the coastal ocean that extend latitudinally over several thousands of kilometers
and longitudinally to beyond the continental shelves whose widths ranging from 10 to 200
km. They are located, on the one hand, in the eastern part of the oceans, and on the other
hand, on each side of the Equator from 10-20� in latitude, which are outlined in white
in Figure 1.1a. In these regions, intense equatorward, alongshore winds combined with
the earth’s rotation cause offshore surface Ekman transport, subsurface onshore flow and
upwelling of water that is rich in nutrients, low in temperature (sometimes 10�C below the
average of normal temperatures at these latitudes), depleted oxigen, and pH. The arrival of
nutrients in the surface waters illuminated by the sun (euphotic zone) triggers an exceptionally
biological productivity (Carr, 2001; Strub et al., 2013), as illustrated in Figure 1.1b by the
high chlorophyll concentrations, a typical proxy for the amount of photosynthetic plankton,
or phytoplankton (floating marine plants), present in the ocean. The numerous variety of
marine life includes low trophic organisms like bacteria and photosynthetic plants (e.g., sea
grasses, seaweeds, and phytoplankton), and larger animals (e.g., zooplankton, crustaceans,
fish, birds and mammals), that interact through complex food webs.The dynamics of these
interactions are based on the uptake of simple inorganic chemicals and their conversion to
more complex organic material by bacteria and phytoplankton, these organisms are known
as autotrophs because they produce their own organic matter. Higher on the food web they
sustain heterotrophic organisms that require pre-manufactured organic matter (Kämpf and
Chapman, 2016).
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(a) Global mean sea surface temperature (in �C - left panel), with the eastern boundary upwelling
systems(EBUS) characterized by cold SST indicated in white boxes, and a zoom over the Humboldt
current system (in �C - right panel). From MODIS Aqua (2002-2017).

(b) Global mean surface chlorophyll a concentration (in mg m�3 - left panel). From MODIS Aqua
(2002-2017).

Figure 1.1
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1.2.1 The Carbon Cycle and Oceanic Carbon Pumps

The basis for these marine ecosystems is the light-induced photosynthesis carried out by
phytoplankton and phototropic bacteria confined to the upper 50 - 100 m of the water column.
Through carbon fixation there is conversion of inorganic to organic carbon, which allows
marine organisms to grow and reproduce while producing oxygen as a by-product. During
photosynthesis, phytoplankton fixes the dissolved inorganic carbon and assimilates nutrients
(nitrates, phosphates, silicates, iron, etc.) that are available in the euphotic layer. When the
organisms die, part of the organic matter already synthesized is degraded (or remineralized)
by bacteria carrying out ammonification then nitrification in the euphotic layer, and the other
part is exported to the deep layers where is remineralized or stored in sediments. The rate of
carbon fixation is strongly controlled by the availability of nutrients through out dynamical
processes. Nutrients are supplied to the euphotic zone via upwelling, vertical mixing, conti-
nental runoff of sediment-laden waters via rivers or groundwater seepage, and to some extent
by atmospheric dust deposition. Iron is the main limiting nutrient for the upwelling regions
of the Humboldt Current (Hutchins et al., 2002); and the California Current (Chase et al.,
2007; Hutchins et al., 1998).

The global carbon cycle is the interaction of both biogeochemistry and physics within
the ocean; it plays a major role in regulating climate by controlling the amount of the green-
house gas CO2 in the atmosphere. From the start of the industrial revolution in the mid-18th
century, the atmospheric carbon budget has been substantially disturbed through human
activities, such as fossil fuel combustion and cement manufacture, so that the pre-industrial
atmospheric CO2 concentration of about 270 ppm now exceeds 403 ppm and is continuing to
increase. Roughly 50 % of the CO2 produced by human activities is taken up by the ocean,
the remainder staying in the atmosphere where it contributes to global warming (Kämpf and
Chapman, 2016).

The oceanic carbon cycle can be described by different carbon pumps (See Fig. 1.2), each
describing specific mechanisms that transfer carbon dioxide from the upper to the deep ocean
or vice versa. These pumps are the solubility pump and the biological pump. Phytoplankton
is the engine of the biological pump (responsible for 80 % of total carbon fixation in the
ocean) that helps maintain a steep gradient of CO2 between the atmosphere and deep ocean.
The biologic pump comprises

a) the organic carbon pump, associated with primary production in the euphotic zone and
remineralization of detritus at depths.



1.2 The Eastern Boundary Upwelling Systems 5

Figure 1.2. Sketch of the basic oceanic carbon cycle: on the left hand side, the biological
pump, which is a collective property of a complex phytoplankton-based food web; on the
right hand side the solubility pump, which is driven by chemical and physical processes,
both mechanisms transfer carbon dioxide from the upper to the deep ocean or vice versa,
maintaining a sharp gradient of CO2 between the atmosphere and the deep ocean. From
Chisholm (2000).

b) the calcium carbonate counter pump, associated with skeleton and shell formation in the
surface ocean and the dissolution of calcareous particles at depth.

The solubility pump is responsible for about 20 % of the vertical gradient in dissolved
inorganic carbon in the ocean. The solubility pump is based on:

a) the temperature dependency of the solubility of carbon dioxide in seawater; i.e. under the
same atmospheric conditions, cold water can dissolve more CO2 than warm water before
it reaches an equilibrium with the atmosphere.
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b) oceanic flows that either export surface water to the ocean interior (called oceanic subduc-
tion) or bring deeper cold water back to the sea surface (upwelling).

The deep circulation of the oceans driven by open-ocean convection in sub-polar regions of
the North Atlantic Ocean is generally known as one of the branches of the solubility pump.
The other branch is the reverse process of upwelling in which CO2 enriched deeper water is
returned to the sea surface (Kämpf and Chapman, 2016; Sarmiento et al., 1995).

EBUS have been classified as Large Marine Ecosystems (LMEs) in the first productiv-
ity category (>300 g C/m2/yr), according to their annual Gross Primary Productivity (GPP),
that is, the rate of conversion of CO2 to organic carbon per unit surface area by autotrophic
organisms (Sherman and Hempel, 2008), while respiration refers to the energy-yielding
oxidation of organic carbon back to carbon dioxide. The basic equation is the same in both
cases, although the two mechanisms operate in reverse. The chemical reactions is:

Energy+nutrients+6CO2 +6H2O $C6H12O6 +6O2 (1.1)

where CO2 is carbon dioxide, H2O is the water molecule, energy comes from solar radiation,
nutrients are the nutritive salts, C6H12O6 is a sugar molecule and O2 is the oxygen molecule.
Hence, primary production results in a decrease in carbon dioxide with production of oxygen,
while respiration uses up the oxygen to break down organic matter. The process of respiration
occurs continuously, while primary production in the surface ocean waters can only take
place during daylight (Kämpf and Chapman, 2016).

1.2.2 The Role of Upwelling in the Carbon Cycle

Coastal upwelling regimes associated with eastern boundary currents are the "engine" of
GPP and marine productivity in the ocean. Indeed, they play a key role in the microbially
mediated cycling of marine nutrients. These systems are characterized by strong natural
variations in carbon dioxide concentrations, pH, nutrient levels and sea surface temperatures
on both seasonal and interannual timescales (Capone and Hutchins, 2013).

From a biological point of view, EBUS would represent carbon sinks since in the long-
term the high CO2 fixation by phyto-plankton production exceeds plankton community
respiration. However, in spite of their high productivity, upwelling systems can facilitate an
outgassing of CO2 into the atmosphere when atmospheric heating reduces the solubility of
CO2 (Paulmier and Ruiz-Pino, 2009). The production of other greenhouse gases, like nitrogen
dioxide, methane and other volatile gases, may potentially trigger further acidification of
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EBUS (Checkley and Barth, 2009). Certain phytoplankton groups are also known to con-
tribute to increased fluxes of dimethyl-sulphide (Franklin et al., 2009), a trace gas involved in
the global biogeochemical cycling of sulphur, which influences climate by inducing aerosol
and cloud formation in the atmosphere. On the other hand, the high biological productivity of
EBUS generates a significant amount of organic detritus (dead organic matter), this organic
matter is degraded in the water column and/or at the sediment by bacterial activity. During
the remineralization process, a large amount of O2 is consumed, thus explaining the reduction
of the oxygen concentration below the mixing layer and the formation of Oxygen Minimum
Zones (OMZ), see Fig. 1.3.

Figure 1.3. Schematic vertical profile of water column processes showing the well oxy-
genated euphotic zone, oxycline/upper nutricline region, suboxic zone and anoxic layer.
OM=organic matter. From Peña et al. (2010).

1.2.3 The Oxygen Minimum Zone

These are regions in the ocean tightly coupled to the EBUS (See Fig. 1.4), they are character-
ized by extremely low concentrations of Dissolved Oxygen (DO) in the water column (DO
< 60 µM), and may frequently reach values of DO lower than 40 µM, in the suboxia range
(Naqvi et al., 2010), or even lower levels may also be found in certain areas (Schunck et al.,
2013; Ulloa et al., 2012).
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Figure 1.4. Global Oxygen Minimum Zones, including (a) Upper depth (in meters) of
intermediate water hypoxia ([O2]<1.4 ml L�1) and (b) thickness (in meters) of intermediate
water hypoxia ([O2]<1.4 ml L�1). The geospatial distributions of severely hypoxic [O2]
minimums (of [O2] = 0.5 ml L�1 and [O2] = 0.2 ml L�1) are depicted on both panels as
white lines. Data from World Ocean Atlas. From Moffitt et al. (2015).

OMZs form at shelf and upper slope depths, and are considered to be unique biologi-
cal, geochemical and evolutionary environments, analogous to cold seep or deep-sea vent
environments (Moffitt et al., 2015). As continental margin ecosystems transition from well
oxygenated surface waters to the hypoxic core of the OMZ ([O2] = 0.5–0.1 ml L�1), faunal
diversity, trophic structures and physiological strategies change (Levin et al., 1991). OMZ
oxygenation gradients produce successional biological zonation and are fundamental habitat
barriers for benthic and pelagic organisms (Moffitt et al., 2015). Additionally, the biogeo-
chemical cycles that take place at extremely low DO concentrations are involved in the local
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production of climatically-active gases, such as CO2 (Paulmier et al., 2006) and N2O (Kock
et al., 2016), which are then outgassed to the atmosphere. In this sense, the OMZ has an
impact on both the local ecosystems and on the global climate.

For all these reasons, several international programme such as the Intergovernmental Panel
on Climate Change (IPCC), the Integrated Marine Biogeochemistry and Ecosystem Research
(IMBeR), the Surface Ocean - Lower Atmosphere Study (SOLAS), the Intergovernmental
Oceanographic Commission of UNESCO (IOC-UNESCO) and the United Nations Envi-
ronment Programme (UNEP) have labeled EBUS a priority study area for the past ten
years.

1.2.4 Eastern Boundary Upwelling System Dynamics

Ekman Dynamics

The physical mechanisms that explain the occurrence of coastal upwelling in the EBUS have
been known for a long time. Vagn Walfrid Ekman, who studied the ocean response to wind
forcing according to the observations of his predecessor the Norwegian scientist and explorer
Fridtjof Nansen founded the principles of the upwelling theory in 1905. In the 1890s, Nansen
led an expedition across the Arctic ice. His specially designed vessel, the Fram, was allowed
to freeze into the ice and drift with it for over a year. During this period, Nansen observed
that ice movements in response to wind were not parallel to the wind, but at an angle of
20–40� to the right of it. W. Ekman, a PhD. student in that period, developed his theory of
wind-driven currents in order to explain this observation.
First to present the Ekman’s solution to wind-driven current we will present the essentials of
surface circulation:
Consider quasi-steady, large-scale motions in the atmosphere or the ocean, away from
boundaries. For these flows an excellent approximation for the horizontal equilibrium is a
balance between the Coriolis force and the pressure gradient:

� f v =� 1
r

∂ p
∂x

, and f u =� 1
r

∂ p
∂y

. (1.2)

Here we have neglected the nonlinear acceleration terms, which are of order U2/L, in
comparison to the Coriolis force ⇠ fU (U is the horizontal velocity scale, and L is the
horizontal length scale). The ratio of the nonlinear term to the Coriolis term is called the
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Rossby number:

Rossby number =
Nonlinear acceleration

Coriolis force
⇠ U2/L

fU
=

U
f L

= Ro. (1.3)

For a typical atmospheric value of U ⇠ 10 ms�1, f ⇠ 10�4s�1 and L ⇠ 1000 km, the Rossby
number turns out to be 0.1. The Rossby number is even smaller for many flows in the ocean
(Ro ⇠ 10�3), so that the neglect of nonlinear terms is justified for many flows.
The balance of forces represented by 1.2, in which the horizontal pressure gradients are
balanced by Coriolis forces, is called a geostrophic balance. In such system the velocity
distribution can be determined from a measured distribution of the pressure field. The
geostrophic equilibrium breaks down near the equator (within a latitude belt of ±3�), where f
becomes small. It also breaks down if the frictional effects or unsteadiness become important
(Cohen et al., 2004).

Ekman Transport

Like the atmosphere, the ocean is a continuous medium and satisfies conservation of mass,
momentum and energy. Unlike the atmosphere, the ocean is very nearly incompressible.

∂u
∂x

+
∂v
∂y

+
∂w
∂ z

= 0 continuity equation, incompressible, (1.4)

du
dt

=� 1
r

∂ p
∂x

+ f v+Fx ⇡ 0 u-momentum equation, geostrophic+friction, (1.5)

dv
dt

=� 1
r

∂ p
∂y

� f u+Fy ⇡ 0 v-momentum equation, geostrophic+friction, (1.6)

dw
dt

=� 1
r

∂ p
∂ z

�g ⇡ 0 z-momentum equation, geostrophic, (1.7)

where Fx and Fy stand for the vector components of friction per unit mass in the fluid, z is
(close to) zero at the surface and decrease downward. If there are no accelerations (i.e. steady
state and zero, or at least negligible advection accelerations), then du

dt =
dv
dt = 0 and we are left

with a balance of three forces on unit mass and the horizontal equations of motion become:

f v+Fx �
1
r

∂ p
∂x

= 0, (1.8)

� f u+Fy �
1
r

∂ p
∂x

= 0, (1.9)
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i.e. Coriolis + Friction + Pressure = 0
as show schematically in Figure. 1.5.

Figure 1.5. Three forces in equilibrium on a water parcel. From Pond and Pickard (1983).

For the frictional forces Fx and Fy, Newton’s Law of Friction states that in a fluid, the friction
stress t , which is the force per unit area on a plane parallel to the flow, is given by

t = µ
∂u

∂ z
= rv

∂u

∂ z
. (1.10)

The quantity µ is the coefficient of (molecular) dynamic viscosity, while v = µ
r is the coeffi-

cient of (molecular) kinematic viscosity. In the ocean where the motion is generally turbulent,
the effective value of kinematic viscosity is the eddy viscosity with values Az of up to 10�1

m�2s�1 for vertical shear (e.g. ∂u

∂ z ). Then the eddy friction stress t = rAz
∂u

∂ z express the
force of one layer of fluid on an area of its neighbour above or below, but for substitution in
the equation of motion we need an expression for the force on a mass of fluid:

the force per unit mass =
1
r

∂t
∂ z

=
1
r

∂
∂ z

✓
rAz

∂u

∂ z

◆
. (1.11)

The form of expression 1.11 where Az is assumed to be constant and consistent with the
Boussinesq approximation becomes:

friction force per unit mass = Az
∂ 2

u

∂ z2 . (1.12)

To simplify the problem, Ekman (1908) assumed the water to be homogeneous and that there
was no slope at the surface, so that the pressure terms would be zero. He also assumed an
infinite ocean to avoid the complications associated with the lateral friction at the boundaries.
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Under these conditions, the horizontal equations of motion reduces to a balance between the
Coriolis force and wind friction at the ocean surface (the stress acts along the wind direction):

1
r

∂ p
∂x = f v+ 1

r
∂tx
∂ z = f v+Az

∂ 2
u

∂ z2 = 0
1
r

∂ p
∂y =� f u+ 1

r
∂ty
∂ z = � f u+Az

∂ 2
v

∂ z2 = 0

9
=

; the Ekman equations (1.13)

i.e. Coriolis+Friction = 0, as in Figure. 1.6a.
The solution to Ekman’s equations are (in the case of a southerly wind):

uE = ±V0 cos(p
4 +

p
DE

z)exp( p
DE

z),

vE = ±V0 sin(p
4 +

p
DE

z)exp( p
DE

z),

)
(+(-) for northern(southern) hemisphere) (1.14)

where

V0 =
(
p

2ptyh )
DE r| f | is the total Ekman surface current,

tyh is the magnitude of the wind stress on the sea surface (approximately proportional
to the wind speed squared and acting in the direction of the wind),

| f | is the magnitude of f ,

DE = p
q

2Az
| f | is the Ekman depth or depth of frictional influence.

The surface current is rotated 45� to the right (northern hemisphere) or left (southern hemi-
sphere) of the wind. Further interpretation can be found in Pond and Pickard (1983).
The wind-driven Ekman current has its maximum speed at the surface and the speed decreases
with depth. Because the strongest currents are to the right (or left) of the wind direction in
the Northern (Southern) Hemispheres, it is easy to appreciate that the net transport will be
to the right (or left) of the wind direction (Pond and Pickard, 1983). The basic form of the
equations for horizontal motions (equations 1.13 ) in the absence of any pressure gradient is

r f v+
∂tx

∂ z
= 0 �r f u+

∂ty

∂ z
= 0 (1.15)

which we can write as

r f vdz = �dtx �r f udz = �dty (1.16)
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Now rvdz is the mass flowing per second in the y-direction through a vertical area of depth
dz and width one metre in the x-direction, and

R 0
z rvdz will be the total mass flowing in the

y-direction from the level z to the surface for this strip 1 m wide, while
R 0

z rudz will be the
total mass transport per unit width in the x-direction. If we use the symbols MyE and MxE to
represent the Ekman mass transport in the y- and x-direction respectively, then

f MyE = f
R 0
�2DE

rvdz =�
R 0
�2DE

dtx =�txh

f MxE = f
R 0
�2DE

rudz =�
R 0
�2DE

dty = tyh

)
Ekman mass transport (1.17)

Now (tx)�2DE and (ty)�2DE will be essentially zero because the velocity below the wind-
driven layer is substantially zero and therefore there can be no shear and therefore no friction
(Pond and Pickard, 1983).

Figure 1.6. Wind-driven currents from Ekman analysis (a) net frictional stress balances
Coriolis force with surface current V0 perpendicular to both; (b) wind in y-direction, surface
velocity V0 and components; (c) perspective view showing velocity decreasing and rotating
clockwise with increase in depth; (d) plan view of velocities at equal depth intervals, and the
“Ekman spiral” (all for northern hemisphere). From Pond and Pickard (1983).
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Ekman Pumping

Because of conservation of mass, horizontally divergent surface Ekman transport must be
balanced by vertical motion (upwelling or downwelling). From the integral over the Ekman
layer of the continuity equation, we have

r
Z 0

�DE

✓
∂u
∂x

+
∂v
∂y

+
∂w
∂ z

◆
dz = 0 (1.18)

inserting MxE and MyE (i.e. equations 1.17 integrated from bottom of Ekman layer to surface)

∂
∂x

Z 0

�DE
rudz+

∂
∂y

Z 0

�DE
rvdz = �r(w(0)�w(�DE)) (1.19)

or equivalently
∂MxE

∂x
+

∂MyE

∂y
= rwE (1.20)

equivalent to
—H ·ME = rwE (1.21)

where —H ·= [i( ∂
∂x
)+ j( ∂

∂y
)] is the horizontal divergence operator and M is the vector mass

transport (Pond and Pickard, 1983). Using 1.17, we find that Ekman pumping is proportional
to the curl of the wind stress:

wE =
1
r
bk ·—⇥

✓�!t
f

◆
(1.22)

Sverdrup Balance

The interior flow, i.e. below the Ekman layer, of the (non-equatorial) oceans can be described
in terms of its meridional circulation. In the subtropical gyres, the interior flow is toward the
equator in both the Northern and Southern Hemispheres. In the subpolar gyres, the interior
flow is poleward in both hemispheres. These interior flow directions can be understood
through a potential (i.e. relative + planetary) vorticity argument introduced by Sverdrup
(1947), so called the Sverdrup ‘balance”. As a reminder, for a frictionless, barotropic fluid
(the interior flow), the potential vorticity of a fluid element of depth H is conserved:

✓
z + f

H

◆
= constant. (1.23)

The fluid element’s absolute vorticity z + f can respond to vertical stretching of the element
by increasing z (ciclonic(anticiclonic) rotation for the northern(southern) hemisphere) or by
migrating poleward (increased f ).
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Interior ocean is in geostrophic balance, then if we cross-differentiate 1.2 and subtract them,
to eliminate the pressure terms, we get:

f
✓

∂u
x

+
∂v
y

◆
+

d f
dy

v = 0, (1.24)

By the continuity equation, and with b = d f
dy = 2Wcosf

R :

bv = f
∂w
∂ z

. (1.25)

This important equation states that water column stretching in the presence of rotation is
balanced by a change in latitude (See Fig. 1.7). In 1.25 the vertical velocity w is due to
Ekman pumping. Integrating this vertically through the interior ocean and from 1.21 and
1.22:

bMy =
Z

brvdz = f rwE = fbk ·—⇥
✓�!t

f

◆
⇡ bk ·—⇥�!t (1.26)

or
My =

1
b
bk ·—⇥�!t (1.27)

This expression is known as the Sverdrup Balance and it equates the curl of the surface wind
stress to the north-south transport over the water column integrated to the depth of no motion.

Figure 1.7. Sverdrup balance circulation (Northern Hemisphere). Westerly and trade winds
force Ekman transport, creating Ekman pumping and suction and hence Sverdrup transport.
From Talley (2011).
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Coastal Upwelling

Coastal upwelling owes its existence to the presence of both the coast as an impermeable
lateral boundary and the wind blowing at the surface of relatively shallow water on the
continental shelf. Under the action of the wind, the atmosphere exerts a tensile force (frictional
force) on the ocean surface. The surface water is then drawn in the direction of the wind,
but following a deflected trajectory to the right in the northern hemisphere and to the left in
the southern hemisphere because of the Coriolis force linked to Earth’s rotation. The drift
is offshore if the wind blows with the coast on its right (left) in the Southern (Northern)
Hemisphere (Cushman-Roisin, 1994). The canonical structure of the oceanic circulation in
coastal upwelling situations consists of a coast-parallel geostrophic current, called coastal
jet, which is deflected seaward in an Ekman layer near the surface and shoreward in an
Ekman layer near the bottom (See Fig. 1.8). The coast-parallel component of the wind stress
induces offshore movement in the surface Ekman layer that operates to lower the coastal sea
level by about ⇠5–10 cm until a dynamical equilibrium is reached. This drop in sea level
is sufficient to create a shoreward pressure-gradient force driving an inmediate geostrophic
upwelling coastal jet of 20–50 cm s�1 in speed. In turn, the geostrophic flow becomes subject
to frictional effects of the seafloor. This creates a shoreward flow in the bottom Ekman layer,
which is about 5–25 m thick. This near-bottom flow is the final agent of the upwelling process
as it moves near-bottom water shoreward and, as it hits the coast, upward into the euphotic
zone (Kämpf and Chapman, 2016).

Wind Stress Curl Driven Upwelling

In addition to coastal upwelling, there is an additional key physical mechanism known as Ek-
man pumping. This mechanisms refers to the vertical adjustment of the pycnocline associated
with a spatially varying horizontal wind-stress field, known as wind-stress curl (See Fig. 1.9),
which induces a divergence of horizontal Ekman transports in addition to boundary effects
due to the existence of a coast. While the coastal upwelling process involves a cross-shelf
transfer inherent with the dynamics of Ekman layers, Ekman pumping exclusively induces a
vertical flow. Previous studies indicate that Ekman pumping contributes significantly (>25
%) to the vertical nutrient flux in major eastern boundary upwelling regions (Messié et al.,
2009). A significant difference between the effects of wind stress and wind stress curl is that
Ekman pumping caused by the latter takes place considerably farther offshore, often at the
shelf edge, and can occur at faster rates in terms of vertical transport than Ekman transport
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(Kraus and Businger, 1994). Thus, it is separated from the inshore Ekman transport and can
provide a second input of nutrients to the system (Kämpf and Chapman, 2016).

Figure 1.8. The general dynamic structure of coastal upwelling. From Kämpf and Chapman
(2016).

Figure 1.9. The general dynamic structure of the EBUS. Adapted from (Mohrholz et al.,
2014).
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Cross-Shelf Structure of Coastal Upwelling

As seen in the previous sections, Ekman transport can produce upwelling through flow
divergence in the coastal area due to the coastal boundary and in the offshore area due to the
wind curl driven vertical flow. The Ekman Coastal Upwelling Index (ECUI) derived by Bakun
(1973), provides an estimation of the vertical velocities associated with the former upwelling
based on both the Ekman transport and the cross-shore scale of the coastal upwelling cell
structure (Lu) as follows:

ECUI =
Uek

Lu
=

talongshore

r f Lu
(1.28)

where Uek is the Ekman transport, talongshore is the alongshore wind stress and r is the
background density of sea water. Usually, for lack of better estimations, Lu is mistakenly
taken as the internal Rossby radius R0 =

q
g0h0

f (with g0 the reduced gravity and h0 the small
Ekman upper layer thickness). This scale varies between 5 and 30 km depending on the
stratification ratio, and describes the geostrophic adjustment scale of the pycnocline slope
and not the cross-shore width of the upwelling cell. Indeed, Estrade et al. (2008) show, using
an analytical model, that over shallow depths, coastal upwelling occurs in the frictional
inner-shelf, where surface and bottom Ekmal layers overlap. This essential results reveal,
on the one hand, how the inner-shelf geometry influences the coastal upwelling scale, and,
on the other hand, how the cross-shore wind component drives the near-shore pressure
gradient adjustment. The latter leads to an “migration” of the main upwelling cell with a
separation from the coast driven by outcropping and homogenization of the water column
where the surface and bottom boundary layers are fully merged (inner shelf zone) establishing
a “kinematic barrier” to the the Ekman transport divergence, and, coastal incursion driven by
a “boundary layers splitting” process caused by shoreward advection of the isopycnal uplift
and stratification of the inner shelf. The former mechanism of upwelling separation from the
coast could be weakened in case of severe coastal wind drop-off because frictional activity
decreases in the near-shore region bringing the kinematic barrier and upwelling closer to the
coast.
Overall, the results of Estrade et al. (2008) characterize the geography of the wind-driven
upwelling structure. They provide an estimation of vertical velocity which can be used as
coastal upwelling indices derived entirely from Ekman’s theory. For a local deph h, a constant
topographic slope S and Ekman depth DE (defined in equations 1.14), they show that 90%
of the Ekman transport upwells for h

DE
between 1.25 and 0.5 (in the case of an alongshore

wind), meaning that DE
S (the ratio of Ekman depth to topographic slope) is the right scale
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to estimate the cross-shore width of an upwelling cell, this result illustrates the frictional
nature of coastal upwelling divergence. However, there is a lower limit to the inner-shelf
scale when steep slopes are considered as horizontal friction becomes the dominant process
in the creation of a frictional boundary layer. In this case, Lu is better scaled by the horizontal
Ekman layer width LE = p

q
2Ah
| f | . Ah is the lateral eddy viscosity which is estimated in the

range 10� 100 m2s�1 in coastal upwelling regions (Marchesiello and Estrade, 2010) and
depends upon submesoscale activity over the shelf (Capet et al., 2008). Figure 5 summarize
the various physical processes at work as a function of depth.

Figure 1.10. Conceptual scheme of the mechanism of upwelling separation from the coast.
Adapted from (Estrade et al., 2008).

Poleward Undercurrents and Eddies

An additional dynamical feature of the EBUS is the presence of Poleward UnderCurrent
(PUCs) over the shelf and slope, commonly found in midlatitude Eastern Boundary Current
(EBC) systems (Fonseca, 1989; Hill et al., 1998; Neshyba et al., 2013). PUC can provide
subsurface onshore flow to the upwelling systems where their properties may be significant
in determining the biochemical response of the coastal environment to upwelling (phytplank-
ton blooms and subsequent hypoxic decay) (Strub et al., 2013). These subsurface currents
generally reach average velocities along the coast of ⇠ 0.05 m/s to ⇠ 0.2 m/s, distributed
between depths of 150 and 300 m, as reported for the California Undercurrent and the Iberian
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Peninsula (0.2 m/s). In the HCS, direct measurements of the PUC have been made off the
coast of Peru and Chile. Based on 6 years of data at 30�S, Shaffer et al. (1999) reported
an average velocity of 12.8 cm/s at 220 m, with semiannual variation and an intensified
poleward flow in spring. The semi-annual variations of the PUC in the HCS are responses
to the combination of local wind stress curl and disturbances caused by remote tropical
forcing. This flow is also modulated interannually by Rossby waves forced by trapped waves
propagating southward along the coast of South America, a physical mechanism that also
partly explains the variability in the oxygen minimum zone off Chile (Aguirre et al., 2012;
Vergara et al., 2016).

On the other hand, upwelling jets are not smooth (laminar) flows. Like other frontal flows
(e.g. western boundary currents) upwelling jets quickly become dynamically unstable on
time scales of days to weeks and shed mesoscale eddies. In the four EBUS, these instabilities
favor the generation of mesoscale eddies that are mainly formed near the coast and propagate
mostly westward toward the interior of subtropical gyres (Chaigneau et al., 2009; Chelton
et al., 2011; Morrow and Le Traon, 2012; Pegliasco et al., 2015). These structures are circular
flow patterns in which the geostrophic flow surrounds a high-pressure (low-pressure) centre
associated with an elevated (depressed) sea level. It is the low-pressure eddies (i.e. cyclones)
that largely sustain upwelled water in their centres. Eddies in the coastal ocean can have
diameters as small as 10–20 km, in contrast to the more commonly known open-ocean
eddies that have diameters of up to 300 km. As a result of eddy shedding, the width of
the upwelling zone generally increases along the coast in the direction of the upwelling
jet. In addition, upwelling jets often form turbulent wakes in the lee of headlands. Fully
developed eddy fields exhibit specific pathways, called filaments, along which upwelled
water is advected offshore (See Fig. 1.11b). Filaments, which can be quasi-stationary or
transient features, generally operate as an export mechanism of organic matter to the open
ocean (Arístegui et al., 1997). Eddies also operate to disperse properties of the upwelling
centre (e.g. heat anomalies, organic matter and zooplankton and fish larvae) offshore. These
nonlinear mesoscale eddies trap water into their cores and act as transport and mixing mech-
anism redistributing physical and bio-geochemical properties from the coastal regions to
the open ocean (Barton and Arístegui, 2004; Dong et al., 2014; Logerwell and Smith, 2001;
Morales et al., 2012; Rubio et al., 2009). Along their paths, they can also modulate the
biogeochemistry and ocean productivity (Correa-Ramirez et al., 2007; Gruber et al., 2011;
Mahadevan, 2014; Marchesiello and Estrade, 2007; Pegliasco et al., 2015; Stramma et al.,
2013) and also impact the overlaying atmosphere interactions affecting heat fluxes at the
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sea-air interface, winds, cloud cover and precipitations (Frenger et al., 2013; Mahadevan,
2014; Morrow and Le Traon, 2012; Pegliasco et al., 2015; Villas Bôas et al., 2015).

(a) (b)

Figure 1.11. Example of mesoscale structures including eddy field and upwelling filaments
seen in satellite images, MODIS (Aqua), (a) Sea Surface Temperature (L3, Day, 8 Day,
Thermal, 4 km) and (b) clorophyll-b concentrations in the PCUS (28/02/2017). From NASA
Worldview https://worldview.earthdata.nasa.gov.

https://worldview.earthdata.nasa.gov
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1.3 Scientific Focus, State of the Art, Motivations and Ob-

jectives

The oceanic region located along the west coasts of South America (so called Humboldt
system) is now recognized as a key region for understanding the evolution of the climate in a
warming world. This is primarily due to two main aspects, one related to the biogeochemical
environment and the other one to the physical setting. This region is, first, embedded into
the most extended and marked Oxygen Minimum Zone (OMZ) of the world (Paulmier and
Ruiz-Pino, 2009) that results from the low ventilation of the oceanic circulation and that
intervenes in the carbon and nitrogen cycles at global scale (Gruber et al., 2009). The OMZ
is also favorable for the development of hypoxic events along the coast that can severely
disrupt the rich ecosystem and so the marine resources that are crucial for regional economies.

Second, this region is involved in the climate system through up-scaling effects, the up-
welled cold waters feeding back on the marine boundary layer and participating in the
maintenance of low-level clouds under the subsidence inversion, the so-called Stratocumulus
Cloud Deck (SCD), that influence the earth radiative budget (Bony and Dufresne, 2005).
These regions of low-level stratus tend to act as a thermostat for the ocean, blocking solar
radiations at the ocean surface and, therefore, contribute significantly to Earth’s radiation
balance (Mechoso et al., 2014).

1.3.1 Climate Model Biases in the EBUS, Causes and Impacts

Current generation Coupled General Circulation Model (CGCM) have the most severe SST
biases in this region (see Fig. 1.12), and may frequently reach in excess of 5� (de Szoeke
et al., 2010; Manganello and Huang, 2008; Richter, 2015; Yu and Mechoso, 1999). These
warm bias are caused by several factors:

a) The bad representation of the stratocumulus deck, that implies a misrepresentation of the
surface shortwave radiation that lead to an overestimation of the solar heat flux.

b) The underestimation of the mesoscale eddy activity that inhibit the offshore transport of
cold waters due to the low spatial resolution of these global models.

c) The misrepresentation of the alongshore winds that impact the cooling associated with
Ekman dynamics.

d) The normally sharp vertical temperature gradient separating the warm upper ocean layer
from the deep ocean is too diffuse in the models
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Figure 1.12. (a) Observed annual mean sea-surface temperature (SST) from the optimally
interpolated (OI) SST data set. (b) Annual mean bias of the CMIP52 ensemble relative to
OISST. The gray boxes denote the EBUS. From Richter (2015).

Such concern motivated in 2006 a specific international program (VOCALS/VAMOS,
http://www.eol.ucar.edu/projects/vocals/) under the auspices of CLIVAR (Climate Vari-
ability and Predictability of the ocean-atmosphere system) to address this issue over the
offshore South-Eastern Pacific (SEP) sector (Wood et al., 2011). In preparation for VOCALS,
a preliminary model assessment (PreVOCA) was conducted for October 2006 by operational
forecast, regional, and global models, with a particular focus on the clouds and the Marine
Boundary Layer (MBL) in the SEP (Wyant et al., 2010). Results in terms of large-scale
dynamics (i.e. observed anticyclonic surface winds) were in agreement with observations but
performed poorly on the representation of the stratocumulus with a significant dispersion
within the models for the geographic patterns of mean cloud fraction with only a few models
agreeing well with MODIS observations. Furthermore, most models also underestimate the
MBL depth by several hundred meters (about one-half the observed values) in the eastern
part of the study region (See Fig. 1.13). The shallow MBL in the PreVOCA models is usually
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accompanied by the lack of clouds in the near-coastal region, but the nearshore surface wind
field parallel to the coast is well reproduced in general.

Figure 1.13. Model boundary layer depth (m) compared with observations of boundary layer
depth and cloud-top height. From Wyant et al. (2010).

Finally, in addition to the misrepresentation of local processes and/or ocean-atmophere inter-
actions, global connections among regional biases or errors have been found. In fact, Wang
et al. (2014) found in 22 climate models, participants in the Coupled Model Intercomparison
Project phase 5 (CMIP5), that SST biases are commonly linked with the Atlantic Meridional
Overturning Circulation (AMOC), which is characterized by the northward flow in the upper
ocean and returning southward flow in the deep ocean. Furthermore, the EBUS seems to
be particularly touched by the effect of these remote biasses, this has several outcomes
and implications. First, the improvement of regional processes may not suffice for overall
better model performance, because remote influences may override them. Second, a better
understanding of these global teleconnections is necessary to improve the climate model
performance.



1.3 Scientific Focus, State of the Art, Motivations and Objectives 25

Figure 1.14. Global SST bias and its relationship with the AMOC. (a), The annual-mean
SST bias averaged in 22 climate models. The SST bias is calculated by the SST difference
between the model SST and extended reconstructed SST. The dots denote where at least 18
of 22 models (82%) have the same sign in the SST bias. The rectangles represent the focused
regions. (b), (c) Spatial maps of SST bias and the AMOC for the first inter-model SVD mode
(accounting for 45% of total covariance). (d), Their corresponding coefficients. The x axis in
(d) represents different models. From Wang et al. (2014).
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1.3.2 Coupled Climate Systems of the Southeast Pacific

The VOCALS program permitted to gather a unique data set and to improve our knowledge
of the processes of cloud formation in this region (Mechoso et al., 2014). It also shed light on
the importance of mesoscale coastal dynamics in some particular regions along the coast in
building up the regional atmospheric circulation. In late spring 2009 the Chilean Upwelling
Experiment (CUpEx), a joint program to VOCALS, that took place in the near- shore region of
(30�S), focused on the ocean-atmosphere interaction in a major upwelling centre off northern
Chile (Garreaud et al., 2011). This experiment provided additional detailed information
on coastal processes in a region that experiences the seasonal meridional migration of an
atmospheric Low-Level Jet (Garreaud and Muñoz, 2005) having a significant impact on the
upwelling seasonal variability (Aguirre et al., 2012; Renault et al., 2009). Overall the results
gathered within VOCALS and CUpEx suggest an upscalling effect of the processes at fine
scales (the scale of the upwelling cells) upon the regional climate variability, that is, processes
of air-sea interactions taking place in a narrow coastal fringe (width of ⇠100km) can feedback
on the regional climate variability through their impact on the oceanic variability. The central
Chile region is in fact located in the southern edge of the SCD of the SEP and the atmospheric
Low-Level Jet (see Fig. 1.15) along the Chilean coast is often located at 30�S, particularly in
winter and spring (Garreaud and Muñoz, 2005). Consistently, this region is recognized as
one of the most active upwelling centres in Chile (Figueroa and Moffat, 2000), presumably
in connection with local southerly wind maxima, and as a source of ocean kinetic energy
((see Fig. 1.16b) ) along the Chilean coast, especially during springtime (Hormazabal, 2004;
Rutllant and Montecino, 2002).

1.3.3 Atmospheric Circulation, Coastal Wind Variability

As mentioned above, the Low-Level Jet (LLJ) off central-Chile is a major feature of the
atmospheric circulation along the western coast of South-America. It is forced synoptically
by the passage of mid latitude migratory anticyclones farther south and results from the
equilibrium between the alongshore pressure gradient and the turbulent friction in the MBL
(Muñoz and Garreaud, 2005). Recent modelling studies (Rahn et al., 2011; Renault et al.,
2012) indicates that the LLJ is associated to finer scale wind jets (⇠5km) along the coast,
tightly linked to orography (see Fig. 1.15b). These mesoscale wind maxima associated are
referred as coastal jets (CJs) to differentiate them from the broader, synoptic-scale LLJ. Due
to their high variability, they can act as a driver of mixing near the coast eroding the uplifting
of the isotherms and thus the upwelling effect at low frequencies. In addition, satellite data
reveals areas of minimum low-level cloud frequencies located downstream of those points
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Figure 1.15. (a) Spring-Summer (SONDJF) average of sea level pressure (contoured every
2 hPa) and 10-m wind vectors (arrows) off the Chilean coast. Data source: NCEP-NCAR
reanalysis. (b) Spring-Summer average of surface wind speed derived from 4 yr of QuikSCAT
observations. Color scale at right in m s�1. Note the near coastal jets off points Choros (Cho),
Lengua de Vaca (LdV) and Lavapie (Lav). Adapted from Garreaud and Muñoz (2005). (c)

Spring (SON) climatology of low cloud frequency derived from visible GOES imagery (pink
is >80%; blue is less than 30%). From Garreaud et al. (2011).

and capes (Garreaud et al., 2011), indicative of topographically induced alongshore variability
in the Atmospheric Boundary Layer (ABL) structure (see Fig. 1.15c).

Another feature is an overall wind reduction (not for the CJs) in a narrow coastal fringe
of ⇠30 km width. The latter is often referred to as the wind drop-off that is thought to be
a main feature of the regional atmospheric circulation in upwelling regions (Capet et al.,
2004). Several observational and modeling studies have indeed suggested that the mean wind
stress in upwelling regions may be systematically reduced (See Fig 1.16a) within a narrow
coastal strip (of ⇠50km), relative to values farther offshore (Bane, 2005; Capet et al., 2004;
Perlin et al., 2007; Renault et al., 2012). For instance, Dorman et al. (2006) showed from
observations that the summer-mean alongshore wind stress over the shelf off Bodega Bay
(California) decreases from 0.14 N m�2 at 25 km offshore to 0.04 N m�2 at 2 km. During the
CupEx experiments, there is also evidence that such cross-shore wind reduction (drop-off) is
taking place off Coquimbo (30�S) (Garreaud et al., 2011).
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Figure 1.16. Map illustrating the main features of the surface circulation off central Chile
(spring 2008), as simulated by the regional atmospheric (WRF) and oceanic (ROMS) models:
(a) Surface wind magnitude/direction (m s�1) and (b) Sea surface temperature (�C). In
addition, acronyms indicate upwelling centers( PCho: Punta de Choros, PLdv: Punta Lengua
de Vaca and PCur: Punta Curaumilla. From Astudillo et al. (2018), submitted, see Chapter 4.

1.3.4 Response of the PCUS to Coastal Mesoscale Wind Structure

The spatial and temporal structure of the upwelling is mainly driven by the coastal wind
variability, in particular, cross-shore variations of the wind have received considerable
attention, since the presence of a wind drop-off close to the shore tends to increase (decrease)
upwelling through Ekman pumping (transport). Regional oceanic modelling studies show
that upwelling response is highly sensitive to such a transition wind shape (Capet et al.,
2004; Desbiolles et al., 2014, 2016; Jacox and Edwards, 2012). For instance, in a pionnered
modelling study, Capet et al. (2004), carried out twin experiments for the California Current
System (CalCS) that differ only in the cross-shore gradient of the nearshore wind, i.e. variable
vs uniform drop-off, in a coastal strip 30-km wide. With this differentiated surface forcing,
the SST near the coast for the smooth case is 2�C colder than the sharp case (see Fig. 1.17a),
for a major upwelling event, revealing that nearshore wind drop-off diminishes upwelling;
i.e., the hypothesized compensation between nearshore Ekman transport and upward Ekman
pumping does not fully occur. Additionally, they show the preponderant role of the coastal
wind profile in determining the mean alongshore current structure (i.e. surface nearshore
coastal jet and poleward undercurrent).
However, wind analyses do not represent adequately the mesoscale wind patterns (e.g.
COAMPS), and show uncertainties in the crosshore wind profile (see Fig. 1.17b), i.e the
drop-off takes place over an increasingly small region as the model resolution increases,
overestimating the wind drop-off magnitude which influence the nearshore circulation and
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(a) SST in the Southern California Bight for a major upwelling event: observed (left) and modeled
with a variable-smooth (middle) or uniform-sharp (right) crosshore gradient. From Capet et al.
(2004).

(b) COAMPS alongshore wind stress vs. distance to the coast at 3 different resolutions. The wind
is averaged over a 30 km alongshore interval south of Pt. Sur (CalCS) during August 2003. From
Capet et al. (2004).

Figure 1.17

the upwelling response. As an illustration of this sensitivity of the SST to the wind drop-off
in the PCUS, the Figure 1.18 shows the Ekman advective heat flux for a strong CJ event from
29 to 30 October 2008, based on high resolution oceanic model simulations using contrasted
drop-off patterns in surface wind forcing. Both simulations exhibit many mesoscale features
related to eddies that induce positive and negative horizontal temperature gradients. The
Ekman velocity is directed offshore along the coast and over the open ocean (not shown),
which induces negative Ekman flux and SST cooling in the coastal region (50-km). The
resulting offshore cooling transport is highly sensitive to the crosshore reduction of the
momentum fluxes, and the sensitivity experiments indicate lower mean advective heat flux
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magnitude in the 50 km coastal strip ( 353 vs 169 (w m2) for the non-drop-off and drop-off
cases respectively). This sensitivity is related to the drop-off impact over the offshore and
northward surface flows, linked to the Ekman transport and to the geostrophic adjustment to
the SST front respectively. This will be detailled in Chapter 4.

Figure 1.18. Ekman advective heat flux for a CJ event (29 to 30 October, 2008), from high
resolution (2.5km grid size) ROMS simulations: (left) non drop-off case, (right) drop-off
case.

1.3.5 Impact of the Wind Stress Forcing on Coastal Circulation

Since the pioneer modeling studies by Marchesiello et al. (2003) and Capet et al. (2004)
that showed that a realistic wind drop-off is influential on the undercurrent dynamics and
cross-shore eddy fluxes off central California, there has been more concern in the modeling
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community on the most appropriate wind forcing for regional EBUS modeling studies.
Observational evidence of such drop-off has been elusive due to the sparse data in the
coastal fringe, although field experiments do suggest its existence in some regions, in
particular off central Chile (Bravo et al., 2016; Garreaud et al., 2011). Close to the shore, the
relative contribution of Ekman transport and pumping, has in fact remained ubiquitous due
to limitations of the satellite scatterometer measurements (ERS, QuikSCAT and ASCAT)
which contain a 25 to 50-km wide blind zone along the coast limiting the description of
the mesoscale atmospheric circulation within this narrow coastal fringe. The relatively low
spatial resolution of these products has also resulted in uncertainty in the actual magnitude of
the wind stress curl near the coast (Croquette et al., 2007) (See Fig. 1.19).

Figure 1.19. Zonal mean cross-shore 10-m wind speed for the upwelling season at (a)

Pisco (14.8�S), (b) Punta lengua de Vaca (30�S) and (c) Punta Lavapie (36.4�S) over the
period 2000-2010. The blue, purple, and red lines are for QuikSCAT-ASCAT, the CFSR and
ECMWF reanalyses respectively.

Despite recent improvements in the spatial resolution of the global atmospheric reanalysis
products, the uncertainty in the wind stress curl estimations in the coastal band has persisted
due to model biases (Wood et al., 2011) and to the scarcity of in situ observations to constrain
atmospheric models through data assimilation. This has resulted in a significant dispersion
within the available products of the mean surface winds. To illustrate the latter statement,
Figure 1.19 presents the alongshore wind profiles at three major upwelling cells along he
coast of Peru and Chile from satellite observations (QuikSCAT, ASCAT), the atmospheric
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reanalysis ERA-Interim (Dee et al., 2011) produced by the European Centre for Medium-
Range Weather Forecasts (ECMWF) and the Climate Forecast System Reanalysis (CFSR,
Saha et al., 2010). First, it is readily apparent that Reanalysis products cannot resolve the
coastal zone due to their low resolution; and second, they do not agree in the magnitude and
cross-shore variability of the winds in the first 250-km off the coast.

Figure 1.20. (a) Difference between ROMS (Veitch et al., 2010) and Pathfinder v5.0 cli-
matological SST (�C) averaged from January to March. (b) Difference between ROMS
and MODIS climatological SST (�C) averaged from January to March, in the Benguela
system.The cold nearshore bias in this example reaches between 3 and 6 �C everywhere
along the coast. From Dufois et al. (2012).

In the meantime, scatterometer winds from QuikSCAT have permitted to produce realistic
seasonal oceanic simulations in most EBUS (Aguirre et al., 2012, 2014; Di Lorenzo, 2003;
Penven, 2005; Penven et al., 2001), however a surface cold bias near the coast (Fig. 1.20)
is usually diagnosed in these simulations (Illig et al., 2014; Penven, 2005; Penven et al.,
2001; Veitch et al., 2010; Vergara et al., 2016). Desbiolles et al. (2016) showed that, for the
Benguela upwelling system, this cold bias is associated with an overestimated coastal wind
that resulted from an earlier release of the gridded QuikSCAT winds at 0.5� resolution. An
updated wind product at 0.25� resolution, using a different quality control, has allowed a
reduction of the blind zone off the coast to approximately 12.5 km, reducing therefore the
mean cold bias. While part of this bias could be also attributed to a correction of the warm
bias in the satellite based SST datasets (Dufois et al., 2012), current wind products have in
any case inherent limitations for accounting for a realistic wind drop-off (Astudillo et al.,
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2017), which has hampered downstreamed applications in particular those directed towards
marine resources management.

1.3.6 The Impact of Mesoscale Wind Patterns on Biological Productiv-

ity

Naturally, coupled physical-biogeochemical coastal processes show a great sensitivity to
near shore wind stress curl in upwelling regions (Albert et al., 2010) and the ecosystem
dynamics is also likely critically dependent on the coastal wind pattern through its effects
on mesoscale activity. Indeed, eddies and other mesoscale oceanic processes, such as fronts,
can enhance biological production in the ocean, according to several open-ocean studies.
The effect is thought to be particularly pronounced in low-nutrient environments, where
mesoscale processes increase the net upward flux of limiting nutrients. However, eddies have
been suggested to damp production in EBUS (see Fig. 1.21).

Figure 1.21. Modelled impact of eddies on the distribution of primary and export production
in the CalCS. Maps of model-simulated depth integrated primary production (a - c) and of
organic carbon export (across 100 m) (d - f), in units of mol C m�2 yr�1 . a,d, Results from
the non-eddy simulation (see text for details) colour scales as for b and e, respectively. b,e,
results from the eddy simulation. c,f Difference between the eddy and the non-eddy cases.
From Gruber et al. (2011).

Gruber et al. (2011) and Renault et al. (2016a), using eddy-resolving coupled physical-



34 Introduction

biogeochemical models of two of these upwelling systems, showed that, eddies suppress
production, and that the downward export of organic matter is also reduced. According
to these simulations, the reduction in production and export results from an eddy-induced
transport of nutrients from the nearshore environment to the open ocean (Gruber et al.,
2011), furthermore the net primary productivity is highly dependent on the amplitude of
the crosshore wind gradient. In fact, Renault et al. (2016a) shows that a nearshore wind
drop-off leads to substantially higher production. This partial decoupling of productivity
from upwelling results from the impact of wind patterns on alongshore currents and the
eddies they generate. Therefore, eddies might have a similar effect on marine productivity
in other EBUS that are characterized by intense eddy activity and mesoscale wind patterns,
such as the HCS. The figure 1.21 and 1.22 show, for the CalCS, the suppressing effect of
eddies and the impact of the wind drop-off shape on upwelling and NPP.

Figure 1.22. Impact of wind drop-off on total upwelling and NPP in the CalCS between 38�
N and 43� N during spring (April-June). (a), Coastal wind profile factor applied to the wind
product. (b), Mean vertical velocity at 70 m depth. (c), NPP integrated over the photic zone
(0–70 m depth). The shaded areas represent the standard deviations. The means and standard
deviations are estimated using 8 years of simulations. From Renault et al. (2016a).
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1.3.7 Mechanism of Air-Sea-Land Interaction

The role of local air-sea-land interaction in maintaining and modulating the drop-off in
upwelling regions is presently unclear. Two main hypotheses have been proposed in the
literature to explain the wind drop-off: land-sea change in the surface drag and boundary
layer (Capet et al., 2004), and SST-wind coupling (Chelton et al., 2007). The former was
recently studied for the coast of California, based on sensitivity experiments with a regional
atmospheric model, Renault et al. (2015) showed for instance that coastal orography could
produce an enhanced drag coefficient for the low-level circulation that would result in a
turbulent momentum flux divergence. This process, combined to orographically-induced
vortex stretching, would produce the wind drop-off. The latter is based on the fact that cold

Figure 1.23. Schematic illustration of the divergence and curl of the wind and wind stress
fields that result from spatial variations of the SST field. Near a meandering SST front (the
heavy black line), surface winds are lower over cool water and higher over warm water,
shown qualitatively by the lengths of the vectors. Acceleration where winds blow across the
SST front generates divergence (green area). Lateral variations where winds blow parallel to
the SST front generate curl (red area). The divergence and curl perturbations are proportional
to the downwind and crosswind components of the SST gradient, respectively. From Chelton
and Xie (2010).

water from coastal upwelling may modify the nearshore wind stress field in a manner that
results in positive wind stress curl due to the stabilization of the atmospheric boundary
layer and an associated decrease in the alongshore wind stress toward the coast where the
water is the coldest. Jin et al. (2009) show that an empirical coupling which uses the linear
relationship between cross-shore SST gradients and wind stress curl (Chelton et al., 2007)
leads to substantial changes in wind stress: the stress magnitude decreases dramatically
toward the coast, from 0.07 N m�2 offshore to about 0.02 N m�2. The reduction in the
wind near the coast could also result from the residual effect of the sea breeze and diurnal
cycle. On the other hand, the simulation of the drop off is sensitive to various parameters,



36 Introduction

including resolution, cloud parametrizations, topography and the characteristics of the Sea
Surface Temperature (SST), which limits to a large extent our understanding of its dynamics.
The structure and physical forcing of the transition profile is thus an unresolved issue in
atmospheric modeling (Jin et al., 2009).

1.3.8 PCUS Dynamics Under Climate Change

The observed trends in upwelling-favorable winds in the last decades, show that alongshore
wind in the PCUS are intensifying. For instance, Tokinaga and Xie (2011) using adjusted ship-
based measurements from the waves and anemometer-based sea-surface wind (WASWind)
show an increase off central Chile (Fig. 1.24), but no trend off Peru. Indirect evidence for
this alongshore wind strengthening is also provided by a negative trend in coastal SST, which
has been observed off northern Chile since at least 1979 (Falvey and Garreaud, 2009) and off
central-southern Peru since mid-twentied century (Gutiérrez et al., 2011). However, it should
considered that natural decadal variability could also be an important contributor to the trends
(e.g. Vargas et al. (2007)), so the issue of attribution is an open question (Belmadani et al.,
2013).

Figure 1.24. 1950–2009 trend in corrected vector and scalar wind (10�2 m s�1 year�1) from
the WASWind product (Tokinaga and Xie, 2011). Only grid cells with data available for 98
% of the time or more are shown. No offshore data is available due to the lack of ship tracks
in this region. From Belmadani et al. (2013).

These trends are replicated by CGCM. In fact, early studies have suggested that upwelling
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favorable wind would increase under climate change, these future changes in alongshore
wind and wind stress curl may be driven by various mechanisms operating on a range of
spatial scales (intraseasonal to climatic timescales). Two main hypotheses exist in the climate
community to explain the evolution of nearshore equatorward winds (and upwelling) under
increasing greenhouse gases conditions. Both hypotheses imply that changes in upwelling-
favorable winds are driven by changes in large-scale circulation. As a reminder, the PCUS
is immersed in the eastern branch of the SEP, which is also the low level branch of the
meridional Hadley circulation between the tropics and the equator. A first hypothesis (Bakun,
1990; Wang et al., 2015) proposes that under anthropogenic forcing, due to increasing ocean-
land thermal contrast and associated deepening of the continental thermal low-pressure
systems, the cross-shore atmospheric pressure gradient will increase and, by consequence,
the alongshore upwelling-favorable winds will intensify. The second hypothesis (Belmadani
et al., 2013; Falvey and Garreaud, 2009; Garreaud and Falvey, 2009; Goubanova et al., 2010;
Rykaczewski et al., 2015) states that wind and wind stress curl increase off Chile as the result
of a strengthening of the large-scale meridional pressure gradient over the subtropical SEP
and the decrease off Peru as a consequence of both the slowdown of the Walker circulation
and the poleward extension of the Hadley cell.

Figure 1.25. The optimal environmental window shows highest levels of productivity at
moderate upwelling intensity. When upwelling is strong, biota can be advected offshore,
while at low upwelling intensity nutrients in the upper water column can be limiting to
productivity. From Bakun (1990) who adapt it from Cury and Roy (1989).

This future scenario with intensified upwelling-favorable winds, at least of central Chile,



38 Introduction

would lead to an increased upwelling rate, greater turbulence in the upper ocean, and swifter
offshore transport of surface waters. On one hand, mid-amplitude upwelling events and
upwelled nutrients would support a robust phytoplankton community (Fig. 1.24), which
would in turn sustain flourishing zooplankton and upper trophic level communities. On the
other hand, stronger upwelling may lead to enhanced nutrient enrichment, the increased am-
plitude of alongshore winds could lead to less phytoplankton production within the primary
upwelling zone due to deeper wind-driven mixing of the water column and increased light
limitation (Bakun et al., 2015).

However, the high intrinsic variability in EBUS suggests that they may be robust and resilient
to global warming, discarding over-exploitation or additional major anthropogenic impacts
(e.g., pollution). Additionally, the impacts of climate change could be profound and difficult
to forecast as they begin to exceed recent millennial ranges of precedent variability (Bakun
et al., 2015). Furthermore, given regional peculiarities in both environmental forcings (i.e.
wind drop-off), coastline geometry and topography, and the contrasting results of regional
oceanic downscaling experiments in different EBUS (Chust et al., 2014; Echevin et al., 2011),
further study is required in order to evaluate the sensitivity of the PCUS to climate change.

1.3.9 Scientific Objectives and Methodology

There is therefore a stringent need to better understand the processes of air-sea-land interac-
tion in upwelling region, which is know recognized as a necessary step for improving the
realism of the simulations as well as improving our knowledge of the processes of scale
interaction in the South Eastern Pacific. We focus within this context on the following specific
objectives:

• To document the mesoscale atmospheric circulation along the coast of Peru and Chile
from altimetry-derived wind estimates, the focus is on how the observations can
account for the spatial variability of the mean wind drop-off near the coast.

• Deployment of the high resolution regional modeling system using the numerical
models ROMS and WRF for the atmospheric and oceanic components respectively.
This modeling platform will allow simulations with a single domain or several nested
domains.

• To evaluate the seasonal variability in Ekman transport, pumping and their relative
contribution to the total upwelling along the coast off central-northern Chile, from a
high resolution atmospheric (WRF) model.
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• To document the fine-scale structures in the wind stress and wind curl in relation to the
topographic features along the coast and its impact on the ocean temperature on the
basis of the WRF model and high resolution SST satellite data.

• To study the air-sea interactions along the coast of central Chile evaluating the influence
of the mesoscale wind patterns on upwelling dynamics and sea surface temperature.
We address this issue for the central Chile region based on regional modeling, both
oceanic (ROMS) and atmospheric (WRF), high resolution satellite data and in situ
observations.

• To assess the mesoscale characteristics of the upwelling dynamics and thermodynamics
and how they are linked to the wind drop-off.

• To improve the ability of regional models to reproduce realistically the observed
variability near the coast using the modeling platform WRF-ROMS.
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1.4 Introduction (Français)

Les systèmes de courant de bord Est sont caractérisés par le phénomène de remontées d’eaux
froides sous l’action des vents parallèles à la côte soufflant vers l’équateur (phénoméne
appelé en anglais “upwelling”). Ces régions correspondent aussi aux zones de subsidence de
masses d’air sec associées aux branches descendantes de la circulation de Hadley-Walker.
Ces caractéristiques atmosphériques et océanographiques de la circulation en font le siège
d’interactions air- mer spécifiques avec en particulier la formation d’une couverture de nuage
bas (de type stratocumulus) qui réfléchit le flux solaire et amplifie l’effet de refroidissement
de l’upwelling.

Actuellement les modèles globaux sont défaillants pour simuler la circulation dans ces
régions et présentent des biais chauds les plus importants dans la ceinture tropicale. C’est
en particulier le cas pour le système de courant de Humboldt (côte Pérou/Chili), la région
d’upwelling la plus productive au monde, en termes de ressources halieutiques. La source des
biais dans les modèles globaux reste mal connue même si elle est en partie liée à la résolution
généralement trop faible de ces modèles pour simuler de manière réaliste le phénomène
d’upwelling d’une part et la structure des vents proches de la côte d’autre part. Ces derniers
sont en effet caractérisés par une diminution depuis l’océan vers la côte dans une bande
côtière de l’ordre de quelques dizaines de kilomètre. Ce phénomène, appelé “drop-off” con-
ditionne la dynamique de l’upwelling par le processus de pompage d’Ekman. En retour,
l’upwelling favorise une couche limite atmosphérique stable et donc des vents faibles dé-
couplés de la circulation d’altitude. Ce processus d’interaction entre l’océan et l’atmosphère
à l’échelle régionale reste encore mal compris et documenté. Il pourrait être pourtant un
élément clef pour comprendre la dynamique dans ces régions très sensibles aux changements
de la variabilité globale et qui accueillent par ailleurs des écosystèmes très riches. Cette
thèse vise à mieux comprendre les interactions océan-atmosphère-continent dans le système
d’upwelling du Chili central caractérisé par la présence d’un jet atmosphérique de basse
altitude (“Low Level Jet”) intense et très variable. Il s’agit en particulier de documenter et de
caractériser la diminution des vents moyens à la côte (drop-off). Nous souhaitons ensuite
mieux comprendre l’effet de la migration saisonnière du jet côtier atmosphérique sur les
processus couplés mis en évidence et la variabilité de l’upwelling. L’approche se base sur
l’expérimentation numérique à l’aide des modèles en configuration régionale, océanique et
atmosphérique et à haute-résolution et l’analyse de données observées (satellite et données
de campagnes). Dans ce contexte, les objectifs et l’approche de ce travail peuvent se résumer
comme suit :
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• Documenter la circulation atmosphérique à mésoéchelle le long de la côte du Pérou et
du Chili à partir d’estimations altimétriques du vent. L’accent est mis sur la variabilité
spatiale de la vitesse du vent vers la côte, dans la zone dite de drop-off, motivé par le
fait que cette circulation n’est pas observable par les diffusiomètres.

• Développer des configurations du modéle régional atmosphérique WRF et du mod-
éle océanique ROMS afin de mener des expériences de sensibilité au forcage atmo-
sphérique du modele océanique et documenter l’impact du drop-off sur la dynamique
de l’upwelling du Chili Central.

• Évaluer la variabilité saisonnière du transport et pompage d’Ekman, et leur contribution
relative à l’upwelling côtier du Chili central, à partir des données satellites et du modèle
régional atmosphérique WRF.

• Documenter les structures à fines échelles de la tension et rotationnel de vent avec les
caractéristiques topographiques le long de la côte du Chili central et son impact sur
la température de l’océan sur la base du modèle atmosphérique WRF et les données
satellitaires de température à haute résolution.

• Etudier les interactions océan/atmosphàre à mésoéchelle le long de la côte du Chili
central. Il s’agit ici d’évaluer la réponse océanique forcée par les variations spatiales
de l’intensité des vents sur la dynamique de l’upwelling et la température de surface
de la mer.

• Analyser comment les caractéristiques à méso-échelle de l’upwelling du Chili central
sont liées à la décroissance vers la côte du vent, afin de mieux comprendre le biais
froid côtier observé dans les simulations des modèles océaniques régionaux forcés par
les produits atmosphériques couramment utilisés.

Le document présente trois chapitres centraux correspondant a la synthése des résultats
sur 1) l’analyse des observations satellites et la caractérisation du drop-off , 2) l’analyse
des simulations atmosphériques réalisées avec le modele regionale et la sensibilité de la
représentation du drop-off à la résolution horizontale et 3) l’analyse de la sensibilité de la
circulation océanique le long de la région centrale du Chili au caractéristique du drop-off. Le
dernier chapitre synthétise les résultats et présente des perspectives de ce travail.





Chapter 2

The Mesoscale Atmospheric Circulation

Along the Coast of Peru and Chile

2.1 Introduction

This chapter corresponds to the content of the article "Surface winds off Peru-Chile: Observ-
ing closer to the coast from radar altimetry" published in the Journal "Remote Sensing of
Environment" http://dx.doi.org/10.1016/j.rse.2017.01.010. In this study, we document the
near-shore surface atmospheric circulation along the coast of Peru and Chile based on the
altimeter data from 4 satellite missions (ENVISAT, Jason-1, Jason-2 and SARAL). The focus
is on how the observations can account for the shoreward decrease of wind amplitude, which
is influential on the upwelling dynamics and that has been called the “wind drop-off” by
modelers. To the authors’ knowledge, our study is the first one that takes advantage of these
data to document the surface atmospheric circulation in this coastal region, and we believe
it can be valuable for the validation of the regional models of the Eastern boundary current
systems.

http://dx.doi.org/10.1016/j.rse.2017.01.010
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The near-shore surfacemesoscale atmospheric circulation in the upwelling systems off Peru and Chile is influen-
tial on the Sea Surface Temperature through Ekman transport and pumping. There has been a debate whether or
not the so-called “wind drop-off”, that is a shoreward decrease of the surfacewind speednear the coast, can act as
an effective forcing of upwelling through Ekman pumping. Although the wind drop-off has been simulated by
high-resolution atmospheric models, it has not been well documented due to uncertainties in the
scatterometry-derived wind estimates associated with land contamination. Here we use the along-track altime-
try-derived surface wind speed data from ENVISAT, Jason-1, Jason-2, and SARAL satellites, to document the spa-
tial variability of the mean wind drop-off near the coast as estimated from the inversion of the radar
backscattering coefficient. The data are first calibrated so as tofit with the scatterometer observations of previous
and current satellite missions (QuikSCAT, ASCAT). The calibrated data are then analyzed near the coast and a
wind drop-off scale is estimated. The results indicate that thewind drop-off takes place all along the coast, though
with a significant alongshore variability in its magnitude. Differences between products are shown to be related
both to the differences in repeat cycle between the different altimetry missions and to the peculiarities of the
coastline shape at the coastal latitudes of the incident tracks. The relative contribution of Ekman pumping and
Ekman transport to the total transport is also estimated indicating a comparable contribution off Chile while
transport associated to Ekman pumping is on average ~1.4 larger than Ekman transport off Peru. Despite the
aliasing effect associated with the weak repetitivity of the satellite orbit and the high frequency variability of
the winds in this region, the analysis suggests that the seasonal cycle of the surface winds near the coast could
be resolved at least off Peru.

© 2017 Elsevier Inc. All rights reserved.
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1. Introduction

Eastern Boundary Current Systems (EBUS) have drawn interest in
recent years due to the societal concern on the possible changes that
the richmarine ecosystems they host could experience under the influ-
ence of anthropogenic climate forcing (Bakun et al., 2015; Wang et al.,
2015a). A main driver of the oceanic circulation in these regions is the

along-shore momentum flux that promotes upwelling of nutrient-rich
waters through Ekman dynamics. While the locally wind-forced pro-
cesses that generate upwelling are well known and consist in two
mechanisms, i.e. Ekman pumping and Ekman transport (Sverdrup et
al., 1942) most studies of upwelling systems have focused on the inves-
tigation of Ekman transport (i.e., along-shore wind stress) and its rela-
tionship to various aspects of the regional oceanic circulation (Sea
Surface Temperature (SST), productivity, fisheries) (Carr and Kearns,
2003; Chavez and Messié, 2009; Demarcq, 2009; Wang et al., 2015b;
among many others). The relative contribution of both processes has
in fact remained ubiquitous due to limitations of the satellite
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scatterometer measurements (ERS, QuikSCAT), which contain a 28 to
50-km wide blind zone along the coast limiting the description of the
mesoscale atmospheric circulation within this narrow coastal fringe.
The relatively low spatial resolution of these products has also resulted
in uncertainty in the actual magnitude of the wind stress curl near the
coast (Croquette et al., 2007). Despite recent improvements in the
space resolution of the global atmospheric reanalysis products, the un-
certainty in the wind stress curl estimations in the coastal band has
persisted due to model biases (Wood et al., 2011) and to the scarcity
of in situ observations to constrain data assimilation. This has resulted
in a significant dispersionwithin the available products of themean sur-
face winds. To illustrate the latter statement, Fig. 1 presents the along-
shore horizontal wind profiles at three major upwelling cells along the
coast of Peru and Chile from satellite observations (QuikSCAT/ASCAT,
Jason-1), the atmospheric reanalysis ERA-Interim (Dee et al., 2011) pro-
duced by the European Centre for Medium-Range Weather Forecasts
(ECMWF) and the National Centers for Environmental Prediction
(NCEP) Climate Forecast System Reanalysis (CFSR, Saha et al., 2010).
First, it is readily apparent that reanalysis products cannot resolve the
coastal zone due to their low resolution; and second, they do not
agree in the magnitude and cross-shore variability of the winds in the
first 200 kmoff the coast. In addition, regional modeling studies suggest
that thewind stress near the coast in EBUS experiences a shoreward de-
crease in amplitude, the so-called wind drop-off, that results in a wind
stress curl favorable to Ekman pumping (Capet et al., 2004; Renault et
al., 2012). Observational evidence of such drop-off has been elusive
due to the sparse data in the coastal fringe, although field experiments
do suggest its existence in some regions, in particular off central Chile
(e.g., Garreaud et al., 2011; Bravo et al., 2015).

The uncertainties resulting from the extrapolation of scatterometer
winds in near-coastal regions for forcing high-resolution oceanic

models have also been a limitation for gaining confidence in model re-
sults (Renault et al., 2012). Indeed, in most EBUS regional modeling
studies, gridded QuikSCAT surface wind estimates have been used, im-
plying that wind data have been extrapolated on the ocean model grid
from, at best, 28 km offshore to the closest coastal grid point of the
ocean model. In the process, there is the possibility that compensating
effects exist between the Ekman transport and Ekman pumping on
SST (e.g., a weaker (stronger) than observed drop-off would lead to a
stronger (weaker) Ekman transport near the coast). Interestingly in re-
gional simulations of upwelling systems, a mean cold bias is usually di-
agnosed (Penven, 2005; Penven et al., 2001; Veitch et al., 2009; Machu
et al., 2009) which could reflect a bias in the balance between Ekman
pumping and transport, although such a bias could be also attributed
to a warm bias in some satellite based SST datasets (Dufois et al., 2012).

Moreover, coupled physical-biogeochemical coastal processes show
a great sensitivity to near shore wind stress curl in upwelling regions
(Albert et al., 2010) and the ecosystem dynamics is also likely critically
dependent on the coastal wind pattern through its effects on mesoscale
activity (Renault et al., 2016).

Therefore, there is a real need to improve our knowledge in theme-
soscale atmospheric circulation in coastal regions given the need for a
realistic simulation of the oceanic circulation for downstreamed appli-
cations (e.g. directed toward resourcesmanagement). This is particular-
ly true for the Peru-Chile EBUS, known as theHumboldt Current System
(HCS), which hosts themost productivemarine ecosystem in theworld
(Chavez et al., 2008). Upwelling off Chile and Peru drive an exceptional-
ly high biological productivity (Carr andKearns, 2003) due to the persis-
tent equatorward low-level alongshore flow that maintains a coastal
band of nutrient-rich cold waters extending from about 40°S to the
equator (Hill et al., 1998; Silva et al., 2009). Measurements of surface
winds over the HCS are sparse in space and time, lacking systematic,

Fig. 1. Zonalmean cross-shore 10-mwind speed at (a) Pisco (14.8°S), (b) Punta Lengua deVaca (30°S) and (c) Punta Lavapie (36.4°S) over the period 2000–2010. The blue, red, green, and
orange lines are for QuikSCAT-ASCAT (0.25° horizontal resolution) scatterometers, Jason-1 (0.045°) altimeter, the CFSR (0.3°) and ERA-Interim (0.75°) reanalyses respectively. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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dense, and long-term monitoring of the near shore area. Most studies
analyzing the upwelling favorable winds off Chile and Peru have relied
on satellite-borne scatterometer data (Figueroa and Moffat, 2000;
Halpern, 2002; Garreaud and Muñoz, 2005; Muñoz, 2008; Renault et
al., 2009; Albert et al., 2010; Dewitte et al., 2011; Aguirre et al., 2012)
or atmospheric reanalysis and regional models (Renault et al., 2012;
Rahn and Garreaud, 2013, Bravo et al., 2015) and have focused on re-
gional features (e.g., large scale coastal jets) rather than on coastal me-
soscale circulation.

Here we take advantage of altimeter-derived surface wind speeds
from four different altimeter missions (ENVISAT, Jason-1, Jason-2 and
SARAL) to assess the near-shore surface atmospheric circulation. The
surface wind speeds are retrieved using the backscattering coefficient
at Ku-band (Ka-band for SARAL). The focus here is on the mean coastal
winds due to inherent limitations of the satellites missions for address-
ing synoptic-scale variability that is prominent in the region of interest
(see Section 2).

The paper is organized as follow: Section 2 provides a detailed de-
scription of the satellite sensors and the datasets employed. Section 3
describes themethods used for the altimeter data calibration examining
their consistency against winds measured by the scatterometers. In
Section 4 mean altimeter-derived coastal winds are analyzed focusing
on the intensity and alongshore variability of the wind drop-off, and
on estimating the relative contributions of Ekman transport and
pumping. Concluding remarks and a discussion are presented in
Section 5.

2. Data sources

2.1. Satellite altimetry data

Wind speeds derived from Radar Altimeters (RA) sensors at the Ku-
band (13.575 GHz) onboard ENVISAT, Jason-1, Jason-2 and Ka-band
(35.75 GHz) onboard SARAL are used in this study. A RA is a nadir-
looking active microwave device that measures with high accuracy
the time delay, the power and the shape of the reflected radar pulses
for determining the satellite height with respect to the earth surface.
Radar echo parameters can also be used to derive the significant wave
height (SWH) and the surface wind speed (U10) (Lefèvre et al., 2006;
Queffeulou et al., 1999).

Surface wind speeds are empirically estimated by their effect on the
intensity of the return pulse of the radar echo (i.e., backscattering coef-
ficient (σ0)). With increasing wind speed the sea surface becomes
rougher so that the number of specularly reflecting faces decreases
and more energy is scattered back in off-nadir directions. This leads to
a decrease in the intensity of the mean backscattered power, which
can thus be related to the surface wind speed (Ikeda and Dobson,
1995). In order to increase the confidence of the altimeter-derived geo-
physical parameters, the return pulses are typically averaged over time
to provide one data point every second along the satellite ground track.
With a satellite ground scanning velocity of 5.8 km−1 for Jason-1/Jason-
2 and 7.45 km−1 for ENVISAT/SARAL each altimeter data value repre-
sents an elongated area (footprint) ranging between 1 and 10 km in di-
ameter according to the range, pulse width and SWH (Chelton et al.,
1989/2001; Zieger et al., 2009). The small altimeter footprint allows re-
solving the 50-km fringe along the coast, thus surpassing the
scatterometer capabilities subject to retrieval errors onshore due to
their large footprint (Yang et al., 2011). On the other hand, unlike
scatterometers RA instruments allow deriving only the wind speed be-
cause there is no significant dependence ofσ0 onwinddirection at small
incidence angles.

2.1.1. Jason-1 & 2
Thesemissionswere launched onDecember 7th 2001 and June 20th,

2008. Jason-1 is a cooperative programme between the French Space
Agency (Centre National d'Etudes Spatiales, CNES) and the U.S. National

Aeronautics and Space Administration (NASA) while Jason-2 is a coop-
eration amongCNES, NASA, the EuropeanMeteorological Satellite Orga-
nization (EUMETSAT) and the U.S. National Oceanic and Atmospheric
Administration (NOAA), respectively. Their main payload is the
Poseidon-2(3) radar altimeter from CNES, the Jason/Advanced
Microwave Radiometer (JMR/AMR) from JPL/NASA, and a triple system
for precise orbit determination: the real-time tracking system DIODE of
DORIS instrument from CNES, a GNSS receiver and a Laser Retroflector
Array (LRA) from NASA. They orbit at an altitude of 1336 km, with an
inclination of 6°, on a 10-day repeat cycle, providing observations of
the Earth surface (ocean and land) from 66° South to North, with an
equatorial ground-track spacing of about 315 km. Topex/Poseidon for-
merly used this orbit. Poseidon-2 and Poseidon-3 radar altimeters are
dual-frequency solid-state altimeters that measure accurately the
distance between the satellite and the surface (range) and provide
ionospheric corrections over the ocean. They operate at Ku
(13.575 GHz) and C (5.3 GHz) bands. Rawdata are processed by SSALTO
(Segment Sol multimissions d'ALTimétrie, d'Orbitographie). Jason-1
was decommissioned in July 2013.

2.1.2. ENVISAT (ENVironmental SATellite)
This mission was launched on March 1st 2002 by the European

Space Agency (ESA). It carries 10 instruments including the advanced
radar altimeter (RA-2). It is based on the heritage of the sensor on-
board the European Remote Sensing (ERS-1 and 2) satellites. RA-2
was a nadir-looking pulse-limited radar altimeter operating at Ku-
(13.575 GHz), as ERS-1 and 2, and S- (3.2 GHz) bands. Its goal was to
collect radar altimetry data over ocean, land and ice caps. ENVISAT or-
bits at an average altitude of 790 km, with an inclination of 98.54°, on
a sun-synchronous orbit with a 35-day repeat cycle. It provided obser-
vations of the Earth surface (ocean and land) from 82.4° latitude
South to 82.4° latitude North. This orbit was formerly used by ERS-1
and 2 missions, with an equatorial ground-track spacing of about
85 km. ENVISAT remained on its nominal orbit until October 2010 and
its mission ended on April 8th 2012.

2.1.3. SARAL (Satellite with Argos and ALtika)
This joint French-Indian mission between the CNES and the Indian

Space Research Organization (ISRO) was launched on February 25th
2013. Its payload is composed of the AltiKa radar altimeter, a dual-fre-
quency radiometer and a triple system for precise orbit determination:
the real-time tracking system DIODE of DORIS instrument, a Laser
Retroflector Array (LRA), and theAdvancedResearch andGlobal Observa-
tion Satellite (ARGOS-3). Its initial orbital characteristicswere the same as
for ENVISAT (see above). The first four cycles of SARAL did not follow
precisely the ENVISAT orbit. AltiKa radar altimeter is a solid-state mono-
frequency altimeter that provides accurate range measurements. It is
the first and the only altimeter to operate at the Ka-band (35.75 GHz).

Data used in this study are the along-track values of U10 made avail-
able along with corresponding track and cycle numbers, acquisition
time, latitude, longitude and thedistance to the coast from theGeophys-
ical Data Records (GDRs) of the different altimetry missions. These data
come from GDR T patch 2 for SARAL, GDR v2.1 for ENVISAT, GDR C for
Jason-1 and GDR D for Jason-2. They are available at the Centre de
Topographie de l'Océan et de l'Hydrosphère (CTOH – http://ctoh.legos.
obs-mip.fr/).

The wind speed is estimated through the inversion of a relationship
with the Ku-band backscatter coefficient (corrected for atmospheric at-
tenuation) and the significant wave height using a neural network for
Jason-1 and Jason-2 (Gourrion et al., 2002). For ENVISAT, the empirical
model used to retrieve the wind speed is given by (Abdalla, 2012):

U10 ¼ Um þ 1:4U0:096
m e−0:32U1:096

m ð1Þ

With Um ¼ α−βσa
0 if σa

0≤σ
lim
0

γe−δσa
0 if σa

0Nσ
lim
0

!
ð2Þ
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where Um is a first-guess estimation of U10 while α=46.5, β=3.6, γ=
1690, δ = 0.5, σ0

lim = 10.917 dB are the fitting parameters. For SARAL,
the same formulation as for ENVISAT is used with the following fitting
parameters values α = 34.2, β = 2.48, γ = 711.6, δ = 0.42, σ0

lim =
11.409 dB (Lillibridge et al., 2014).

Details on the time periods and technical specifications (e.g., repeat
cycle, inclination, and footprint) for each satellite mission are provided
in Fig. 2 and Table 1.

2.2. Satellite scatterometer data

Wind scatterometry is a widely used technique that measures wind
speeds and directions over the ocean surface. The measurement princi-
ple differs from the altimeters because it is based on the Bragg resonant
scattering mechanism, for which backscatter power is directly propor-
tional to the distribution and density of capillary and short gravity
waves on the sea surface (Queffeulou et al., 1999).

This study uses the scatterometer Sea Winds aboard the
QuikSCAT satellite and the Advanced SCATterometer (ASCAT)
aboard Metop-A and Metop-B satellites. QuikSCAT was a mission
that lasted from June 1999 to November 2009; meanwhile the ongo-
ing series of Metop-A andMetop-B satellites were launched on Octo-
ber 2006 and September 2012 respectively. We used two types of
scatterometer products:

1. Level-2: The L2-swath products provide wind vector retrievals at
12.5-km sampling resolution on a non-uniform grid within the
swath, with 12-hour repeat cycles between the ascending and

descending satellite passes, enabling their utilization for the altime-
ter validation and calibration. Here we used the new reprocessed
datasets (QuikSCAT, ASCAT) optimized for coastal ocean (Fore et
al., 2014; KNMI, 2010, 2013; SeaPAC, 2013).

2. Level-3: The L3-gridded products contain wind vector fields corre-
sponding to the daily average of both L2-swath passes interpolated
onto a regular grid of 0.25° in longitude and latitude using objective
method. We used the new daily-averaged gridded wind fields
(QuikSCAT, ASCAT) to validate the calibrated altimeters winds
(Bentamy and Fillon, 2012).

The accuracy of scatterometer products was determined in several
studies using moored buoys, in which the RMS differences did not ex-
ceed 2ms−1 and 20° forwind speed anddirection, respectively at global
scale (Bentamy et al., 2008; Vogelzang et al., 2011; Verhoef and
Stoffelen, 2013).

3. Methods

3.1. Calibration of the altimeter data

3.1.1. Quality control
A three-pass quality-control process was applied to the data. Firstly,

we have rejected from the analysis all quality-flagged data and all mea-
surements identified as over land. Secondly, if U10b1 ms−1, then the
data pointwas flagged as erroneous due to the significant biases related
to damping of Bragg waves at very lowwind speeds (Yang et al., 2011).
Finally, if U10N20 ms−1, then the data point was discarded because the

Table 1
Summary of the main technical characteristics by satellite mission. The effective footprint size for the altimeters is related to SWH= 5m (Chelton et al., 1989, 2001; Zieger et al., 2009;
Callahan and Lungu, 2006; Verhoef and Stoffelen, 2013; Verron et al., 2015; http://www.aviso.altimetry.fr/missions).

Satellite Operation period Repetitivity Inclination Altitude Instrument Frequency Footprint Format Agency

ENVISAT March 2002–April 2012 35 days (cycle) 98.54° 790 km Radar Altimeter-2 Ku band (13.575 GHz) ~5.6 × 15 km Alongtrack ESA
Jason-1 December 2001–June 2013 10 days (cycle) 66.04° 1336 km POSEIDON-2 Ku band (13.575 GHz) ~6.9 × 20 km Alongtrack NASA,CNES
Jason-2 June 2008–present 10 days (cycle) 66.04° 1336 km POSEIDON-3 Ku band (13.575 GHz) ~6.9 × 20 km Alongtrack NASA, CNES,

NOAA,
EUMESAT

SARAL February 2013–present 35 days (cycle) 98.55° 790 km AltiKa Ka band (35.75 GHz) ~5.6 × 8 km Alongtrack ISRO,CNES
QuikSCAT June 1999–November 2009 12 h (pass) 98.61° 802.4 km SeaWinds Ku band (13.4 GHz) ~25 × 37 km Swath NASA

Gridded
Metop-A October 2006–present 12 hour (pass) 98.7° 817 km ASCAT-A C band (5.255 GHz) ~10 × 20 km Swath ESA,

EUMETSATMetop-B September 2012–present ASCAT-B Gridded

Fig. 2. Temporal coverage of the satellite missions.
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wind vector algorithms for QuikSCAT are developed for thewind speeds
less than this limit (Quilfen et al., 2007).

3.1.2. Validation
The wind speeds derived from the altimeters were matched against

the L2-swath (12.5-km) and L3-gridded (28-km) scatterometer prod-
ucts considered here as the “reference” source data. The comparison be-
tween the altimeter and scatterometer data was carried out over a
domain that excludes the 50-km width coastal band and extends off-
shore for 250 km. The outliers that had awind speeddifference between
paired altimeter and scatterometer greater than three standard devia-
tions were excluded from the analysis. The sequential procedure was
performed in three steps:

1. We matched all the valid altimeter values by mission with the L2-
swath scatterometer data. A collocation criteria was chosen in
order to get statistically significant number of comparison from
both ascending/descending scatterometer passes in the minimum
space/time limits, i.e. 12.5 km in space and 60 min for Jason-1/
Jason-2 and 120–240 min for ENVISAT/SARAL. The temporal relaxa-
tion for ENVISAT/SARAL is necessary given the limited time span of
their overpass over the study region.

2. The daily averages (reference time 12:00) from the L3-gridded data
were interpolated to the altimeter tracks locations using a natural
neighbor interpolation scheme (Shanas et al., 2014) producing a
daily temporal match-up.

3. Statistics describing the comparisons were conducted characterizing
the differences between the altimeters and both scatterometer prod-
ucts including conventional, linear moments and the regression
parameters.

Table 2 summarizes the statistics of the validation of the altimeter
data against the reference products over the selected time periods
(i.e., ENVISAT: Jan. 2003–Dec. 2009; SARAL: Mar. 2013–Apr. 2014;
Jason-1: Jan. 2002–Dec. 2008; Jason-2: Jan. 2009–Dec. 2013). Addition-
ally we provide the statistics classified into three categories of low
(b4 ms−1), medium (4–10 ms−1) and high (N10 ms−1) wind speeds.

The first collocated datasets (i.e., altimeter versus L2-swath) were
limited in number (62,110/30,375 hits of the total available for
ENVISAT/SARAL and 19,748/13,262 for Jason-1/Jason-2, respectively)
due to the stringent time/space collocation criteria and to the reduced
time periods of the morning (descending passes) and the evening (as-
cending passes) orbit segments from the L2-swath scatterometer. The
frequency distribution of the altimeter/scatterometer by wind speed
category corresponds on average to ~20%, ~72% and ~8% for low, medi-
um and high winds respectively. The outliers account for ~5% of the
paired values for ENVISAT/SARAL and ~8% for Jason-1/Jason-2. The
overall Pearson's correlation coefficients (ρ) are high for all satellites
(above 0.95) and the wind speed differences are characterized by a
rather small mean bias of ~−0.5 ms−1, Root-Mean-Square Error
(RMSE) of ~0.9 ms−1 and Mean Absolute Error (MAE) of ~0.8 ms−1.
The highest discrepancies were found for low winds in ENVISAT and
Jason-1 (see Table 2).

The second collocated dataset (i.e., altimeter versus L3-gridded)
amounts to ~95% of the valid altimeter values. The frequency distribu-
tion presents similar percentages for wind categories as for the L2-
swath data. The agreement in statistics between altimeter and
scatterometer decreases unsurprisingly as a function of the temporal
gridding of the reference products (i.e. daily averages in L3-gridded ver-
sus instantaneous values for L2-swath) consistent with Monaldo
(1988). The mean correlation coefficients, bias, RMSE and MAE are
~0.9, ~−0.4 ms−1, ~1.2 ms−1 and ~1 ms−1, respectively.

Table 2
Summary of the statistics by altimetermission using swath and gridded scatterometer as ground-truth reference.Mean bias, RMSE,MAE, Pearson's correlation coefficient (ρ) and standard
deviation alongwith the number of collocated data points and outliers are provided. Thewind speed is classified as: low (b4ms−1),medium (4–10ms−1) and high (N10ms−1). Statistics
are obtained outside the coastal area (50–300 km offshore).

Validation Dates Range Length Outliers ρ Bias RMSE MAE STD Mean

ALT SCA ALT SCA ALT SCA

Altimeter ENVISAT vs.
scatterometer (swath)

2003-01-01–2009-12-31 All 62,110 (22.6%) 3532 5.4% 0.96 −0.40 0.89 0.74 2.64 2.80 6.08 6.48
b4 13,491 (21.7%) 11,959 (19.3%) 851 24.1% 0.69 −0.35 0.91 0.74 0.88 0.87 2.68 2.69
4–10 43,460 (70.0%) 42,964 (69.2%) 2465 69.8% 0.91 −0.42 0.87 0.72 1.53 1.60 6.50 6.70
≥ 10 5159 (8.3%) 7187 (11.6%) 216 6.1% 0.75 −0.35 1.04 0.83 1.23 1.31 11.46 11.50

Altimeter ENVISAT vs.
scatterometer (gridded)

All 260,704 (94.7%) 14,711 5.3% 0.90 −0.29 1.22 0.96 2.66 2.47 6.11 6.40
b4 54,695 (21.0%) 41,957 (16.1%) 2881 19.6% 0.54 −0.95 1.51 1.20 0.91 0.85 2.65 2.85
4–10 183,658 (70.4%) 196,922 (75.5%) 10,520 71.5% 0.79 −0.21 1.08 0.87 1.51 1.51 6.48 6.60
≥ 10 22,351 (8.6%) 21,825 (8.4%) 1310 8.9% 0.57 0.65 1.54 1.20 1.30 1.14 11.58 11.40

Altimeter SARAL vs.
scatterometer (swath)

2013-03-14–2016-01-16 All 30,375 (24.8%) 1702 5.3% 0.94 −0.20 0.98 0.79 2.52 2.82 6.33 6.52
b4 5238 (17.2%) 5513 (18.1%) 283 16.6% 0.52 0.01 1.10 0.90 0.79 0.89 2.98 2.67
4–10 22,395 (73.7%) 21,364 (70.3%) 1336 78.5% 0.87 −0.20 0.93 0.75 1.58 1.56 6.49 6.66
≥ 10 2742 (9.0%) 3498 (11.5%) 83 4.9% 0.81 −0.59 1.10 0.88 1.15 1.46 11.44 11.78

Altimeter SARAL vs.
scatterometer (gridded)

All 115,754 (94.6%) 6579 5.4% 0.91 −0.12 1.07 0.86 2.57 2.56 6.17 6.29
b4 22,092 (19.1%) 21,303 (18.4%) 1423 21.6% 0.57 −0.42 1.18 0.96 0.89 0.93 2.76 2.74
4–10 83,844 (72.4%) 84,749 (73.2%) 4684 71.2% 0.82 −0.09 1.02 0.82 1.56 1.50 6.45 6.58
≥ 10 9818 (8.5%) 9702 (8.4%) 472 7.2% 0.67 0.32 1.27 1.00 1.10 1.18 11.39 11.50

Altimeter Jason-1 vs.
scatterometer (swath)

2002-01-01–2008-12-31 All 19,748 (5.4%) 1564 7.3% 0.97 −0.85 1.09 0.94 2.48 2.71 5.87 6.72
b4 3938 (19.9%) 2900 (14.7%) 208 13.3% 0.81 −0.50 0.76 0.63 0.85 0.74 2.92 2.97
4–10 14,323 (72.5%) 14,373 (72.8%) 1267 81.0% 0.93 −0.93 1.15 1.01 1.54 1.58 6.10 6.61
≥ 10 1487 (7.5%) 2475 (12.5%) 89 5.7% 0.87 −0.92 1.20 1.05 1.36 1.48 11.47 11.70

Altimeter Jason-1 vs.
scatterometer (gridded)

All 345,836 (94.3%) 20,910 5.7% 0.89 −0.75 1.37 1.13 2.42 2.43 5.89 6.64
b4 67,995 (19.7%) 44,495 (12.9%) 4357 20.8% 0.43 −1.08 1.59 1.31 0.82 0.70 2.93 3.08
4–10 253,124 (73.2%) 267,308 (77.3%) 15,323 73.3% 0.79 −0.73 1.32 1.10 1.50 1.54 6.15 6.62
≥ 10 24,717 (7.1%) 34,033 (9.8%) 1230 5.9% 0.64 0.01 1.25 0.98 1.26 1.23 11.44 11.41

Altimeter Jason-2 vs.
scatterometer (swath)

2009-01-01–2015-12-31 All 13,262 (4.1%) 1110 7.7% 0.98 −0.50 0.75 0.64 2.47 2.67 6.01 6.51
b4 2627 (19.8%) 2298 (17.3%) 144 13.0% 0.84 −0.19 0.58 0.47 0.85 0.84 2.85 2.78
4–10 9733 (73.4%) 9455 (71.3%) 872 78.6% 0.96 −0.57 0.78 0.67 1.63 1.58 6.38 6.64
≥ 10 902 (6.8%) 1509 (11.4%) 94 8.5% 0.91 −0.70 0.84 0.76 1.00 1.11 11.24 11.36

Altimeter Jason-2 vs.
scatterometer (gridded)

All 307,583 (94.3%) 18,686 5.7% 0.91 −0.38 1.12 0.91 2.46 2.43 5.98 6.36
b4 60,826 (19.8%) 48,495 (15.8%) 3769 20.2% 0.47 −0.70 1.32 1.08 0.83 0.81 2.89 2.93
4–10 224,123 (72.9%) 232,904 (75.7%) 13,736 73.5% 0.82 −0.35 1.06 0.86 1.53 1.50 6.27 6.51
≥ 10 22,634 (7.4%) 26,184 (8.5%) 1181 6.3% 0.60 0.20 1.20 0.95 1.15 1.07 11.38 11.35
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3.1.3. Calibration
This stage consists in a linear regression analysis to derive the cor-

rection coefficients for the altimeter estimates of the wind speed, in
order to increase the agreement between scatterometer and altimeter.
Similar procedures were applied for various regions in the past using
buoys as the ground-truth reference (Desai and Vincent, 2003; Ray
and Beckley, 2003; Queffeulou, 2003; Abdalla, 2006; Zieger et al.,
2009). In our region of interest, we do not have access to any buoy
data and available airport meteorological data are too far inland, so
that our reference data were provided by the scatterometers. The
slope and offset of the best linear fit between the scatterometer (L2-
swath) data and the altimeter data in the off shore region (i.e. excluding
the 50-km width coastal band) provides the calibration parameters by
mission. The altimeter U10 data are taken as the independent variable.
Then the calibrated wind speed (U10

c ) can be written as follows:

Uc
10 ¼ U10 % slopeþ offset ð3Þ

The suitability of the calibration coefficientswas evaluatedmatching
the calibrated altimeter winds against both scatterometer products, re-
peating the same statistical analysis performed in the previous valida-
tion phase. The calibration procedure was successful in removing the
negative bias, reducing the errors and increasing the match between
the Probability Distribution Functions (PDF) of the scatterometer and
the altimeter data (not shown). However there are slightly increased
densities of medium wind conditions for the altimeter data in compar-
ison with the scatterometer data. Such values are mostly present in
ENVISAT and Jason-1 wind estimates. Table 3 provides the calibration
results by satellite mission and Fig. 3 illustrates a typical calibration re-
sult for the Jason-2 altimeter data.

3.1.4. Time window differences
To quantify the impact of the relaxed temporal proximity between

altimeter-scatterometer (L2-swath) for the ENVISAT/SARAL missions
we apply the same temporal window (120–240 min) to the Jason-1/
Jason-2 winds. The statistics for the validation experiments exhibit
lower correlation coefficients (0.94 vs. 0.97/0.96 vs. 0.98) and higher
bias (−0.87 ms−1 vs.−0.85 ms−1/−0.54 ms−1 vs. −0.50 ms−1) and
RMS (1.26 ms−1 vs. 1.09 ms−1/0.95 ms−1 vs. 0.75 ms−1) values with
regard to the former time criteria (60 min), for Jason-1/Jason-2 respec-
tively. For the calibration the results were: correlation coefficients (0.94
vs. 0.97/0.96 vs. 0.98), bias (−0.12 ms−1 vs.−0.09 ms−1/−0.09 ms−1

vs. −0.07 ms−1) and RMS (0.90 ms−1 vs. 0.67 ms−1/0.76 ms−1 vs.
0.53 ms−1).

Finally, in order to gain confidence in the calibrationwithin the blind
zone, we have paired the L2-swath scatterometer data with the altime-
ter data for the nearest points from the coast (0–50 km).Our analysis in-
dicates that statistics are comparable, although with slightly reduced
scores relative to those performed offshore. The statistics are listed in
Table 4.

3.1.5. Gridding, averaging and track selection
The calibrated wind speeds U10

c were converted to neutral wind
stress (τ) using the bulk formula:

τ ¼ ρa%Cd % Uc
10

" #2 ð4Þ

with ρa the constant air density (1.22 kg×m−3) and Cd the neutral drag
coefficient varyingwithU10

c as in Large and Pond (1981) andGill (1982).
For each altimetry mission, data were first stacked into along-track

cells of 7 km of length during the complete observation period consid-
ered in this study, similarly to what was done by Blarel et al. (2015)
and Frappart et al. (2016). Altimetry data location in longitude and

Table 3
Calibration functions and statistics: The superscript “c” denotes the calibratedwind speed (U10

c ). Mean bias, RMSE, MAE, Pearson's correlation coefficient (ρ) and standard deviation along
with the number of collocated concurrent data points and outliers are provided. Statistics are obtained outside the coastal area (50–300 km offshore).

Calibration Calibration function/dates Range Length Outliers ρ Bias RMSE MAE STD Mean

ALT SCA ALT SCA ALT SCA

Altimeter ENVISAT
vs. scatterometer
(swath)

Uc
10 = 1.0162∗U10+0.3031/[2003-

01-01, 2009-12-31]
All 62,370 (23%) 3272 5.0% 0.96 −0.06 0.79 0.63 2.68 2.80 6.49 6.55
b4 11,163 (17.9%) 11,511 (18.5%) 705 21.5% 0.64 −0.08 0.84 0.68 0.78 0.88 2.76 2.70
4–10 44,666 (71.6%) 43,392 (69.6%) 2271 69.4% 0.91 −0.08 0.75 0.61 1.54 1.61 6.67 6.72
≥ 10 6541 (10.5%) 7467 (12.0%) 296 9.0% 0.79 0.04 0.91 0.71 1.29 1.31 11.56 11.49

Altimeter ENVISAT
vs. scatterometer
(gridded)

All 260,606 (95%) 14,809 5.4% 0.90 0.07 1.21 0.93 2.71 2.48 6.50 6.43
b4 45,325 (17.4%) 41,099 (15.8%) 2326 15.7% 0.49 −0.69 1.38 1.07 0.81 0.85 2.73 2.85
4–10 187,328 (71.9%) 197,263 (75.7%) 10,861 73.3% 0.79 0.10 1.05 0.83 1.51 1.52 6.64 6.62
≥ 10 27,953 (10.7%) 22,244 (8.5%) 1622 11.0% 0.60 1.04 1.74 1.36 1.39 1.14 11.69 11.41

Altimeter SARAL
vs. scatterometer
(swath)

Uc
10 = 1.0546∗U10−0.1438/[2013-

03-14, 2016-01-16]
All 30,426 (25%) 1651 5.1% 0.94 −0.03 0.95 0.76 2.67 2.84 6.54 6.57
b4 4936 (16.2%) 5430 (17.8%) 259 15.7% 0.51 0.02 1.10 0.90 0.82 0.89 2.93 2.67
4–10 22,142 (72.8%) 21,377 (70.3%) 1309 79.3% 0.87 −0.02 0.91 0.73 1.60 1.56 6.57 6.67
≥ 10 3348 (11.0%) 3619 (11.9%) 83 5.0% 0.82 −0.13 0.95 0.73 1.29 1.46 11.61 11.79

Altimeter SARAL
vs. scatterometer
(gridded)

All 115,711 (95%) 6622 5.4% 0.91 0.04 1.10 0.88 2.71 2.57 6.35 6.31
b4 21,007 (18.2%) 21,143 (18.3%) 1367 20.6% 0.56 −0.43 1.19 0.97 0.91 0.93 2.70 2.74
4–10 82,638 (71.4%) 84,717 (73.2%) 4678 70.6% 0.81 0.06 1.02 0.82 1.58 1.50 6.52 6.59
≥ 10 12,066 (10.4%) 9851 (8.5%) 577 8.7% 0.70 0.76 1.44 1.11 1.24 1.20 11.54 11.51

Altimeter Jason-1
vs. scatterometer
(swath)

Uc
10 = 1.0631∗U10+0.4770/[2002-

01-01, 2008-12-31]
All 20,363 (6%) 949 4.5% 0.97 −0.09 0.67 0.54 2.62 2.73 6.75 6.84
b4 2293 (11.3%) 2801 (13.8%) 108 11.4% 0.72 0.06 0.60 0.48 0.73 0.73 2.97 2.98
4–10 15,573 (76.5%) 14,886 (73.1%) 759 80.0% 0.93 −0.14 0.67 0.54 1.49 1.60 6.49 6.69
≥ 10 2497 (12.3%) 2676 (13.1%) 82 8.6% 0.90 0.07 0.72 0.57 1.54 1.55 11.81 11.72

Altimeter Jason-1
vs. scatterometer
(gridded)

All 347,690 (95%) 19,055 5.2% 0.89 −0.01 1.18 0.93 2.56 2.44 6.72 6.73
b4 40,673 (11.7%) 41,831 (12.0%) 2401 12.6% 0.31 −0.70 1.40 1.12 0.70 0.69 3.01 3.10
4–10 266,002 (76.5%) 269,825 (77.6%) 14,444 75.8% 0.79 −0.04 1.07 0.86 1.46 1.55 6.51 6.67
≥ 10 41,015 (11.8%) 36,034 (10.4%) 2210 11.6% 0.69 0.88 1.52 1.21 1.46 1.24 11.76 11.42

Altimeter Jason-2
vs. scatterometer
(swath)

Uc
10 = 1.0621∗U10+0.1304/[2009-

01-01, 2015-12-31]
All 13,566 (4%) 806 5.6% 0.98 −0.07 0.53 0.43 2.63 2.70 6.56 6.64
b4 2048 (15.1%) 2207 (16.3%) 118 14.6% 0.81 0.07 0.55 0.45 0.81 0.83 2.85 2.79
4–10 9959 (73.4%) 9686 (71.4%) 618 76.7% 0.95 −0.11 0.53 0.43 1.60 1.59 6.57 6.69
≥ 10 1559 (11.5%) 1673 (12.3%) 70 8.7% 0.92 −0.02 0.47 0.38 1.18 1.12 11.40 11.38

Altimeter Jason-2
vs. scatterometer
(gridded)

All 307,991 (94%) 18,278 5.6% 0.91 0.04 1.09 0.87 2.60 2.44 6.46 6.42
b4 47,612 (15.5%) 46,612 (15.1%) 2806 15.4% 0.40 −0.50 1.25 1.02 0.79 0.81 2.90 2.95
4–10 227,131 (73.7%) 234,111 (76.0%) 13,545 74.1% 0.81 0.04 0.99 0.79 1.51 1.51 6.46 6.54
≥ 10 33,248 (10.8%) 27,268 (8.9%) 1927 10.5% 0.65 0.84 1.46 1.17 1.31 1.08 11.58 11.36
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latitude of each cellwas obtained as themean thewhole data during the
whole study period. Monthly averages, mean seasonal cycles and total
means of U10

c and τ were subsequently computed by cell. Because the
distance from the shore to the nearest cell varies between 3 and
10 km depending on the track/mission, we decided to interpolate the
data to a common 5-km grid. The interpolated value at a query point
is based on linear interpolation of the values at neighboring grid points.
The points outside the domainwere extrapolated using the samemeth-
od. The resulting datasets provide information with enough resolution
for documenting the surface atmospheric circulation in the coastal
areas, which is addressed in the followings sections.

Considering the primary focus of the present work, i.e., the cross-
shore wind reduction near the coastal zone, we have selected a subset
of altimeter tracks searching the best approximations to orthogonal
transects across the coastline (Wang et al., 2011; Pickett and Paduan,
2003). Table 5 provides the detail of the selected 200-km track seg-
ments (see right hand panels in Fig. 6a and b), including the coastal in-
cident latitude, coastline direction angle (θ), track direction angle and
orthogonal angular difference (ε) depicted in Fig. 5a. The coastline di-
rection was calculated for each track using the tangent at the shoreline
points within ~0.5° width segments around the incident latitude, as in
Dewitte et al. (2011) or Pickett and Paduan (2003), based on the high-
resolution (200-meter) shoreline database: Global Self-consistent, Hier-
archical, High-resolution Geography Database (GSHHS). Although these
formulations present a low difference in angle with respect to real or-
thogonal transects, they offer the possibility to compare objectively
the shoreward wind drop-off at different latitudes.

Fig. 4a presents the mean state of the wind speed with
superimposed arrows showing the mean wind speed and direction as
derived from the QuikSCAT–ASCAT satellite data calculated over
2000–2014. Note that the mean wind direction is nearly parallel to the
coastline. The variance for daily intraseasonal anomalies of the wind
speed is displayed in Fig. 4b. Intraseasonal anomalies are calculated fol-
lowing Lin et al. (2000). It consists in first calculating the monthly
means of the daily time series and then interpolating them back to a
daily temporal grid using spline functions. The result is then retrieved
from the original time series to derive daily intraseasonal anomalies.

Noteworthy, the region of interest experiences a large variability in
the alongshore winds at intraseasonal timescales as illustrated in Fig.
4b, resulting in the intensification of surface winds at time periods
near 10–25 days and 35–60 days (Rutllant et al., 2004; Renault et al.,

2009; Dewitte et al., 2011). This variability corresponding to periods
shorter than twice the repeat cycle of the satellite (35 days and
10 days for ENVISAT/SARAL and Jason-1/Jason-2, respectively) will
alias into the altimeter wind speed (Tierney et al., 2000), leading to un-
certainty in the estimate of the low frequency variability, including the
seasonal cycle. This issue will be addressed in Section 5.

3.2. Estimate of the wind drop-off scale

In order to characterize the shoreward decrease in wind speed, we
define a wind drop-off scale (Ld) following Renault et al. (2015). This
scale is obtained along the satellite track by estimating the cross-shore
rate of change of the wind speed from a certain coastal distance Ld.
The drop-off index DOG is thus estimated as:

DOG latð Þ ¼ 100 & Uc
10 Ld; latð Þ−Uc

10 0; latð Þ
Uc

10 Ld; latð Þ

$ %
ð5Þ

where lat is the incident latitude of the track at the coast, U10
c (Ld, lat) and

U10
c (0, lat) are the wind speed estimates from the altimeter at the given

distance Ld and at the grid point nearest to the coast respectively. The
coastal wind speed U10

c (0, lat) is estimated as the average of the wind
between 10 km offshore and the coast. The distance Ld, is estimated by
defining a threshold value for the mean wind curl beyond which we
are no longer within the drop-off zone. This value (negative in the
Southern Hemisphere) is chosen at −1.8 ×10 −5 s−1 which leads to
Ld ranging from 10 to 150 km. Note that although such threshold is
rather arbitrary, it corresponds to the distance from the coast beyond
which the wind curl show very small offshore variability. Note also
that Renault et al. (2015) use a larger value (3 ×10 −5 s−1, positive in
Northern Hemisphere) for the threshold of mean wind curl to derive
Ld along the US west coast, since they address the seasonal variability
of the wind drop-off along the coast with model data instead of
observations.

The estimation of the alongshore wind stress curl from the altimeter
data requires assuming somemeanwind direction considering that the
altimeter only provides the wind amplitude. Since along the Chile/Peru
coast the winds are predominantly oriented alongshore from about
40°S to the equator (Hill et al., 1998; Aguirre et al., 2012; Rahn, 2012),
as illustrated in Fig. 4a, we derive a mean angle for the wind direction
that is based on the already described coastline direction angle θ. In

Fig. 3. Calibration result for Jason-2: (a) scatter density plot (shading), (b) mean bias, MAE, RMSE as function of the magnitude of the wind speed (divided in 16 bins). The correlation
between the calibrated winds derived from Jason-2 and the swath scatterometer data is provided in panel (b). Statistics are obtained outside the coastal area (50–300 km offshore).
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the following we will use a rotated coordinate system where x is
perpendicular to the coast and y is along the coast, with positive y
equatorward, as in Fig. 5a. Wind speed and wind stress vector
components can therefore be written as:

Ux ¼ cos θ−ϕð Þ & Uc
10; Uy ¼ sin θ−ϕð Þ & Uc

10 ð6Þ

τx ¼ cos θ−ϕð Þ & τ; τy ¼ sin θ−ϕð Þ & τ ð7Þ

where U10
c is thewind speed, τ the wind stress, θ the coastal orientation

angle, andϕ the track angle.With the assumptions that meanwinds are
predominantly alongshore, the along-track wind stress curl is the x de-
rivative of thewind stress (e.g. Figueroa andMoffat, 2000). This hypoth-
esis was tested from the mean ERA-Interim and CFSR winds, which
shows that the error in the estimation of the wind curl near the coast
is b10% on average between 5°S and 40°S (not shown).

Another assumption consists in neglecting the angle between the
track of the satellite and the x-direction,which is acceptable considering
that we are focusing on a relatively short distance from the coast.

WhileDOG provides amean rate of alongshorewind change near the
coast, it does not provide information on the shape of the along-shore
wind variations as a function of the distance from the coast and on
how the drop-off shape deviates from the linear fit of the horizontal
wind profile. We thus define an index DOI that characterizes the wind
drop-off shape. It writes as follows:

DOI latð Þ ¼ 100 &
∫0LdU

c
10 x; latð Þdx−∫0Ldy xð Þdx

& '

∫0Ldy xð Þdx

2

4

3

5 ð8Þ

where lat is the incident latitude of the track at the coast, y(x) is the
straight line from (Ld,U10

c (Ld, lat)) to the nearest point to the coast

(0,U10
c (0, lat)). Both integrals are calculated along the track using the

trapezoidal method with dx equals to 5 km.
A negative/positive DOI indicates a convex/concave horizontal wind

profile. A concave horizontal profile would tend to locate the peak
Ekman pumping close to the coast, which has implication in terms of
the efficiency of the Ekman pumping in generating upwelling (Capet
et al., 2004).

4. Results

4.1. Wind drop-off characterization

As a first step, we present Fig. 6a and b that display the mean wind
speed for the altimeter and the scatterometer along the selected tracks
for Jason-1/Jason-2 and SARAL/ENVISAT respectively. The data are
shown for a 200-km coastal strip interpolated at a 5-km resolution.
There is an overall good agreement between the altimeter and the
scatterometer (i.e. RMS = 0.33, 0.28, 0.51 and 0.55 ms−1 for Jason-1/
Jason-2 and ENVISAT/SARAL respectively) although discrepancies arise
locally due in part to differences in repeat cycle, spatial resolution, and
technology of the onboard instruments (see Table 1). Despite differ-
ences between products, the details of the circulation near the coast
(i.e. between the coast and 50-kmoffshore) can be inferred from the al-
timeter data.

The most noticeable feature is the marked shoreward reduction in
wind speed. This wind drop-off takes place at all latitudes independent-
ly of the offshorewind speed, although the reduction rate is latitudinally
dependent. Observed wind speed differences between 100 km offshore
and the coast are ubiquitous ranging between [1–2.5]ms−1 for Jason-1/
Jason-2 and [0–4] ms−1 for ENVISAT/SARAL.

The coastal wind speed U10
c (0, lat) is illustrated for all the missions

with long enough time periods (i.e. ENVISAT, Jason-1 and Jason-2) in

Table 4
Summary of the statistics by altimetermission using swath scatterometer as ground-truth reference within the first 50 km off the coast. The statistics for the calibratedwinds consider the
calibration functions given in Table 3.

Validation/calibration 0–50 km off
the coast

Dates Range Length Outliers ρ Bias RMSE MAE STD Mean

ALT SCA ALT SCA ALT SCA

Altimeter ENVISAT vs.
scatterometer (swath)

2003-01-01–2009-12-31 All 10,513 (94.4%) 621 5.6% 0.92 −0.55 1.16 0.94 2.55 2.65 4.75 5.30
b4 4603 (43.8%) 3739 (35.6%) 282 45.4% 0.59 −0.68 1.21 0.97 0.88 0.84 2.52 2.71
4–10 5533 (52.6%) 6135 (58.4%) 319 51.4% 0.85 −0.47 1.11 0.91 1.52 1.58 6.14 6.24
≥ 10 377 (3.6%) 639 (6.1%) 20 3.2% 0.66 −0.26 1.40 1.12 1.51 1.40 11.59 11.45

Calibrated altimeter ENVISAT vs.
scatterometer (swath)

All 10,499 (94.3%) 635 5.7% 0.93 −0.23 1.03 0.83 2.59 2.66 5.12 5.34
b4 4031 (38.4%) 3671 (35.0%) 238 37.5% 0.54 −0.41 1.07 0.85 0.78 0.84 2.66 2.72
4–10 5976 (56.9%) 6172 (58.8%) 370 58.3% 0.86 −0.12 0.98 0.79 1.55 1.58 6.24 6.25
≥ 10 492 (4.7%) 656 (6.2%) 27 4.3% 0.69 0.02 1.31 1.05 1.54 1.43 11.62 11.48

Altimeter SARAL vs. scatterometer
(swath)

2013-03-14–2016-01-16 All 3041 (93.5%) 212 6.5% 0.92 −0.21 1.11 0.91 2.48 2.74 5.54 5.75
b4 882 (29.0%) 870 (28.6%) 53 25.0% 0.52 −0.18 1.09 0.89 0.81 0.87 2.88 2.68
4–10 2000 (65.8%) 1915 (63.0%) 145 68.4% 0.84 −0.22 1.13 0.94 1.65 1.61 6.25 6.40
≥ 10 159 (5.2%) 256 (8.4%) 14 6.6% 0.84 −0.28 0.78 0.64 1.01 1.06 11.31 11.31

Calibrated altimeter SARAL vs.
scatterometer (swath)

All 3044 (93.6%) 209 6.4% 0.92 −0.08 1.09 0.90 2.62 2.76 5.70 5.78
b4 836 (27.5%) 864 (28.4%) 50 23.9% 0.50 −0.16 1.10 0.90 0.83 0.86 2.83 2.67
4–10 1991 (65.4%) 1916 (62.9%) 144 68.9% 0.83 −0.08 1.11 0.92 1.67 1.61 6.28 6.42
≥ 10 217 (7.1%) 264 (8.7%) 15 7.2% 0.82 0.17 0.83 0.64 1.15 1.08 11.37 11.32

Altimeter Jason-1 vs.
scatterometer (swath)

2002-01-01–2008-12-31 All 3343 (92.5%) 209 5.9% 0.96 −0.86 1.19 1.01 2.66 2.81 5.15 6.01
b4 1185 (35.4%) 864 (25.8%) 50 23.9% 0.70 −0.72 1.03 0.85 0.85 0.71 2.76 2.99
4–10 1972 (59.0%) 2169 (64.9%) 144 68.9% 0.90 −0.96 1.24 1.08 1.53 1.57 5.93 6.36
≥ 10 186 (5.6%) 310 (9.3%) 15 7.2% 0.81 −0.62 1.55 1.27 2.23 2.04 12.18 12.02

Calibrated altimeter Jason-1 vs.
scatterometer (swath)

All 3395 (93.9%) 220 6.1% 0.96 −0.15 0.82 0.65 2.80 2.84 5.97 6.11
b4 802 (23.6%) 840 (24.7%) 57 25.9% 0.60 −0.21 0.77 0.61 0.70 0.71 2.91 2.99
4–10 2268 (66.8%) 2212 (65.2%) 147 66.8% 0.91 −0.17 0.78 0.64 1.47 1.59 6.17 6.39
≥ 10 325 (9.6%) 343 (10.1%) 16 7.3% 0.86 0.17 1.16 0.85 2.18 2.00 12.08 11.95

Altimeter Jason-2 vs.
scatterometer (swath)

2009-01-01–2015-12-31 All 1498 (93.3%) 107 6.7% 0.97 −0.52 0.84 0.69 2.47 2.76 5.22 5.74
b4 492 (32.8%) 430 (28.7%) 25 23.4% 0.81 −0.25 0.63 0.51 0.87 0.81 2.88 2.88
4–10 924 (61.7%) 933 (62.3%) 69 64.5% 0.94 −0.63 0.92 0.78 1.51 1.58 5.91 6.20
≥ 10 82 (5.5%) 135 (9.0%) 13 12.1% 0.97 −0.87 0.95 0.87 1.58 1.51 11.58 11.68

Calibrated altimeter Jason-2 vs.
scatterometer (swath)

All 1525 (95.%) 80 5.0% 0.98 −0.11 0.63 0.51 2.66 2.82 5.74 5.86
b4 380 (24.9%) 420 (27.5%) 17 21.3% 0.76 0.04 0.61 0.48 0.84 0.81 2.89 2.87
4–10 1017 (66.7%) 950 (62.3%) 58 72.5% 0.94 −0.17 0.65 0.53 1.52 1.59 6.05 6.23
≥ 10 128 (8.4%) 155 (10.2%) 5 6.3% 0.94 −0.13 0.59 0.47 1.65 1.46 11.78 11.69
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Fig. 7a. There is an overall good agreement between the three altimeters
although ENVISAT exhibits a larger alongshore variability, with in par-
ticular larger (weaker) coastal wind at 28°S (12°S), the region of the
maximum (minimum) wind, with respect to Jason-1 and Jason-2.

In order to characterize the wind drop-off, the coastward decaying
rate of along-shore wind is estimated (see Section 3.2 and Eq. (5)
for DOG definition). The DOG index shows a significant latitudinal
variability (Fig. 7b), out of phase with the coastal wind speeds
U10
c (0, lat) (Fig. 7a). In particular, regions where the coastal jet is strong

(U10
c (0, lat) N ~4 m·s−1), between 34°S and 29°S off Chile and between

17°S and 13°S off Peru, correspond to low value of DOG. Conversely, in
regions of relatively weak coastal winds, DOG is larger, reaching almost
80% off Callao at 12°S.

While DOG is a linear estimate of the rate of cross-shore wind reduc-
tion,DOI (Fig. 7c) provides ameasure of the shape of this wind speed re-
duction from the offshore horizontal wind profile (see Section 3.2 and
Eq. (8) for DOI definition). In particular, it indicates where the steepest
offshore wind decrease is located along the track. For instance, a large
positive DOI value (i.e. concave horizontal wind profile) indicates a po-
sition of themaximumwind stress close to the coast.WhileDOI is highly
correlated to DOG (R= 0.89), it is negatively correlated to the outer off-
shore wind speeds (R = −0.70), indicating that when the wind is
strong, the horizontal wind profile is more concave and the maximum
wind curlmoves closer to the coast. The apparent differences in variabil-
ity of DOG and DOI between ENVISAT and Jason-1/Jason-2 can be ex-
plained in terms of the influence of coastline meandering on the wind
drop-off. Since there are slight differences in the latitudes of the tracks
between ENVISAT and Jason-1/Jason-2, winds can experience the effect
of bays, promontories and small islands depending on the satellite and
the incident latitude at the coast.

Thewind drop-off has been also shown to be sensitive to the orogra-
phy, which is prominent over the west coast of South America due toTa
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Fig. 4. (a) Mean surface wind speed and wind vectors. (b) Variance of daily intraseasonal
anomalies. Intraseasonal anomalies are defined as departures from the monthly means
(Lin et al., 2000). Data are from the gridded daily averagesQuikSCAT-ASCAT (2000–2014).
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the presence of coastal mountain ranges. For the coast of California,
based on sensitivity experiments with a regional atmospheric model,
Renault et al. (2015) showed for instance that land shape could produce
an enhanced drag coefficient for the low-level circulation thatwould re-
sult in a turbulent momentum flux divergence. The latter, combined to
orographically-induced vortex stretching, would produce the wind
drop-off. They defined an along-shore orography index (Hindex) as
the mean orographic height over the strip of land within 100 km of
the coast and show that is significantly correlated with the wind drop-
off spatial length Ld. Here, while we also observe an overall agreement
between meridional changes in DOG and the coastal orographic height
(i.e. the larger the Hindex, the weaker the wind at the coast, not
shown), we did not evidence a significant linear relationship between
Hindex and Ld, most likely due to the coarse meridional resolution of
the altimetric wind data. On the other hand, the relationship between
the coastline geometry, estimated from the GSHHS shoreline, and DOG

can be appreciated from a meandering index (Mindex). It consists of
searching the local maxima and minima in the coastline longitude and
imposing an amplitude threshold of 23 km for promontories and 4 km
for bays. Fig. 7d shows themain filtered peaks along the coast as red cir-
cles for themain promontories and black circles for themain bays. It in-
dicates that when there is a significant difference between ENVISAT and
Jason-1/Jason-2 in DOG (or coastal wind), it can be explained to some
extent by the effect of a bay or a promontory. For instance, the Gulf of
Arauco at 37.23°S (ENVISAT track N°30) experiences a notorious wind
reduction and a high drop-off index explained by the abrupt change of
the coastline orientation from N-S to E-W and favored by the presence
of Santa María Island (73.52°W 37.03°S). Note that the ENVISAT track
impinges inside the bay, which may explain the larger drop-off there.
ENVISAT tracks at Punta Lengua de Vaca (30°S) and Punta Choros
(29°S), on the other hand, indicate a large coastal wind and a weak
wind drop-off compared to Jason-1/Jason-2, which might results from
the alternation of promontories and bays. The difference in the repeat
cycles and wind speed algorithms between ENVISAT and Jason-1/
Jason-2 may also produce a residual effect on the mean at some loca-
tions. Due to the complexity of small scales processes (see Renault et
al., 2015) in the near-coastal regions, the explanation of the differences
between altimetermissions remains here qualitative andwould require
further studies using regional atmospheric modeling.

4.2. Transport and upwelling

The altimeter data offers the opportunity to estimate Ekman
pumping and Ekman transport and compare their relative contributions

to the vertical velocities and transports near the coast. The Ekman
pumping vertical velocity, W, and the Ekman transport, M, were esti-
mated following Pickett and Paduan (2003) who based it on Smith
(1968) and Bakun (1973) as:

W ¼
1

ρwƒ
∇% τ ð9Þ

M ¼ 1
ρwƒ

τ% κ ð10Þ

where ∇×τ is the along-track curl of the derivedmeanwind stress (ob-
tained in Section 3.2) calculated as the along-track gradient of the
alongshore wind. For Ekman transport (10) τ is the mean wind stress
vector nearest to the coast, ρw is the density of seawater (assumed con-
stant at 1024 kg m−3), ƒ is the Coriolis parameter; and κ is the unit
vertical vector. The offshore component of the Ekman transport was
calculated from the dot product of the above transport vector with a
unitary vector orthogonal to the coastline (Pickett and Paduan, 2003).

In order to compare both upwelling processes, we had to convert
Ekmanpumping into vertical transport by integrating the vertical veloc-
ities over some offshore distance from the coast. Following former stud-
ies (Pickett and Paduan, 2003; Aguirre et al., 2012), we use a distance of
150 km from the coast, which corresponds to the maximum value of Ld
estimated along the coast. The resulting vertical transports, for the dif-
ferent altimetrymissions, are displayed in Fig. 8. It first shows an overall
good agreement between the different satellite products for both
Ekman transport (Fig. 8a) and pumping (Fig. 8b). The most prominent
differences are observed around 12°S, 30°S and 37°S, with ENVISAT
transport estimations differing from both Jason-1 and Jason-2. As men-
tioned earlier, they can be attributed both to the differences in repeat
cycle and to the local presence of bays or promontories depending on
the satellite incident latitude at the coast. Second, Fig. 8 indicates that
the magnitudes of Ekman transport and pumping are comparable al-
though there can be large differences locally at some latitudes sampled
by ENVISAT (e.g. at ~29°S). The agreement is on average larger off Chile
than off Peru where the transport associated with Ekman pumping is
larger than Ekman transport (between 20°S and 7°S) by an average fac-
tor of ~1.4. Noteworthy, in a former study for the coast of California from
regional atmospheric model outputs, Pickett and Paduan (2003) found
comparable magnitudes and relative contributions of Ekman transport
versus Ekman pumping, which is in agreement with our estimate. On
the other hand, Aguirre et al. (2012) using QuikSCAT data found a
much larger contribution of Ekman transport versus Ekman pumping
for the central Chile region compared to our estimate. As mentioned

Fig. 5. (a) Coordinate systems used for the calculation: The x-axis (red) is in the cross-shore direction and the y-axis (yellow) is parallel to the shore direction, θ: the coastline angle,ϕ: the
rotation angle and ε: the angular difference between the rotated x-axis and the ground track. (b) Map of the coast of Peru with the Jason-1/Jason-2 ground track (red line) that intersects
the coast at 16.4°S. The yellow line is the tangent to the coastline. Note that the angular difference (ε) between the track of the satellite and the x-direction is neglected. (For interpretation
of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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by these authors, the scatterometer data lead to an underestimation on
the contribution of Ekman pumping.

Messié et al. (2009) have alreadymentioned that the caveats associ-
ated with the calculation of upwelling from the QuikSCAT data result
from resolution and lack of nearshore pixels. However although the rel-
ative proportion of Ekman transport and pumping may be biased, the
total transport should not change (Pickett and Paduan, 2003). This is
what we observed here since the differences between satellite products
are reduced when summing up the contributions of Ekman transport
and pumping. The latitudinally-averaged standard deviation between
products reduces to 0.09 for the total transport compared to 0.12 and
0.13 for Ekman transport and pumping respectively (units = m3 s−1

per meter of coast). In order to highlight the latitudinal variability be-
tween Ekman transport and pumping, Fig. 8d presents the results in
the form of a histogram for Jason-2. Clearly, the Ekman pumping tends
on average to dominate with respect to Ekman transport over the Peru-
vian coast north of 15°S, whereas over the central Chilean coast (33°S–
27°S), Ekman transport is the dominant process. Fig. 8d also illustrates
the large alongshore variability resulting from the intricate coastline
(see Fig. 7d).

Similar comparison is done for the vertical velocity estimates associ-
ated with both Ekman pumping and transport. The vertical velocities
resulting from Ekman transport are estimated using an upwelling
scale (Lcu) of the order of ~10 to 5 km (from 5°S to 40°S), calculated

Fig. 6. a:Meanwind speed for Jason-1 and Jason-2 (left column) and scatterometer (middle column) calculated over the same periods. The vertical black lines on the left hand side panels
indicate the offshore distance (50 km) defined as the limit for the scatterometer confidence. Referencemaps (right hand panels) show the altimeter tracks positions bymission. b: Mean
wind speed for ENVISAT and SARAL (left column) and scatterometer (middle column) calculated over the same periods.
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following Marchesiello and Estrade (2010) and Renault et al. (2012).
The Ekman pumping vertical velocities are averaged within a 10-km
width coastal band (10 km corresponding to the location where the
maximum in Ekman Pumping is detected). The results of the compari-
son are presented in Fig. 9.

Differences between products are larger than those found for the es-
timates of transport due, on the one hand, to the larger sensitivity of the
estimated velocity to the upwelling scale and to the assumed location of
maximum upwelling, on the other hand. Here we consider, that the up-
welling is confined to the frictional inner shelf zone where surface and
Ekman bottom layers overlap, which implies that upwelling (i.e.,
where vertical velocities are maximum) is confined within 5 to 10 km
from the coast (Marchesiello and Estrade, 2010). This results in a

different balance between both processes, with vertical velocities asso-
ciated with Ekman transport having much larger amplitude than verti-
cal velocities associatedwith Ekman pumping (Fig. 9a, b). However, this
is not observed in the areas with a strong wind drop-off, which leads to
a larger contribution of Ekman pumping velocity over Ekman transport
vertical velocity (e.g. near 12°S). Fig. 9d illustrates the large alongshore
variability of the relative contribution of vertical velocities induced by
Ekman transport and pumping from the Jason-2 data.

5. Discussion and conclusions

In this study, we have documented the mesoscale atmospheric
circulation along the coast of Peru and Chile from wind speed

Fig. 6 (continued).
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altimeter data, motivated by the consideration that this circulation
is not observable by the scatterometers (i.e. blind zone for the in-
strument) despite its potentially strong impact on the coastal oce-
anic circulation (Capet et al., 2004; Renault et al., 2012, 2016). We
first presented the calibration method of the altimeter data, which
is based on the comparison between the scatterometer and altime-
ter datasets outside the coastal area (50–300 km offshore). Statisti-
cally, the ocean surface winds from both instruments agree very

well, with high correlation coefficients and low bias and RMSE dif-
ferences. The missions Jason-1 and Jason-2 exhibit higher scores
with respect to scatterometer than the ENVISAT and SARAL mis-
sions. The calibration coefficients are inferred from the slope and
offset of the regression between both altimeter and scatterometer
data, with values consistent with those from former studies
(Queffeulou, 2003; Zieger et al., 2009) (i.e. slopes near 1.00, small
offsets and RMS errors less than 0.7 ms−1).

Fig. 7. (a) Coastal wind estimated as the average of the wind speed within the first 10 km off the coast. (b) Wind drop-off index (DOG). (c) Drop-off shape index (DOI). (d) Meandering
index estimated performing a peak analysis to the coastal longitude. Red circles correspond to the main promontories whereas blue circles indicate the main bays. The black segments
correspond to the ENVISAT tracks. Black arrows indicate the location of the main promontories at Punta Lavapie, Punta Lengua de Vaca, Punta Choros and Pisco. (For interpretation of
the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Calibrated and gridded measurements were then used to character-
ize the mean state of the dominant alongshore flow and assess the
along-track wind drop-off and its likely influence on coastal upwelling
through Ekman pumping/transport. We find that the altimeter winds
have the appropriate resolution for documenting the characteristics of
the mean near-shore winds, highlighting in particular a significant
alongshore variability of the wind drop-off. The latter tends to be larger
at latitudes where the coastal winds are weak, which implies a
dominant contribution of Ekman pumpingwith respect to Ekman trans-
port there.

Differences between products (Jason-1/Jason-2 versus ENVISAT/
SARAL) can beunderstood in terms of (i) the locationwhere the satellite
track impinges at the coast, revealing the influence of details in the
coastline (bays and promontories), (ii) the differences in time sampling
between the different missions (both the observation period and the
sampling frequency), and (iii) the differences caused by the characteris-
tics of the sensors, the frequency used and the algorithms used for pro-
cessing the data.

While we have documented here the mean coastal circulation, we
may wonder to which extend the altimeter data could help addressing
the temporal variability in thewind drop-off, considering the significant
intraseasonal wind variability in the region of interest (e.g. Renault et
al., 2009; Dewitte et al., 2011; see also Fig. 4b). Here it is only expected

at best to be able to resolve the seasonal cycle. To evaluate this, the
scatterometer and the calibrated altimeter data are compared in terms
of the annual harmonics over the domain consisting in the fringe of
50 km from the coast and extending up to 100 km offshore. Results
(Fig. 10) suggest that altimeter data near the coast could be used to doc-
ument the seasonal cycle of the wind drop-off, although large differ-
ences between products can be observed locally, in particular off
central Chile where the coastal jet experiences a significant
intraseasonal variability (Renault et al., 2009) associated to its sea-
sonal meridional migration (Garreaud and Muñoz, 2005), which is
likely to result in more pronounced aliasing effect than off Peru. To
reduce the uncertainties associated with these differences, these re-
sults would need to be combined with those from a regional model-
ing study to gain confidence in the satellite data products and
provide a more quantitative physical explanation. This is planned
for future work.

At this stage, we can note that the altimeter data are highly valuable
for the regional modeling community interested in EBUS since they
offer a benchmark dataset to validate regional atmospheric models in
near coastal areas and investigate to which extent they can simulate
the wind drop-off and its alongshore variability. These results can also
help in assessing the optimal resolution of regional atmosphericmodels
(convergence issues) and thus open the possibility to investigate

Fig. 8. Contribution of the Ekman transport (a) and Ekman pumping (b) to the mean vertical transport near the coast (within 150 km offshore). (c) Total transport (Ekman
transport + Ekman pumping). (d) Comparative detail with the Jason-2 vertical transport associated with Ekman transport and Ekman pumping.
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quantitatively towhich extent thewind drop-off is influential on the re-
gional oceanic circulation and biogeochemistry.

Finally, it is worth mentioning the limitations associated with the
blind zone in scatterometer coverage for modeling wind-stress
forcing over the inner shelf since regional ocean models are now
run at high resolution spatial. Therefore special attention must be
paid on how the scatterometer gridded data are extrapolated on
the model grid near the coast in the region where the scatterometer
data are not available. The interpolation method may indeed pro-
duce unrealistic wind stress patterns within the coastal fringe. For
instance, Desbiolles et al. (2016) investigate the sensitivity of the
oceanic response to themethod for filling the blind zone in QuikSCAT
coverage near the coast in the Benguela upwelling system using two
approaches. In the first one, the estimates of surface wind stress
components are extrapolated toward the coast to fill the wind data
gaps in this zone, and then interpolated to the model grid. The
second one completes the coastal gaps with zonal gradients derived
from ECMWF reanalysis (ERA-Interim) data. The local and daily
zonal gradient in the ERA-Interim meridional stress component is
applied from the first missing grid cell toward the coast. They
conclude that upwelling dynamics adjust quickly to a local change
of the momentum fluxes, and that the upwelling circulation (i.e.
surface flows and poleward undercurrent) is highly sensitive to the

alteration of the alongshore wind stress components. They show
also that a wind reduction in the coastal band often reduces the SST
cooling, but the two mechanisms, Ekman transport and Ekman
pumping, compensate each other when the characteristic length
scales of the coastal upwelling and the orography-induced wind
drop-off are similar.

Altimeter data could thus provide a benchmark for evaluating the
extrapolation procedure and adjust it, if necessary. Note that, at this
stage, it seems difficult to go further and propose to “nudge” altimeter
and scatterometer data in order to include a near-shore drop off in the
scatterometer products, due to the relatively large gaps between tracks
in the meridional direction.
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Chapter 3

Seasonal Dynamics Off the Central Chile

Upwelling System

3.1 Introduction

This chapter corresponds to the content of the article "Seasonal variability of the Ekman
transport and pumping in the upwelling system off central-northern Chile (⇠30�S) based
on a high-resolution atmospheric regional model (WRF)" published in the Journal "Ocean
Science" https://doi.org/10.5194/os-12-1049-2016. This study is based on the analysis of
the atmospherics simulations performed in the framework of this thesis. Here, we evaluated
the seasonal variability in Ekman transport, pumping and their relative contribution to total
upwelling along the central-northern Chile region (⇠30�S) from a high-resolution WRF
model simulation. As a first step, the simulation is validated from satellite observations and
in-situ automatic weather stations, which indicates a realistic representation of the spatial
and temporal variability of the wind along the coast.

The simulation exhibits a cyclonic wind curl (negative) on a coastal-band all along the
coast and inside the bays. This negative wind curl is mainly due to the onshore decay of
the wind (wind drop-off), which presented length scales (Ld ) between 8 and 45 km with a
significant latitudinal variability, in agreement with the altimetry-derived wind speed data.
When the resolution of the model is increased, the wind drop-off takes place closer to the
coast and exhibits a larger meridional/latitudinal variability, consistent with previous studies .
Both, wind stress and wind curl had a clear seasonal variability with annual and semiannual
components. Alongshore wind stress maximum peak occurred in spring, with a secondary
peak in fall and minimum in winter.

https://doi.org/10.5194/os-12-1049-2016
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The relative contribution of the coastal divergence and Ekman pumping to the vertical trans-
port along the coast, considering the estimated wind drop-off length, indicated meridional
alternation between both mechanisms, modulated by orography and the intricate coastline.
Prevalence of positive Ekman pumping is associated with large Ld values, observed in regions
with high orography and the presence of embayments along the coast, as the Coquimbo bay
system. On the other hand, there is a prevalence of coastal divergence with smaller values
of Ld and more intense winds near the coast in sectors characterized by a low topography
and the presence of headlands as Punta Lengua de Vaca and Punta Choros. There is also a
combination of both mechanisms in which neither divergence nor coastal Ekman pumping
dominated over the other. In terms of total upwelling rates, the vertical transport induced
by coastal divergence and Ekman pumping represented 60 and 40 % of the total upwelling
transport, respectively.

Concluding, the model allowed for an estimate of the nearshore (coastal fringe of ⇠50km)
low-level circulation and evidences fine-scale structure of the wind stress curl that cannot be
estimated from satellite observations. Considering the overall realism of the model simulation,
this study could be used to guide field experiments and gather in situ measurements in order
to gain further knowledge in the processes that constrain such features.
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Abstract. Two physical mechanisms can contribute to
coastal upwelling in eastern boundary current systems: off-
shore Ekman transport due to the predominant alongshore
wind stress and Ekman pumping due to the cyclonic wind
stress curl, mainly caused by the abrupt decrease in wind
stress (drop-off) in a cross-shore band of 100 km. This wind
drop-off is thought to be an ubiquitous feature in coastal
upwelling systems and to regulate the relative contribution
of both mechanisms. It has been poorly studied along the
central-northern Chile region because of the lack in wind
measurements along the shoreline and of the relatively low
resolution of the available atmospheric reanalysis. Here, the
seasonal variability in Ekman transport, Ekman pumping
and their relative contribution to total upwelling along the
central-northern Chile region ( ⇠ 30� S) is evaluated from
a high-resolution atmospheric model simulation. As a first
step, the simulation is validated from satellite observations,
which indicates a realistic representation of the spatial and
temporal variability of the wind along the coast by the model.
The model outputs are then used to document the fine-scale
structures in the wind stress and wind curl in relation to the
topographic features along the coast (headlands and embay-
ments). Both wind stress and wind curl had a clear seasonal
variability with annual and semiannual components. Along-
shore wind stress maximum peak occurred in spring, sec-
ond increase was in fall and minimum in winter. When a

threshold of �3 ⇥ 10�5 s�1 for the across-shore gradient of
alongshore wind was considered to define the region from
which the winds decrease toward the coast, the wind drop-
off length scale varied between 8 and 45 km. The relative
contribution of the coastal divergence and Ekman pumping
to the vertical transport along the coast, considering the es-
timated wind drop-off length, indicated meridional alterna-
tion between both mechanisms, modulated by orography and
the intricate coastline. Roughly, coastal divergence predom-
inated in areas with low orography and headlands. Ekman
pumping was higher in regions with high orography and the
presence of embayments along the coast. In the study region,
the vertical transport induced by coastal divergence and Ek-
man pumping represented 60 and 40 % of the total upwelling
transport, respectively. The potential role of Ekman pump-
ing on the spatial structure of sea surface temperature is also
discussed.

1 Introduction

In the eastern boundary current systems wind-induced up-
welling has mainly been described using two primary mech-
anisms (Sverdrup et al., 1942; Gill 1982; Pickett and Pad-
uan, 2003; Capet et al., 2004; Jacox and Edwards, 2012).
The first one is coastal divergence, which is the result of
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offshore Ekman transport due to alongshore winds (with an
equatorward component) and earth’s rotation and the pres-
ence of the coast (i.e., coastal upwelling). The second one
is Ekman pumping, which is the result of a cyclonic wind
stress curl caused mainly by the wind drop-off that extends
only tens of kilometers in width along the coast and is a typ-
ical feature of the eastern boundary current systems (Bakun
and Nelson, 1991; Pickett and Paduan, 2003; Capet et al.,
2004; Jacox and Edwards, 2012). Starting in the mid-1970s,
a series of studies began assessing the contribution of Ekman
pumping on coastal upwelling for the California Current sys-
tem (Halpern, 1976; Nelson, 1977), which later expanded to
the other four upwelling systems (Bakun and Nelson, 1991).
In one of these four regions, the coast of north and central
Chile, this mechanism has been poorly evaluated, primarily
due to the scarcity of in situ data, limitations in diffusiometer
winds that have a “blind zone” near the coast and the rel-
atively low spatial resolution of the atmospheric reanalysis.
This has caused a limited progresses in the understanding of
the upwelling dynamics and the coastal circulation of the re-
gion, among other factors.

Coastal upwelling has been widely studied in several re-
gions of the world, in particular along the eastern boundary
upwelling systems (EBUSs). Currently, there is no general-
ized conceptual model for the upwelling structure that con-
siders the region near the coast, the coastal boundary and
the open ocean (Mellor, 1986; Marchesiello and Estrade,
2010). Traditionally a simple relationship based on wind
stress along the coast has been used as an index of the coastal
upwelling intensity (Bakun, 1973); this approximation does
not consider other more complex physical processes, such as
the wind curl (Pickett and Paduan, 2003; Capet et al., 2004;
Jacox and Edwards, 2012) and the geostrophic flow toward
the coast, which is in balance with the alongshore pressure
gradient and could potentially limit upwelling (Marchesiello
et al., 2010; Marchesiello and Estrade, 2010). In the case of
the wind curl, several modeling studies from different up-
welling systems suggest that wind stress decreases within
a narrow coastal band of 10–80 km called wind “drop-off”
(Capet et al., 2004; Bane et al., 2005; Perlin et al., 2007; Re-
nault et al., 2012, 2015) that is highly sensitive to the res-
olution of the model. Thus, regional ocean modeling studies
show that the upwelling response is sensitive to the transition
in the structure of the wind near the coast (Capet et al., 2004;
Jacox and Edwards, 2012), where the structure and physi-
cal forcing of the transitional coastal wind profile is not well
understood (Jin et al., 2009). In the literature at least three
main hypotheses have been proposed to explain the weak-
ening of the wind close to the coast (drop-off) that gener-
ates the wind stress curl within the coastal band. The first
is related to the change of surface and boundary layer fric-
tion in the land–sea interface (Capet et al., 2004). The sec-
ond is related to the ocean–atmosphere coupling between the
sea surface temperature (SST) and the wind (Chelton et al.,
2007); particularly cold water upwelling tends to stabilize

the atmospheric boundary layer, decoupling the high atmo-
spheric circulation from the surface circulation. The last one
is related to coastal orography (Edwards et al., 2001), coast-
line shape (Perlin et al., 2011), and the combination of both
(Renault el at., 2015) constraining the vorticity budget of
the low-level atmospheric circulation. Other possible mecha-
nisms that could potentially contribute to wind drop-off near
the coast are the effects of sea breeze and pressure gradients
(across or along the coast) at sea level.

The central-northern Chile region is characterized by
nutrient-rich cold surface waters, attributed to the surface
circulation of the Humboldt system and mainly coastal
upwelling driven by alongshore winds that are associated
with the southeast Pacific anticyclone (Shaffer et al., 1999;
Halpern, 2002). A strong seasonal variability of the south-
east Pacific anticyclone produces favorable upwelling winds
to peak during spring and summer and decrease during win-
ter (Strub et al., 1998). Within central-northern Chile the area
around 30� S is characterized by the most intense upwelling
favorable winds (Shaffer et al., 1999; Rutllant and Monte-
cino, 2002). Additionally, local high-frequency forcing in the
region is associated with atmospheric coastal jets with peri-
ods less than 25 days, which are related to synoptic dynamics
of the mid-latitude pressure perturbations, in this case high
pressures that migrate toward the east (Muñoz and Garreaud,
2005; Rahn and Garreaud, 2013) and play a major role in
coastal upwelling (Renault et al., 2009, 2012; Aguirre et al.,
2012). All these features make the region a natural laboratory
to explore the forcing mechanisms and describe the physical
processes that modulate coastal upwelling.

In a recent modeling study Renault et al. (2012) ana-
lyzed the main physical processes that explain changes in
sea surface temperature in an upwelling event during the
occurrence of an atmospheric coastal jet along the central-
northern Chile region. The results showed a clear drop-off
of the coastal wind that was not observed in the QuikSCAT
data due to the “blind zone” in the satellite measurements
(⇠ 25 km offshore). The oceanic response to the atmospheric
coastal jet produced significant cooling of the sea surface that
significantly contributed to ocean vertical mixing equivalent
to the magnitude of the vertical advection near the coast.
Their sensitivity analyses showed that the response of the
coastal ocean highly depends on the representation of the
wind drop-off. This is because the total upwelling (i.e., the
sum of coastal upwelling and Ekman pumping) depends on
the scale of the wind drop-off. The authors suggest that there
is a negative effect on coastal upwelling, due to a reduced
Ekman transport near the coast that is not balanced by Ek-
man pumping. In addition, the drop-off has a strong effect on
vertical mixing and consequently the cooling of the coastal
ocean. In a previous modeling study, Capet et al. (2004) sug-
gested that a poor representation of the wind drop-off off the
coast of California could underestimate Ekman pumping and
overestimate coastal upwelling (and vice versa), with con-
sequences for the coastal circulation processes. Meanwhile,
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Figure 1. Study area showing bathymetry and topography of the
coastal terrain. The dotted thick line indicates the western boundary
of the coastal band where satellite information (⇠ 25 km offshore)
is absent. Red squares indicate the location of the three weather
stations at Loma de Hueso, Punta Lengua de Vaca and Parral Viejo.
The inset plot shows the three model domains used in the WRF
simulations (36, 12 and 4 km).

Garreaud et al. (2011), using observations, found a local at-
mospheric coastal jet just north of one of the most promi-
nent geographic points of the region: Punta Lengua de Vaca
(see Fig. 1). This coastal jet shows a distinct daily cycle as
a result of the strong baroclinicity due to heating differen-
tial in the region. In a later study Aguirre et al. (2012), using
climatological QuikSCAT winds to force a regional ocean
model, found the importance of the wind stress curl over the
regional circulation exerting control over the seasonal cycle
of an equatorward coastal jet. This study also evaluated the
contribution of Ekman pumping to the total upwelling, which
was not well resolved due to a poor resolution of the satel-
lite winds within the first 30 km near the coast. In particular,
due to the narrow continental shelf off central-northern Chile,
the cells of upwelling due to coastal divergence are trapped
near the coast (Estrade et al., 2008); consequently, the use of
QuikSCAT winds could be overestimating the effect of up-
welling driven by coastal divergence and Ekman pumping.

Although previous studies have documented the impor-
tance of the wind stress curl near the coast of central Chile
(Renault et al., 2012; Aguirre et al., 2012), the impact of
the abrupt transition of the wind near the coast (i.e., drop-
off) and its seasonal variability on upwelling are still poorly
understood. Here, prior to addressing this issue from an
oceanic perspective, our objective is to document the wind

stress curl (drop-off) and its seasonal variability off central-
northern Chile (⇠ 30� S) using a high-resolution (⇠ 4 km) at-
mospheric model. Our focus in on the Ekman pumping and
its contribution to the total upwelling, and the factors that
could contribute to its meridional variability (i.e., topogra-
phy, coastline and air–sea interactions).

The paper is organized as follows: a description of the at-
mospheric simulations and the methods used to estimate dif-
ferent upwelling terms are described in Sect. 2. Section 3
presents results and discussions and was subdivided into four
subsections. The first one describes wind stress curl pattern
and the spatial scale of the wind drop-off. The second and
third present an analysis of the annual variability in Ekman
pumping and coastal divergence, and their relationship with
coastal topography and their contribution to upwelling trans-
port. The fourth presents a study of the relationship between
Ekman pumping and surface temperature near the coast. Fi-
nally, Sect. 4 presents a summary.

2 Methods and model configuration

2.1 Model output

The Weather Research and Forecasting (WRF) model ver-
sion 3.3.1 (Skamarock and Klemp, 2008) was configured
with three nested domains (Fig. 1) with increasing horizontal
grid spacing over the region of interest by a factor of 3 from
one domain to the next. The largest synoptic domain cov-
ers most of South America and the eastern Pacific in a Mer-
cator projection with a horizontal resolution of 36 km. The
northerly extension of the parent domain extends to 10� N be-
cause beyond the focus of the present study we are also inter-
ested (future work) in assessing the impact of the downscaled
winds from the coarse domain over a regional ocean model
of the Humboldt system, whose domain extends from 5� N
to 40� S following the approach of Cambon et al. (2013).
The second domain covers the coast of central-northern Chile
(25–35� S) with a horizontal resolution of 12 km. The in-
nermost domain is centered over the Coquimbo Bay system
with a horizontal grid spacing of 4 km (Fig. 1). The use of
such near-kilometer resolution improves the representation
of complex terrain and is necessary for dynamical down-
scaling of near-surface wind speed climate over complex
terrain (Horvath, 2012). WRF employs a terrain-following
hydrostatic-pressure coordinate in the vertical, defined as eta
(⌘) levels. Here a total of 42 ⌘ levels were used in the verti-
cal with increasing resolution toward the surface, 20 of them
in the lowest 1.5 km with ⇠ 30 m in the vertical for the sur-
face level. Such telescopic resolution is a common choice
in precedent studies to properly simulate the marine bound-
ary layer depth over the ocean (Muñoz and Garreaud, 2005;
Rahn and Garreaud 2013; Toniazzo et al., 2013; Renault et
al., 2012; Rutllant et al., 2013).
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Given the complex interactions between alongshore
winds, topography, cloudiness, land heating and coastal up-
welling in the study region (Rahn and Garreaud, 2013; Wood
et al., 2011; Toniazzo et al., 2013), we have tested the WRF
model in different combinations of parameterizations (cumu-
lus – planetary boundary layer – soil model), surface data
(SST forcing, topography and land surface) and nesting tech-
nique. A set of eight sensitivity simulations (for more details
see response to referee 1, http://www.ocean-sci-discuss.net/
os-2015-94/#discussion) was carried out for the control pe-
riod, i.e., from 1 October to 31 December 2007, correspond-
ing to the upwelling season in central-northern Chile. The re-
sults were evaluated against surface observations from mete-
orological automatic stations and scatterometers (QuikSCAT,
ASCAT). Particular attention was paid to the shoreward de-
crease and temporal variability of the surface wind speed
near the coast. The configuration with the best estimates of
observed surface variability and mean state was then used for
the long simulation 2007–2012 (Table 1).

The initial and lateral boundary and conditions (LBCs)
were derived from the National Centers for Environmental
Prediction (NCEP) Final Analysis Data (FNL) (Kalnay et al.,
1996; available online at http://dss.ucar.edu/datasets/ds083.
2/) at 1� ⇥ 1� global grid resolution every 6 h. The boundary
conditions are prescribed over the coarser domain with the
depth of five grid cells where simulated variables are relaxed
towards the FNL solution. The SST forcing data are based
on the daily Operational Sea Surface Temperature and Sea
Ice Analysis (OSTIA) at 0.05� ⇥ 0.05� global grid resolution
(Stark et al., 2007). To include the diurnal cycle we have cal-
culated the 6 h anomalies with respect to the daily mean from
the 6 h FNL SST and then added to the daily OSTIA SST. In
this way we generate the 6 h lower boundary updates with the
same update rate used for the LBCs as Renault et al. (2015).

For each year the model was re-initialized with the FNL
reanalysis every 3 months leaving 6 overlap days as a spin-
up, the outputs during this period were excluded from the
analysis. This scheme was suggested by Lo et al. (2008) in
order to mitigate the problems of systematic error growth in
long integrations and inconsistences between the flow devel-
oping and the lateral boundary conditions. The instantaneous
model diagnoses were stored at hourly intervals, and the time
steps were set to 108, 36 and 12 s for the domains of 36, 12
and 4 km resolution respectively.

The simulated winds were validated using QuikSCAT and
observations from two weather stations near the coast in
Loma de Hueso (LDH) and Punta Lengua de Vaca (PLV) and
a third station farther inland named Parral Viejo (Figs. 1 and
2). A spatial comparison for 2007–2009 was done between
satellite and WRF using the coarse-resolution grid (36 km).
The comparison showed a good agreement between obser-
vations and modeling results with a similar spatial struc-
ture and magnitudes of the same order, especially within
the study region (27–33� S). The root mean square of the
difference for observations and model results was less than

1 m s�1 (Fig. 2c). The high-resolution model outputs (4 km)
were also compared with available observations. Initially, for
each of the weather stations daily wind cycles were com-
pared with simulations (not shown). The results indicate a
better fit in diurnal variability when the model is forced with
SST (OSTIA), which was finally chosen for the simulations
performed in this study. The best fit between observations
and model outputs was found when the wind intensifies dur-
ing the afternoon between 17 and 19 h. A good model rep-
resentation of the afternoon winds is key for a proper repre-
sentation of coastal upwelling in the region. Finally, for each
weather station, linear regressions and dispersion plots were
done between the meridional component of simulated (4 km)
and observed winds (Fig. 2d–f). A good agreement was ob-
served for all the cases.

2.2 Upwelling estimates

The relative importance of coastal upwelling due to coastal
divergence (Smith, 1968) was estimated using wind stress
obtained by the WRF model:

Et =
1

⇢wf
⌧ ⇥ k̂, (1)

where Et is Ekman transport (m2 s�1
), ⌧ is the wind stress

at the land–sea margin (⇠ 4 km from the coast), ⇢w is water
density, f is the Coriolis parameter and k is a unit vertical
vector. The vertical velocity from Ekman pumping (EP) was
estimated using a definition given by Halpern (2002) and Re-
nault et al. (2012).

wEP =
Curl(⌧)
⇢wf

+
�⌧x

⇢wf 2 , (2)

where ⌧(x,y) is wind stress, � is the Coriolis parameter gra-
dient and ⌧x is the cross-shore wind stress. Latitude varia-
tions were not significant; therefore, the last term in Eq. (2)
was neglected. In order to compare the two upwelling pro-
cesses, Ekman pumping was converted into transport by in-
tegrating the vertical velocity within a certain distance from
the coast, which in our case was the length scale of the
wind drop-off (Ld) obtained from a reference value (de-
fined by Renault et al., 2015) where cross-shore wind curl
was < �3 ⇥ 10�5 s�1. The wind drop-off spatial length (Ld)
varies meridionally (Fig. 3b–c).

Note that if we assume that the wind is parallel to the coast
and that the wind curl is dominated by its cross-shore gradi-
ent component (and this gradient is nearly constant in the
drop-off zone), then the total upwelling transport is simply
⌧/(⇢f ) or expressed as vertical velocity is W = ⌧/(⇢f Ld),
where ⌧ is the wind stress at Ld. Consequently it is appor-
tioned to Ekman transport and pumping according to the
amount of drop-off (for more details see Renault et al., 2012).
On the other hand, in our study region there is a marked de-
cline toward the coast of the meridional wind component;
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Table 1. Information of the physics options and main features used in the simulations.

Parameterization References

Microphysics: WRF Single-Moment six-class scheme. A scheme with ice, snow and grau-
pel processes suitable for high-resolution simulations.

Hong et al. (2006)

Longwave/shortwave radiation: Rapid Radiative Transfer Model (RRTMG). An accurate
scheme using look-up tables for efficiency, accounts for multiple bands, trace gases, and
microphysics species. It includes the Monte Carlo independent column approximation
(MCICA) method of random cloud overlap.

Iacono et al. (2008).

Boundary layer: University of Washington turbulent kinetic energy (TKE) boundary layer
scheme. This scheme is TKE based, and it is characterized by the use of moist-conserved
variables, an explicit entrainment closure, downgradient diffusion of momentum,
and conserved scalars within turbulent layers.

Bretherton and Park (2009)

Surface layer: Based on Monin–Obukhov with Carlson–Boland viscous sub-layer and
standard similarity functions from look-up tables.

Paulson (1970)
Dyer et al. (1970)
Webb (1970)
Beljaars (1994)
Zhang and Anthes (1982)

Land surface model: The NOAH Land Surface Model. For land surface processes includ-
ing vegetation, soil, snowpack and land–atmosphere energy, momentum and moisture ex-
change.

Tewari et al. (2004)

Cumulus: Betts–Miller–Janjic scheme. Operational eta scheme. Column moist adjustment
scheme relaxing towards a well-mixed profile.

Janjic (2000)

therefore, the wind drop-off has an impact on the total up-
welling velocity. Thus a proper assessment of scales involved
in both mechanisms is crucial to the upwelling problem.

3 Results and discussion

3.1 Mean wind stress curl and the wind drop-off

spatial scale

From the wind stress simulations (model wind outputs) we
obtained the mean of the wind stress curl in the three model
domains with spatial resolutions of 36, 12 and 4 km (Fig. 3a–
c). The mean wind stress curl patterns show clear differences
when resolution is increased. In the simulations of higher res-
olution, small-scale or finer-scale structures are well defined,
especially close to the coast, which are not present in the
simulation of coarse resolution and have not been resolved
or studied in previous studies (Aguirre et al., 2012; Renault
el al., 2012). The simulations with higher resolution (12 and
4 km) show a cyclonic wind stress curl (negative) within the
coastal band and within the Coquimbo Bay system that is
associated with a positive Ekman pumping (producing up-
welling), while in the oceanic sector a less intense anticy-
clone wind curl predominates. The negative curl within the
coastal band is the result of an onshore decay in wind inten-
sity (drop-off) that is characteristic of EBUSs (Capet et al.,
2004; Renault et al., 2012).

In the central-northern Chile region the drop-off length
scale (Ld) is between 8 and 45 km (Fig. 3b–c, segmented yel-
low line). When the resolution of the model is increased, the
wind drop-off takes place closer to the coast and exhibits a
larger meridional/latitudinal variability, with in particular a
larger drop-off scale in the central region of the domain than
in the region south of 30.25� S. The meridional differences
of Ld could be associated with coastal orography and the
shape of the coastline; this will be discussed later in Sect. 3.3.
The finer structures in the wind stress curl close to shore and
cannot be determined with confidence from observations of
the scatterometers of previous and current satellite missions,
such as QuikSCAT and/or other satellite, because of the blind
zone in measurements within the first 25 km from the shore.
Note that the blind zone increases to 50 km when wind stress
curl is estimated, as a result of the estimate of the spatial
derivative.

Renault et al. (2012), based on atmospheric simulations
(obtained with WRF), determined that the extent of the wind
drop-off was ⇠ 70 km. This length was different from the one
obtained in this study (which varied between 8 and 45 km),
possibly because of the lower resolution used in their study.
To further explain the zonal wind structure and drop-off,
Fig. 3d shows zonal profiles of the meridional wind of the
more exposed region. The results indicate a clear decay of
the wind along the coast in the three simulations (36, 12
and 4 km) that is not observed in the satellite data from
QuikSCAT. It should be noted that there is the small differ-
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Figure 2. Comparisons of the spatial patterns of the mean velocity fields of winds obtained (common period 2007–2009) from (a) QuikSCAT,
(b) WRF simulation for the 36 km grid configuration and (c) root mean square differences between observations and model results. The lower
panels show dispersion plots between the observed and modeled N–S winds at (d) Loma de Hueso, (e) Parral Viejo and (f) Punta Lengua de
Vaca (Fig. 1). Red line represent to linear regress and black line is 1 : 1 relation.

ence with the satellite product. As mentioned above, in the
study region there is a lack of wind information within the
coastal band that covers the blind zone of the satellites and
that can be used for validation purpose. One of the first in
situ measurements in the region was done during the field
campaign CupEX (Garreaud et al., 2011). During this exper-
iment a zonal profile of wind was measured using airborne
meteorological techniques. These observations allowed de-
tection of an atmospheric coastal jet with a marked daily cy-
cle that extended north of Punta Lengua de Vaca towards the
Coquimbo Bay system.

Such a coastal jet is present in our simulations that pro-
duce a wind curl in the bay system, which affects the circu-
lation and coastal upwelling in the region. Other recent wind
observations were collected under the scope of this study
(FONDECYT postdoctoral project 3130671), which are pre-
sented in Fig. 3e. These wind observations were made with a
marine weather station (AirMar) installed on a fishing boat.
Measurements were made for 22 April, 18 May, 15 Septem-
ber and 28 October 2014. Although these measurements do

not cover the period of the simulations, they are presented
here to illustrate observed features of the zonal wind profiles
in the southern region. Despite the large spatial and temporal
variability of the observations, they suggest a tendency to-
wards a reduction of the alongshore winds toward the coast
comparable to what is simulated by the model (Fig. 3d).

Focusing now on the model results, in our study region
the atmospheric coastal jet extends from the coast for several
tens of kilometers to the west, showing some nearshore max-
imums, like in Punta Lengua de Vaca (Garreaud and Muñoz,
2005; Muñoz and Garreaud, 2005, among others). In addi-
tion, near Punta Lengua de Vaca the atmospheric local and
baroclinic jet (local origin), with a marked diurnal cycle, has
a maximum around 18:00 LT (local time) (Garraeud et al.,
2011; Rahn et al., 2011). We compared the differences be-
tween using of WRF wind averaged only during afternoon
hours and wind averaged daily during the spring months
(not shown). The simulation showed an intensification of the
wind in the afternoon, emphasizing the coastal jet at Punta
Lengua de Vaca (⇠ 30.5� S, south of Tongoy Bay). Strong
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Figure 3. Mean wind stress curl obtained by the model (for 2007–2012) using three model domains: (a) 36, (b) 12 and (c) 4 km. The
yellow dotted line represents the length scale of the wind drop-off determined from a threshold value of �0.3 ⇥ 10�4 s�1 (Renault et al.,
2015). (d) Mean zonal profiles of alongshore wind speed obtained from the three model configurations (36, 12 and 4 km) and QuikSCAT
observations are shown. (e) Zonal profiles of alongshore wind speed from a weather station obtained onboard of a fishing boat during 22 April
(black line), 18 May (black dashed line), 15 September (red line) and 28 October (red dashed line) of 2014 are also shown. The segmented
line in (d) and (e) indicates the location of the satellite blind spot.

winds were also observed north of Punta Choros (29� S) and
south of 31� S. However, when we used the daily averages,
we can distinguish the coastal jet and high winds in Punta de
Choros and south of 31� S, but with smaller magnitudes than
in the afternoon. This is due to the smoothing produced by
the averaging to daily mean data. On the other hand, if we
look at the structure of Ekman pumping for the two cases, all
showed a similar pattern near the coast, with a positive val-
ues (favorable to upwelling), but differed in their magnitude,
which was greater in the afternoon. Therefore, we believe
that for the purposes of this article, using daily averages of
wind from the WRF simulation time was valid.

3.2 Annual variability of the wind stress and Ekman

pumping

The seasonal analysis of the wind stress and the Ekman
pumping is based on the simulation having the highest res-
olution (4 km), considering the daily average from instan-
taneous wind values with an hourly sampling over the pe-
riod between 1 January 2007 and 31 December 2012. Fig-
ure 4 presents the mean seasonal cycle of the wind stress for
the study area in the coastal fringe extending 150 km from
the coast. The wind stress presents a seasonal and spatial
variability, with predominance of upwelling favorable winds
(with equatorwards component) during all year-round, with
maximum values (⇠ 0.15 N m�2

) between September and
November, which is characteristic of the central-northern re-
gion of Chile (Shaffer et al., 1999; Rutllant and Montecino,
2002; Ranh and Garreaud, 2013). The seasonal variability
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of the wind stress determines the behavior of the coastal
upwelling and primary productivity in the region. This is
through two main mechanisms – the coastal divergence and
the Ekman pumping – which will be evaluated in the follow-
ing section. The wind also induces vertical mixing and sur-
face cooling. This cooling effect can be even comparable to
the one by vertical advection (Renault et al., 2012). In gen-
eral, these mechanisms may covary in time, responding to
the seasonal cycle of the wind stress; hence in a grouped sta-
tistical analysis (like SVD) it is difficult to isolate the spatio-
temporal combined variability of two mechanisms without
rejecting the effect of the third. On the other hand, the model
simulates well the coastal atmospheric jet observed in the
zone of Punta Lengua de Vaca (⇠ 30� S), in particular the
maximum intensity during spring (Rahn and Garreaud, 2011,
2013).

Close to the coast, where the satellite data have no cover-
age or the estimate in wind stress is uncertain (Fig. 1), a wind
decay towards the coast (drop-off) is observed during prac-
tically all the calendar months of the year, with still a more
pronounced tendency in the period between September and
December. The horizontal gradient of the wind stress that is
most intense close to the coast produces a wind curl with a
clockwise rotation direction (cyclonic for the SH) generating
a positive Ekman pumping favorable to the upwelling.

In addition to a non-uniform spatial distribution, the drop-
off length (Ld) in the area of interest also exhibits a marked
seasonal variability. Based on an atmospheric simulation in
the west coast of USA, Renault et al. (2015) also suggested
that the drop-off presents seasonal and spatial variability, but
with an extension ranging from 10 to 80 km. These authors
propose that the drop-off dynamics of the wind is due mainly
to orographic effects and the shape of the coastline, reaching
a maximal reduction of the wind (⇠ 80 %) when these are
combined. According to these authors, the drop-off length
scale of the wind in front of Chile should be approximately
30 km, less than the scale off the west coast of USA. This
would result from the different shape of the Chilean coast-
line characterized by a straighter coastline and the reduced
numbers of capes compared to the US west coast. In addi-
tion the Andes would induce a sharper onshore decline of the
wind (drop-off) than the mountains of the west coast of the
USA (Renault et al., 2015). In the Sect. 3.3 the length scale
of the drop-off along the central-northern coast of Chile will
be analyzed in relation to the coastal orography and the shape
of the coastline.

Despite that the length scale of the wind drop-off in front
of central-northern Chile (⇠ 45 km) is on average less than
that estimated in the California Current system (Enriquez and
Friehe, 1996; Renault et al., 2015), the wind-stress curl from
this zonal gradient of the wind generates an Ekman pump-
ing with a marked seasonality (Fig. 5) and positive vertical
velocities (upward) that reach 4 m d�1, similar values to that
obtained by Pickett and Paduan (2003) in front of the region
of the California Current system.

The simulation (4 km) has allowed the depiction and doc-
umentation of the mesoscale atmospheric circulation in the
first 50 km from the coast (Fig. 3), where the spatial patterns
of the Ekman pumping are much more marked, especially at
latitudes where there are sharp topographic changes in the
coastline (Fig. 5). Thus, structures of Ekman pumping are
highlighted to the north of the main headlands of the region
(Punta Lengua de Vaca and Punta Choros) and experience
a seasonal cycle. In addition, the Ekman pumping presents
negative values (downwelling) off-shore associated with an
anti-cyclonic wind curl around 28.5� S and between 30 and
31� S that reaches the greatest extent during August, while
decreasing considerably in the summer months and begin-
ning of fall (Fig. 5). Mean Ekman pumping in spring is much
larger than in the other seasons (i.e., summer, fall and win-
ter), indicating that the spring positive pumping dominates
the other, especially north of 29� S, in the interior of the Co-
quimbo Bay system and south of 31.5� S (not shown).

With the objective of analyzing in more details the sea-
sonal and spatial variability of the wind stress and its zonal
gradient, three specific sectors of the study area were selected
(28.5, 30.5 and 32.5� S), which are outside the Coquimbo
Bay system (Fig. 6). As was mentioned before, the region is
characterized by a marked wind stress seasonality more pro-
nounced to the south of the study area (Fig. 6c). In general,
the wind component along the coast shows a predominance
of southerly winds favorable to the upwelling during all year-
round, emphasizing a decrease in the wind stress towards the
coast for the spring and summer months at 32.5� S, and in
summer at 28.5 and 30.5� S. When estimating the zonal gra-
dient of the wind stress taking as a reference the wind at the
coast, the most intense positive gradients (due to the wind
drop-off towards the coast) are obtained in a coastal band
with a width smaller than 50 km, indicating that the Ekman
pumping is the most effective inside the coastal band, as is
evidenced in Figs. 4 and 5. On the other hand, the negative
zonal gradient extent (Ekman pumping and downwelling)
is greater in the sections located farther north, at 28.5 and
30.5� S, than in the section located at 32.5� S (Fig. 6d, e and
f), indicating that in the southern part of the study region, the
positive Ekman pumping region extends farther than in the
zones where the wind stress is more intense seasonally close
to the coast (Fig. 4).

3.3 Contributions of Ekman transport and Ekman

pumping to the upwelling rate

The central-northern Chile continental shelf is very narrow
and very steep so the scale of coastal divergence is < 10 km
(considering the theoretical framework of Estrade et al.,
2008), while the length scale Ld of Ekman pumping (previ-
ously defined, based on Renault et al., 2015) is ⇠ 45 km. To
compare the seasonal contribution of coastal divergence and
Ekman pumping to the total transport of coastal upwelling
in the study region, the annual cycle of coastal divergence
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Figure 4. Wind stress annual cycle obtained from the simulation at
4 km resolution (for 2007–2012). Color represents the magnitude
of wind stress (in N m�2

) and the arrows indicate the wind stress
direction.

was obtained first by taking the wind of WRF closest to
the coast (< 8 km) and meridionally integrated every 0.25�

(Fig. 7e), while the annual cycle of Ekman pumping transport
(from wind of WRF) was obtained by integrating the verti-
cal velocity from the shoreline to the distance corresponding
to the drop-off (Ld) value, also within 0.25� latitude bands
(Fig. 7f).

The results indicate a marked annual cycle with maximum
vertical transport in the spring, both induced by coastal di-
vergence and Ekman pumping, with secondary maximum in
some areas during fall accounting for a weaker semiannual
component. As expected, there is a large temporal coherency
along the coast between both processes (the meridional av-
erage correlation between Ekman pumping and coastal di-
vergence reaches 0.8), except locally at some latitudes (e.g.,
at 31.25� S) where there is a weak seasonal cycle in Ekman
pumping (Fig. 7f) due to either a weak drop-off or a compen-
sation effect by the zonal wind stress component. The high
correlations indicate a seasonal consistency between both
mechanisms, which has been previously reported in other up-
welling systems (e.g., Pickett and Paduan, 2003; Renault et
al., 2015). Although both mechanisms are highly correlated
at seasonal timescales, they exhibit significant differences in
relative magnitude as a function of latitude; that is, when one
is intense the other is weak. For instance, coastal divergence
strongly dominates over Ekman pumping between 30.25 and
31.25� S (Fig. 7d), which is the most recognized upwelling
center in the region (located south of PLV), as well as in the
region between 28.5 and 29.25� S (north of Punta Choros). In

Figure 5. Annual cycle of Ekman pumping (vertical velocity in
m d�1

) obtained from the simulation at 4 km resolution (for 2007–
2012).

those regions Ekman pumping tends to be weaker, whereas
it is predominant for the area between 29.25 and 30.25� S,
inside the Coquimbo Bay system and the area between 28.0
and 28.75� S, north of LDH. South of 31.25� S, both mecha-
nisms vary meridionally more uniformly. The estimate of the
meridional correlation between both mechanisms as a func-
tion of calendar month indicates that they are better related
in spring and summer (⇠ �0.72) than in winter (⇠ 0.45).
Possible processes that could explain the inverse (negative)
spatial relationship between the two mechanisms and its sea-
sonal modulation are discussed below. Before continuing, we
should mention that processes such as upwelling shadow can
be important in the Coquimbo Bay system and would affect
the temperature distribution inside the bay, especially in the
southern part of the bay close to the coast, where higher tem-
peratures are observed (and higher thermal front) compared
to the lower temperature area that extends north from Punta
Lengua de Vaca (Fig. 10). In fact a study in the southern part
of the Coquimbo Bay system (Moraga-Opazo et al., 2011)
shows cyclonic circulation when there are upwelling favor-
able winds, and the circulation is attributed to the separation
of oceanic flow in Punta Lengua de Vaca, which is in agree-
ment with the process of upwelling shadow and mainly af-
fects the area indicated above. However, we think that this is
not inconsistent with the effect of the wind curl in the area,
which would favor upwelling north of Punta Lengua de Vaca.
The oceanic response in the area clearly needs more attention
and research in future.

Considering the influence of topography and the geometry
of the coastline to describe the spatial variability of the wind
stress (e.g., Winant et al., 1988; Burk and Thompson, 1996;
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Figure 6. Hovmöller diagrams of alongshore wind stress seasonal cycle (top panels) and the zonal gradient of alongshore wind (lower panels)
for the regions at 28.5 (a, d), 30.5 (b, e) and 32.5� S (c, f). The monthly mean zonal wind stress and mean zonal gradient are also shown
(side black line).

Haack, et al., 2001; Koračin et al., 2004; Renault et al., 2015,
among others), we now document the relationship between
the relative importance of Ekman transport and pumping, and
the coastal topography and shape of the coastline in the re-
gion. An along-coast orography index (Hindex) is estimated
from the average of the orographic height between the coast-
line and 100 km inland (as in Renault et al., 2015). In ad-
dition, the coastline meandering index (Mindex) is estimated
by converting the position of the coastline into distances;
afterwards using a high-variability pass filter (with 10 km
half-width) the small fluctuations in the index are smoothed.
Consequently, the index only considers the abrupt change in
coastline configuration at relatively large scale (Renault et
al., 2015). Figure 7a shows the Hindex (black line) and Mindex
(red line). In the latter index negative values are associated
with headlands, while positive values are associated with
bays. The drop-off scale and alongshore wind at the coast and
at Ld are also included (Fig. 7b–c). Note that Ld is inversely
proportional to coastal wind (R2 of ⇠ 0.81), while the wind
evaluated at Ld is spatially more homogenous. This differs
from the results obtained by Renault et al. (2015) along the
western coast of USA. From the inspection of Hindex, Mindex

and Ld three scenarios are defined that could explain the ob-
served upwelling pattern (Fig. 7d–f):

1. There is a prevalence of positive Ekman pumping: in
sectors such as the Coquimbo Bay system and the re-
gion north of 28.5� S (LDH), where the wind curl inten-
sifies due to the sharp decline of onshore wind, with a
large drop-off scale (Ld). In addition, the combination
of a high orography (large Hindex) and the presence of
bays favors a decrease in the meridional onshore wind.

2. There is a prevalence of coastal divergence: in sectors
characterized by a low topography (small Hindex) and a
negative Mindex due to the presence of headlands such
as Punta Lengua de Vaca and Punta Choros, with a
smaller drop-off scale (Ld) and stronger winds along-
shore (Fig. 7b–c).

3. South of 31.25� S the pattern is more complex than
previous scenarios. Both mechanisms are present but
with a slight dominance of coastal divergence compared
with Ekman pumping. South of this latitude, Ld in-
creases, coastal wind decreases and wind curl increases
(Fig. 7b–c). Mindex shows the presence of small inlets
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Figure 7. Contributions of the coastal divergence (CD) and Ekman pumping (EP) to the vertical transport near the coast. (a) Integrated
orography index (Hindex, black line) and coastline meander index (Mindex, red line, see text). (b) Drop-off spatial length. (c) Alongshore
wind at Ld (red line) and coastal (black line). (d) Ratio between Ekman pumping and coastal divergence. (e) Seasonal vertical transport
associated with coastal divergence and (f) seasonal vertical transport associated with Ekman pumping. To estimate the coastal divergence the
wind stress closest to the coast was used, while Ekman pumping was integrated from the coast to the longitude corresponding to a distance
from the coast equal to the length of the drop-off (see text).

and headlands, and the orography index is moderately
high without largest changes as in the northern coastal
region.

Renault et al. (2015) proposed that the coastal topography
induces a decrease in the intensity of the wind towards the
coast through the vortex stretching term. Similarly, Archer
and Jacobson (2005) from atmospheric numerical simula-
tions showed that the topography in the Santa Cruz, Cal-
ifornia, region, is required for the formation of turbulence
and vorticity. On the other hand, the shape of the coast-
line with capes and headlands increases the orographic effect
through the vortex stretching term, tilting–twisting and tur-
bulent flux divergence (Archer and Jacobson, 2005; Renault
et al., 2015). The sea–land drag coefficient difference mainly
acts as a barrier that turns the wind alongshore.

Another minor factor is the sharp coastal sea surface
temperature front associated with upwelling. Renault et
al. (2015) show that in their sensitivity experiment adding
a sharp SST front over a coastal band strip leads to weaker
surface wind associated with more stable and shallow ma-
rine boundary layer. This response of wind may be due to
so-called “downward mixing” mechanism (Wallace et al.,
1989; Hayes et al., 1989), which was used by many authors
to explain the observed tendency of surface winds to de-
celerate over colder flank of the SST front and accelerate
over warmer flank of the SST front (cf. Small et al., 2008,
and references therein): warm (cold) SST would destabilize
(stabilize) the planetary boundary layer and cause enhanced

(reduced) vertical turbulent mixing, increasing (decreasing)
downward fluxes of horizontal momentum from the faster
flow above to the slower near-surface flow. Nevertheless, a
large SST anomaly (by �3 �C in the experiment of Renault
et al., 2015) is needed to induce a significant weakening of
wind and significant additional wind drop-off. Therefore, the
SST effect can be considered as secondary compared to the
orography effect over the California coast.

The combination of coastal topography and the presence
of headlands, points and capes on the US west coast induces
a stronger and larger wind drop-off, which in turn is associ-
ated with a positive Ekman pumping (Koračin et al., 2004;
Renault et al., 2015). This characteristic differs from what is
observed along central-northern Chile, where the larger drop-
off (Ld) length, associated with a strong wind curl (Fig. 7b–
c), takes place in the presence of abrupt orography and within
the Coquimbo Bay system (30.25–29.25� S). There the cross-
shore wind component is more intense and favors the wind
curl, whereas with lower terrain and the presence of head-
lands the Ld is very small (cf. Fig. 10, Renault et al., 2015).
The origin of these differences is not well known; they may
be due to several factors or processes. For instance, the to-
pographic terrain along the coast of northern Chile is much
higher (for the coastal range and Andes mountains) than the
terrain along the west coast of the USA. Furthermore, a fea-
ture of particular interest north of Punta Lengua de Vaca is
the presence of the local atmospheric jet, which has a strong
diurnal cycle and a clear seasonal variability, as a result of
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Figure 8. Contributions of coastal divergence (CD) and Ekman
pumping (EP) to the vertical transport near the coast (in Sv) over the
study area (27.75–32.5� S, see Fig. 7). Seasonal vertical transport
associated with coastal divergence (black line), Ekman pumping
(red line) and total wind induced vertical transport (blue line, sum
of both vertical transports). The estimates were carried out from the
WRF simulation at 4 km resolution.

coastal topography that favors baroclinicity north of PLV
(Garreaud et al., 2011; Rahn et al., 2011). This feature would
deserve further consideration based on the experiments done
with the regional atmospheric model; however, this is beyond
the scope of the present study. Here the focus is on under-
standing the possible effect of the wind drop-off and its spa-
tial and seasonal variability on the upwelling dynamics.

To determine the contribution of the two proposed mech-
anisms to the total upwelling in the region, vertical trans-
port due to coastal divergence and Ekman pumping were
meridionally integrated (from Fig. 7e and f, respectively).
The contributions of both mechanisms to upwelling (Fig. 8)
have a clear annual cycle with a marked semiannual compo-
nent. Maximum values occur during October, with 0.23 and
0.14 Sv for coastal divergence and Ekman pumping, respec-
tively, while the sum of both is 0.37 Sv. Coastal divergence
and Ekman pumping represent 60 and 40 % of the total up-
welling, respectively. This indicates that coastal divergence
is the stronger upwelling mechanism. However, it should be
noted that these values are the sum throughout the region, and
these percentages would change if specific sectors were con-
sidered especially where Ekman pumping has a larger signif-
icance (Fig. 7).

Comparing our estimates with those obtained by Aguirre
et al. (2012) from QuikSCAT wind information using a larger
region (⇠ 27.5–40� S), it is observed that coastal divergence
from our study is lower, mainly because they estimated av-
erages using only two values every day, which may influ-
ence the daily mean and therefore their estimates. Also their
analysis did not include the wind drop-off area. The winds
used in their study are stronger and so are their estimates
for coastal divergence (cf. Fig. 7, Aguirre et al., 2012). How-
ever, for Ekman pumping our results are only slightly smaller
than theirs. This difference is mainly due to differences in the

Figure 9. Annual cycle of sea surface temperature obtained using
data from the Multi-scale Ultra-high Resolution (MUR). Top and
bottom panels used a different color-map scale.

method employed to estimate the vertical upwelling trans-
port. In particular they use a length scale (Ld) of 150 km from
the coast for their calculation, while in this study a value of
45 km was considered. However, the largest differences in
the estimates of the contributions of both mechanisms to to-
tal upwelling are in the seasonal variability and the relative
contribution to Ekman pumping. The seasonal variability is
composed of an annual cycle with a significant semiannual
component, whereas that obtained by Aguirre et al. (2012) is
rather dominated by the annual cycle. This is because their
estimates are based on the average over a larger region that
includes the central-southern Chile region, where the wind
has a significant annual variability. Moreover, the present re-
sults show a higher relative contribution of Ekman pumping
to total upwelling in our region. This is partly due to a dif-
ferent technique for estimating this mechanism, the use of
different wind products and the differences in the length of
both study areas.

3.4 Annual variability of Ekman pumping and its

relationship with sea surface temperature near the

coast

A link between SST and wind is found throughout the
world’s ocean wherever there are strong SST fronts (see re-
view by Xie, 2004; Chelton et al., 2007; Small et al., 2008).
This link raises the questions of to what extent the wind
drop-off could be associated with marked upwelling fronts in
EBUSs. In the context of our study, it consists in evaluating
the relationship between Ekman pumping and SST, consid-
ering that the difficulty to tackle this issue is related to the
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fact that there is a large temporal coherence between Ekman
pumping and coastal divergence, preventing a clear identi-
fication of Ekman pumping-induced SST anomalies where
both processes are in phase. As an attempt to identify regions
where Ekman pumping has an imprint on SST, we use the
Multi-scale Ultra-high Resolution SST data set (MUR, http:
//mur.jpl.nasa.gov) with a spatial resolution of 1 km, which
was shown to better capture SST fronts than other products
off Peru (Vazquez et al., 2013). Figure 9 shows the annual
cycle of the MUR SST. The satellite data were compared
to in situ observations that were obtained from 13 thermis-
tors positioned close to surface along the coastline between
28 and 32� S (these observations were obtained by Centro
de Estudios Avanzados en Zonas Áridas, Coquimbo, Chile)
covering the period September 2009–2012. The correlations
obtained between observations and satellite data were high
(0.74–0.94; most values were greater than 0.8), and the root
mean square between their differences was low varying be-
tween 0.54 and 1.3 �C. This provided confidence to use MUR
temperatures close to the coast in the spatio-temporal anal-
ysis done in the study region. The MUR data showed that
south of 28.5� S there is a persistent surface cooling through-
out the year that increases in extent (offshore) from ⇠ 10 km
in the northern region to ⇠ 100 km in the southern region.
Within this region there are prominent upwelling centers:
Punta Lengua de Vaca (⇠ 30.5� S), Punta Choros (⇠ 29� S)
and the region between 30.5 and 33� S. During most of the
year a cold surface tongue extends from the south towards the
great system of embayments of Coquimbo (with limits be-
tween ⇠ 29.25 and 30.25� S), north of Punta Lengua de Vaca.
A less intense cold surface tongue but with a similar structure
is observed north of Punta Loma de Hueso (⇠ 28.8� S).

An illustration of the effect of Ekman pumping on SST
is presented in Fig. 10, which shows the October mean spa-
tial distribution for wind stress, Ekman pumping, SST and
SST gradient. This month was selected because the max-
imum values of wind stress and increased surface cool-
ing are recorded during this period. During this month, the
wind stress (Fig. 10a) was intense with maximum values
of ⇠ 0.15 N m�2, showing a clear zonal gradient (drop-off)
over the entire coastal band of the study area. Note that the
maximum wind stress is north of the two most prominent
headlands of the region (PLV and LDH), right where the
wind abruptly changes direction, creating an intense cyclonic
wind curl north of both headlands. As a result of the dis-
tribution pattern of the wind stress, wind curl was negative
in much of the area of interest, resulting in a positive Ek-
man pumping with vertical velocities of up to 4 m d�1 near
the coast (Fig. 10b). Also, there are two areas with slightly
negative pumping (light blue regions), following the pattern
of the wind stress where the wind decreases away from the
coast (see the wind vectors), producing a positive curl and
a negative Ekman pumping. Moreover, as mentioned above
(see Fig. 7), much of the southern spatial structure in Ek-
man pumping appears to be associated with the coastal ter-

Figure 10. October mean spatial distribution for (a) wind stress and
(b) Ekman pumping using the 4 km grid spacing simulation and
(c) sea surface temperature (SST) and (d) SST gradient obtained
from MUR observations.

rain and abrupt changes of the coastline. A good example of
this is the tongue-shaped structure that extends from the up-
welled waters north of Punta Lengua de Vaca entering the
Coquimbo Bay system, where the upwelling induced by the
Ekman transport seems unaffected (Fig. 7). As a result of a
positive Ekman pumping, cold water rises to surface, causing
a decrease in sea surface temperatures in a large part of the
coastal region (Fig. 10c). However, this cooling is not nec-
essarily caused by Ekman pumping throughout the region;
there are other processes that would contribute to the surface
cooling that will be discussed later. Despite this, the cooling
inside the Coquimbo Bay system seems to be caused largely
by Ekman pumping. Moreover, outside the Coquimbo Bay
system high values (> 2 �C km�1

) of the horizontal SST gra-
dient magnitude are distributed in a band near the coast but
not attached to it (Fig. 10d) as expected for upwelling fronts.
Within the Coquimbo Bay system, there is a homogeneous
temperature zone, delimited by a less intense gradient in the
west and a greater gradient in the smaller bays of the sys-
tem, which coincides with the structure of an Ekman pump-
ing tongue projected to the north of Punta Lengua de Vaca.

In order to further document the coupled spatio-temporal
patterns of Ekman pumping and the SST field, a singular
value decomposition analysis (SVD, Venegas et al., 1997)
was performed. The SVD method allows the determination
of statistical modes (time and space) that maximize the co-
variance between two data sets. Filtered time series (low-pass
filter with mean half-power of 280 days) and normalized Ek-
man pumping and SST-MUR for the 2007–2012 period were
analyzed using this method (Fig. 11). In this case the SVD
analysis was successful in capturing a dominant seasonal
mode. The first dominant mode accounts for 99 % of the co-
variance, with 43 and 87 % of the variance explained by Ek-
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man pumping and SST respectively. Ekman pumping spatial
pattern presents maximum values very close to the coast, pri-
marily north of Punta Lengua de Vaca, inside the Coquimbo
Bay system (29.3–30.2� S) and north of Punta Choros (28–
29� S). Also, the pattern is intense near the coast between
30.2� S (south of PLV) and 32.5� S. The spatial pattern for
SST presented areas with high variability associated with ar-
eas of maximum Ekman pumping, highlighting the overall
variability in the bay system of Coquimbo and the area north
of Loma de Hueso (⇠ 28.8� S). Moreover, the correlation be-
tween the time series of expansion coefficient was �0.96
(with R

2 = 0.92 and significant at 95 %), indicating a strong
inverse relationship, consistent with that expected for a pos-
itive pumping with upward vertical velocities that causes a
surface cooling in the region. This results in a greater contri-
bution to the north of headlands in the region (Punta Lengua
de Vaca and Loma de Hueso), even within the Coquimbo
Bay system, which is consistent with the results observed in
Fig. 7. However, despite the high correlation obtained be-
tween both mechanisms within the seasonal scale, we cannot
infer a relationship with SST only from Ekman pumping, es-
pecially where Ekman transport dominates. Also, other pro-
cesses such as the direct effect of wind must play a significant
role, e.g. vertical mixing (Renault et al., 2012), or processes
related to mesoscale activity (filaments, meanders, eddies,
etc.), which are more intense south of Punta Lengua de Vaca
(Hormazabal et al., 2004), and/or in general processes related
to ocean–atmosphere interaction (Chelton et al., 2007; Re-
nault et al., 2015).

Finally, our analysis calls for more thorough study on the
temperature response to wind forcing, which should involve
oceanic modeling at a resolution high enough to resolve
finer-scale processes. The oceanic model could be forced by
the high-resolution atmospheric simulations presented in this
study, improving in terms of resolution from previous mod-
eling efforts in the region (Renault et al., 2012). The use of a
high-resolution coupled ocean–atmosphere model would im-
prove our understanding of the air–sea interactions along our
study region. A plan for the development of such model is
under way and will be the focus of our next study.

4 Summary

The spatial and temporal variability (annual cycle) of the
coastal divergence and Ekman pumping, as well as their rela-
tive contribution to the total upwelling in the central-northern
Chile was studied using winds obtained from a nested con-
figuration of the WRF model allowing the model to reach
4 km resolution. The simulations showed a cyclonic wind
curl (negative) on the coastal-band nearshore and inside the
Coquimbo Bay system. This negative wind curl is mainly due
to the onshore decay of the wind (wind drop-off), which pre-
sented length scales (Ld) between 8 and 45 km with a sig-
nificant latitudinal variability. The wind drop-off scale is in

Figure 11. First SVD mode between Ekman pumping (WEk) from
the WRF simulation at 4 km resolution and sea surface temperature
(SST) from MUR data. (a) The Ekman pumping spatial compo-
nent. (b) The SST spatial component. (c) The black (red) line rep-
resents the associated Ekman pumping (SST) time series. Note that
the units are arbitrary.

particular larger within 29.25–30.25� S and to the north of
28.5� S. When we compared the drop-off scale with other
upwelling regions, for example the coast of California (En-
riquez and Friehe., 1996; Renault et al., 2015), we find that
it is smaller in our study region. For instance Ld ranges from
10 and 80 km between 35 and 45� N (Renault et al., 2015).
Despite such difference, the wind stress curl that resulted
from this zonal wind shear generated Ekman pumping with a
marked seasonality and vertical velocities at the surface that
reached 4 m d�1, values comparable to those observed in the
California Current system.

When comparing the seasonal contribution of coastal di-
vergence and Ekman pumping to the coastal upwelling trans-
port in central-northern Chile, we find that there is a high sea-
sonal coherence between the two mechanisms (> 0.8) with a
maximum during spring. However, despite this high seasonal
correlation there is a spatial alternation between them; that is,
where one is intense the other is weak. This pattern seems to
be the result of a close relationship between the topography
of the coast, the shape of the coastline and the spatial scale
of the wind drop-off. From this information we defined three
scenarios that could explain the pattern of upwelling in the
area.

Prevalence of positive Ekman pumping is associated with
large Ld, observed in regions such as the Coquimbo Bay sys-
tem and north of 28.5� S. The combination of high terrain
and the presence of bays could explain the large Ld values.
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There is a prevalence of coastal divergence with smaller
values of Ld and more intense winds near the coast. This
is observed in sectors characterized by a low topography and
the presence of headlands as Punta Lengua de Vaca and Punta
Choros.

There is a combination of both mechanisms in which nei-
ther divergence nor coastal Ekman pumping dominated over
the other. This takes place to the south of 31.5� S.

The three-dimensional aspect of the coastal circulation in
the region of interest (Aguirre et al., 2012) prevents a clear
identification of the role of each process on SST variability,
although our SVD analysis reveals areas where the similar-
ity of the patterns of Ekman pumping and SST suggests a
privileged forcing mechanism like within the Coquimbo Bay
system and the area north of Loma de Hueso (⇠ 28.8� S).
Further studies based on the experimentation with a regional
oceanic model should be carried out to better identify up-
welling regimes by, for instance, using the model winds doc-
umented here at different seasons to mimic changes in the
drop-off. Considering the rich marine ecosystem hosted by
the region (Thiel et al., 2007) our interest is in relating as-
pects of the meso- to sub-mesoscale circulation (eddies and
filaments) to the processes documented in this study. This is
planned for future work.

Finally, the model allowed for an estimate of the nearshore
(coastal fringe of ⇠ 50 km) low-level circulation and evi-
dences fine-scale structure of the wind stress curl that can-
not be estimated from satellite observations. Considering the
overall realism of the model simulation, our study could be
used to guide field experiments and gather in situ measure-
ments in order to gain further knowledge in the processes that
constrain such features.
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Chapter 4

Response of the Central Chile Upwelling

System to Coastal Wind Drop-Off

4.1 Introduction

This chapter corresponds to the content of the article "Sensitivity of the Near-Shore Oceanic
Circulation Off Central Chile to Coastal Wind Profiles Characteristics" published in "Journal
of Geophysical Research: Oceans" https://doi.org/10.1029/2018JC014051. In this study, we
evaluated the sensitivity of upwelling dynamics to the coastal wind reduction off central
Chile using a high-resolution regional oceanic model (ROMS), the experiments are forced
with different wind drop-off gradients in the 50-km coastal strip. The mean characteristics of
these coastal wind patterns are dynamically estimated using a regional atmospheric model
(WRF), in agreement with both satellite measurements and local observations. We show that
a wind drop-off in the coastal forcing induces a notorious reduction in the coastal jet intensity,
a stronger poleward undercurrent and a coherent offshore Ekman current at the surface, in
agreement with the available observations, and allows for reducing the cold bias along the
shore. However, a wider(narrow) drop-off implies a higher(lower) reduction in both, the total
upwelling mass flux and the surface cold bias. The analysis of the eddy circulation shows a
substancial sensitivity in the amplitude of the mean surface EKE, a reduction of the wind
stress amplitude shows a diminished mesoscale field near the coast, nevertheless, a sharp
drop-off too close to the shore, would increase the mesoscale activity in the coastal transition
zone. On the other hand, lateral eddy heat fluxes in the upper thermocline (above 80 m) are
equally sensitive to the wind drop-off and exhibit increased coastward heat transport, that
mitigates the surpluss in cooling due to horizontal Ekman advection.
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Sensitivity of the Near‐Shore Oceanic Circulation Off
Central Chile to Coastal Wind Profiles Characteristics
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F. Frappart2 , M. Ramos1,3,4,7 , and L. Bravo3,4

1Centro de Estudios Avanzados en Zonas Áridas (CEAZA), La Serena, Chile, 2Laboratoire d'Etudes en Géophysique et
Océanographie Spatiales (LEGOS), Toulouse, France, 3Departamento de Biología Marina, Facultad de Ciencias del Mar,
Universidad Católica del Norte, Coquimbo, Chile, 4Millennium Nucleus for Ecology and Sustainable Management of
Oceanic Islands (ESMOI), Coquimbo, Chile, 5CNRMUMR 3589, Météo‐France/CNRS, Toulouse, France, 6Departamento
de Geofísica, Facultad de Ciencias Físicas y Matemáticas, Universidad de Chile, Santiago, Chile, 7Centro de Innovación
Acuícola Aquapacífico, Universidad Católica del Norte, Coquimbo, Chile

Abstract In Eastern Boundary Upwelling Systems (EBUS), the upwelling favorable wind speeds
decrease toward the coast in the so‐called wind drop‐off coastal strip, which has been shown to be
influential on the coastal upwelling dynamics, particularly in terms of the relative contributions of Ekman
drift and Ekman suction to coastal upwelling. Currently, the wind drop‐off length scale is not properly
resolved by the atmospheric forcing of regional ocean models in EBUS, featuring a smoother cross‐shore
wind profile that results in stronger near‐shore speeds that could partly explain the coastal cold bias often
found in those model simulations. Here, as a case study for the upwelling system off Central Chile, the
sensitivity of upwelling dynamics to the coastal wind reduction is investigated using a Regional Ocean
Modeling System (ROMS). Coastal wind profiles at different resolutions are first generated using a regional
atmospheric model, validated from altimeter data, and then used to correct the coarse atmospheric wind
forcing used for sensitivity experiments with ROMS. It is shown that the wind drop‐off correction induces a
reduction in the oceanic coastal jet intensity, a stronger poleward undercurrent and a coherent offshore
Ekman drift. It also yields a significant reduction of the cold bias along the coast compared to the simulation
with“uncorrected”winds. Such reduction cannot be solely explained by the reduced Ekman transport only
partially compensated by increase in Ekman suction. The analysis of the surface heat budget reveals in
fact that an important contributor to the cooling reduction along the coast in the presence of coastal wind
drop‐off is the heat flux term mediated by the reduction in the mixed‐layer depth. Overall, our results
illustrate the nonlinear response of the upwelling dynamics to the coastal wind profiles in this region.

1. Introduction

The Humboldt Current System (hereafter HCS) along the coasts of Chile and Peru hosts one of the most
productive marine ecosystems of the planet owing primarily to the persistent alongshore winds that drive
coastal upwelling conditions through Ekman suction and transport. Strong nearshore equatorward winds
favor Ekman divergence at the coast (Halpern, 2002; Rutllant et al., 2004), while the weakening of these
alongshore winds toward the shore, known as “wind drop‐off”(Capet et al., 2004; Dorman et al., 2006;
Perlin et al., 2007; Renault et al., 2012), and the associated cyclonic wind stress curl, favors upward suction
of colder waters. While most observational studies of Eastern Boundary Upwelling Systems (hereafter
EBUS) have focused on the role of Ekman transport in many aspects of the circulation and ecosystem
variability (Carr & Kearns, 2003; Chavez & Messié, 2009; Demarcq, 2009; Wang et al., 2015; among many
others), the investigation of the role of Ekman suction on coastal upwelling dynamics has been somehow
disregarded owing to limitations in the atmospheric data sets. Not only satellite winds cannot be observed
in the coastal fringe (so‐called blind zone of ~50‐km width) but also atmospheric reanalyses tend to be
significantly biased, which in particular consist in an overestimation of nearshore winds (e.g., Astudillo
et al., 2017). It is also confusingly assumed in the literature that maximum upward velocity (upwelling) is
confined to the coast in a coastal fringe of the size of the local internal Rossby radius of deformation
(Croquette et al., 2007; Pickett & Paduan, 2003; Smith, 1995), whereas in fact the cross‐shore width of
upwelling scales with D/S, the ratio of the Ekman depth layer (D) to the bottom topographic slope (S)
(Estrade et al., 2008; see also Capet et al., 2008 for sensitivity experiments to shelf resolution in a regional
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model off California). Off Central Chile, characterized by a steep and narrow shelf, this scale cannot be lar-
ger than 5 km (Marchesiello & Estrade, 2010), whereas the internal Rossby radius of deformation is around
30 km (Renault et al., 2012). Therefore, mesoscale features in the nearshore winds may be more effective in
driving Ekman suction than if only geostrophic adjustment of the upwelling front is assumed.

Since the pioneer modeling studies by Marchesiello et al. (2003) and Capet et al. (2004) that showed that a
realistic wind drop‐off is influential on the alongshore current dynamics and cross‐shore eddy heat fluxes
off central California, there has been more concern in the modeling community on the most appropriate
wind forcing for regional EBUS modeling studies. While scatterometer winds from QuickSCAT have per-
mitted to produce realistic seasonal oceanic simulations in most EBUS (Aguirre et al., 2012, 2014; Di
Lorenzo, 2003; Penven et al., 2001; Penven et al., 2005), a surface cold bias near the coast is usually diagnosed
in these simulations (Illig et al., 2014; Penven et al., 2001; Penven et al., 2005; Veitch et al., 2010; O. A.
Vergara et al., 2016). As a consequence of this cold bias in regional model simulations of the southern
HCS, the equatorward Chile Coastal Current (CCC) is too energetic overlapping and deepening the pole-
ward Peru‐Chile Undercurrent (PCU; Aguirre et al., 2012, 2014; Penven et al., 2005; O. Vergara et al.,
2017). This results in an enhanced equatorward pressure gradient that forces a shoreward geostrophic cur-
rent displacing offshore the surface Ekman current. Desbiolles et al. (2016) showed that, for the Benguela
upwelling system, this cold bias is associated with an overestimated coastal wind that resulted from an ear-
lier release of the gridded QuickSCAT winds at 0.5° resolution. An updated wind product at 0.25° resolu-
tion, using a different quality control has allowed a reduction of the blind zone off the coast to ~12.5 km
(Stiles, 2014), reducing therefore the mean cold bias. While part of this bias could be also attributed to a
correction of the warm bias in the satellite‐based sea surface temperature (SST) data sets (Dufois et al.,
2012), current wind products have in any case inherent limitations for accounting for a realistic wind
drop‐off (Astudillo et al., 2017), which has hampered downstreamed applications, in particular those direc-
ted toward marine resources management. This is particularly critical for the coast of Central Chile, which
is embedded in an intense oxygen minimum zone that can produce coastal hypoxia depending on environ-
mental conditions (Escribano & Schneider, 2007).

Recently, Astudillo et al. (2017) showed that the wind drop‐off takes place all along the coast of the HCS,
though with a significant alongshore variability. These mesoscale wind anomalies could respond to physical
processes linked to coastal geometry and orography (Pickett & Paduan, 2003; Renault et al., 2015), SST‐wind
interactions (Boé et al., 2011; Rahn et al., 2011), and sharp changes in surface drag at the sea‐land interface
(Edwards et al., 2001). As yet few ocean modeling studies have been conducted for the HCS with a high
enough horizontal resolution to resolve the mesoscale (i.e., dx < 10 km). In addition they have not used a
wind forcing (except for case studies) that adequately represents the nearshore wind pattern. Therefore,
there is a real need to improve our knowledge of the mesoscale characteristics of the upwelling dynamics
and thermodynamics in the HCS and understand how they are linked to the cross‐shore wind pattern in
order to enhance the ability of regional models to reproduce realistically the observed variability near the
coast and thus increase their predictive capability.

Here, we address the issue of the impact of the wind drop‐off on the coastal upwelling dynamics for the
Central Chile region based on the experimentation with an oceanic regional model. Our focus is on assessing
the extent to which the consideration of a wind drop‐off in the atmospheric forcing of the regional oceanic
model can help in reducing the cold bias usually observed in simulations of the Southern Hemisphere EBUS
using scatterometer winds.

The paper is organized as follows: The methodology, experiments' design, and data sets are described in
section 2. In section 3, we evaluate the sensitivity of the oceanic circulation off Central Chile to the charac-
teristics of the wind drop‐off based on ROMS simulations. Concluding remarks and a discussion are pre-
sented in section 4.

2. Data, Model Configurations, and Methodology
2.1. Data
2.1.1. Gridded and Along‐Track Satellite Winds
To validate atmospheric model 10‐m winds over the HCS, scatterometer Sea Winds aboard the QuikSCAT
satellite and the Advanced SCATterometer (ASCAT) aboard Metop‐A and Metop‐B satellites are used.
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The data set consists in the new Level‐3 gridded products, containing wind vector fields corresponding to the
daily average of both Level‐2 swath passes interpolated onto a regular grid of 0.25° in longitude and latitude
using an objective method (Bentamy & Fillon, 2012).

However, scatterometer measurements (QuikSCAT and ASCAT) contain a 28‐ to 50‐km‐wide blind zone
along the coast, limiting the description of the mesoscale atmospheric circulation within this narrow coastal
fringe. To overcome this limitation, regional models need to be validated with in situ wind data or high‐
resolution satellite winds that could be obtained from altimetric measurements (Astudillo et al., 2017).
Here we use wind speeds derived from Radar Altimeters at the Ku‐band (13.575 GHz) onboard ENVISAT
and Jason‐1. The surface wind speeds are retrieved using the backscattering coefficient. The accuracy of
scatterometer‐ and altimetry‐derived wind products has been determined in several studies using moored
buoys and intercomparison, in which the Root Mean Square (RMS) differences did not exceed 2 m/s and
20° for wind speed and direction, respectively, at global and regional scales (Astudillo et al., 2017;
Bentamy et al., 2008; Bentamy & Fillon, 2012; Verhoef & Stoffelen, 2013; Vogelzang et al., 2011).
2.1.2. Satellite SST
In this study, we use two satellite‐derived SST products: (1) The Operational Sea Surface Temperature and
Sea Ice Analysis (OSTIA) is a 5‐km gridded global SST product. Data are available from April of 2006 as daily
5‐km gridded global SST. More information may be found in Donlon et al. (2012) along with a data descrip-
tion at: http://podaac.jpl.nasa.gov/dataset/UKMO‐L4HRfnd‐GLOB‐OSTIA. (2) The Multi‐scale Ultra‐high
Resolution (MUR) SST analysis is globally gridded at 1‐km resolution by merging data from MODIS,
AMSR‐E, and AVHRR, covering 2002–present. An objective interpolation technique based on a wavelet
decomposition (Chin et al., 1998) is used to process each retrieval data set with respect to its inherent resolu-
tion. More information and data description can be found at http://podaac.jpl.nasa.gov/dataset/JPL‐
L4UHfnd‐GLOB‐MUR and http://mur.jpl.nasa.gov/. The OSTIA product is used to provide the daily SST
lower boundary conditions to the regional atmospheric model, whereas the MUR product is used to validate
the regional oceanic model SST.
2.1.3. Geostrophic Currents
The altimeter‐derived surface geostrophic currents have been used for model evaluation of the surface eddy
circulation. These currents were estimated from sea level anomalies for the Globcurrent project (http://glob-
current.ifremer.fr; Rio et al., 2014) and provided by AVISO (Archiving, Validation and Interpretation of
Satellite Oceanographic data) with support from the French Space Agency (Centre National d'Etudes
Spatiales,). This data set contains absolute geostrophic velocities at 0.25° obtained from merged multisatel-
lite observations (Topex/Poseidon; ERS‐2; Jason‐1; Envisat) over the Global Ocean.
2.1.4. In Situ Data: Meteo‐Oceanographic Buoys
We have considered in situ data to validate the simulated surface winds and the vertical profile of currents
near the coast. Table 1 lists the positions, start‐end times, and belonging institutions of the four Automatic
Weather Stations (AWS) and themooring COSMOS instrumented with a 300‐kHz Acoustic Doppler Current
Profiler (ADCP).

2.2. Model Configurations and Methods

Here, we address the wind drop‐off issue for the Central Chile region based on the experimentation with
both an atmospheric and an oceanic regional model (see domains in Figure 1). The atmospheric model is

Table 1
Description of In Situ Data Sets for Validation

AWS/ADCP Lat (°S) Lon(°W)
Elevation
(m a.s.l.) Sensor height (m)

Recording
interval (min)

Coast distance
(km) Operation period

Punta de Lobos (CEAZA) 28.29 71.17 22 2.5 10 0.35 2008‐7‐3 to 2010‐2‐4
Loma de hueso (CNE) 28.91 71.45 187 10 10 6.5 2006‐9‐28 to 2009‐7‐22
Lengua de Vaca (CNE) 30.24 71.62 53 10 10 0.7 2006‐9‐28 to 2009‐7‐22
Lengua de Vaca (DGF‐CEAZA) 30.25 71.63 10 3.75 30 0.65 1990‐3‐1 to Present
COSMOS (COPAS) 30.3 71.78 −950 −10 to −110 (each 5 m) 60 13 2003‐4‐1 to 2006‐9‐30

Note. The data were provided by the following institutions: Department of Geophysics, Universidad de Chile (DGF), Centro de Estudios Avanzados en Zonas
Áridas (CEAZA), National Energy Commission of the Chilean Government (CNE), and Center for Oceanographic Research in the eastern South Pacific
(COPAS). Dates are formatted as year‐month‐day. AWS = Automatic Weather Stations; ADCP = Acoustic Doppler Current Profiler.
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used to generate atmospheric fields at different resolutions, providing, in particular, coastal wind profiles
that are further used to modify the scatterometer‐derived winds in the “blind zone”of the satellite. This
allows conducting sensitivity experiments with the regional oceanic model in order to isolate the oceanic
responses to different wind patterns in the 50‐km coastal strip and diagnosing their relationship with the
characteristics of the SST bias.
2.2.1. Regional Atmospheric Model Simulations
The Weather Research and Forecasting (WRF) atmospheric model using the Advanced Research WRF sol-
ver (Skamarock & Klemp, 2008) has been applied in its 3.5 version. It consists in a fully compressible non-
hydrostatic dynamical core with a runtime hydrostatic option on a C‐grid with terrain‐following mass
vertical coordinate. A full suite of parameterization and physics schemes is included in WRF, enabling its
use in a broad number of applications allowing for a good resolution of the horizontal scales of the atmo-
spheric mesoscale features involved in Ekman‐driven upwelling systems (Boé et al., 2011; Bravo et al.,
2016; Oerder et al., 2016; Renault et al., 2012, 2015).

The model was implemented in a multidomain configuration focused on the Central Chile coastal region
(26–36°S) including three nests with increasing horizontal grid spacing over the region of interest, corre-
sponding to resolutions of 36, 12, and 4 km, hereafter referred to asWRF36, WRF12, andWRF4, respectively
(see Figure 1). The number of vertical sigma levels is 51, with a top at 50 hPa, and stretched resolution
toward the surface (∼30 m for the surface level). The initial and lateral boundary conditions were derived
from the National Centers for Environmental Prediction (NCEP) Final Analysis Data (Kalnay et al., 1996;
available online at http://dss.ucar.edu/datasets/ds083. 2/) at 1° × 1° global grid resolution every 6 hr. The
SST lower boundary conditions data are based on the daily OSTIA at 0.05° × 0.05° global grid resolution
(Stark et al., 2007). Themodel was run over the period 2007–2009. Model outputs were stored at hourly inter-
vals for each domain resolution. The reader is referred to Bravo et al. (2016) for a detailed description of the

Figure 1. Models domains. The sea surface temperature field represents the Regional Ocean Modeling System (ROMS)
inner domain (3 km). The maroon, red, and orange lines delimit the three Weather Research and Forecasting (WRF)
domains at 36, 12, and 4 km, respectively.
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physics parameterizations, whose choice is based on sensitivity tests. The set of parameterizations used in
the present study yields the most realistic low‐level circulation in the Central Chile region.

As an additional material for assessing the realism of the simulations, we provide in Appendix A the
Figures A1 and A2 and the Tables A1 and A2 that compare mean 10‐m wind fields and cross‐shore 10‐m
wind speed profiles of the model with estimates from scatterometry, altimetry (Astudillo et al., 2017), and
in situ measurements, respectively.
2.2.2. Regional Oceanic Model Simulations
The oceanic simulations were performed with the Regional OceanModeling System (ROMS; Shchepetkin &
McWilliams, 2005, 2009). ROMS solves the hydrostatic, free‐surface primitive equations in 3‐D curvilinear
coordinates and a stretched terrain‐following sigma coordinates, based on the Boussinesq approximation
and hydrostatic vertical momentum balance. It has a split‐explicit time stepping for the
barotropic/baroclinic mode coupling, where short time steps are used to advance the surface elevation
and barotropic momentum equations and where a much larger time step is used for temperature, salinity,
and baroclinic momentum (Penven et al., 2005). Subgrid‐scale vertical mixing is parameterized using the
K‐Profile Parameterization (KPP) boundary layer scheme (Large et al., 1994). It has been successfully used
in previous studies of EBUS (Di Di Lorenzo, 2003; Marchesiello et al., 2003; Capet et al., 2004, 2008;
Gruber et al., 2006; Mason et al., 2011; Montes et al., 2010, among many others).

In this study we have implemented a configuration with a domain covering the Central Chile coasts (27–
35°S) (Figure 1) at a 3‐km (1/36°) horizontal resolution. The domain is slightly smaller than the WRF inner-
most nest and has 37 vertical σ levels. The bottom topography is derived from the GEBCO 30 arcsec grid data
set, interpolated to the model grid and smoothed as in Penven et al. (2005), in order to minimize the pressure
gradient errors.

The initial and Open Boundary conditions (OBC) were obtained from a ROMS simulation, which will be
referred to hereafter as R‐SEP, at ~9‐km (1/12°) horizontal resolution used in previous studies of the HCS
(Dewitte et al., 2012; O. Vergara et al., 2017). The latter uses the Simple Ocean Data Assimilation Analysis
(SODA; Carton & Giese, 2008) as OBCs, and the wind forcing was obtained from the downscaled product
NCEP‐DS of Goubanova et al. (2011). Atmospheric fluxes (momentum, heat, and freshwater) were derived
from the bulk formulas (Fairall et al., 2003) using surface air temperature, precipitation, relative humidity as
well as shortwave and longwave radiation fields from COADS 1° monthly climatology (da Silva et al., 1994).
This model was run over a domain covering a significant portion of the South‐East Pacific (SEP) between
12°N and 40°S so that the dynamics of the PCU is accounted for from its origin near the equator. The reader
is invited to refer to Dewitte et al. (2012) and O. Vergara et al. (2017) for assessing the realism of the R‐
SEP simulation.

The R‐SEP 3‐daymean outputs are used as OBCs of the model configuration at 1/36°, so that our experimen-
tal design consists in a one‐way nested domains off‐line experiment that takes advantage of the
“ROMS2ROMS”downscaling package described in Mason et al. (2010).

The diagnostic simulation (named hereafter CR0) was run over the child domain and uses the same atmo-
spheric forcing as the parent domain bilinearly interpolated on the model grid where data are available
(open ocean) and extrapolated in the coastal domain where data are not available. River runoffs were not
incorporated for simplicity and because they are thought to have a weak influence on the processes of inter-
est in our regional domain. The model for CR0 was run for the period 2000–2008 with a previous 2‐year spin‐
up repeating the year 2000. CR0 is mostly used here for validation purpose and to assess the realism of the
child domain configuration. The reader is invited to refer to Appendix A for assessing the realism of this
model configuration.

A series of oceanic model experiments (hereafter named DO36, DO12, and DO4) is then carried out that con-
sist in modifying the characteristics of the nearshore wind forcing (NCEP‐DS) so as to mimic the 10‐mwind
drop‐off as simulated by theWRF36, WRF12, andWRF4, respectively. The method for modifying the coastal
wind profiles from the WRF outputs is detailed in Appendix B. These experiments consist in simulations
over 8 years after a 2‐year spin‐up during which 3‐day averages of the tracer equation terms, as well as model
state variables were stored. The simulations consider as forcing the boundary conditions of the year 2008
that is repeated every year. This strategy is chosen so as to ease the interpretation of the results of the sensi-
tivity experiments considering that interannual variability in the region can influence several aspects of the
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circulation. Additionally, the year 2008 was chosen because its conditions are close to the climatological
state in the region of interest (not shown).

As a benchmark for assessing the impact of a wind drop‐off in the atmospheric forcing, a control run simu-
lation CR without wind correction is conducted. CR differs from CR0 only in the fact that the year 2008 is
repeated in CR while CR0 uses the boundary conditions over the period 2000–008. The different configura-
tions of the oceanic model experiments are summarized in Table 2.

2.3. Methodology
2.3.1. Mixed‐Layer Heat Budget
In order to interpret the impact of the change in wind profile on SST along the coast, we compute a mixed‐
layer heat budget to get insight in potentially important nonlinear processes (i.e., nonlinear advection and
mixing) and their sensitivity to wind forcing. This analysis considers the rate of change of the mixed‐layer
temperature driven by the advection (X‐ADV, Y‐ADV, Z‐ADV), the vertical mixing (vertical diffusion flux
V‐MIX), and the heat flux (FORC) terms following the equation:

∂t Th i ¼ − u
∂T
∂x

! "

|fflfflfflfflfflffl{zfflfflfflfflfflffl}
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− v
∂T
∂y

! "

|fflfflfflfflfflffl{zfflfflfflfflfflffl}
Y−ADV

− w
∂T
∂z

! "

|fflfflfflfflfflffl{zfflfflfflfflfflffl}
Z−ADV

þ ∂
∂z

Kv
∂T
∂z

$ %

|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
V−MIX

* +

þ Q*

ρwCh
þ

Qs
∂f zð Þ
∂z

ρwC

* +

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
FORC

(1)

where T is the model potential temperature within the mixing layer; (u,v,w) are the components of ocean
currents; Kv and h are the vertical diffusion coefficient and the mixed‐layer depth (MLD) estimated by
ROMS KPP scheme; Qs is the net surface solar heat flux and f(z) is the fraction of the solar radiation that
reaches depth z (Paulson & Simpson, 1977), Q* contains the sum of the other surface heat flux terms, that
is, long wave radiation, latent, and sensible heat fluxes. The constants ρw and C are the density and the spe-
cific heat capacity of seawater respectively. Brackets denote the vertical average over the mixed layer depth:
x ¼ 1

h ∫
0

−hx dz: The contributions of the different terms (i.e., FORC, X‐ADV, Y‐ADV, Z‐ADV, and V‐MIX)
were computed online to ensure a perfect closure of the budget. However, while the tendency terms were
calculated online, the vertical averaging and the breakdown of the heat flux forcing term (FORC) were car-
ried out off‐line. Note that the temperature tendency term associated with the short wave flux is estimated

Table 2
Description of Experiments With the Oceanic Regional Mesoscale Model

Name of the
experiment

Period of
integration Lateral boundary conditions (OBC) Wind forcing Purpose

CR0 2000–2008 + 2‐year
spin‐up, 3‐day
average outputs

ROMS R‐SEP: 3 days and 9 km of
temporal and spatial resolution,
over the 2000–2008 period

NCEP‐DS: daily forcing and 55 km of
spatial resolution,

Validation of the high‐resolution
model configuration

CR 8 years + 2‐year
spin‐up, 3‐day
average outputs

ROMS R‐SEP: 3‐day and 9 km of
temporal and spatial resolution,
The 2008 OBCs are repeated
periodically over 8 years.

NCEP‐DS: daily forcing and 55 km of
spatial resolution, additionally the
2008 wind forcing is repeated
periodically over the 8 years.

Control experiment for assessing the
sensitivity's experiments to the
cross‐shore wind drop‐off patterns
on upwelling dynamics

DO36 Same as CR Same as CR Same as CR.
The coastal wind amplitude is modified
to mimic the wind drop‐off percent
as simulated by the 36‐km
WRF model.

Sensitivity experiment to evaluate the
response of the upwelling to a
“wide”coastal drop‐off.

DO12 Same as CR Same as CR Same as CR.
The coastal wind amplitude is modified
to mimic the wind drop‐off percent
as simulated by the 12‐km
WRF model.

Sensitivity experiment to evaluate the
response of the upwelling to a
“medium”coastal drop‐off.

DO4 Same as CR Same as CR, Same as CR.
The coastal wind amplitude is modified
to mimic the wind drop‐off percent
as simulated by the 4‐kmWRFmodel.

Sensitivity experiment to evaluate the
response of the upwelling to a
“sharp”coastal drop‐off.

Note. ROMS = Regional Ocean Modeling System; NCEP = National Centers for Environmental Prediction.
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here as the difference between FORC and the contributions of the other flux terms. In this way we take into
account the effect of the solar penetration within the pycnocline waters.
2.3.2. SST Changes Induced by Ekman Processes
Ekman transport (horizontal advection) and Ekman suction (vertical upward advection) are processes that
tend to cool the SST near the coast, which is balanced by the surface heat flux forcing and mixing for the
long‐term mean and at seasonal time scales. The rate of SST change due to Ekman upwelling writes as fol-
lows (notation similar to Hong et al., 2013):

∂T
∂t

&&&&
upw

¼ −We
∂T
∂z

(2)

where T is the temperature, t is time, z is the vertical coordinate, andWe is the Ekman vertical velocity (units
m/s). The vertical gradient of temperature ∂T

∂z in equation (2) is estimated from the difference of the tempera-
ture at the surface and at the base of the mixed layer. The latter value is obtained by linear vertical interpola-
tion to the mixed layer depth (h), estimated by the model from the planetary boundary layer KPP scheme
(Large et al., 1994).

The vertical velocity,We, at the base of the Ekman layer is due to horizontal divergence or convergence of the
Ekman transport (Smith, 1968; Bakun, 1973; Gill, 1982; Halpern, 2002):

We ¼
∂ue
∂x

þ ∂ve
∂y

(3)

where ue and ve are the zonal and meridional components of the Ekman volume transport (units m3/s per
meter of coast) and defined by Gill (1982) and Pickett and Paduan (2003) as

ue; veð Þ ¼ 1
ρwf

τ×k (4)

where τ is the surface wind stress vector computed using the bulk formulations (Fairall et al., 2003), fed with
the daily averages of the atmospheric forcing, ρw is the density of seawater (assumed constant at 1,024
kg/m3); f is the Coriolis parameter; and k is the unit vertical vector. Substituting the components of the
Ekman transport (4) into equation (3) and computing the Ekman pumping/suction velocity We writes as
follows:

We ¼
∇×τ
ρw f

þ βτx
ρw f

2 (5)

where ∇ × τ is the wind stress curl calculated using centered derivatives, τx is the cross‐shore wind stress
component, and β is the latitudinal gradient of f along the coast off Central Chile. The second term in (5)
is at least 2 orders of magnitude smaller than the first term, so it will be considered negligible.

The horizontal advective heat flux due to the Ekman transport at the surface was computed off‐line as
follows:

Qek ¼
C
f

−τy
∂T
∂x

þ τx
∂T
∂y

' (
(6)

where C = 4,185 J·kg−1·°C−1 is the specific heat capacity of seawater, τx and τy are the zonal and meridional
wind stress, and ∂T/∂x and ∂T/∂y are the zonal and meridional SST gradients. The Ekman horizontal velo-
city is the vertically averaged velocity within the Ekman layer (Yang, 2006):

uek ¼
ue
h

(7a)

vek ¼
ve
h

(7b)

h is the Oceanic Boundary Layer depth, or mixing layer depth, estimated by ROMS (Colas et al., 2012).
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The temperature change due to the horizontal advection writes as follows:

∂T
∂t

&&&&
adv

¼ −uek
∂T
∂x

− vek
∂T
∂y

(8)

2.3.3. Eddy Kinetic Energy and Eddy Heat flux
In order to assess the effect of the representation of the wind drop‐off on some aspects of the eddy field, we
first estimate the mean surface Eddy Kinetic Energy (EKE) as

EKE ¼ 1
2

u′2 þ v′2
) *

(9)

where u' and v' are the zonal and meridional geostrophic current anomalies, calculated here as the departure
from the seasonal mean (i.e., interannual anomalies).

Changes in mean circulation along the coast associated with the wind drop‐off have also the potential to
change the offshore transport of water mass properties, in particular, its heat content. We will therefore esti-
mate the mean eddy heat flux in the various oceanic simulations, which consists in calculating the covar-
iance between the anomalies in the velocity field and temperature anomalies (Send, 1989). The eddy heat
flux vector EH′, is defined as

EH′ ¼ u′:T ′+ ,
; v′:T′+ ,

; w′:T′+ ,) *
(10)

where u′,v′,w′, and T′ are the zonal, meridional and vertical velocities and temperature anomalies,
respectively.

3. Oceanic Model Response
3.1. Impact of the Wind Forcing on Ekman Transport and Ekman Suction

Here, we analyze the linear oceanic response to the various wind profiles. The mean wind stress of the dif-
ferent oceanic simulations is shown in Figure 2. Wind stress is calculated using the COARE algorithm
(Fairall et al., 2003). Remember that over the offshore region the wind used to calculate the wind stress is
the same in all experiments, whereas within the drop‐off length scale the correction described in
Appendix B is brought to the NCEP‐DS winds to obtain the wind forcing for the drop‐off sensitivity experi-
ments. The differences in wind stress along the coast are notorious between experiments ranging from a uni-
form, wide, medium, and sharp cross‐shore wind stress gradient in CR, DO36, DO12, and DO4, respectively
(Figures 2a–2d). On average along the coast at the grid point nearest to the coast, the wind stress and wind
stress curl (within the 50‐km coastal band) reaches 0.0559, 0.0177, 0.0179, and 0.0151 (N/m2) and ‐1.4,−6.21,
−8.7, and −14.39 (10−7 N/m3) for CR, DO36, DO12, and DO4, respectively. Note that the imposed drop‐off
does not change the wind stress direction.

From just the wind stress, we can infer the impact on the coastal upwelling dynamics (in the linear sense)
through the estimate of Ekman transport and suction. In order to compare both upwelling processes, we
had to convert Ekman suction into vertical transport by integrating the vertical velocities (equation (5)) over
some offshore distance from the coast, which here corresponds to the maximum value of Ld (50 km) com-
puted along the coast (see Appendix B). In the case of Ekman transport (equation (4)), τ is the wind stress
vector at the grid point nearest to the coast. The resulting upwelling estimates, for the different wind
drop‐off shapes, are displayed in Figures 2e–2g. As expected all the drop‐off experiments lead to a reduced
(increased) upwelling by Ekman transport (Ekman suction) in relation to the control simulation (see
Figures 2e and 2f). However, the increase in upwelling due to Ekman suction does not compensate for the
reduction of upwelling due to Ekman transport. Interestingly all the sensitivity experiments exhibits the
same upwelling deficit of ~27% as evidenced by Figure 2g that shows the total upwelling by adding the
upwelling contribution of Ekman transport and suction for all the experiments.

3.2. SST

While the above analysis indicates substantial impact of the characteristics of the wind drop‐off onto the lin-
ear Ekman dynamics, we also expect a sensitivity of the mixer‐layer thermodynamics (i.e., SST). In this
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Figure 2. Meanwind stress (N/m2) field for the various ROMS simulations: (a) CR, (b) DO36, (c) DO12, and (d) DO4. Mean wind stress vectors are displayed for the
50‐km coastal band. Note the differences between simulations for the cross‐shore wind vectors. Mean upwelling estimates over the simulated period (in m3/s) as
function of latitude for the various ROMS simulations. (e) Horizontal Ekman transport estimated using the wind stress at the grid cell nearest to the coast, (f)
vertical transport estimated integrating Ekman suction due to wind stress curl within the 50‐km coastal strip, and (g) total upwelling (Ekman transport + Ekman
suction). ROMS = Regional Ocean Modeling System.
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section we diagnose such impact focusing primarily on how the consideration of a realistic wind drop‐off
allows reducing the cool mean SST biases along the coast found in our simulation (see section A2.1).

The mean SST in CR (Figure 3a) is shown as a benchmark and exhibits the same biased pattern than in CR0
(see Figure A3), that is, the SST onshore (offshore) is too cold (warm) and the upwelling appears too contin-
uous in the nearshore strip. With regard to the bias reduction, themaps in Figures 3b–3d show the difference
between the mean SST of the sensitivity experiments and CR so that the larger the amplitude, the larger the
reduction in the cold bias. As we can see, the simulations conducted with corrected wind drop‐off lead to a
warmer SST along the coast, significantly participating in reducing the cool bias observed in CR. Overall, the
comparison between the sensitivity's experiments and the control run, in the 50‐km coastal band, indicates
an improvement in the realism of the simulation as a function of the resolution: The mean (bias, RMSE)
reach (0.23, 0.49), (0.16, 0.41), and (0.13, 0.42) °C for DO36, DO12, and DO4, respectively. Noteworthy, in
the simulation DO4, the difference with CR is the lowest closer to the coast than in the other experiments
in some regions (e.g., between 31.2°S and 32°S), which indicates that, there, the closer to the coast the wind
drop‐off starts, the lesser the reduction in the cold bias within the 50‐km coastal fringe where most of the
cold bias is observed (see Figures 3 and A3). This suggests that in these regions, the DO36 is the most skillful
in reducing the cold bias and that the atmospheric simulations at 12 and 4 km tend to yield a wind drop‐off
too confined to the coast.

Interestingly, besides the coastal zone, the wind drop‐off sensitivity differences are also observed in the so‐
called coastal transition zone, about 100–200 km offshore off Central Chile (e.g., along ~32°S where the wind
drop off tends to yield a warm bias). Whether or not this could be associated with differences in eddy activity
between CR and the DO experiments will be investigated in section 3.5.

3.3. Alongshore Currents

In order to evaluate the 3‐Dmean alongshore currents and their dependence on cross‐shore winds, we com-
pare the alongshore currents of the sensitivity experiments along four 100‐km‐long transects across the
Central Chile upwelling system. The vertical sections were chosen at latitudes that present a differentiated
drop‐off scale by experiment (see Figure B2d), while being located near to the main upwelling centers.
Figure 4 presents the meridional v component of currents (approximately alongshore) by selected zonal
transects for all the experiments. Although the control simulation (CR) shares all the features that appear

Figure 3. Spatial maps of the (a) Mean SST (°C) simulated by CR. Mean SST bias (°C) for the monthly seasonal differences between (b) DO36, (c) DO12, and (d)
DO4 against the reference simulation CR. The lines in magenta indicate the limit of the 50‐km coastal band and the shoreline. SST = Sea Surface Temperature.
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Figure 4. Mean vertical sections of meridional currents for the four experiments at (a) 28.25°S, (b) 30.3°S, (c) 31.1°S, and
(d) 33.8°S. Black contours represent the mean temperature, and yellow dashed line is the mean mixed‐layer depth diag-
nosed by K‐Profile Parameterization.
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in the diagnostic run (see Figure A6b), the sensitivity experiments exhibit naturally a notorious reduction in
the CCC (above 60m) and a stronger alongshore PCU (with the core at approximately 200m.). As a result, the
vertical shear of the alongshore current weakens, the isotherms tiltflattens, and themixed layer shallows (see
yellow dashed lines in Figure 4). Note that the magnitude of these responses is proportional to the resolution
of the applied wind drop‐off. To assess the realism of the meridional and zonal current structures, we
compared them to the ADCP at 30.3°S (see Figure A7 and Table A4). The current profiles are in agreement
with previous studies (see Figures 6, 3, and A4 from Aguirre et al., 2012, 2014; O. Vergara et al., 2017).
However, the differences between the drop‐off experiments and the current observations are reduced by
almost 40 % and the correlation levels are increased with respect to the control simulation.

In order to investigate the drop‐off impact on the seasonal variability, we use the standard empirical ortho-
gonal function analysis (vonStorch & Zwiers, 1999) to obtain the statistically dominant mode of seasonal
variability of the coastal circulation. Figure 5 displays the first mode pattern and its associated temporal
expansion (PC1) at 30.3°S. The seasonal cycle (PC1) of the first empirical orthogonal function mode is domi-
nated by an annual cycle component, with a peak centered in August (Figure 5e) and the largest variability
at 50 km from the coast. This spatial pattern explains ~60% of the seasonal variance and represents the quasi‐
barotropic surface equatorward flow linked to the CCC, in connection with the low dynamic heights along
the coast resulting from the equatorward winds and offshore Ekman transport (Blanco et al., 2001; O. A.
Vergara et al., 2016). The PC1s of the drop‐off experiments exhibit increasing correlation against the control
solution (CR) depending on drop‐off width (0.66, 0.67, and 0.75 for DO36, DO12, and DO4, respectively). The
most remarkable drop‐off impact in the peak variability pattern is its displacement toward the core of the
mean PCU (contours in black lines) that suggests a modulation of the poleward undercurrent absent in CR.

3.4. Mixed‐Layer Heat Budget

The contributions of the different processes to the rate of change of the mixed‐layer temperature are shown
in Figure 6 by spatial maps of the tendency terms along with the mixed‐layer depth averaged over 8 years for
the simulations CR (top row, Figures 6a–6f) and DO36 (bottom row, Figures 6g–6l). The most striking differ-
ence between the two simulations relates to the patterns of the heat‐flux forcing term (FORC), which has a
much larger amplitude (warming tendency) in the coastal area in DO36 than in CR. This difference can be
interpreted as follows: the onshore wide wind drop‐off of the DO36 experiment tends to shallow the mixed
layer (see Figures 6f and 6l) through the reduction in vertical mixing (i.e., stronger cooling tendency in DO36
associated to the sharper vertical temperature gradient), which overall amplifies the warming tendency due

Figure 5. First Empirical Orthogonal Function mode of the meridional current seasonal anomalies (departure from long‐term mean) for the vertical sections at
30.3°S for (a) CR, (b) DO36, (c) DO12, and (d) DO4, respectively. The percentage of explained variance is indicated in each panel. The thick black lines superim-
posed on the contour plot are the −3‐ and −5‐cm/s isolines of the mean meridional current, which indicate the core of the mean Peru‐Chile Undercurrent. (e)
Corresponding time series (PCs).
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to net heat flux. Most of this increase in warming tendency is associated to change in the solar radiation
term, and not to a reduction in the cooling tendency of latent heat flux owing to the reduced coastal
winds in DO36. In fact, the weaker onshore winds in DO36 do not lead to a heat gain through reduction
of latent heat fluxes, but instead yields a stronger cooling tendency through evaporation and long wave
radiation compared to CR because of the warmer mean SST (see Figure 7). Note that such a stronger
sensitivity of latent heat to SST than to surface winds was also observed in the modeling study of the Illig
et al. (2014) focused on the Peru coastal upwelling. Regarding advection, the differences between CR and
D036 are subtler. For vertical advection, in D036, the effect of the shallower mixed layer on the vertical tem-
perature gradient (i.e., increase) compensates for the overall reduction in upwelling rate associated to the
reduction in coastal winds compared to CR (see Figure 7). As a result, vertical advection is hardly changed
between CR and D036. The patterns of the advection terms are weakly impacted by the changes in the
coastal winds (spatial correlation between DO36 and CR reaches at least 0.99 for all the advection terms)
and only the amplitude exhibits a notable change, larger in CR than in D036. Vertical and divergent (con-
vergent) zonal advections (Z‐ADV and X‐ADV in Figures 6d, 6j and 6b, 6h) are contributors to the cooling
(warming) tendency in the nearshore zone; on the other hand, meridional advection (Y‐ADV in
Figures 6c and 6i) is a restoring term and opposes zonal advection.

As a synthetic view of the heat budget in the different simulations, Figure 7 presents the spatial averages (°C/
day) within the 50‐km coastal strip of the various tendency terms for the control and sensitivity experiments.
Focusing first on the cooling terms, Figure 7 indicates that zonal advection is the main contributor to the

Figure 6. Mixed‐layer heat budget analysis: Spatial distribution of the mean tendency terms (°C/day) and the mean mixed‐layer depth (m) for the control (CR, top
row) and wide drop‐off (DO36, bottom row) experiments. (a and g) Heat flux forcing, (b and h) zonal advection, (c and i) meridional advection, (d and j) vertical
advection, and (e and k) vertical mixing contributions along the (f and l) mixed‐layer depth. The black‐segmented line denotes the limit of the 50‐km coastal band.
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coastal cooling in the control simulation, whereas in the sensitivity experiments, both zonal advection and
vertical mixing have a comparable contribution (see percentages of the contribution of the tendency term to
total tendency at the bottom of each bars in Figure 7), consistent with the coastal wind reduction and the
shallower MLD as explained above. The cooling tendency by vertical advection is hardly impacted
because of the compensating effect between the reduction in zonal advection and the increase in vertical
stratification in the sensitivity experiments. Note the nonlinear response of vertical advection to the
changes in the drop‐off shape since the vertical advection terms hardly change among the sensitivity
experiments despite the notable changes in the coastal wind profiles.

Focusing now on the positive tendency terms (warming tendency), the most notorious impact of the coastal
wind reduction is the increase in the contribution of heat flux forcing, which is attributed to the shallower
mixed layer in the sensitivity experiment. In particular, the spatially averaged MLD in the 50‐km coastal
band is on average among the sensitivity experiments shallower by 3.2 m compared to CR (see green bars in
Figure 7). The net heat flux term also exhibits structural changes as revealed by the changing relative con-
tribution of solar radiation, long wave flux, sensible heat, and latent heat (see colored thinner bars in the
insets of Figure 7). The solar radiation contribution is in particular increased by an average ~45% in all
the sensitivity experiments compared to CR as expected by the reduction in the mixed‐layer depth.
Noteworthy, the cooling tendency associated to latent heat flux is increased in the sensitivity experiments

Figure 7. Mixed‐layer heat budget analysis in the different simulations: tendency terms averaged over 8 years in the coastal band (50‐km wide): (a) CR,
(b) DO36, (c) DO12, and (d) DO4. Each bar represents the amplitude of the terms in °C/day (blue (red) for cooling (warming) tendency) and the mixed‐layer depth
(m). From left to right, heat flux forcing (FORC), zonal advection (X‐ADV), meridional advection (Y‐ADV), vertical advection (Z‐ADV), vertical mixing (V‐MIX)
and Mixed‐Layer Depth (MLD). The percentages of the contribution of the tendency terms to total cooling/warming tendency (in parentheses) are shown
at the bottom of each bar. The four components of the net heat flux term are also shown in the rectangle below the FORC bar, with the mean values (in °C/days)
indicated in the legend box (yellow = short wave radiation, purple = long wave radiation, blue = latent heat, and light blue = sensible heat). The mean
temperature rate and summed‐up contributions of the balance are shown for the coastal and offshore box in the upper part of each panel.
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despite the reduction in coastal winds that would tend to reduce cooling through evaporation. However,
since the mean SST is warmer in the sensitivity experiments, evaporation and long wave radiation
increase, which, added to the effect of the shallower mixed‐layer depth, results in an average ~50%
increase among the sensitivity experiments of the cooling tendency due to those terms. Meridional
advection experiences variations that mirror the ones of zonal advection. Note that although meridional
advection decreases in D036 compared to CR, it becomes larger than in CR in D04 despite the presence of
a drop‐off. Also note that the residual of the heat budget (i.e., difference between the rate of change of the
mixed‐layer temperature and the sum of all the terms contributing to this tendency) was close to zero
(onshore/offshore box (44.69/0.67), (18.94/0.71), (21.61/0.70), (32.17/0.66) (°C/day ×10 −8) for CR, DO36,
DO12, and DO4, respectively. The analysis thus reveals the nonlinear impact of the drop‐off shape on the
heat balance and indicates different “regimes”of the maintenance mechanisms of coastal SST depending
of the characteristics of the coastal wind profiles. As the most obvious manifestation of such a nonlinear
behavior, the FORC term is almost unchanged between the sensitivity experiments while the vertical
mixing (and mixed‐layer depth) increases strongly from DO36 to DO4. It also indicates that the main
impact of the drop‐off shape on the thermodynamics in the coastal domain is not through changes in
Ekman processes‐induced advection but through vertical mixing and heat fluxes, although the reduction
in Ekman processes‐induced advection is a primarily cause of the warmer SST.

In order to assess the effect of the changes in Ekman processes associated to the different wind profiles on
SST along the coast, we follow the approach of Hong et al. (2013) to provide off‐line estimates (see
section 2.3.2 for details of the calculation) of their relative contributions. The seasonal cycle is considered
in the analysis owing to the marked seasonality of the atmospheric circulation off Central Chile, in parti-
cular associated to the meridional migration of the low‐level jet (Garreaud & Muñoz, 2005; Rahn &
Garreaud, 2013; Renault et al., 2012). Figure 8 displays the rate of SST changes (mean and seasonal cycle)
associated with advection processes related either to Ekman suction (vertical upward advection) or Ekman
transport (horizontal advection). Results were spatially averaged over a coastal strip of 50 km. The mean
and seasonal cycle of the SST change rate due to Ekman suction (Figure 8a) exhibit naturally higher ampli-
tude in the drop‐off experiments than in CR (mean change rate: −0.0038, −0.0201, −0.0246, and −0.0354

Figure 8. Seasonal variability (left column) and annual mean (right column) of the rate of Sea Surface Temperature (SST) change associated with (a) Ekman suc-
tion, (b) Ekman transport, and (c) monthly and yearly sum of Ekman suction and Ekman transport for the various regional oceanicmodel simulations. Results were
spatially averaged over a coastal strip of 50 km and between 27.5 and 35°S (see section 2.3.2 for details of the calculation).
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Figure 9. Spatial maps of the temporal mean EKE difference between the control and the drop‐off experiments: (a) CR
minus DO36, (b) CR minus DO12, and (c) CR minus DO4. (d) Mean geostrophic surface intraseasonal EKE (8 years)
simulated by ROMS CR and (e) averaged from 43 chunks of 8 years sampled among a 50‐year long simulation with the
same characteristics than ROMS CR. (f) Dispersion amongst 43 estimates of mean EKE based on 8‐year long chunks
selected in the 50‐year long simulation. The lines in magenta indicate the limit of the 50‐km coastal band. EKE = Eddy
Kinetic Energy; ROMS = Regional Ocean Modeling System.
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(°C/day) for CR, DO36, DO12, and DO4, respectively). Its magnitude is
in phase with the seasonal warming during spring and summer, which
increases the vertical gradient of temperature, providing the positive pre-
condition for the surface cooling (Hong et al., 2013). On the other hand,
the rate of SST change due to horizontal advection of temperature
(Figure 8b) is weaker in the drop‐off experiments compared to CR (mean
change rate: −0.18, −0.1173, −0.1175, and −0.1053 (°C/day) for CR,
DO36, DO12, and DO4, respectively) owing to the reduced coastal diver-
gence in the sensitivity experiments compared to CR. In terms of total
temperature change associated with Ekman processes, the main contri-
butor to the cooling is the horizontal advection (Ekman transport) in
all simulations, with mean contributions accounting for 98, 85, 83, and
75 (%) of the total contribution by Ekman dynamics for CR, DO36,
DO12, and DO4, respectively (see Figure 8). However, all the sensitivity

experiments yield a similar reduction (~24%) for the combined contribution of Ekman transport and suc-
tion compared to CR, suggesting a compensation between the horizontal and the vertical Ekman advection
processes (see Figure 8c).

3.5. Impact on the Turbulent Flow

Since the characteristics of the wind drop‐off are influential on the mean circulation along the coast, it is
likely to impact the eddy field through changing the stability of the coastal currents. As a first step, we diag-
nose the impact on EKE. Figure 9 shows the mean EKE for CR (Figure 9d) and its difference with the mean
EKE of the three sensitivity experiments (Figures 9a–9c). In the control simulation (CR), the mean EKE
amplitude within the 50‐km coastal strip (see Table 3) is larger than in all the sensitivity experiments
(mean/total EKE 0.0206/124.1942 m2/s2), which is not realistic (see Figure A8). The reduction in mean
EKE along the coast in the sensitivity experiments can be interpreted as resulting from the reduction of
the lateral buoyancy gradient (associated with the reduced cool SST bias), which decreases the available
potential energy used by baroclinic instability to produce mesoscale activity along the coast. So near the
coast, the impact of the wind drop‐off on Ekman dynamics associated to the geostrophic adjustment to
the SST front modulating the CCC yields a direct impact on mean EKE. In fact the D036 experiment exhibits
the larger reduction in EKE, which means that a wider drop‐off implies a lower EKE in the coastal region.
Furthermore, the sharper wind drop‐off in the D04 simulation compensates the imbalance between the two
Ekman processes, and its higher wind stress curl and associated Ekman suction yields the highest EKE
amplitude offshore (mean/total EKE 0.0195/981.3780 m2/s2). Additionally, we note two regions (around
30°S and 32°) where mean EKE tends to decrease in the presence of a wind drop‐off, which corresponds
to the regions of largest mean EKE in the control CR simulation.

In order to establish if such changes are significant, we estimate the dispersion in mean EKE expected from
random occurrence of eddies. It is estimated based on 43 chunks of 8 years from a 50‐year‐long simulation
corresponding to forcing conditions of CR. The standard deviation among this 43 “virtual”simulations is
estimated (Figure 9f) and compared to the change in mean EKE associated with the different sensitivity
experiments. It indicates that changes in mean EKE due to changes in the wind profiles near the coasts
are much larger than variations in mean EKE associated with different subsampling of the long‐term control
run experiments. This, in turn, indicates that differences between CR and the sensitivity experiments
(Figures 9a–9c) are statistically significant.

To further interpret the impact of the wind drop‐off on the eddy field, we estimate the mean zonal and ver-
tical eddy heat flux (see Figure 10) along the same five transects of Figure 4. Generally, eddy advection is con-
tained in the upper pycnocline owing to the small amplitudes of the zonal flow and temperature below ~100
m. The cross‐shore lateral flux is essentially shoreward and acts to flatten the upwelling‐tilted mean isother-
mal surfaces (Colas et al., 2012; Gruber et al., 2011; Renault, Deutsch, et al., 2016). The vertical flux is
upward and its vertical divergence contributes to the restratification process yielding to the pycnocline in
opposition to vertical mixing by boundary layer turbulence. The sensitivity experiments exhibit significant
differences in the magnitude and location of the peak value of the mean eddy heat flux, although this is lati-
tudinally dependent. Themean eddy flux of the control experiment (CR) exhibits a lower amplitude than the

Table 3
Statistics (Mean and Total) of 8‐Year Mean Geostrophic Surface
Intraseasonal EKE Between Model Solutions

Simulation
name

Onshore EKE (50 km) Offshore EKE

Mean
(m2/s2)

Total
(m2/s2)

Mean
(m2/s2)

Total
(m2/s2)

CR 0.0206 124.1942 0.0190 957.9542
DO36 0.0152 91.7016 0.0172 868.2673
DO12 0.0177 106.8140 0.0176 889.6080
DO4 0.0200 120.4919 0.0195 981.3780

Note. Mean Eddy Kinetic Energy (EKE) values were spatially averaged
and integrated in a 50‐km coastal band and in the offshore region (i.e.,
excluding the 50‐km coastal strip).
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experiments forced with a sharp wind reduction (i.e., DO12 and DO4) for all the transects located in the
regions where a cool bias was diagnosed near the coast, a sharper drop‐off scale leading to a stronger eddy
flux. However, the solution DO36 using a wider cross‐shore gradient shows lower amplitude than the
control experiment revealing the eddy heat flux sensitivity to the drop‐off scale. Interestingly, the eddy
heat fluxes are lower than in the control solution in all the experiments at the southern transect (33.8°S)
where a warm bias was diagnosed in the coastal transition zone for the diagnostic (CR0) and control (CR)
experiments.

Figure 10. Mean vertical sections of the mean zonal eddy heat flux for the four experiments at (first row) 28.25°S, (second row) 30.3°S, (third row) 31.1°S, and
(fourth row) 33.8°S. Black contours represent the 0 flux contour.
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4. Discussions and Conclusions

Our study was motivated by the need to interpret the coastal cool bias found in most regional model simula-
tions of upwelling system using scatterometer winds that do not represent well the on‐shore decrease of the
winds in the coastal fringe (the so‐called wind drop‐off; Astudillo et al., 2017). In this case study focused on
the Central Chile region, sensitivity numerical experiments with a regional ocean model to different config-
urations of the wind forcing were carried out in order to document the influence of mesoscale features in the
alongshore winds on the upwelling dynamics. The sensitivity experiments use wind products as simulated
by a regional atmospheric model (WRF) at different horizontal resolutions (36, 12, and 4 km) in a nested
configuration, which provides a more objective “downscaling”of the wind drop‐off pattern on the ocean
model grid compared with using the“low”resolution winds (NCEP‐DS) as boundary conditions in regional
oceanic models.

As a preliminary step we first showed that the regional atmospheric model simulates realistic wind profiles
near the coast and that the representation of the wind drop‐off is sensitive to the horizontal resolution. In
particular the higher the resolution, the closer to the coast the wind drop‐off, consistent with previous mod-
eling studies (Capet et al., 2004; Renault et al., 2012). We then performed four cyclic 8‐year‐long simulations
that differ only by the cross‐shore profile of the alongshore wind, ranging from a uniform cross‐shore gradi-
ent to a wide, medium, and sharp drop‐off shape.

The experiments reveal a large sensitivity of the thermodynamical processes to the wind drop‐off; in parti-
cular, there is a notable improvement in the simulated mean SST along the coast. However, a complex bal-
ance between various processes governs the reduction of the coastal cold bias. The analysis of a mixed‐layer
heat budget reveals that vertical mixing is considerably reduced (i.e., its cooling tendency is larger) compared
to the case of no wind drop‐off. By consequence, the mixed‐layer depth shoals, which impacts the amount of
heat that is distributed within the mixed layer through surface heat fluxes. In fact, the net heat flux warming
tendency is increased by ~45% in all the sensitivity experiments compared to the control run, while there is a
weak sensitivity of the change to the resolution of the wind drop‐off. Most of this increase in warming ten-
dency is associated to the increase in the solar radiation term. On the other hand, since the mean SST is war-
mer in the drop‐off experiments, cooling by evaporation and long wave radiation increases in ~50% among
the sensitivity experiments. What sets these different nonlinear“regimes”of SSTmaintenance (i.e., with and
without drop‐off) has its primarily cause in the Ekman processes‐induced changes. Indeed, the analysis of
the relative contribution of Ekman suction and transport to the rate of SST change for the sensitivity experi-
ments show that the consideration of a drop‐off reduces (increases) significantly the cooling by Ekman trans-
port (suction) over the 50‐km coastal band. However, the increase in Ekman suction does not compensate
for the decrease in Ekman transport, and the resulting cooling rate (i.e., associated to the total upwelling)
appears relatively insensitive to the “shape”of the coastal wind profiles. However, the location where the
bias reduction takes place varies among the sensitivity experiments. The sharper the drop‐off the more con-
fined to the coast the reduction of the cool bias.

In terms of the impact on the upwelling dynamics and associated circulation, the drop‐off in the sensitivity
experiment has first a profound dynamical impact by reducing the CCC intensity, increasing the alongshore
PCU and reducing the offshore Ekman current at the surface with respect to the control run, which yields to
a more realistic vertical variability of the coastal currents. Because the eddy field in this region is constrained
to a large extent by the baroclinic instability of the coastal current system, the wind drop‐off is also influential
on the eddy activity. In fact, the sensitivity experiments exhibit significant differences in the magnitude and
location of the peak value of the mean eddy heat flux, although this is latitudinally dependent. We also find
that the drop‐off characteristics influences significantly the EKE field over the whole model domain. In par-
ticular, the mean coastal EKE amplitude in the control simulation is larger than in all the sensitivity experi-
ments, and the wide drop‐off experiment exhibits the larger reduction in EKE. On the other hand, off shore,
EKE tends to decrease in the presence of a wind drop‐off. Through the eddy‐induced heat transport, such a
sensitivity in EKE to the wind drop‐off translate into a differentiated flattening of the upwelling‐tilted iso-
therms, which has the potential to feedback on the upwelling dynamics (Gruber et al., 2011).

To conclude, these results illustrate the strong coupling between the wind drop‐off and the nonlinear ocean
dynamics since the wind drop‐off acts not only on all terms of the mixed‐layer heat balance but also on the
energy source of mesoscale activity through its influence on the vertical structure of the coastal currents.
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We will now briefly review limitations of our study. First, the parameterization of the drop‐off scale (see
Appendix B) proposed here remains mostly empirical, which has inherent limitations. In particular, while
we constrain the percentage of decay of the wind amplitude from a certain distance from the coast, there
is no constraint imposed on the wind speed at the coast so that, if there is a bias in the offshore wind speed,
the parameterization“propagates”it to the coast. Considering the paucity in coastal meteorological stations
in this region that would otherwise allow for a better observational constraint, these results can be however
considered acceptable. While altimetric data can provide a complementary useful data set to validate the
method in the near‐coastal region (see Appendix A and Astudillo et al., 2017), they have so far a low latitu-
dinal resolution, which prevents a systematic validation considering that the atmospheric model simulations
indicate a large latitudinal variability in the wind drop‐off length and the higher‐resolution wind forcing
does not systematically yield themore realistic reduction of the cool bias evidenced in the control run experi-
ment. This means that other important processes that are not realistically accounted for in our model setup
may be at work locally for explaining the discrepancies between model and observations (i.e., cool biases).

One important process is related to atmospheric heat flux forcing. As evidenced by our heat budget analysis,
due to the shallow mixed‐layer depth near the coast, the annual mean of the rate of temperature change off
Central Chile could be strongly influenced by the representation of atmospheric heat fluxes. The oceanic
region off Central Chile is, in particular, characterized by the largest stratocumulus cloud deck in the world
that exhibits a strong variability from diurnal to interannual scales. Near the coast the variability of low
clouds is particularly high and is associated with so‐called coastal clearing episodes that accompanied
LLCJ and during which incoming solar radiation at sea surface can increase up to 40 W/m2 (Garreaud &
Rutllant, 2003). In our experimental setup that uses the COADS climatological radiative flux forcing (as well
as surface air temperature and relative humidity used to calculate turbulent fluxes), these processes may not
be properly accounted for, whichmay partly explain why the sharper drop off (D04) does not yield the largest
reduction in the SST cold bias in some regions. Another potentially important process is oceanic mixing (ver-
tical and horizontal diffusivity), which is highly parameterized in the model and thus dependent on model
resolution. In particular, the position of the upwelling front is sensitive to where the surface and bottom
boundary layers coalesce (Estrade et al., 2008). The reduced winds associated to the drop‐off will tend to
reduce the thickness of the boundary layer, which will displace the upwelling front further onshoreward,
which may explain why in some regions the reduction of the upwelling is insensitive to the resolution of
the drop‐off. On the other hand, external forcing (internal tides dissipation, inertia‐gravity wave, and bores)
that will contribute to mixing will have an opposite effect, in particular, in shallow shelf. While the shelf off
Central Chile is rather narrow compared to other upwelling systems (i.e., deep shelf), there is thus the pos-
sibility of compensating effect between Ekman dynamics and boundary layer dynamics in the positioning of
the upwelling front: The sharper the drop‐off the more confined the increased upwelling suction but also the
thicker the bottom and surface boundary layers through increase in the PCU and surface oceanic jet. Other
important processes that may explain the sensitivity of the effect of the drop‐off on the reduction cold bias as
a function of latitude include the presences of meridional recirculation within the upwelling zone associated
to mesoscale dynamics (cf. Capet et al., 2017, for the Southern Senegal upwelling system), the interaction
with details in the topography not well accounted for in our configuration, and air‐sea coupling at mesoscale
(cf. Renault, Molemaker, et al., 2016).

Despite the limitations mentioned above, our results offer a perspective for improving the realism of regional
oceanic forced simulations of EBUS in a cost effective way by correcting relatively low resolution wind pro-
ducts, in particular those derived from scatterometers (e.g., QuikSCAT and ASCAT), which are the most
used for regional modeling in EBUS. Simply put, we propose here a “cheap”method for correcting satellite
winds (or Reanalysis products) to avoid running a fully coupled regional model although the application of
this method for other EBUS would require a sensitivity analysis like the one presented here to determine the
optimal resolution of the atmospheric model. Here it appears that the DO36 simulation provides the best
skill in reducing the average cool bias over the study region.

Future directions of research also include the investigation of the atmospheric processes associated to the
wind drop‐off so as to better understand the large meridional variability in the sensitivity to the resolution
of the model (i.e., the fact that the wind drop‐off appears insensitive to resolution in some regions and not
in others). While one could follow a similar approach than in Renault et al. (2015) (i.e., vorticity budget
and sensitivity experiments to orography), this issue may also require refining topographic features in the
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atmospheric model along with resolution, as well as an explicit consideration of air‐sea‐land coupling (i.e.,
using a fully coupled ocean‐atmospheric regional model), accounting for the potentially important influence
of SST on the Marine Boundary Layer at seasonal time scales (Bravo et al., 2016) and at higher frequencies
(Garreaud et al., 2011). Local atmospheric processes, as the breeze regime tight to orographic features in the
Elqui valley (Scaff et al., 2017) should also be considered.

This study is viewed as a preliminary step for addressing finer‐scale variability in the oceanic circulation (i.e.,
bay's circulation) through downscaling experiments and to guide in the implementation of a regional obser-
ving system. In particular, CEAZA is maintaining a dense network of meteorological stations in the
Coquimbo region (http://www.ceazamet.cl) and our results could provide guidance for optimizing the net-
work. We are also aiming at carrying specific field campaigns to measure the wind drop‐off in some specific
regions where the model indicates a weak improvement in the mean coastal SST in order to verify the atmo-
spheric model solution and investigate local effects (e.g., orographic effect, SST coupling). There is also a
societal demand for improving the predictive capability of the marine resources and risks/hazards, and we
are aiming to build upon this work to investigate some aspects of the biogeochemical response associated
to changes in the characteristics of the mesoscale low‐level circulation in this region, considering that this
region is embedded in one of the largest OMZ of the world and hosts important fisheries. This can be
handled with our modeling setup coupling with a biogeochemical model that has been used for the
Peru‐Chile region to simulate the OMZ seasonal variability (O. Vergara et al., 2016).

Appendix A: Models' Validation
This appendix provides material for the evaluation of the realism of the regional atmospheric and oceano-
graphic model in terms of the mean circulation, seasonal cycle, and mesoscale dynamics. The validation
is based on data from satellite, meteorological coastal stations, and a mooring.

Figure A1. Spatial maps of the temporal mean of the 10‐m wind magnitude (m/s) measured by (a) QuikSCAT and simulated by (b) Weather Research and
Forecasting (WRF) at coarse resolution 36 km. (c) Bias (m/s) and (d) mean absolute error (MAE, m/s) for the daily differences of the 10‐m wind magnitude
between WRF and QuikSCAT.
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Figure A2. Mean cross‐shore 10‐mwind speed profiles at different latitudes: (a) 30.45°S, (b) 33.09°S, (c) 33.31°S, and (d) 34.34°S, estimated from WRF36, WRF12,
WRF4, QuikSCAT, ASCAT, ENVISAT, and Jason‐1 over the period 2007–2009.

Table A1
Summary of the Validation of the WRF Cross‐Shore Profiles Using Scatterometers and Altimeters as Ground‐Truth Reference (See Figure A2)

Offshore (80–200 km) Coast (0–80 km)

Stat Resolution QuikSCAT ASCAT Envisat Jason‐1 QuikSCAT ASCAT Envisat Jason‐1

ρ WRF‐36 −0.32 −0.34 0.97 0.98 0.64 0.58 0.95 0.99
WRF‐12 −0.31 −0.34 0.97 0.98 0.56 0.51 0.97 0.97
WRF‐4 −0.33 −0.36 0.95 0.98 0.61 0.56 0.97 0.97

RMSE WRF‐36 0.40 0.42 0.20 0.24 1.09 1.04 0.38 0.14
WRF‐12 0.39 0.42 0.21 0.22 0.96 0.93 0.39 0.15
WRF‐4 0.32 0.42 0.30 0.09 0.84 0.84 0.51 0.29

Bias WRF‐36 0.16 0.18 0.04 0.06 1.20 1.09 0.14 0.02
WRF‐12 0.15 0.18 0.04 0.05 0.93 0.87 0.15 0.02
WRF‐4 0.10 0.17 0.09 0.00 0.71 0.70 0.26 0.08

Note. Mean Pearson's correlation coefficient (ρ), Root Mean Square Error (RMSE), and bias are provided. Statistics are obtained at the offshore (80–200 km) and
coastal area (0–80 km).

Table A2
Validation Results for WRF (4 km) 10‐m Wind Magnitude

Automatic Weather Station (AWS) Observations (days) RMSE (m/s) MAE (m/s) Bias (m/s) Pearson's correlation

Punta de Lobos 283 0.5 0.4 0.2 0.8
Loma de hueso 811 1.6 1.3 1 0.8
Lengua de Vaca (CNE) 879 1.6 1.3 0.5 0.7
Lengua de Vaca (DGF) 754 1.9 1.7 1.5 0.8

Note. The analysis uses all available model/AWS daily collocations. Number of daily mean samples, RMSE, MAE, bias and correlation coefficients are shown.
WRF = Weather Research and Forecasting; RMSE = Root Mean Square Error error; MAE = Mean Absolute Error; CNE = National Energy Commission of
the Chilean Government; DGF = Department of Geophysics, Universidad de Chile.
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A1. Atmospheric Model Evaluation

Figure A1 compares the mean near‐surface WRF winds (36‐km resolution) with QuikSCAT data over the
simulated period (2007–2009) off Central Chile (26–36°S). Observed winds are equatorward and alongshore,
with maximum wind magnitude between 30°S and 28°S. In general there is a good agreement between
model and observations, both in wind strength and spatial regional patterns. Indeed, the two areas of loca-
lized wind speed maxima, the so‐called coastal jets (Rahn & Garreaud, 2013), are present in both fields
around major capes at Punta Lengua de Vaca (~30°S) and Punta Choros (29°S). However, the wind magni-
tude appears to be slightly overestimated (~8%) by the model (Figure A1b) in the coastal jet region (Garreaud
& Muñoz, 2005). Note that in the nearshore band the model wind strength smoothly decreases shoreward.
This wind drop‐off is much less pronounced in the scatterometer winds (Figure A1a) as well as in the down-
scaled wind products used to force CR and CR0 oceanic simulation (not shown). The Figures A1c and A1d
display the mean bias and the mean absolute error (MAE) for the daily differences between the model and
the QuikSCAT data. Similar results are obtained when comparing WRF and ASCAT winds (not shown),
though the agreement betweenWRF and ASCAT decreases unsurprisingly given that ASCAT has a systema-
tic underestimation of the wind speed that increases with higher wind conditions (Bentamy et al., 2008;
Bentamy & Fillon, 2012).

Figure A2 shows the cross‐shore profile of the alongshore winds at different latitudes for the three WRF
model resolutions and for satellite observations (QuikSCAT, ASCAT, ENVISAT, and Jason‐1). First, the
simulated WRF winds are comparable with both the scatterometry‐ and altimetry‐derived observations in
the offshore region (i.e., excluding the 80‐km‐width coastal band), with low bias and RMSE differences.
Second, in the nearshore region (80 km) the ocean surface winds from WRF agree very well with the
altimeter‐derived observations and exhibit higher scores with respect to QuikSCAT and ASCAT. This is
due to the scatterometer blind zone near the coast, which limit the observation of the wind drop‐off profile
within this coastal band. On the other hand, the small altimeter footprint and its higher resolution allow
resolving the 50‐km fringe along the coast. Table A1 provides the validation results for three
WRF resolutions.

Finally, the statistics of the mean daily 10‐m winds from the WRF innermost solution (4‐km resolution)
compared to the available coastal surface stations are given in Table A2. The nearshore variability simulated
by WRF is in fair agreement with the observations (on average for the four stations, Pearson's correlation is

Figure A3. Spatial maps of the temporal mean of the SST (°C) over the period 2003–2008 from (a) MUR data and simulated by (b) ROMS CR0. (c) mean bias (°C),
and (d) RMSE (°C) for the monthly seasonal differences between CR and MUR data. The lines in magenta indicate the limit of the 50‐km coastal band and the
shoreline. SST = Sea Surface Temperature; MUR = Multi‐scale Ultra‐high Resolution; ROMS = Regional Ocean Modeling System; RMSE = Root Mean Square
Error.
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~0.8, bias is ~0.8 m/s, and RMSE is ~1.4 m/s). Note that the anemometer height correction has not been
applied on the meteorological records.

A2. Oceanic Model Evaluation
A2.1. SST
In this section, the diagnostic ROMS solution (CR0) is evaluated. The
mean state (2003–2008) of observed (MUR) and simulated SST is pre-
sented in Figures A3a and A3b. The model mean regional pattern is in
good agreement with observations in the offshore region (i.e., excluding
the 50‐km‐width coastal band) and presents a weak positive mean bias
and RMSE (0.17 °C and 0.38 °C, respectively). Although both fields exhibit
a cold tongue along the coast, clear signature of the wind‐driven coastal
upwelling, the SST differences (Figures A3c and A3d) for the monthly sea-
sonal cycle indicate that the simulation yields excessive cooling (bias
−0.54 °C, RMSE 0.92 °C) in the nearshore strip (50 km). This cold bias
extends everywhere along the coast, spreading offshore northwestward
off 30°S and upstream from the region of the coastal wind jets shown in
Figures A1a and A1b.

In order to analyze in detail this cold bias we describe the seasonal varia-
tions of SST for MUR and ROMS CR0 in Figure A4 and Table A3. A pro-
nounced SST seasonal cycle in the upwelling region off Central Chile is

Figure A4. Spatial maps of the temporal mean seasonal of the SST (°C) over the period 2003–2008 from (top row) MUR data and simulated by (middle row) ROMS
CR0. (bottom row) Seasonal SST difference between ROMS CR0 and MUR (°C). Summer, fall, winter, and spring are defined as December–February, March–May,
June–August, and September–November, respectively. The lines in magenta indicate the limit of the 50‐km coastal band and the shoreline. SST = Sea Surface
Temperature; MUR = Multi‐scale Ultra‐high Resolution; ROMS = Regional Ocean Modeling System.

Table A3
Validation of the ROMS SST From the CR0 Simulation Against the Satellite
Product (MUR)

Season
Bias (°C)
offshore

Bias (°C)
coast

RMSE (°C)
offshore

RMSE (°C)
coast

Summer 0.22 −0.89 0.37 1.07
Fall 0.04 −0.85 0.36 1.09
Winter 0.21 0.06 0.37 0.54
Spring 0.21 −0.47 0.32 0.68
Yearly 0.17 −0.54 0.38 0.92

Note. Mean bias and RMSE are averaged over a 50‐km coastal band and in
the offshore region (i.e., excluding the 50‐km coastal strip) and shown for
seasonal and annual means. The months for calculating the seasonal
means are defined as in Figure A4. ROMS = Regional Ocean Modeling
System; SST = Sea Surface Temperature; MUR = Multi‐Scale Ultra‐
High Resolution; RMSE = Root Mean Square Error.
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characterized by a westward shift of the 16 °C isotherm from the coast in summer‐fall to the offshore region
in winter‐spring, in both MUR and ROMS (Figure A4, top and middle rows, respectively). The ROMS tem-
perature is slightly warmer offshore (maximum bias 0.22 °C, RMSE 0.37 °C) along the year. On the other
hand, the cool bias for the coastal strip evolves in evident relation with seasonal changes in alongshore winds
and associated coastal upwelling response; the bias/RMSE in the 50‐km coastal band ranges from 0.06/0.54
°C in winter to −0.89/1.07 °C in summer.

The near‐coastal cold bias has been present in various regional model simulations of the EBUS (Penven
2001; Penven 2005; Veitch et al., 2010; Colas et al., 2012). In these studies the authors related the cold bias
to the wind being too strong at the shore, which results in an imbalance between Ekman transport and
Ekman suction (Capet et al., 2004; Desbiolles et al., 2016). However, such a bias could be also attributed
to a warm bias in the satellite‐based SST data sets. In fact, Dufois et al. (2012) suggest that any high‐
resolution satellite‐derived data set based on a smooth SST product (e.g., MSG/SEVIRI or MODIS L3, or
by using optimal interpolation), as MUR analysis, should be used with extreme care in the nearshore regions
of the EBUS.

The mean temperature structure is assessed against the CARS climatology (Ridgway et al., 2002). Figure A5
displays a mean zonal section of temperature at 30.3°S for both the CARS climatology and the ROMS CR0.
Both sections are in good agreement in the offshore region and in lower layers; however, the surface near-
shore cold bias is evident in the sharp isotherm tilt of the model temperature (see Figure A5a).

Figure A5. Mean cross‐shore vertical sections of temperature at 30.3°S, for the (a) ROMS CR0 simulation and (b) CARS
climatology. ROMS = Regional Ocean Modeling System; CARS = CSIRO Atlas of Regional Seas; CSIRO =
Commonwealth Scientific and Industrial Research Organisation.

10.1029/2018JC014051Journal of Geophysical Research: Oceans

ASTUDILLO ET AL. 25



A2.2. Mean‐Seasonal Circulation
Themodel vertical structure of temperature and currents along a 300‐km‐long transect at 30°S are presented
in Figure A6. Mean alongshore (meridional), cross‐shore (zonal), and vertical velocities (Figures A6b–A6d)
have the typical structure of a subtropical EBUS and can be compared to previous modeling studies in HCS
(Aguirre et al., 2012, 2014; Cambon et al., 2013; O. A. Vergara et al., 2016; O. Vergara et al., 2017). Near the
coast the prevalent upwelling conditions associated with the intense and uniform alongshore wind stress
cause a surface (above a depth of 50 m) coastal jet, called CCC (mean speed of 20 cm/s) flowing toward
the equator, above a subsurface poleward flow (PCU) trapped to the continental slope. This undercurrent
exhibits a maximum speed core at about 150‐ to 300‐m depth and originates from the Equatorial
Undercurrent, which splits at the Galapagos Islands. One branch continues as undercurrent and turns south
to form this subsurface flow. While the other southern branch, the Peru‐Chile Countercurrent, at about 150
km from the coast, generates a second southward surface flow (Penven et al., 2005). Finally, farther offshore
the eastern branch of the subtropical South Pacific gyre gives raise to another wind‐driven equatorward

Figure A6. Cross‐shore vertical sections at 30.3°S of (a) mean temperature (°C), (b) mean alongshore velocity v (m/s), (c) mean vertical velocity w m=sð Þ; and (d)
mean zonal velocity u m=sð Þ for the ROMS CR0 model. Dashed lines in black and yellow colors correspond to the mixed‐layer depth diagnosed by KPP and to the
COSMOS mooring position, respectively. ROMS = Regional Ocean Modeling System; KPP = K‐Profile Parameterization.
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surface flow. The cross‐shore circulation (see Figure A6d) consists of an offshore flow within the surface
Ekman layer (u < 0) and a weaker shoreward return flow (u > 0) in the subsurface thermocline
supported by the equatorward alongshore pressure gradient. This geostrophic current feeds the coastal
upwelling (see w > 0 in Figure A6c), the CCC, and the PCU. As customary in coastal upwelling systems,
an isotherm tilt toward the coast is observed above 100‐m depth (see Figure A6a).

Figure A7 and Table A4 display the validation of the mean velocity vertical profile against in situ currents at
30.3°S and 13 km from the coast. The mean model CCC/PCU (Figures A7a and A7b) are comparable with
observations in range and structure, although the simulation overestimates/underestimates them because
of strong coastal wind forcing. As a typical result in regional oceanic models of the southern HCS (Aguirre
et al., 2012, 2014; O. Vergara et al., 2017), the CCC is too energetic overlapping and deepening the PCU (see
Figure A6b). As a consequence, the enhanced equatorward pressure gradient forces a shoreward geostrophic

current in displacing offshore the surface Ekman current at the coast (see
Figure A6d). Indeed Desbiolles et al. (2016) showed that an overestimated
coastal wind would impact negatively the structure of the meridional and
zonal surface currents and the upwelling dynamics in the EBUS of the
Benguela region. They showed that the cross‐shore structure of the along-
shore winds impact both the offshore and northward surface flows
increasing the Ekman transport and the geostrophic adjustment and redu-
cing the intensity and shallowness of the poleward undercurrent.
A2.3. EKE
Nearshore wind‐driven currents present strong horizontal and vertical
shears. Associated instabilities are the main contributors to the develop-
ment of mesoscale activity off Central Chile through baroclinic and baro-
tropic energy conversion. Cyclonic eddies populate primarily the CCC,
while anticyclonic ones moderately dominate the PCU. This eddy contri-
bution plays an important role in the mean lateral circulation by cross‐
shore heat flux and depletion of available mean potential energy

Table A4
Validation of the Mean Meridional and Zonal Current in the ROMS
Experiments Against the Current Meter COSMOS Located at 30.3°S and
~13 km From the Coast

Meridional current Zonal current

ROMS
simulation

RMSE
(cm s‐1)

Pearson's
correlation

RMSE
(cm/s)

Pearson's
correlation

CR0 11.5 0.97 3.5 0.61
CR 10.5 0.97 3.6 0.65
DO36 7 0.98 1.6 0.65
DO12 7 0.98 1.6 0.65
DO4 7 0.98 1.6 0.61

Note. RMSE and correlation coefficient are shown. The data were aver-
aged for the available depths between the surface and 100 m. ROMS =
Regional Ocean Modeling System; RMSE = Root Mean Square Error.

Figure A7. (a) Mean meridional and (b) zonal current profiles at 30.3°S from the COSMOS Acoustic Doppler Current
Profiler (13km from the coast) and the various ROMS simulations at the mooring site. ROMS = Regional Ocean
Modeling System.
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(Aguirre et al., 2014; Capet et al., 2008; Colas et al., 2012; Hormazabal et al., 2004; Leth & Middleton, 2004;
Marchesiello et al., 2003). The mean geostrophic surface intraseasonal EKE, a direct measure of the number
and intensity of mesoscale eddy phenomena, was calculated as described in section 2.3.3 for the diagnostic
ROMS model (CR0) and compared to satellite estimations (Figure A8). The model spatial pattern of EKE is
similar to the one obtained by Aguirre et al. (2014) and in agreement with satellite data. Both observed and
simulated fields, Figures A8a and A8b, respectively, present the highest levels of energy (>0.015 m2/s2 for
AVISO) between 31°S and 28.5°S. However, the simulated EKE range [0–0.045 m2/s2] is broader than the
corresponding observed range [0–0.015 m2/s2]. This overestimation was already highlighted in previous
studies (Aguirre et al., 2014; Colas et al., 2012; Cambon et al., 2013; O. A. Vergara et al., 2016; O. Vergara
et al., 2017) and could be attributed, in part, to a smoothing of the gridded AVISO data. Indeed, we have
evidenced a higher agreement in the amplitude range of EKE (not shown) when we use low‐pass‐filtered
(6‐day averaging and Gaussian spatial filter with 30‐km half‐width) ROMS geostrophic velocities, as
described in Capet et al. (2008).

Another common feature of the observed and modeled mesoscale activity is a nearshore EKE minimum, in
concordance with the idea that EKE originates from instabilities in the nearshore region that amplify while
moving offshore (Marchesiello et al., 2003). This assumption is supported in the ROMS solution that evi-
dences a coastal sourcing of EKE around major upwelling regions near Punta Choros (~29°S), Punta
Lengua de Vaca (~30°S), and Punta Curaumilla (~33°S), three regions in which atmospheric coastal jets
are recurrent. This suggests that mesoscale processes are tied to the coastal topography and local wind for-
cing. Unfortunately, the AVISO data are not yet reliable in the coastal band to confirm this hypothesis.

Figure A8. Spatial maps of the temporal mean of the geostrophic surface intraseasonal EKE computed from sea level
pressure gradients and derived from (a) AVISO data and from (b) ROMS CR0 over the period (2000–2008). EKE =
Eddy Kinetic Energy; Aviso = Archiving, Validation and Interpretation of Satellite Oceanographic; ROMS = Regional
Ocean Modeling System.
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Appendix B: Wind Drop‐Off Characteristics and Coastal Correction
This appendix provides the details of the method to derive the drop‐off length scale and to modify the coastal
wind profiles from the WRF model outputs and generate the atmospheric forcing for the sensitivity experi-
ments with ROMS (see Table 2).

B1. Estimate of Wind Drop‐Off Characteristics

We follow previous studies that provide estimates of the wind drop‐off based either on satellite data
(Astudillo et al., 2017) or atmospheric model outputs (Bravo et al., 2016; Renault et al., 2015). The method
consists in estimating the distance from the coast, that is, the wind drop‐off length (Ld), from which the
cross‐shore profiles of the magnitude of the wind curl reaches a certain threshold. Here, when applying this
wind curl threshold‐based methodology, the resulting Ld values were very noisy, exhibiting a large sensitiv-
ity to the resolution of the simulated wind that is difficult to interpret all the more so as Ld exhibit already a
strong meridional variability (Astudillo et al., 2017). This sensitivity results from the strong aliasing imposed
by the bilinear interpolation associated with the upsampling of the WRF wind fields on the high‐resolution
ROMS grid. Thus, we propose here an alternative approach that provides well‐correlated Ld values between
the different WRF grid resolutions. First, we estimate within an offshore distance of 150 km the percentage
of wind speed reduction (Wr) along the cross‐shore profile with respect to its value at the coast as follows:

Wr x; latð Þ ¼ V x; latð Þ−V 0; latð Þ
V x; latð Þ

×100 (B1)

where V(x,lat) and V(0,lat) are the model mean wind speed at a given distance x (in meters) from the coast
and at the grid point nearest to the coast, respectively (see Figures B1a and B1b). Second, the rate of wind

Figure B1. Cross‐shore sections of mean alongshore (a) wind speed and (b) percent of wind speed reduction (Wr) at 28.24°S from WRF36 over the period 2007–
2008. The black circle and the dotted segments highlight the detected drop‐off length (Ld) and the drop‐off zone, respectively. (c) Cross‐shore section of daily
mean (11 October 2008) alongshore wind speed and (d) percent of reduction (Wr) at 28.24°S fromNCEP‐DS before (black‐dashed lines) and after (blue and red lines)
the coastal correction. Note how the scaled NCEP‐DSwind speed profile starts to mimic the wind drop‐off as simulated by theWRF36 domain at a 37.5‐km offshore
distance from the coast corresponding to the WRF36 wind drop‐off length (Ld). WRF = Weather Research and Forecasting; NCEP = National Centers for
Environmental Prediction.
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decay onshore (growth offshore), corresponding to the slope of Wr at any point x, is approximated using
backward differences as

wind decay rate ¼ ΔWr

Δx
(B2)

Then, Ld is estimated as the offshore distance where the wind decay rate is greatest than 0.5% per kilometer.
This threshold results in a better approximation to the apex of the zonal decay profile Wr that features an
exponential shape near the coast. Note that equation (B1) assumes that the zonal profile is an acceptable
approximation to the cross‐shore one. This is based on the values of the coastline angle for the latitudinal
extent (27–35°S) of the oceanic model domain that remains close to 90° (i.e., north‐south coastline orienta-
tion; see green line in Figure 4 from Dewitte et al., 2008).

B2. Wind Drop‐Off Characteristics and Sensitivity to Resolution

Before presenting the method to correct coastal wind profiles in the oceanic model atmospheric forcing, we
first document here the latitudinal variability of the wind drop‐off in the various atmospheric simulations.
Figures B2a–B2c show the mean wind magnitude for each WRF domain; highlighting (color lines) the cor-
responding wind drop‐off scales (Figure B2d). The wind drop‐off is present all along the coast with Ld vary-
ing from 2 to 50 km depending on the latitude/domain. Furthermore, meridional changes in Ld are
associated with orography and coastline geometry. For example, south of the main capes and northwest
facing embayments and close to the main upwelling centers (e.g., Punta Choros, ~29°S; Punta Lengua de
Vaca, ~30°S; and Punta Curaumilla, ~33°S) small values of Ld are recurrent. In most regions, sensitivity to
the spatial resolution is observed: the higher the resolution the smaller the wind drop‐off length. Only in
some latitudes ranges (e.g., between 29°S and 30°S) the wind drop‐off length appears relatively insensitive
to the resolution of the model, which could be due to the details in the shape of the coastline and/or orogra-
phy, as the alternation of promontories and bays (Astudillo et al., 2017; Renault et al., 2015).

Figure B2. Spatial maps of the temporal mean of the 10‐m wind magnitude (m/s) from the triple nest WRF simulation at (a) 36 km, (b) 12 km, and (c) 4 km of
spatial resolution over the period 2007–2009. (d) Alongshore wind drop‐off length (Ld in km) for the different model resolutions. Ld is estimated by detecting
where the cross‐shore wind decay rate is >0.5% per kilometer. The black, magenta, and blue lines represent the Ld length for the WRF36, WRF12, and WRF4,
respectively. WRF = Weather Research and Forecasting.
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B3. Coastal Correction of the Wind Forcing

Our oceanic model experiments are forced using a daily wind data set derived from the statistical downscal-
ing of NCEP1 reanalysis (Kalnay et al., 1996) following the method of Goubanova et al. (2011). This product,
hereinafter referred to as NCEP‐DS, is based on amultiple linear regression between local/regional variables
(predictand) and large‐scale climate characteristics (predictors). The predictand is the near‐surface wind
measured by QuikSCAT scatterometer. The large‐scale predictors, covering the QuikSCAT period, are the
near‐surface wind fields from NCEP1 reanalysis data. The statistical model is applied on wind anomalies
relative to a reference mean seasonal cycle that is taken from QuikSCAT data. The statistical relationship
between predictand and predictors is then used to downscale NCEP1 winds and provide valuable surface for-
cing for long‐term oceanic regional simulations. Although this technique allows an important correction of
the surface wind jet patterns off Central Peru and Central Chile (Goubanova et al., 2011), it cannot overcome
the limitations of the QuikSCAT data (i.e., the blind zone). We thus complete the coastal gap in NCEP‐DS
with the information provided by the WRF simulations at different spatial resolution, to produce atmo-
spheric forcing for the regional oceanic model. Specifically, we apply the wind decay percentages of the
mean cross‐shore WRF profiles following equation (B1) to the daily NCEP‐DS winds along the coast. The
NCEP‐DS wind magnitude at a distance from the coast equal to the WRF wind drop‐off length Ld thus starts
to decrease shoreward at a rate similar to theWRF simulation until reaching a low value of wind speed at the
closest grid point to the coast. As an illustration, the Figures B1c and B1d present the cross‐shore wind pro-
file at 28.24°S for the “raw”NCEP‐DS wind and for the “corrected”wind based on the WRF36 simulation.
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Chapter 5

General Conclusions and Future Work

In this thesis we have investigated the air-sea-land interactions in the Peru-Chile Upwelling
System (PCUS), a major Eastern Boundary Upwelling System (EBUS) that accounts for 16 –
20% (12 million tonnes) of the global fish catch. The PCUS is driven by persistent southerly
alongshore wind along the eastern side of the South East Pacific (SEP) anticyclone. This
subtropical EBUS presents a marked wind-forced variability at seasonal and intraseasonal
time scales associated with the meridional displacement of the surface anticyclone and
zonal eastward propagation of mid-latitude frontal systems, respectively. The peak upwelling
season occurs in winter off central Peru and in summer off central Chile, in the regions of
occurrence of atmospheric Low-Level Jets (LLJ), which is a recurrent mesoscale feature,
characterized by episodes of maximum wind speed forced by an interaction between synoptic
conditions and coastal topography.

More specifically, we have studied the sensitivity of the dynamical and thermodynami-
cal processes to the cross-shore variability of the winds near the coast in the PCUS. Our main
focus was on the shoreward decrease of the surface wind speed, so-called wind drop-off,
which modulates Ekman velocities, and thus, the spatial and temporal structure of the up-
welling. The study of fine spatial and temporal scales associated with wind drop-off requires
the compilation of wind observations and use of numerical models. We used both approaches
to assess the various mechanisms occurring at these scales.

In the first part of this work, we have analyzed the data gathered by four altimeter mis-
sions (i.e. ENVISAT, Jason-1, Jason-2 and SARAL) spanning more than 10 years of satellite
observations. In this analysis we benefited from the potential of radar altimeter systems to
measure the surface wind speed near the coast. Indeed, the scarcity of in in-situ observations
and limitations of scatterometer retrievals within a 28 to 50-km wide blind zone along the
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coastal boundary impede the right description of the mesoscale atmospheric circulation
within this narrow coastal fringe where the wind drop-off occurs.

The first outcome of this study is the development of a sound methodology to validate
and calibrate the altimeter records against scatterometer observations. The calibration co-
efficients were inferred from the slope and offset of the regression between both altimeter
and scatterometer instantaneous data in the offshore region (i.e. excluding the 50-km width
coastal band) with values consistent with previous studies (i.e. slopes near 1.00 and small
offsets). The validation of the altimetric winds with respect to scatterometer data indicates
an accuracy comparable to the scatterometer measurement. In general, Jason-1 and Jason-2
exhibit higher scores than the ENVISAT and SARAL missions.

The calibrated and gridded alongtrack measurements were then used to characterize the mean
state of the dominant alongshore flow, assess the along-track wind drop-off and its influence
on coastal upwelling through Ekman pumping/transport. The most striking feature revealed
by this analysis is the marked shoreward reduction in wind speed, or drop-off, all along
the coast, independently of the offshore wind speed, although the reduction rate varies as
a function of latitude. The meridional variability in the magnitude and cross-shore scale of
the wind drop-off is shown to be influenced by the orography and the peculiarities of the
coastline shape (i.e. bays or promontories). The upwelling estimates are in line with this
meridional contrast. However in terms of overall contributions, the results suggests that on
average Ekman pumping tends to dominate with respect to Ekman transport over the Peruvian
coast, whereas over the central Chilean coast, the Ekman transport is the dominant process.
The analysis also suggests that the altimeter data near the coast are suitable to document
the seasonal cycle of the wind speed, with Jason-1/Jason-2 achieving the highest skill than
ENVISAT/SARAL due wing to their shorter repeat cycle.

Our results demonstrate that the altimeter data are highly valuable for the regional modeling
community interested in EBUS since they offer a benchmark dataset to validate regional
atmospheric models in near coastal areas, in particular in terms of representation of wind
drop-off and its alongshore variability. These results can also help in assessing the optimal
resolution of regional atmospheric models (convergence issues) and thus open the possibility
to investigate quantitatively to which extent the wind drop-off is influential on the regional
oceanic circulation and biogeochemistry. Another practical application is to guide the extrap-
olation procedure of the scattetometer-based wind forcing for regional ocean modeling in
EBUS, in order to adequately represent the nearshore wind structure. Unfortunately, it seems
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difficult to go further and propose to “blend” altimeter and scatterometer data in order to
include a near-shore drop-off in the scatterometer products, due to the relatively large gaps
between altimeter tracks in the meridional direction.

In the second part, we developed a nested grid configuration of the regional atmospheric
model (WRF) at three different horizontal resolutions (36km, 12km and 4km) zoomed on the
central Chile region. The model was used to document the spatial and seasonal variability of
the wind drop-off and its impact on the upwelling dynamics (in the linear sense) through the
estimate of Ekman pumping and transport along the coast. As a first step, the simulation was
validated based on satellite observations and in-situ automatic weather stations, indicating a
realistic representation of the spatial and temporal variability of the wind along the coast by
the model.

The simulation exhibits a cyclonic (negative in the Southern hemisphere) wind curl on
a coastal-band all along the coast. This negative wind curl is mainly due to the onshore
decay of the wind (wind drop-off), which presented length scales (Ld) between 8 and 45
km with a significant latitudinal variability, in agreement with the altimetry-derived wind
speed data. When the resolution of the model is increased, the wind drop-off takes place
closer to the coast and exhibits a larger meridional variability, consistently with previous
studies. Both, wind stress and wind curl have a clear seasonal variability with annual and
semiannual components. Alongshore wind stress maxima occurre in spring and fall whereas
the minimum is observed in winter.

The relative contribution of the coastal divergence and Ekman pumping to the vertical
transport along the coast was then evaluated taking into account the estimated wind drop-off
length., The results show a meridional alternation between both mechanisms, modulated by
orography and the intricate coastline. Prevalence of positive Ekman pumping is associated
with large Ld values, observed in regions with high orography and the presence of embay-
ments along the coast (ie.g. the Coquimbo bay). On the other hand, there is a prevalence of
coastal divergence with smaller values of Ld and more intense winds near the coast in sectors
characterized by a low topography and the presence of headlands (e.g. Punta Lengua de
Vaca and Punta Choros). There is also a combination of both mechanisms in which neither
divergence nor coastal Ekman pumping dominated over the other. In terms of total upwelling
rates, the vertical transport induced by coastal divergence and Ekman pumping represented
60 and 40 % of the total upwelling transport, respectively.



118

The regional model allowed for an estimate of the nearshore (coastal fringe of ⇠50km)
low-level circulation evidencing fine-scale structures of the wind stress curl that cannot be
estimated from satellite observations. Considering the overall realism of the model simulation,
our study could be used to guide field experiments and gather in situ measurements in order
to gain further knowledge in the processes that constrain such features.

The last part of this research project takes advantage of all the previous results to go further in
the study of the oceanic response and the upwelling sensitivity to the coastal wind reduction
off central Chile, using a validated high-resolution (2.5km) regional oceanic model (ROMS).
The sensitivity experiments were forced with different wind drop-off gradients in the 50-km
coastal strip. The mean characteristics of these coastal wind patterns were dynamically
estimated using the above-mentioned nested configuration of the WRF model (WRF) at
horizontal resolutions 36km, 12km and 4km.

The results showed that the different drop-off scales and gradients have the potential to
reduce/increase notoriously the Ekman transport/pumping over the 50-km coastal band.
However the increase in Ekman pumping associated with the wind drop-off does not always
compensate for the decrease in Ekman transport. Overall the compensation between two
processes is sensitive to the drop-off scale, i.e. a wider drop-off leads to a higher reduction in
the total upwelling mass flux. The reduction in the upwelling transport implies a reduction in
the coastal cool bias, reported by previous regional modeling studies in EBUS. We showed
that this reduction is proportional to the regionally dependent drop-off scale: the sharper the
drop-off the more confined to the coast is the reduction of the cool bias.

The SST differences between various sensitivity experiments are mainly produced by the
drop-off impact on the horizontal currents. Indeed, the sensitivity experiments exhibit a
notorious reduction in the Chile Coastal Current (CCC) intensity (above 60 m), a stronger
alongshore Peru-Chile Undercurrent (PCUC) (with the core at approximately 200m) and a
coherent offshore Ekman current at the surface, in agreement with available observations.
Furthermore, these SST differences reach the Coastal Transition Zone (CTZ) in association
with changes in eddy activity. In fact, in the sharp drop-off experiment the Ekman pumping
contribution to the SST cooling does compensates for differences in coastal upwelling. Hence,
the reduction in the mean cool bias must rely on mesoscale eddy transport, that laterally
redistributes the upwelled cold water from the upper ocean, as shown in the zonal and vertical
heat fluxes analysis.
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In fact, the cross-shore lateral eddy heat flux is essentially shoreward and acts to flatten the
upwelling-tilted mean isothermal surfaces. The vertical flux is upward and its vertical diver-
gence contributes to the restratification process yielding to the pycnocline in opposition to
vertical mixing by boundary-layer turbulence. Moreover, the sensitivity experiments exhibit
significant differences in the magnitude and location of the peak value of the mean eddy heat
flux, although this is latitudinally dependent. The mean eddy flux of the control experiment
exhibits a lower amplitude than the experiments forced with a sharp or mean wind reduction
for all the transects located in the regions where a cool bias was diagnosed near the coast.
However the simulation using a wider wind cross-shore gradient shows lower amplitude than
the control experiment revealing the eddy heat flux sensitivity to the drop-off scale.

Additionally, we also found that the drop-off characteristics influenced significantly the
EKE field over the whole model domain. On the one hand, the mean onshore EKE amplitude
in the control simulation is larger than in all the sensitivity experiments, and the wide drop-off
experiment exhibits the larger reduction in EKE, which means that a wider drop-off implies
a lower EKE in the coastal region. On the other hand, off shore, in the regions of largest
mean EKE in the control simulation, EKE tends to decrease in the presence of a wind drop-off.

Now, we briefly review the main limitations of our study:
While altimetric data can provide a complementary useful data set to validate the coastal
correction in the surface forcing of the ocean model, they have so far a low latitudinal
resolution. This prevents a systematic validation considering that the atmospheric model
simulations indicate a large latitudinal variability in the wind drop-off length and that the
higher-resolution wind forcing does not systematically yield the more realistic reduction
of the cool bias evidenced in the control run experiment. This means that other important
processes that are not realistically accounted for in our model set up may be at work locally
for explaining the discrepancies between model and observations (i.e. the cool bias). One
potentially important process is mixing (vertical and horizontal diffusivity) that is highly
parametrized in the model and dependent on model resolution. A comprehensive heat budget
of the mixed layer would allow identifying the sources of the “remaining” SST bias in the
sensitivity experiments, which is beyond the scope of the present study, considering the
requirement to address this issue in a fully coupled framework in order to discriminate error
sources among other potentially important processes (e.g. air-sea-land coupling).

As a matter of fact, regarding our modeling set up, there are several limitations that would
be worth addressing in order to improve the realism of our simulations. Recent studies
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indicate that the characteristics (mainly amplitude) of the turbulent flow (i.e. mean EKE)
are significantly dependent on mesoscale air-sea interactions (Renault et al., 2016a,b). In
particular the current feedback (i.e. the consideration of the relative wind in the wind stress
formulation) has an “eddy-killing” effect reducing mean EKE, while the thermal coupling
(i.e. the marine boundary layer response to underlying SST) tends to enhance mean EKE.
The combined effect of these two processes has been shown to yield more realistic level
of mean EKE in regional model simulations of the California upwelling system (Renault
et al., 2016a). While this air-sea coupling at mesoscale is apparently mostly influential in the
off-shore region where eddies emerge at the surface, it would be useful to document its effect
in our modeling system using the proposed ad-hoc parameterization for taking into account
for the effect of thermal coupling (Renault et al., 2016b), which is computationally cost
effective compared to running a fully coupled regional model. This is planned for future work.
Despite the limitation mentioned above, our results offer a perspective for improving the
realism of regional oceanic forced simulations of EBUS in a cost effective way by correcting
relatively low-resolution wind products, in particular those derived from scatterometers (i.e.
QuickSCAT/ASCAT) which are the most used for regional modeling in EBUS.

Future directions of research also include the investigation of the atmospheric processes
associated with the wind drop-off so as to better understand the large meridional variability
in the sensitivity to the resolution of the model (i.e. the fact that the wind drop-off appears
insensitive to resolution in some regions and not in others). While one could follow a similar
approach as in Renault et al. (2015) (i.e. vorticity budget and sensitivity experiments to
orography), this issue may also require refining topographic features in the atmospheric
model along with resolution, as well as an explicit consideration of air-sea-land coupling
(i.e. using a fully coupled ocean-atmospheric regional model) accounting for the potentially
important influence of SST on the marine boundary atmospheric layer at seasonal timescales
(Bravo et al., 2016) and at higher frequencies (Garreaud et al., 2011). Local atmospheric
processes, as the breeze regime tight to orographic features in the Elqui valley in Coquimbo
region (Scaff et al., 2017) should also be considered.

This study is also viewed as a preliminary step for addressing finer scale variability in
the oceanic circulation (i.e. bay’s circulation) through downscaling experiments and to guide
in the implementation of a regional observing system. In particular CEAZA is maintaining a
dense network of meteorological stations in the Coquimbo region (http://www.ceazamet.cl)
and our results could provide guidance for optimizing this network. We are also aiming at
carrying specific field campaigns to measure the wind drop-off in some key regions where

http://www.ceazamet.cl
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the model indicates a weak improvement in the mean coastal SST in order to verify the
atmospheric model solution and investigate local effects (e.g. orographic effect, SST cou-
pling). There is also a societal demand for improving the predictive capability of the marine
resources and risks/hazards. We are aiming to build upon this work to investigate some
aspects of the biogeochemical response associated with changes in the characteristics of the
mesoscale low-level circulation in this regions, considering that this region is embedded in
one of the largest Oxigen Minimum Zone (OMZ) of the world and hosts important fisheries.
This can be handled with our modeling set up coupling with a biogeochemical model that
has been used for the Peru-Chile region to simulate the OMZ seasonal variability (Vergara
et al., 2016).

5.1 Conclusions et Perspectives (Français)

Dans cette thèse, nous avons étudié les interactions océan-atmosphère-continent sur le
système d’upwelling du Pérou et du Chili (PCUS). Le PCUS est contraint par des vents
persistants du sud le long du côté est de l’anticyclone du Pacifique Sud-Est (SEP), lesquels
présente une variabilité saisonnière et intrasaisonnière associée au déplacement méridien
de l’anticyclone de surface et à la propagation zonale vers l’est des systémes frontaux des
latitudes moyennes (i.e. storm track), respectivement. Prés de la côte, dans une frange de
quelques dizaines de kilomètre, ces vents subissent une réduction drastique, appelé drop-off
qui se couple fortement à la dynamique océanique.

Pour la premier fois, nous documentons ce phénomene de drop-off a partir de données
satellites, les instruments conventionnels (diffusiometres) ne fournissant pas d’information
dans une zone aveugle (blind zone) côtière de l’ordre de 30 km. Nous avons analysé les
données recueillies de quatre missions altimétriques (ENVISAT, Jason-1, Jason-2 et SARAL)
couvrant plus de 10 ans d’observations par satellite. Dans cette analyse, nous avons profite
du potentiel des systèmes altimétriques pour mesurer la vitesse du vent de surface près de la
côte. Nous élaborons en particulier une méthodologie pour valider et calibrer les données
altimétriques. La validation des vents altimétriques par rapport aux données du diffusiomètre
indique une précision comparable à la mesure du diffusiomètre. En général, Jason-1 et
Jason-2 fournissent des données de meilleure qualité que celles de ENVISAT et SARAL.
L’analyse des données indique que le drop-off est un phénomène permanent le long de la
cote du Pérou et du Chili mais que son intensité (ou taux de réduction) varie en fonction de la
latitude. Ces variations sont reliées à l’orographie et les particularités de la ligne de côte. Les
estimations de l’upwelling sont conformes à ce contraste méridional. Cependant, en termes
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de contributions globales, les résultats suggèrent qu’en moyenne, le pompage d’Ekman
tend à dominer le transport d’Ekman sur la côte péruvienne, alors que sur la côte centrale
chilienne, le transport d’Ekman est le processus dominant. L’analyse suggère également que
les données altimétriques près de la côte permettent de documenter le cycle saisonnier de la
vitesse du vent, avec Jason-1/Jason-2 conduisant à de meilleures résultats en raison de leur
cycle de répétition plus court.

Nos résultats montrent ainsi que les données altimétriques sont très utiles à la commu-
nauté de modélisation régionale intéressée par l’EBUS puisqu’elles offrent un ensemble de
données de référence pour valider les modèles atmosphériques régionaux dans les zones
côtières, en particulier en termes de représentation du drop-off et de sa variabilité le long de
la côte. Ces résultats peuvent également aider à évaluer la résolution optimale des modèles
atmosphériques régionaux (questions de convergence) et ouvre ainsi la possibilité d’étudier
quantitativement dans quelle mesure la diminution du vent a une influence sur la circulation
océanique régionale et la biogéochimie. Une autre application pratique consiste à guider la
procédure d’extrapolation des produits de Reanalyses atmosphériques ou des diffusiométres
pour la modélisation régionale de l’océan cótier, afin de représenter de manière réaliste la
structure des vents le long de la côte. Malheureusement, il semble difficile d’aller plus loin
et de proposer un “blending” des données altimètriques et diffusiomètrique prés de la côte,
en raison des écarts relativement importants entre les traces altimétriques dans la direction
méridionale.

Dans une seconde phase de l’étude, nous avons développé une configuration du modèle
atmosphérique régional (WRF) avec des domaines emboîtés à trois résolutions horizontales
différentes (36km, 12km et 4km), zoomé sur la région de Chile Central. Le modèle a été
utilisé pour documenter la variabilité spatiale et saisonnière de la décroissance du vent et
son impact sur la dynamique de l’upwelling (au sens linéaire) par l’estimation du pompage
et du transport d’Ekman le long de la côte. Dans un premier temps, la simulation a été
validée à partir d’observations satellitaires et de stations météorologiques automatiques in
situ, indiquant une représentation réaliste de la variabilité spatiale et temporelle du vent côtier.

La simulation montre un rotationnel de vent cyclonique (négative dans l’hémisphère sud) sur
une bande côtière tout le long de la côte. Ce dernier est explique par la décroissance du vent
vers la côte, qui présentait des échelles de longueur (Ld) entre 8 et 45 km avec une variabilité
latitudinale significative, en accord avec les données dérivées de l’altimétrie. Lorsque la
résolution du modèle est augmentée, la drop-off se produit plus près de la côte et présente
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une plus grande variabilité méridionale, conformément aux études antérieures. La tension et
rotationnel de vent ont une variabilité saisonnière claire avec des composantes annuelles et
semestrielles bien marquées. Le maximum de tension du vent le long de la côte se produit au
printemps et à l’automne, alors que le minimum est observé en hiver.

Le modèle régional a permis d’estimer la circulation de la frange côtier ( 50km), ce qui met
en évidence des structures à fine échelle du rotationnel de vent qui ne peuvent être estimées
à partir d’observations satellitaires. En considérant le réalisme général de la simulation,
notre étude pourrait être utilisée pour guider les campagnes d’échantillonnage in situ afin
d’acquérir de nouvelles connaissances sur les processus qui déterminent ces caractéristiques.

La dernière partie de la thèse s’appuie sur tous les résultats précédents pour aller plus
loin dans l’étude de la réponse océanique et de la sensibilité de l’upwelling à la diminution
des vents côtiers au Chili central. Ce volet de l’étude est basé sur l’utilisation d’un modèle
océanique régional (ROMS) à haute résolution (2.5 km). Des expériences de sensibilité ont
été menées avec différents fora̧ges atmosphériques rendant compte du drop-off du vent dans
la bande côtiére de 50 km avec différentes caractéristiques. Ces forçages sont issus de la
configuration emboîtés du modèle WRF (résolutions de 36 km, 12 km et 4 km).

Les résultats indiquent tout d’abord que la considération d’un drop-off réaliste dans le
forçage du model océanique peut modifier de manière significative la contribution relative
des processus de transport et pompage d’Ekman sur la bande côtière de 50 km. Cependant,
l’augmentation du pompage d’Ekman associée à la décroissance du vent ne compense pas
toujours la diminution du transport d’Ekman. Dans l’ensemble, la compensation entre deux
processus est sensible à l’échelle de diminution du vent, c’est-à-dire qu’un déclin plus large
entraîne une réduction plus importante du flux de masse total d’eau associé à l’upwelling. La
réduction de l’upwelling implique une réduction du biais froid côtier, signalé par des études
de modélisation régionale précédentes dans l’EBUS. Nous avons montré que cette réduction
est proportionnelle à l’échelle de diminution du vent dépendant de la région : un drop-off
plus proche à la côte génère une réduction moindre du biais froid.

Les différences en température de surface de la mer (TSM) entre les différentes expéri-
ences numériques de sensibilité sont principalement associées à l’impact de la décroissance
du vent sur les courants horizontaux. En effet, les expériences de sensibilité montrent une
réduction notoire de l’intensité du courant côtier chilien (au-dessus de 60 m), un courant
sous-marin Pérou-Chili (PCUC) plus fort le long de la côte (avec le noyau à environ 200 m)
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et un courant d’Ekman vers le large cohérent à la surface, en accord avec les observations
disponibles. De plus, ces différences de TSM atteignent la zone de transition côtière (CTZ) en
association avec des changements dans l’activité tourbillonnaire. En fait, dans l’expérience
avec un drop-off intense et proche de la côte, la contribution du pompage d’Ekman au
refroidissement de la TSM ne compense pas les différences dans l’upwelling. Par conséquent,
la réduction du biais froid doit reposer sur le transport des tourbillons à méso-échelle, qui
redistribue latéralement l’eau froide, comme le montre l’analyse des flux de chaleur tourbil-
lonnaire zonaux. En outre, nous constatons également que les caractéristiques de déclin ont
influencé de manière significative le champ d’énergie cinétique turbulente (de l’anglais Eddy
Kinetic Energy) de surface sur l’ensemble du domaine du modèle.

Nos résultats dans leur ensemble soulèvent plusieurs questions qui mériteraient d’être abor-
dées comme perspective de travail futur afin d’am’eliorer le réalisme des simulations et
prendre en compte d’autres éléments de la complexité du système. Par example, un bilan
de chaleur de la couche de mélange explicite permettrait d’identifier les sources du biais
“manquants” dans les expériences de sensibilité. Cela pourrait être réalisé à partir d’une plate-
forme de modélisation Océan/Atmosphère entièrement couplée afin de distinguer les sources
d’erreur parmi d’autres processus potentiellement importants par exemple, les interactions
océan-atmosphére à fines échelles, et s’assurer que le bilan soit fermée par conservation des
flux à l’interface air-mer.

Les orientations futures de la recherche comprennent également l’étude des processus at-
mosphériques associés à la décroissance du vent afin de mieux comprendre leur grande
variabilité méridionale et sensibilité à la résolution du modèle.

Cette étude est également considérée comme une étape préliminaire pour aborder la variabil-
ité à plus petite échelle de la circulation océanique par des expériences de réduction d’échelle
et pour guider la mise en œuvre d’un système d’observation régional.

Nous visons également à mener des campagnes de terrain spécifiques pour mesurer la
diminution du vent dans certaines régions clés où le modèle indique une faible amélioration
de la TSM côtière moyenne afin de vérifier la solution du modèle atmosphérique et d’étudier
les effets locaux (p. ex. effet orographique, couplage TSM).

Il existe également une demande sociétale pour l’amélioration de la capacité de prévision des
ressources marines et des risques. Nous nous appuyons sur ces travaux pour étudier certains
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aspects de la réponse biogéochimique associée aux changements dans les caractéristiques de
la circulation mésoéchelle à basse altitude dans cette région, étant donné que cette région
fait partie de l’une des plus grandes zones minimales d’Oxigène (OMZ) du monde et qu’elle
abrite d’importantes pêcheries. Ceci peut être géré avec notre système de couplage avec un
modèle biogéochimique qui a été utilisé pour la région Pérou-Chili pour simuler la variabilité
saisonnière de l’OMZ.
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µM Micromole

ABL Atmospheric Boundary Layer

AltiKa Ka-band Altimeter

AMOC Atlantic Meridional Overturning Circulation

ARGOS Airborne Remote Geographic/Oceanographic System

ASCAT Advanced SCATterometer

CalCS California Current System

CFSR Climate Forecast System Reanalysis

CGCM Coupled General Circulation Model

CJ Coastal Jet

CLIVAR Climate Variability and Predictability

CMIP Coupled Model Intercomparison Project

CO2 Carbon dioxide

COAMPS Coupled Ocean/Atmosphere Mesoscale Prediction System

CUpEx Chilean Upwelling Experiment

DE Ekman depth

DO Dissolved Oxygen

EBC Eastern Boundary Current
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EBUS Eastern Boundary Upwelling Systems

ECMWF European Centre for Medium-Range Weather Forecasts

ECUI Ekman Coastal Upwelling Index

EKE Eddy Kinetic Energy

ENVISAT ENVironment SATellite

ERS European Remote Sensing Satellite

GOES Geostationary Operational Environmental Satellite

GPP Gross Primary Productivity

HCS Humboldt Current System

IMBeR Integrated Marine Biogeochemistry and Ecosystem Research

IOC-UNESCO Intergovernmental Oceanographic Commission of UNESCO

IPCC International Climate Change Plan

JASON Joint Altimetry Satellite Oceanography Network

LLJ Low-Level Jet

LME Large Marine Ecosystem

MBL Marine Boundary Layer

ml L�1 Milliliter per Liter

MODIS Moderate Resolution Imaging Spectroradiometer

N2O Nitrous oxide

NASA National Aeronautics and Space Administration

NCAR National Center for Atmospheric Research

NCEP National Centers for Environmental Prediction

NPP Net Primary Productivity

OISST Optimum Interpolation Sea Surface Temperature
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OM Organic matter

OMZ Oxygen Minimum Zones

PCUS Peru-Chile Upwelling System

pH Scale of acidity

ppm Parts per million

PreVOCA Preliminary VOCALS Model Assessment

PUC Poleward UnderCurrent

QuikSCAT Quick SCATterometer

ROMS Regional Ocean Modeling System

SARAL Satellite with ARgos and ALtiKa

SCD Stratocumulus Cloud Deck

SOLAS Surface Ocean - Lower Atmosphere Study

SST Sea Surface Temperature

SVD Singular Value Decomposition

UNEP United Nations Environment Programme

UNESCO United Nations Educational, Scientific and Cultural Organization

VAMOS Variability of the American Monsoon Systems

VOCALS VAMOS Ocean-Cloud-Atmosphere-Land Study

WASWind Wave and Anemometer-based Sea-surface Wind

WRF Weather Research and Forecasting model
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