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Abstract 

 

Recruitment of immune cells during infection is essential to fueling the immune response but 

can also trigger immunopathology. A critical question is how the immune system can sense 

inflammation levels and self-adjust accordingly to limit tissue damage while removing the 

pathogen. During my Ph.D. I studied the self-resolving cutaneous infection with Leishmania 

major parasites where tissue damage arises when inflammation is allowed to become excessive. 

At the site of infection, the immune reaction is driven by recruited monocyte-derived cells that 

represents the major population of infected cells and are also actively involved in fighting the 

infection. They secrete pro-inflammatory cytokines but also produce nitric oxide (NO), critical 

to regulate the outcome of the infection: iNOS KO mice are susceptible and do not control the 

parasite load, subsequently developing severe tissue damage because of excessive immune cell 

infiltration. My work demonstrated that monocyte-derived cells at the site of infection are 

regulated by NO that limits their cellular respiration, lowers their energetic resources and 

consequently their activity in vivo. This regulation relies on tissue-wide NO diffusion and only 

exists when a sufficient cell density has been reached, revealing that monocyte-derived cells 

are endowed with a quorum sensing mechanism that adjusts their population size and activity 

in time and space to avoid immunopathology. 
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Résumé 

 

Lors d’une infection, le recrutement de cellules immunitaires au site inflammatoire est 

nécessaire pour la lutte contre le pathogène mais peut également participer au déclenchement 

d’une immunopathologie. Il n’est pas encore clair aujourd’hui s’il existe des mécanismes 

permettant au système immunitaire de percevoir l’intensité de la réponse inflammatoire pour 

s’autoréguler afin d’éviter une importante destruction tissulaire tout en éliminant le pathogène. 

Pendant mes études doctorales, j’ai étudié l’infection asymptomatique par le parasite 

Leishmania major qui peut générer d’important dommages au tissu si l’inflammation devient 

excessive. La réaction immunitaire contre le parasite est contrôlée par des cellules dérivées de 

monocytes qui sont recrutées au site inflammatoire et y forment la principale population 

infectée en plus de participer activement à la réaction inflammatoire. Elles secrètent des 

cytokines pro-inflammatoires et produisent de l’oxyde nitrique (NO) qui est essentiel pour une 

issue favorable de la maladie. En effet, les souris déficientes pour l’enzyme iNOS (synthétisant 

le NO) contrôlent moins bien l’infection et développent systématiquement de graves 

symptômes associés à d’importants dommages tissulaires, causés par un recrutement incontrôlé 

de cellules immunitaires. Mon travail a montré que les cellules dérivées de monocytes sont 

régulées au site d’infection par le NO qui limite leur respiration cellulaire, diminuant ainsi leur 

ressources énergétiques et leur activité in vivo. Ce mode de régulation nécessite la diffusion du 

NO à distance et n’existe que lorsque les cellules dérivées de monocytes sont densité suffisante. 

Ceci montre que ces cellules sont régulées par un mécanisme de détection du quorum, basé sur 

le métabolisme cellulaire, qui permet d’ajuster finement la quantité de cellules immunitaires 

actives dans l’espace et le temps pour éviter le développement d’une immunopathologie. 
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Introduction 

 

Inflammation refers to the complex biological response consequent to harmful tissue injury by 

pathogens, damaged cells or irradiation, until return to tissue homeostasis. It is a protective 

reaction of the organism to fight and remove the injury source as well as initiate tissue healing. 

Upon injury, soluble mediators are released at the site of inflammation to trigger the recruitment 

of immune cells, as neutrophils and monocytes, circulating in the blood. This process, referred 

as acute inflammation, is important to eliminate the threat and avoid pathogen dissemination in 

the case of an infection but is also dangerous by itself. Indeed, numerous inflammatory 

mediators aim at killing potential pathogens and are therefore extremely toxic even for the host. 

When inflammation turns chronic, it can last for months or years and is often associated with 

the development of an immunopathology characterized by intense tissue scarring, pain and loss 

of function.  Hence, proper control of the inflammatory reaction is critical to eliminating the 

threat and avoiding tissue damage.  

 

Our perception of inflammation during physiological immune responses and pathology is 

constantly evolving and we are far from understanding every aspects of its control. An 

important question that remains to be fully answered is how an ongoing inflammatory reaction 

is slowed down to avoid immunopathology while having enough dominance to eliminate the 

source of injury?  

 

During my Ph.D., I addressed this question in the context of the self-resolving cutaneous 

infection with Leishmania major parasites. This model has the advantage to allow a proper 

development of the inflammatory reaction and its fine regulation in time and space to kill the 

parasite without inducing immunopathology. Experimental resistant and susceptible murine 

models have been described and importantly, in susceptible mice, the pathology is not triggered 

by the parasite itself but rather by an excessive immune reaction. Therefore leishmaniasis 

provides a physiological model relevant to study how inflammation is regulated to eliminate 

stressing agents without triggering immunopathology.  

 

In this thesis I focused on the role of nitric oxide (NO) during the inflammatory reaction against 

L. major parasites. NO has been identified several decades ago as a key effector in the control 

of many infection with intracellular parasites, including L. major. Mice deficient for the enzyme 
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synthetizing NO, iNOS, are susceptible to the infection and have a higher parasite load as well 

as extensive tissue destruction consequent to dysregulated immune cell infiltration at the site of 

infection. Yet, the mechanism of action of NO in vivo remains elusive. We know that NO is 

produced by monocyte-derived cells during leishmaniasis and that it is toxic for the parasite. 

However, decreasing the parasite load may not be sufficient to initiate the termination of the 

inflammatory reaction. This hypothesis was the main driving force of my Ph.D. during which I 

tried to elucidate whether NO participates also in a mechanism regulating the inflammatory 

reaction independently of the parasite.  

 

The following introduction aims at presenting the various findings that forged the bases of my 

study and helped me to answer this question. In the two first chapters I will present the parasite 

Leishmania major and the immune reaction elicited by its injection into the skin. In the two last 

chapters I will focus more in the inflammatory reaction by presenting first a brief overview of 

the metabolism and activity of monocyte-derived cells and then some key mechanisms 

controlling the inflammation, with a special interest on cellular metabolism and NO.  
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Chapter I    Leishmania major parasites: cutaneous infection and healing 

 

 

I. Leishmania SPECIES CAUSATIVE OF CUTANEOUS LEISHMANIASIS 

 

I.1. The genus Leishmania 

 

Leishmania parasites represent the Trypanosomatidae members causative of leishmaniasis in 

vertebrates. This chronic and slow-developing disease can manifest in three different ways 

depending on parasite species: cutaneous, mucocutaneous, or visceral leishmaniasis (Scott and 

Novais, 2016; Torres-Guerrero et al., 2017). According to the World Health Organization 

(WHO), leishmaniasis is one of the most important tropical disease and represents a major 

public health problem with around 1 million new cases and 25.000 deaths occurring annually. 

An estimated 1 billion people are living in endemic areas at risk of infection but as only a small 

fraction of people that get infected develop the disease. Thus, leishmaniasis is considered as a 

neglected disease. 

 

 

 

Figure 1. Status of endemicity of cutaneous leishmaniasis (CL) worldwide in 2015 
 

This map shows the number of new cases of CL reported in 2015. The majority of CL cases 
(dark red color-coded countries) occurred in Afghanistan, Algeria, Brazil, Colombia, the Islamic 
Republic of Iran, Pakistan, Peru, Saudi Arabia and the Syrian Arab Republic. Map from WHO. 
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Cutaneous leishmaniasis (CL) is the most common manifestation of the illness worldwide. 

According to the WHO, more than 90% cases of CL are located in Northern Africa, Western 

Asia and Latin America countries (Figure 1). Different species are responsible for cutaneous 

lesions development according to their geographical distribution in the so-called Old World 

(South Europe, Africa, Western Asia) and the New World (Americas). Parasites are transmitted 

by sandflies belonging to the subfamily of Phlebotominae (Table 1). Old World species are 

spread by sandflies of the genus Phlebotomus mainly in semi-arid or desert conditions, whereas 

New World species are more specifically spread by sandflies of the genus Lutzomyia in forest 

environments.  

 

 

Table 1. Leishmania species causative of cutaneous leishmaniasis in humans 
 

Table adapted from (Kaye and Scott, 2011; Sacks and Kamhawi, 2001). 
   
Leishmania genus Vector genus Geographic distribution 

 

Subgenus Leishmania 
 

Leishmania major 

Phlebotomus 

Western Asia | Africa 
Leishmania tropica Western Asia | Africa 
Leishmania aethiopica East Africa 
Leishmania infantum Southern Europe 

 

Leishmania mexicana 
Lutzomyia 

Central America 
Leishmania amazonensis Latin America 
Leishmania chagasi Latin America 
 

 

Subgenus Viannia 
 

Lutzomyia Latin America 
Leishmania braziliensis 
Leishmania guyanensis 
Leishmania panamensis 
Leishmania peruviana 

 

 

 

I.2. Clinical manifestations 

 

Although most infections are symptomless or misdiagnosed, CL is characterized by a large 

spectrum of clinical manifestations (Reithinger et al., 2007). Disease severity, clinical 

appearance and curing time depend on both Leishmania species and host susceptibility. The 

first clinical manifestation is often the development of a small erythema at the site of initial 

infection. Localized cutaneous leishmaniasis (LCL) develops when this erythema matures into 
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a nodule that gradually ulcerates within 2 to 6 weeks until the final lesion is established (Figure 

2). Diffuse cutaneous leishmaniasis (DCL) is diagnosed when multiple non-ulcerative nodules 

are detected in patients. Spreading of the disease by parasite dissemination to mucosal 

environment often implies serious complications leading to disfiguring and life-threatening 

situations. Whereas LCL can spontaneously heal, mucosal leishmaniasis often cannot and is 

challenging to heal as well as closely associated with secondary bacterial infections. 

 

 

 

  
 
Figure 2. Clinical spectrum of localized cutaneous leishmaniasis in humans 
 

During LCL, a small erythema develops at the site of infection (top right image) that gradually 
ulcerates (bottom right image) until the lesion is fully established (left image). LCL lesions vary 
in intensity and clinical appearance between patients but always remains crippling. Spreading to 
mucosa is often disfiguring and life-threatening. Images from (Hartley et al., 2014). 

 

 
I.3. Cutaneous leishmaniasis is an immunopathology 

 

The assumption that increased parasite load correlates with increased tissue damage is 

misleading during leishmaniasis. For instance, an elegant study by Naik et al. demonstrated that 

germ free mice can harbor ten-fold more parasites in the skin than SPF mice while developing 

reduced edema and necrosis, leading to a smaller lesion (Naik et al., 2012). Along with other 

studies, this support the idea that leishmaniasis is an immunopathology where tissue damage is 

induced by the immune reaction rather than the parasite per se (Nylén and Eidsmo, 2012) . 

Recruitment of immune cells with antimicrobial properties such as neutrophils can help to cure 

the infection but also leads to destruction of skin architecture and subsequent necrosis. In 
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response to initial tissue damage keratinocytes start to proliferate, leading to epidermis 

hypertrophy. Intense inflammation associated with high TNF-a levels gives rise to skin 

ulceration when the keratinocyte layer is shattered. This  shattering appears to be a consequence 

of a high susceptibility of keratinocytes to apoptosis (Nylén and Eidsmo, 2012; Rethi and 

Eidsmo, 2012) . 

 

Here it is clear that inflammation is needed to heal but is also responsible for tissue damage. 

Limiting excessive inflammation while keeping enough immune reaction at the site of infection 

appears to be the key for self-resolution of the disease.  

 
I.4. Treatment and vaccines 

 
Current treatment 

 

Although CL is often self-resolving, medical treatment is required to accelerate the cure, reduce 

scarring and also prevent mucosal leishmaniasis by parasite dissemination. Chemotherapy 

using daily intravenous injection of pentavalent antimonial drugs during 20 to 30 days is the 

main current treatment (Torres-Guerrero et al., 2017). However, most of CL cases are poorly 

resolved mainly because of a lack of proper tools for diagnosis, expensive costs and 

complicated regimens. In addition, high toxicity and increased cases of co-infection by HIV 

(leading to immunosuppression) makes the overall treatment process poorly efficient (Gillespie 

et al., 2016; Reithinger et al., 2007). To circumvent these issues, current approaches aim to 

better control of the sandfly pool (vector) and implement an effective vaccine strategy. As CL 

is also an immunopathology, thinking of therapies targeting inflammation seems promising. 

However the immune response is so complex that it is difficult to predict the effect of a 

molecule blockade on both pathogen and pathology levels.  

 
Vaccine design 

 

Design of leishmaniasis vaccines is still a matter of intensive research (Gannavaram et al., 2016; 

Gillespie et al., 2016; Osman et al., 2017). Infection with live parasites in an unexposed site on 

the body (ancient practice called “leishmanization”) is a major vaccination process in the 

Middle East and Central Asia (Gillespie et al., 2016). Providing a strong immune protection 

towards Leishmania parasites to life, this practice remains to date the only vaccination process 
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showing efficacy in humans. However, safety concerns, lack of process standardization (dose, 

strain…) and potential risk of dissemination in immunocompromised patients make this 

procedure abandoned in most countries. Several attempts to generate leishmaniasis vaccines 

have been done (Gillespie et al., 2016; Kumar and Engwerda, 2014) including whole-killed 

(autoclaved) parasites adjuvanted with BCG, radio- and biochemically-attenuated parasites, 

lipid formulations of Leishmania antigens, recombinants proteins alone or combined with 

bacteria or recombinant virus and even DNA-based vaccines, but without providing enough 

protection levels and long-lasting immunity. Understand the determining factors allowing the 

immune response to cure CL may help us to better design efficient vaccines and treatments. 

 
*** 

 

II. LIFE CYCLE OF Leishmania PARASITES 

 

Leishmania parasites exist in two structural variants depending on their lifecycle stage, each 

one adapted to their host environment (Figure 3) (Kaye and Scott, 2011). 

 
II.1. Promastigote stage 

 

Promastigote refers to the structural stage typically found inside the sandfly midgut. At early 

stages, promastigotes are termed procyclic and are phenotypically short, ovoid, flagellated as 

well as slowly motile. Attached to the sandfly midgut epithelium, they are able to proliferate 

and differentiate into a highly infectious and non-diving form called metacyclic promastigotes 

(Sacks and Kamhawi, 2001). This differentiation process is associated with structural 

modifications including slimming of the cell body, elongation of the flagellum up to twice the 

body size and gain of high motility. Promastigotes are also highly enriched in glycoconjugates 

such as lipophosphoglycan (LPG) critical for promastigote adherence on midgut endothelium, 

limited degradation (Sacks and Kamhawi, 2001) and survival of the parasite within the host 

(Späth et al., 2003). Metacyclic promastigotes migrate during their differentiation towards the 

foregut and salivary glands were they can be transmitted to their host. Parasite transmission to 

host depends mostly on the ability of the parasite to become infectious in the sandfly, the 

quantity of parasites delivered by the sandfly bite and the host susceptibility. During blood 

feeding, infected sandflies can inoculate around a thousand parasites in the host skin.  
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Figure 3. The life cycle of Leishmania parasites  
 

Left. Procyclic promastigotes proliferate and differentiate in the sandfly midgut to give rise to 
infectious metacyclic promastigotes. During blood feeding, infectious promastigotes are injected 
into host skin and engulfed by phagocytes located at the site of injection. Into the 
phagolysosome, intracellular parasites resist to degradation while differentiating into their 
amastigote form. Amastigotes proliferate within host cells and reinfection of local phagocytes 
occurs when parasites are release in the environment. Transmission cycle is looped when infected 
phagocytes are taken up by sandflies upon blood meal and converted into their procyclic 
promastigote form. Right. Representative images of promastigotes (top) and amastigotes 
(bottom) stages acquired by optical or scanning electron microscopy (scale bar: 1 and 5 μm). 
Images from (Kaye and Scott, 2011; Yau et al., 2010). 
 

 

II.2.�Transition to amastigote stage 
 

Inoculation of Leishmania parasites into the host skin is immediately followed by phagocytosis 

of promastigotes by resident mononuclear phagocytes (macrophages | dermal dendritic cells 

(dDCs)) but also neutrophils recruited at the site of infection (Figure 4) (Liu and Uzonna, 2012; 

Moradin and Descoteaux, 2012; Peters et al., 2008). In macrophages, the parasite triggers 

phagocytosis while inserting large quantities of LPG into phagosomal membranes. LPG is 

critical to delay phagolysosome acidification and inhibit activation of lysosomal proteases 

needed for antigen processing and immune response initiation (Moradin and Descoteaux, 2012; 
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von Stebut and Tenzer, 2018). This provides time for the parasite to switch from promastigote 

to amastigote. Phagosome maturation arrest and remodeling by parasite virulence factors leads 

to the generation of the parasitophorous vacuole (PV) that is filled with amastigotes. Transition 

to the amastigote stage is triggered in PVs by rising temperature and acidity (Barak et al., 2005), 

leading to the expression of specific genes sets (Inbar et al., 2017). Although promastigotes are 

phagocytosed by both neutrophils and mononuclear phagocytes, differentiation to amastigote 

appears to happen only in the mononuclear phagocyte population. 

 

 

 
 

Figure 4. Uptake of Leishmania parasites by multiple cell types  
 

Infectious promastigotes introduced into host skin are engulfed by tissue-resident mononuclear 
phagocytes (macrophages | dermal DCs) where they differentiate in amastigotes inside the PV. 
Neutrophils can also phagocyte many parasites but without leading to promastigote killing. 
Instead promastigotes are released after neutrophil death, probably introducing a population of 
parasites pre-conditioned for survival. Inflammatory monocyte-derived DCs recruited at later 
timepoints introduce a new niche for the parasite and may also be responsible for parasite 
dissemination to the draining lymph node. Image from (Kaye and Scott, 2011) 

 

 
II.3. Amastigote stage 

 

Amastigotes are characterized by a small rounded morphology and the near absence of 

flagellum (Figure 3). In addition to specific gene sets expression and regulation (Inbar et al., 

2017), amastigotes also display changes in their core metabolism (McConville and Naderer, 

2011; McConville et al., 2007). They enter a slow growth state along with a reduced metabolic 
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need to increase their fitness in the harsh PV environment. Amastigotes parasites differentiation 

and survival rely on several metabolic pathways including hexose and glucosamine catabolism 

but also fatty acid b-oxidation and amino acid degradation. All of this carbon processing is 

strictly dependent on a functional tricarboxylic acid (TCA) cycle as mitochondrial function was 

shown to be essential for amastigote viability (McConville and Naderer, 2011). Nutrients are 

often imported from the cytosol by many host and parasites transporters anchored in the PV 

membrane. 

 
 

  Summary 

Cutaneous leishmaniasis is a disfiguring and life-threatening disease that represents a 

major world-wide public health problem. Leishmania major parasites represents one of 

the main infectious agents of leishmaniasis and live as promastigotes inside sandflies. 

They are transmitted to their hosts by injection into the skin where they are taken up by 

professional phagocytes and further differentiate into highly dividing amastigotes. The 

infection engages a self-resolving immune response that we will describe in the next 

chapter. 

 

 

 

 

  



 

 11 

Chapter II    The inflammatory reaction against Leishmania major parasites 

 

 

Our knowledge about the inflammatory reaction against Leishmania parasites is a mosaic made 

from studies using different parasite species in various host models. We decided to took 

advantage of the self-resolving cutaneous infection with Leishmania major (L. major) in 

C57BL/6 mice that is the best reproducing disease outcome seen in humans (Loeuillet et al., 

2016; Sacks and Noben-Trauth, 2002). In this model, the immune response can be subdivided 

in three main phases which are the silent, the effector and the latency phase.  

 

I. SILENT PHASE 

 

The silent phase corresponds to the first asymptomatic weeks of the infection with Leishmania 

parasites (Belkaid et al., 2000). Numerous cells and innate mechanisms are elicited to actively 

fight the infection. The development of intravital imaging technics was helpful understanding 

cell behavior at the site of infection during the earliest moments of the infection (Figure 5) 

(Chong et al., 2013; Ritter et al., 2009). 

 
I.1. Initial recruitment of neutrophils  

 

As a consequence of tissue damage induced by the sand fly bite, neutrophils are rapidly 

recruited to the site of infection and swarm towards the site of infection (Figure 5) (Peters et 

al., 2008). Their precise function during L. major infection still remains to be fully established 

as they can play both beneficial and detrimental roles. Following parasite injection into the skin, 

neutrophils appears to be beneficial as they release antimicrobial factors, participate to parasite 

engulfment and may produce neutrophils extracellular traps (NETs) (Ritter et al., 2009). They 

represent the main infected population during the first 24 hours post sand fly bite (Ribeiro-

Gomes et al., 2012, 2014). Phagocytosed parasites are also exposed to deleterious enzymes, 

antimicrobial molecules and oxygen-derived products such as reactive oxygen species (ROS) 

or nitric oxide (NO). The detrimental role of neutrophils originates from the ability of 

Leishmania parasites to escape killing mechanisms and consequently survive inside 

neutrophils. In addition to provide a potential proliferative niche, dying neutrophils can 

modulate the activation and apoptotic cell clearance by mononuclear phagocytes while acting 
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as “Trojan horses” (Laskay et al., 2003, 2008; Scott and Novais, 2016). Yet this model needs 

to be further discussed as more recent intravital imaging data revealed a more complex 

mechanism, reported as “Trojan rabbit” (Peters et al., 2008; Ritter et al., 2009). Further studies 

with better tools to investigate neutrophil functions during leishmaniasis are needed to better 

understand the development of this disease but also better clarify the role of neutrophils during 

immune responses. Mouse genetic background, dose and delivery of the parasite but also 

appropriate antibodies for neutrophils depletions also need to be standardized in future studies. 

 

 

 
Figure 5. Neutrophils and dermal DCs behaviors during L. major infection 
 

Left. Neutrophils are recruited from blood vessels upon tissue damage induced by the sand fly 
bite (scouting phase) and swarm towards the parasite pool (amplification phase). They cluster 
around the site of parasite injection (stabilization phase) while engulfing live parasites that resist 
to neutrophil defense mechanisms. After a few days at the site of infection, dying neutrophils 
carrying live parasites are phagocytosed by macrophages leading to their infection (“Trojan horse 
model”). Right. Dermal DCs patrolling the dermis layer at steady state turn sessile upon tissue 
damage induced by the parasite injection. They extend their dendrites and capture free living 
pathogens or apoptotic bodies potentially filled with parasites. Ultimately they recover motility 
to migrate in the draining lymph node by extravasating into lymphatic vessels and further elicit 
the T cell response. Picture adapted from (Chong et al., 2013). 

 

 
I.2. Parasite uptake by mononuclear phagocytes at the site of infection 

 

During leishmaniasis both resident and monocyte-derived phagocytes are involved in parasite 

uptake and immune control of the infection.  
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Resident DCs 

 

Upon parasite deposition into the skin dermis, not principally Langerhans cells (LC) but rather 

resident dermal DCs were found to internalize L. major parasites at the site of infection 

(Malissen et al., 2014; Ng et al., 2008). Initially actively crawling, they turn sessile upon tissue 

damage induced by the sand fly bite and start elongate their dendrites to scan and engulf live 

parasites (Figure 5). After recovering motility and processing parasites antigens, they migrate 

to the draining lymph node by lymphatic vessels where they can initiate the T cell response 

(Chong et al., 2013). It is at this step important to highlight that only infected DCs and not 

infected macrophages are capable of a sufficient antigen processing and presentation eliciting 

an efficient T cell response against L. major parasites (Figure 6) (von Stebut and Tenzer, 2018). 

LC participation to parasite uptake needs to be better investigated as experimental injection 

with a needle often introduce parasites in the dermis and not in epidermis where LC reside.  

 

Monocyte-derived DCs 

 

Inflammatory monocytes are also recruited to the site of infection. They are attracted by 

neutrophil-derived CCL3 and platelet-induced CCL2 production to further differentiate into 

monocyte-derived DCs (Charmoy et al., 2010; Goncalves et al., 2011). A peak of recruitment 

occurs at 24 hours post infection. By engulfing live parasites either directly or indirectly in a 

“Trojan rabbit” manner, they rapidly become infected. In contrast to neutrophils, inflammatory 

monocytes are competent at killing L. major promastigotes by various intrinsic mechanisms 

(Scott and Novais, 2016). However, because these cells are permissive to parasite 

differentiation into their amastigote stage, some parasites resist and proliferate. That is how, in 

a few days, inflammatory monocytes represent the main infected population in the skin (Scott 

and Novais, 2016). How L. major parasites escape these intrinsic defense mechanisms by 

modulating monocyte-derived cell functions will be detailed later. Potentially of high 

importance, they may not fully explain the initial development of the pathogen burden during 

a primary infection. Indeed, a recent study by Romano et al. challenged the traditional idea that 

the initial pathogen burden is a direct consequence of a rapid infection of inflammatory 

monocytes that are next inhibited in their defense mechanism by the parasite. Instead, they 

propose that monocytes infected with neutrophil-originated parasites are impaired in their 

maturation process, leading to parasite proliferation without triggering of monocyte activation 

(Romano et al., 2017). This mechanism only exist for the primary infection, as they demonstrate 
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that during secondary infection the same inflammatory monocytes are quickly activated and 

able to eliminate the parasite. 

 
I.3. Initiation of the T cell response 

 

Initiation of an efficient T cell response against L. major needs parasite antigen presentation in 

the draining lymph node. This is performed by various DC subsets present in the infected skin 

that migrate to the draining lymph node (Figure 6). 

 

 

 
Figure 6. DC subsets involved in L. major antigen presentation 
 

Parasites injected into the skin are phagocytosed by dermal DCs subsets and LC in transit. 
Following activation, DC but not macrophages migrate to the draining lymph node to elicit a T 
cell response. Each dermal DC subset have been shown to be involved in activation of specific 
T cell subsets while migratory LC are thought to only transport live parasites/parasite antigens 
into the draining LN. Picture adapted from (Malissen et al., 2014). 
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Antigen presentation by distinct DC subsets 

 

LC were initially thought to be the main presenting cells in the draining lymph node during 

leishmaniasis but more recent studies have demonstrated that they are minimally involved in 

direct antigen presentation to the CD4+ T cells (Ritter et al., 2004). However they still can be 

infected and migrate to the draining lymph node, raising the possibility that they participate 

indirectly to T cell priming by transporting live parasites or parasite antigens directly in the 

lymph node. The presentation of L. major antigens is primarily driven by dermal DCs where 

CD4+ T cells are activated by migratory CD8a- Langerin- DCs (Ritter et al., 2004) and CD8+ T 

cells are activated by migratory Langerin+ dermal DCs (Brewig et al., 2009) that carry parasite 

antigens and/or live parasites. Moreover, monocyte-derived DCs may also participate to T cell 

activation after parasite uptake and migration to the draining lymph node (León et al., 2007) . 

Additionally, more recent identification of new DC subsets in the skin (Kashem et al., 2017; 

Malissen et al., 2014) and new mechanisms for DC-mediated T cells activation in the lymph 

node (Eickhoff et al., 2015) raise the possibility that our knowledge of antigen presentation 

during leishmaniasis is still incomplete. Further investigations are required to increase the 

chance of design efficient vaccines.  

 

CD4+ T cell response initiation 

 

Antigen presentation by DCs in the draining lymph node initiates the development of the T cell 

response against L. major parasites, essential to control the infection by mechanisms detailed 

later in the manuscript. The CD4+ T cell response plays a critical role in determining the disease 

outcome: the dominance of a TH2 response (IL-4-driven response in BALB/c background) is 

correlated to susceptibility and pathology development while the dominance of a TH1 response 

(IFN-g-driven response in C57BL/6 background) is correlated to resistance and self-resolution 

of the disease (Sacks and Noben-Trauth, 2002). However, more complex mechanisms are 

involved in susceptibility versus resistance than just TH1 versus TH2 balance (Alexander and 

Brombacher, 2012; Scott and Novais, 2016). In both susceptible and resistant background, 

activation of L. major-specific CD4+ T cells is observed in the draining lymph node within the 

first days of infection (Malherbe et al., 2000). These T cells are IL-4 producers and initiate in 

the first days of the infection an early TH2 response (Sacks and Noben-Trauth, 2002). This TH2 

response is maintained except if lymph node migratory DCs start to secrete IL-12. This L. 

major-driven IL-12 secretion, mainly by monocytes-derived DCs, is critical to acquire a TH1 
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response and thus resistance to the parasite (León et al., 2007; Sacks and Noben-Trauth, 2002; 

Sypek et al., 1993) . IL-12 synthesis is triggered by IFN-g produced in the lymph node by 

migratory NK cells and resident CD8+ T cells (Scharton and Scott, 1993; Scott and Novais, 

2016; Uzonna et al., 2004). TH1-oriented T cells proliferate in the draining lymph node during 

this silent phase and reach the site of infection once they are fully activated and released in the 

circulation.  

 
CD8+ T cells contribution 

 

The role of CD8+ T cells during the silent phase of leishmaniasis is less clear. The most recent 

consensus is that CD8+ T cells provide IFN-g needed for IL-12 production by DCs, in addition 

to NK cells. This production appears to be relevant only when low doses of parasites are 

injected into the skin (Scott and Novais, 2016; Stäger and Rafati, 2012; Uzonna et al., 2004). 

Therefore, CD8+ T cells seems to play a protective role in this context, which is not the case 

during the effector phase.    

 

I.4. NK cells contribution to early parasite control 

 

Natural killer (NK) cells are significant players during the silent phase of leishmaniasis but are 

not critical to ultimately control the infection. They are recruited to the site of infection and 

draining lymph node 24 hours after the initial neutrophil recruitment. They primarily act by 

secreting inflammatory cytokines such as IFN-γ and TNF-α rather than killing infected cells by 

their cytotoxic activity (Bogdan, 2012). Even if not required for ultimate infection resolution 

they nonetheless limit parasite growth and dissemination to visceral organs during the first days 

of infection and actively promote the development of a protective T cell response by their ability 

to produce IFN-γ (Scharton and Scott, 1993). 

 
*** 

 

II. EFFECTOR PHASE 

 

While the silent phase is asymptomatic, the effector phase starts when clinically symptoms are 

being detectable at the site of infection (Belkaid et al., 2000). Tissue damage is at that stage a 

consequence of neutrophils, eosinophils and mast cells recruitment induced by macrophage-
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derived chemokines (Von Stebut, 2007). How this wave of immune cell infiltration is initiated 

and controlled is still unclear. One can imagine a positive-feedback loop control where the 

initial immune response during the silent phase triggers a very low inflammation that self-

sustain and start being detectable only when a sufficient amount of cells have accumulated at 

the site of infection. In addition, stromal cells can participate to the initiation of monocyte 

infiltration as Goncalves et al. have shown that platelets can accumulate at the site of L. major 

inoculation and secrete platelet-derived growth factor (PDGF) that stimulate CCL2 production 

by local fibroblasts (Goncalves et al., 2011). 

 

II.1. Host cells for L. major parasites 

 

L. major parasites, first taken by neutrophils at the early beginning of the infection, are then 

phagocytosed by mononuclear phagocytes: macrophages and DCs. Which cells shelter the 

parasite during the effector phase is still to be clearly defined. If it is widely accepted that L. 

major reside inside mononuclear phagocytes, the true population definition is still matter of 

debate because of the constant remodeling of macrophage and DC subsets (Malissen et al., 

2014; Mildner and Jung, 2014; Mildner et al., 2016). To date, the main infected cell population 

was identified as CD11b+ CD11c+ Ly6C+ MHC-II+ cells (Trez et al., 2009). Even if the authors 

highlight the similarity with a population named TNF-iNOS-producing DCs (Tip-DCs) 

(Serbina et al., 2003), the markers used for phenotyping are shared between other distinct 

populations such as inflammatory DCs (Segura and Amigorena, 2013) or myeloid-derived 

suppressor cells (MDSCs) (Veglia et al., 2018). In our hands, the main infected population is 

phenotypically identified as CD11b+ CD11c+ Ly6G- Ly6C+ and MHC-II+ in accordance to the 

aforementioned study, but most importantly they do express CD64 (FcγRI). Therefore 

macrophages, and not any DC population (Langlet et al., 2012; Malissen et al., 2014), form the 

main infected population. In addition to macrophages, neutrophils at the site of inflammation 

form the second sizable infected population.  

 
II.2. T cell recruitment at the site of infection 

 
CD4+ T cell recruitment 

 

CD4+ TH1 T cells are activated and released into circulation during the silent phase. During the 

effector phase, they are recruited at the site of infection by inflammation-induced chemokines 
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and adhesion receptors (Bromley et al., 2008; Griffith et al., 2014). Intravital imaging was 

useful understanding the behavior of these T cells in vivo at the site of infection. While CD4+ 

TH1 T cells infiltrate the inflamed tissue irrespectively of their antigen specificity, their 

distribution and trajectories depend on their ability to recognize L. major infected cells (Filipe-

Santos et al., 2009). L. major-specific CD4+ T cells were found to decelerate and accumulate 

near infected areas but without always engaging stable contacts with infected cells (Filipe-

Santos et al., 2009; Müller et al., 2012) . One possible explanation can be that infected 

macrophages are deficient in presenting parasite-derived antigens either by a cell intrinsic or 

by a parasite-induced mechanism (Matheoud et al., 2013; Meier et al., 2003). As cytokines such 

as IFN-γ provided by T cells help macrophages to be activated and eliminate the parasite (Kima 

and Soong, 2013),  this study raise the question of the mechanism allowing a self-resolution of 

the disease without engaging all the infected cells. Similar findings were shown in a model of 

hepatic granulomas elicited by BCG or Mycobacterium tuberculosis (Egen et al., 2011).  

 
CD8+ T cell recruitment 

 

The role of CD8+ T cells during the effector phase is less clear because of discrepancies between 

infectious models (species and doses of injected parasites). Concerning L. major parasites 

injected at low doses, it appears that the contribution of CD8+ T cells during the effector phase 

is mainly deleterious to the host, in contrast to their requirement during the silent phase to drive 

an efficient TH1 response. Indeed CD8+ T cells were shown to be involved in the 

immunopathology development, probably by inducing tissue disruption by their cytotoxic 

activity (Belkaid et al., 2002a). Recently it has been shown that these cytotoxic CD8+ T cells 

are unable to secrete IFN-γ because of a lack of sufficient local IL-12 concentration at the site 

of infection. This involvement in immunopathology also apply in humans where cytotoxic 

CD8+ T cells were found in tissue lesions with a granzyme activity positively correlated to 

tissue damage intensity (Faria et al., 2009; Santos et al., 2013). It appears that the dual role of 

CD8+ T cells depends on their primary function: IFN-γ CD8+ T cells are protective while 

cytotoxic CD8+ T cells are deleterious. In addition, it is important to keep in mind that studies 

about CD8+ T cells cytotoxicity in mice can be misleading as murine CD8+ T cells do not 

produce granulysin that is strictly required for intracellular pathogen killing (Dotiwala et al., 

2016).  
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II.3. CD4+ TH1 T cell-derived IFN-γ activity 

 

Several studies highlighted the importance of IFN-γ in the resolution of leishmaniasis and more 

generally during infection with intracellular pathogens (Kima and Soong, 2013; MacMicking, 

2012; Sacks and Noben-Trauth, 2002). However its spatiotemporal activity into tissue is less 

trivial. Evidence that the control of the infection is correlated with only a few stably engaged 

infected cells were found in different contexts (Egen et al., 2011; Filipe-Santos et al., 2009). In 

the model of BGC infection, Egen et al. found that IFN-γ production and secretion were 

localized to the immunological synapse formed between the CD4+ T cell and the infected 

antigen-presenting cell (Egen et al., 2011). In the model of L. major infection, Müller et al. 

demonstrated that the IFN-γ was able to diffuse to more than 80 µm from the immunological 

synapse, allowing iNOS activation and parasite control by bystander cells (Figure 7) (Müller 

et al., 2012). Hence, while IFN-γ secretion appears to be polarized inside the cell, this cannot 

fully predict a specific delivery to one target. IFN-γ may leak from the immunological synapse 

to mediate its effect on bystander cells. The relative importance of specific versus bystander 

activation remains to be investigated. However, bystander activation can explain how an 

infection can be controlled by engaging only a few infected cells. Furthermore, this mechanism 

allows for a fast response with a wave of IFN- γ signaling (one stable engagement is sufficient 

to activate numerous cells at once) that can activate infected cells with poor or deficient antigen-

presenting capabilities.  

 
II.4. Macrophage activation at the site of infection 

 

During L. major infection, full macrophage activation is mainly triggered by CD4+ T cells-

derived cytokines such as IFN-g and/or TNF-a (Mosser and Edwards, 2008; Mougneau et al., 

2011; Olekhnovitch et al., 2014). Ultimately, macrophage activation leads to the expression of 

the inducible nitric oxide synthase (iNOS) that synthetize large proportion of nitric oxide (NO). 

The critical requirement of NO in controlling Leishmania parasites have been extensively 

demonstrated decades ago (Liew et al., 1990; Stenger et al., 1994, 1996; Wei et al., 1995) but 

we are still trying to understand how it acts in vivo at the site of infection. This will be discussed 

later in the next chapter. In addition to the triggering of intracellular defenses, macrophages are 

also professional cytokine and chemokine producers (Table 2) that allow them to actively 

participate in immune response regulation at the site of infection. The fact that they are both 
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the infected population and noticeable regulators raise the possibility that may constitute the 

principal population that sense the parasite load to accordingly adjust the immune reaction. In 

parallel to NO mode of action, details on macrophage activation will be discussed later. 

 

 

 
Figure 7. IFN-γ activates bystander cells by diffusion 
 

L. major-specific CD4+ T cells are recruited to the site of infection and patrol the tissue. When 
they stably engage an infected antigen-presenting cells, they start secreting IFN-γ that is not only 
targeted to the contacted cell but also diffuses at more than 80 µm away from the immunological 
synapse. This gradient of IFN-γ is able to activate bystander macrophages, leading to their 
activation and expression of iNOS. Therefore CD4+ T cells can control the infection by engaging 
a minority of infected cells. Image from (Müller et al., 2012) . 

 

 

II.5. Self-sustained recruitment of innate cells 

 

The immune reaction against L. major parasites is TH1-oriented, meaning that pro-

inflammatory cytokines and chemokines are often released at the site of infection. This establish 

in resistant mice a transient chronic inflammation associated with immune cell infiltration from 

the blood, including neutrophils and inflammatory monocytes.  

 
Neutrophils 

 

The vast majority of studies looking at neutrophils during leishmaniasis focused on the silent 

phase and notably the impact of neutrophils in protection versus disease development. During 
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the effector phase, inflammatory chemokines produced by activated macrophages such as 

CXCL1 (KC) or CXCL8 (IL-8) (Table 2) are potent neutrophil chemoattractants and are 

correlated with the presence of neutrophils at the site of infection (Nylén and Eidsmo, 2012; 

von Stebut and Tenzer, 2018).  

 

 
Table 2. Macrophage cytokines/chemokines main set 
 

Table adapted from (Arango Duque and Descoteaux, 2014; Griffith et al., 2014). 
 

C
yt

ok
in

es
 

Name Function 
 

TNF-a 

Initiation and regulation of inflammation (pro-inflammatory trio) IL-1a/b 

IL-6 
 

IL-12 Driving TH1 T cell polarization | IFN-g inducer 

IL-18 Activation of NK and T cells with IL-12 | IFN-g inducer 

IL-23 Activation of T cells | TH17 T cell maintenance | IFN-g inducer 

IL-10 Suppression of macrophage, NK and T cells activation 
Downregulation of MHC-II expression 

TGF-b 
Suppression of TH1/2 polarization 
Suppression of macrophage | NK cells activation 

 
 

C
he

m
ok

in
es

 

Name also known as Favors the recruitment of 

CCL2 MCP-1 Inflammatory monocytes | TM cells 

CCL3 MIP-1a Granulocytes | Monocytes | T cells 

CCL5 RANTES Granulocytes | Monocytes | NK | T cells 

CXCL1/2 KC/MIP-2a Neutrophils 

CXCL8 IL-8 Neutrophils 

CXCL9 MIG NK | T cells including TM cells 

CXCL10 IP-10 NK | T cells including TM cells 

 

 

The interplay between macrophage activation and neutrophil recruitment during L. major 

infection have not been carefully investigated. Nonetheless, in a model of CL induced by L. 

panamensis infection in hamster, it has been shown that the effector phase harbor a second 
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wave of neutrophil that follows a wave of macrophage development (Peniche et al., 2017). 

Because neutrophils cannot kill intracellular parasites and often secrete pro-inflammatory 

cytokines it is likely that they are here deleterious to the host by providing a new niche for 

infection and inducing more tissue damage than driving inflammation resolution. However this 

needs to be better investigated as neutrophils can also participate to inflammation termination 

by various mechanisms including the expression of decoy receptors for cytokines (as CCR5 

and truncated IL-1 receptors) or the induction of macrophage polarization towards a pro-

resolving phenotype by anti-inflammatory molecule production (as Annexin A1 and IL-10) or 

by promoting efferocytosis (Jones et al., 2016; Soehnlein et al., 2017). 
 

Monocyte-derived cells 

 

Monocytes are also actively recruited from blood to the site of infection by macrophage-derived 

chemokines such as CCL2 (MCP-1) or CCL3 (MIP-1a) (Table 2) (Xiong and Pamer, 2015) 

but also with the help of stromal-derived CCL2 (Goncalves et al., 2011), neutrophil-derived 

cytokines and neutrophil-induced endothelial modifications (Shi and Pamer, 2011; Soehnlein 

et al., 2009, 2017). They originate from the bone marrow and gain access to the bloodstream 

after engaging the chemokine receptor CCR2 (Serbina and Pamer, 2006). Ly6C+ monocytes 

form an heterogeneous population (Menezes et al., 2016) and can further differentiate into many 

types of iNOS+ monocyte-derived cells (resembling Tip-DCs (Serbina et al., 2003) and 

inflammatory monocyte-derived DCs (moDCs) (Meredith et al., 2012; Zigmond et al., 2012)). 

Differentiation towards iNOS+ macrophages during inflammatory processes requires a low 

expression of the transcription factor PU.1 (Menezes et al., 2016). The heterogeneity of 

monocyte-derived cells during the course of leishmaniasis have not been yet fully characterized. 

We know that inside the inflamed tissue, Ly6C+ MHC-II- monocytes differentiate into Ly6C+ 

MHC-II+ and subsequently into Ly6C- MHC-II+ cells (León et al., 2007; Olekhnovitch et al., 

2014), that we identified as macrophages based on their expression of CD64 (FcγRI) (Langlet 

et al., 2012; Malissen et al., 2014). They express accordingly a high level of iNOS expression 

when activated at the site of infection (Olekhnovitch et al., 2014) and form the main infected 

population during L. major infection as aforementioned.  

 

Contrary to neutrophils, it is likely that their presence is beneficial to the host as they represent 

the main source of nitric oxide, critical to parasite elimination (Liew et al., 1990; Sacks and 

Noben-Trauth, 2002; Scott and Novais, 2016). Of note, TNF-a at the site of infection restricts 
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arginase-1 activity to allow a maximal production of NO by iNOS, hence participating to 

pathogen control (Schleicher et al., 2016). In addition to parasite elimination, monocytes can 

promote inflammation resolution by numerous mechanism including the secretion of anti-

inflammatory cytokines (as IL-37 and TGF-b) and decoy receptors (as truncated TNF and IL-

1 receptors) (Netea et al., 2017). It is important to highlight here that the recruitment of immune 

cells with antimicrobial properties is essential to clear the infection but that it needs to be tightly 

regulated to provide efficient control while preventing immunopathology development (Murray 

and Wynn, 2011).  

 
*** 

 
III. LATENCY PHASE 

 

In self-resolving scenarios, the inflammatory reaction is controlled at the same time as the 

parasite load to restore homeostasis, as discussed in chapter IV. The latency phase begins when 

the inflammatory reaction is over, typically 3 months post infection in C57BL/6 mice (Belkaid 

et al., 2002b). 

 
III.1. Development of persisting parasites 

 

Persisting parasite genesis 

 

Despite the self-resolution of the lesion and the strong immune response engaged against 

Leishmania, a small number of parasites (~1.000) remains in the skin to life following disease 

resolution. This persistence originates from the engagement of immune regulatory mechanisms 

that largely rely on IL-10 activity (Kaye and Scott, 2011). For instance, mice depleted of 

CD4+CD25+ regulatory T cells or blocked in their IL-10 signaling do not harbor persisting 

parasites (Belkaid et al., 2001, 2002b). However, the elimination of persisting parasites might 

not be the best option as the few remaining parasites confer long-lasting protection to host 

reinfection with several Leishmania species. Persisting parasites are contained by a continuous 

pressure coming from the immune system as inhibition of iNOS or transfer of CD4+CD25+ 

regulatory T cells population into clinically cured mice leads to the reactivation of the disease 

(Mendez et al., 2004; Stenger et al., 1996).  
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Host cell for persisting parasites 

 

The main host cells in skin and lymph node for persisting parasites is still a matter of debate. 

In the skin, the original idea that L. major parasites where hiding in safe immunoprivileged 

environment such as fibroblasts (Bogdan, 2008) is tarnished by various studies indicating that 

mononuclear phagocytes must be the principal host cells for persistence (von Stebut and 

Tenzer, 2018). More surprisingly, a recent study by Mandell et al. described two populations 

of L. major persisting parasites showing different replication rates but both predominantly 

residing in iNOS+ mononuclear phagocytes without altered morphology or genome integrity 

(Mandell and Beverley, 2017). This unusual finding could apply to other persisting pathogens 

and may be used to better understand persistence phenomenon.  

 
III.2. Immune memory response 

 

Resolution of a primary infection with L. major parasites confers a long-lasting immunity to 

reinfection. Persisting parasites maintain a population of effector L. major-specific circulating 

T cells that can be recruited and promote parasite killing upon secondary challenge. This 

population was characterized as short-lived effector cells rather than long-lived effector 

memory T cells (TEM cells) (Peters et al., 2014; Scott and Novais, 2016). In addition to these 

effector cells, L. major infection generates a population of long-lived central memory T cells 

(TCM cells) that can be reactivated upon secondary challenge and protects mice with delayed 

kinetic compared to effector T cells (Gollob et al., 2005; Zaph et al., 2004). More recently, a 

population of CD4+ tissue-resident memory T cells (TRM cells) was identified in challenged 

mice not only at the site of initial infection but also at distant sites. These TRM cells do not need 

persisting parasites to survive and can be reactivated upon secondary challenge to provide an 

efficient control of the parasite load (Glennie et al., 2015). The protection occurs by the rapid 

initiation of inflammatory monocyte recruitment which limits parasite proliferation with the 

help of oxygen- and nitrogen-derived reactive species (ROS and NO) (Glennie et al., 2017). 

Interestingly, circulating memory T cells are not required to control secondary infection with a 

low dose of parasite. This suggests that vaccine strategies aimed at generating TRM are 

promising in this context and should therefore be developed.  
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  Summary 

The immune response against L. major parasites is divided into three phases: silent, 

effector and latency phases. During the silent phase, parasites are taken up by 

professional phagocytes, survive and proliferate while DCs migrate to the lymph node 

to initiate a TH1-oriented CD4+ T cell response. CD8+ T cells and NK cells help such 

activation by providing IFN-g. During the effector phase, myeloid cells (including 

monocytes) and activated TH1 CD4+ T cells are recruited to the site of infection. With 

the help of CD4+ T cells-derived IFN-g, cells derived from the monocytes get fully 

activated and start express high levels of iNOS and secrete pro-inflammatory cytokines. 

They also represent the main infected population. iNOS activity is important to repress 

parasite metabolism in vivo and to confer resistance to the disease. Ultimately the 

infection is controlled, leading to the latency phase where a small number of parasites 

remains to life in the skin and confers long-lasting immunity to reinfection. The next 

introductive chapter will highlight various aspect of monocyte-derived cell activation and 

metabolism as they represent the main active population in the infected skin during the 

effector phase.  
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Chapter III    Highlights on macrophage activity and metabolism 

 

 

As mentioned earlier, it appears that macrophages are both the major infected population during 

the infection with L. major but also the main population driving disease resolution by the 

production of large quantities of NO. Additionally, macrophage polarization from pro-

inflammatory status to a pro-resolving one is a required step for inflammation resolution 

(Murray, 2017). Therefore characterizing precisely their behavior during inflammation is 

required to understand how the inflammatory reaction at the site of L. major infection can be 

controlled and to provide strong basis for new treatments and vaccine development. 

 
I. MACROPHAGE ACTIVATION 

 

In response to environmental cues macrophages can adopt distinct phenotypes and functions. 

These changes are referred in the literature as activation or polarization, without clearer 

definition (Murray, 2017). The last decade was marked by a strong will to classify macrophages 

into distinct subsets to explain inflammation versus resolution/pathology development versus 

wound healing. This led to the M1 (classically activated) versus M2 (alternatively activated) 

macrophages classification, that mimic TH cells nomenclature (Martinez and Gordon, 2014; 

Murray, 2017; Murray et al., 2014). M1 macrophages confers protection against pathogens 

during infections with bacterial and numerous intracellular pathogens while M2 participate in 

defense against parasitic infections and help to tissue repair. Nowadays this artificial dichotomy 

certainly needs revision as many studies in vivo revealed a more complex spectrum of 

activation, M1 and M2 representing to extreme phenotypes. Classify macrophages based on 

their function as inflammatory, wound-healing and regulatory macrophages may be a transitory 

solution while knowledge is gathered (Mosser and Edwards, 2008; Murray and Wynn, 2011). 

 
I.1. Stimuli for macrophage activation 

 
Macrophage stimulation and subsets 

 

Macrophage activation occurs in response to environmental cues detected by a wide range of 

extracellular and intracellular receptors. Three main groups can be defined based on the main 
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signaling pathway they engage between NF-kB & AP-1 pathways, STAT pathways or nuclear 

receptor pathways (Table 3). The classification M1 versus M2 was dictated by the nature of 

the stimuli received by macrophages in vitro. M1 macrophages were defined as classically 

activated, meaning stimulated by LPS + IFN-g while M2 macrophages were defined as 

alternatively activated, meaning stimulated by IL-4. The situation in vivo is more complex: 

while M1 can be roughly associated to inflammatory macrophages (IFN-g + TNF-a stimulated), 

M2 cannot be associated to anti-inflammatory macrophages as this population encompass both 

wound-healing macrophages (IL-4 + IL-13 stimulated) and regulatory macrophages (IL-10 

stimulated) arising from the same precursor but stimulated with different ligands (Mosser and 

Edwards, 2008; Murray et al., 2014).  

 

 

Table 3. Stimuli and receptors triggering macrophage activation 
 

Table adapted from (Glass and Natoli, 2016). 
 
Pathway Family of receptors Example of ligand (receptor) couple 
 

N
F-
k

B 
 

&
 A

P-
1 Toll-like receptors dsRNA (TLR3) | LPS (TLR4) | CpG (TLR9) 

TNF receptors superfamily TNF-a (TNFR1) | CD40L (CD40)  

IL-1 receptors  IL-1a/b (IL-1RI) 
 

ST
A

T
 IFN receptors  IFN-a/b (IFNAR1) | IFN-g (IFNGR1) 

Cytokines receptors IL-4 (IL-4R) | IL-10 (IL-10R) 
 

N
uc

le
ar

 
re

ce
pt

or
s Glucocorticoid receptor (GR) Glucocorticoids (GR) 

Liver X receptors Oxysterols (LXR) 

Peroxisome proliferator-
activated receptors (PPARs) Free fatty acids and eicosanoids (PPARg) 

 

 

Macrophage activation leads to upregulation of specific markers and functional gains 

depending on the stimuli (Martinez and Gordon, 2014; Mosser and Edwards, 2008; Murray et 

al., 2014). M1 macrophages are characterized by an upregulation of CD86, MHC-II, iNOS and 

the ability to produce inflammatory cytokines such as IL-1b, IL-6, IL-12 or TNF-a as well as 

reactive oxygen and nitrogen species. M2 macrophages on contrary are characterized by an 
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upregulation of CD206 (mannose receptor), arginase-1 and the ability to produce anti-

inflammatory cytokines such as IL-10 and TGF-b.  

 

Macrophages stimulation during L. major infection 

 

During L. major infection, macrophages at the site of infection are strongly inflammatory and 

match the M1 phenotype described in vitro. They are polarized by numerous signal but mainly 

by CD4+ TH1 T cells-derived IFN-g and TNF-a secreted in large quantities at the inflammatory 

site (Kima and Soong, 2013; Sacks and Noben-Trauth, 2002). In addition to drive M1 

polarization, TNF-a is also suppressing M2 polarization by inhibiting IL-13 secretion by other 

cell types (Murray, 2017). These inflammatory macrophages in vivo are consequently 

expressing iNOS and a range of various cytokines (Table 2). 

 

I.2. iNOS induction 

 

iNOS is a cytoplasmic enzyme which expression is only induced during inflammation in 

contrast to its two other isoforms (nNOS and eNOS) that are constitutively expressed but 

regulated by calcium levels via calmodulin (Aktan, 2004; Pautz et al., 2010). After induction, 

this enzyme catalyzes the production of NO using arginine in the presence of oxygen by the 

reaction is detailed below. Its activity outperforms those of the nNOS and eNOS isoforms (by 

a 10-folder higher vmax), making iNOS the principal source of NO during inflammation 

processes (Lowenstein and Padalko, 2004).  

 

 
NO synthesis chemical reaction. Adapted from (Daff, 2010) 
 

1.	 L-arginine +O2 +NADPH,H+ ⇌ Nω-hydroxy-L-arginine +NADP+ + H2O 
2.	Nω-hydroxy-L-arginine +O2 + 1/2 NADPH,H+ ⇌ L-citrulline+NO+	1/2 NADP+ + H2O 
 
 

L-arginine+ 2 O2 + 3/2 NADPH,H+ ⇌ L-citrulline+ NO+ 	3/2	NADP+ + 2 H2O 

 

 

Modulation of iNOS expression from the transcriptional to the post-translational levels is the 

principal regulatory mechanism for NO synthesis. Details for these regulations are reported in 

Table 4. In addition, iNOS activity can be tuned by its substrates and cofactors availability. For 
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instance, decreased arginine transporter activity and increased arginase activity are two ways 

of regulating iNOS activity (Aktan, 2004; Pautz et al., 2010). Finally, it is important to highlight 

that the microenvironment may strongly impact iNOS activity by mechanisms still to be 

clarified. As an example, hypoxia and increased Na+ concentrations at the site of L. major 

infection have been identified as important iNOS regulators. Although HIF-1a increases iNOS 

transcription (see Table 4) and a high Na+ concentration favors iNOS expression and disease 

resolution (Jantsch et al., 2015), low oxygen availability strongly impairs iNOS-derived NO 

synthesis resulting in the parasite persistence (Mahnke et al., 2014; Schatz et al., 2018). 

 

 
Table 4. iNOS expression regulation 
 

Table adapted from (Aktan, 2004; Bogdan, 2015; Kone et al., 2003; Olekhnovitch and Bousso, 
2015; Pautz et al., 2010). 
 

UPREGULATION DOWNREGULATION 
 

At the transcriptional level by 
  
• ­ NF-kB pathway (LPS|TNF-a) 
• ­ JAK/STAT pathway (IFN-g) 
• ­ IRF-1 pathway (IFN-g) 
• ­ C/EBP pathway (cAMP) 
• ­ HIF-1a pathway (hypoxia) 
• Potent synergy between NK-kB & STAT 

• ­ IkB degradation 
• ­ cGMP pathway (NO) 
• ­ Glucocorticoid pathway (GC) 
• ­ PPARg pathway  

  

At the post-transcriptional level by 
  

• PKCa (mRNA stabilization) 
• cAMP(mRNA stabilization) 

• ­ cGMP pathway (NO) 
• ­ Glucocorticoid pathway 
• TGF-b (mRNA destabilization) 
• Intracellular Ca2+ (mRNA destabilization) 
• miR-939 & 26a (human) or 146a (mouse) 
• Natural non-coding antisense transcripts 

  

At the translational level 
  

Indirect evidence of translational control of iNOS mRNA 
  

At the post-translational level by 
  

• Rac-GTPases & Hsp90 (favoring dimerization) 
• TGF-b & caveolin-1 (via proteasome) 
• Kalirin & NA 110 (impairing dimerization) 
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I.3. Cytokine production  

 

An essential feature of activated macrophages is their ability to secrete numerous cytokines and 

chemokines as aforementioned (Table 2) (Arango Duque and Descoteaux, 2014; Griffith et al., 

2014; Mosser and Edwards, 2008). They are both essential to fully activate macrophages and 

participate in the control of the immune response. Cytokines/chemokines are often classified in 

two categories: pro-inflammatory cytokines and anti-inflammatory cytokines. Upon classical 

activation, inflammatory macrophage can secrete numerous pro-inflammatory (type 1) 

cytokines including TNF-a, IL-1a/b, IL-6, IL-12, IL-18 and IL-23. They favor the 

inflammatory reaction by triggering numerous phenomena including vasodilatation, vascular 

hyperpermeability, leukocyte recruitment/extravasation, phagocytosis and the secretion of pro-

inflammatory molecules as eicosanoids. By contrast, wound-healing or regulatory macrophages 

(Mosser and Edwards, 2008) rather secrete high quantities of anti-inflammatory cytokines as 

IL-10 or TGF-b to repress immune cell activity. Whether such macrophages can also secrete 

type 2 cytokines and how this can participate to their function is possible but yet not fully 

characterized (La Flamme et al., 2012).  

 
*** 

 
II. NITRIC OXIDE FATE AND ACTIVITY  

 

II.1. Nitric oxide fate and targets in resting cells 

 

NO fate and biological impact depend on intrinsic factors such as its concentration, half-life 

and diffusion rate but also extrinsic factors such as oxygen tension, presence/absence of free 

radicals and other bio-reactants concentrations (Bogdan, 2015; Fang, 2004; Kelm, 1999; 

Olekhnovitch and Bousso, 2015). As a free radical, NO (simplified writing for NO•) is highly 

reactive and can undergo many chemical modifications before acting on biological structures 

(Figure 8). Most of the RNS are generated under reducing conditions when NO gains electrons 

to transform into nitrite NO2- and nitrate NO3-. The radical intermediate nitrogen dioxide NO2• 

can also generate dinitrogen trioxide N2O3 and tetroxide molecules N2O4 by reacting with NO 

or himself. In the present of other radicals, and notably the superoxide anion O2•-, NO rapidly 

gives rise to peroxynitrite ONOO-. In biological settings, peroxynitrite protonates to form 

peroxynitrous acid (ONOOH) that is a potent oxidative and nitrating agent. Peroxynitrous acid 
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can damage numerous cellular molecules such as proteins, DNA or lipids and have been 

involved in many biological diseases including cardiovascular, inflammatory and 

neurodegenerative diseases (Pacher et al., 2007; Szabó et al., 2007). In addition to target 

biological molecules through its byproducts, NO can directly targets proteins in the absence of 

free radicals either by S-nitrosylation or by forming metal nitrosyl complexes. S-nitrosylation 

correspond to the reversible nitration of protein on sulfur-bearing amino acids (such as cysteine) 

to mediate post-translation control of protein activity (Hess et al., 2005). Metal nitrosyl 

complexes are stable edifices formed by nitric oxide bonded to a transition metal (such as iron). 

This mechanism allows NO to regulate biological processes by modifying protein activity but 

also by triggering intracellular signaling pathways. As respective examples, NO at high 

concentration can bound to iron-sulfur (Fe-S) centers to inhibit mitochondrial respiratory chain 

complexes (Brown, 1999) but also can bound to iron centers in soluble guanylate cyclases 

(sGC, a major intracellular receptor to NO) to trigger cGMP formation and consequent 

signaling pathway  (Derbyshire and Marletta, 2012).  

 

 

 

 
Figure 8. Major RNS and NO-derived products 
 

Nitric oxide (NO) reacts with numerous molecules depending on its microenvironment. In an 
reducing environment NO mainly gives rise to nitrite (NO2

-) and nitrate (NO3
-). The reactive 

intermediate nitrogen dioxide (NO2) can generate dinitrogen trioxide (N2O3) and dinitrogen 
tetroxide (N2O4) by reacting with itself or NO. In an environment rich in reactive oxygen species, 
peroxynitrite (ONOO-) and peroxynitrous acid (ONOOH) are formed. In the absence of free 
radicals, NO reacts with Fe-S centers to generate metal nitrosyl complexes and with proteins by 
S-nitrosylation, two ways by which NO affects biological processes. Adapted from (Fang, 2004). 
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II.2. Nitric oxide propagation by diffusion 

 

A key aspect of NO biology is its ability to efficiently diffuse from its production site even 

across biological membranes (Pacher et al., 2007). This property originates from its very low 

molecular size, its charge neutrality and its hydrophobicity. NO byproducts such as 

peroxynitrite and peroxynitrous acid have in contrary restricted diffusion capability that do not 

allow them to act at distance and limit their activity at their site of production. To verify whether  

NO is physically capable of acting on distant cells it is important to check if its half-life and 

diffusion rate are compatible with a long distance travel and in addition consider the 

concentration of oxygen as NO conversion to peroxynitrite inhibits its diffusion (Thomas, 

2015). It has been shown that NO presents a very high diffusibility (~ 3300  µm2.s-1) (Lancaster, 

1997) and an important half-life under hypoxia at physiological concentrations (~ 1 s) (Thomas, 

2015; Thomas et al., 2001). Simple modeling of diffusion based on the Einstein-Smoluchowski 

equation (detailed below) show that NO is able to travel ~ 80 µm during its half-life time, which 

is compatible with a biological activity on distant cells.  

 

Einstein-Smoluchowski approximation 
From (Daintith, 2008) 
 

% ≈ '(
() 

 
* Coefficient of diffusion 
+ Distance of diffusion 
, Time of diffusion 

 

While such modeling is useful, we still critically lack proper tools to measure NO concentration 

and activity in vivo. The development of specific and sensitive sensors compatible with 

intravital imaging will be of a great help to better understand NO propagation in tissues and 

therefore to map its spatiotemporal activity during inflammatory reactions. 

 
II.3. NO activity at the site of infection 

 
Parasite susceptibility to NO 

 

The toxicity of NO on L. major parasites was mainly assessed in vitro using axenic 

promastigotes and amastigotes cultivated with NO releasing compounds. NO exposure leads to 



 

 34 

a dramatic loss of parasite viability and triggers apoptosis-like phenomena including cell 

shrinkage and DNA fragmentation (Holzmuller et al., 2006; Mauël and Ransijn, 1997). 

Interestingly, peroxynitrite was found inefficient to restrict L. major growth in vitro, even at 

high doses (Assreuy et al., 1994). This suggests that NO may act by it signaling properties 

rather than just causing irreversible molecular damages. Mechanistically, NO exerts its toxicity 

partly by disrupting parasite metabolism in vitro. Characteristics of this breakdown include an 

inhibition of key enzymes such as the glyceraldehyde-3-phosphtae dehydrogenase (GAPDH) 

and aconitase, a decreased in the parasite NAD+ pool, but also an inhibition of parasite nutrient 

transport affecting for instance glucose, proline and adenine entry (Holzmuller et al., 2006; 

Lemesre et al., 1997; Mauël and Ransijn, 1997). In addition, iNOS activity can prevent parasite 

growth by the formation of Nw-hydroxy-L-arginine (intermediate product during NO synthesis) 

that inhibits both host and parasite arginase (Iniesta et al., 2001). Arginase activity in parasite, 

by generating L-ornithine, is essential to polyamine synthesis required for parasite growth. The 

situation in vivo is less clear as Müller et al. revealed that NO inhibits L. major metabolism and 

growth without necessarily exerting direct killing at the site of infection (Müller et al., 2013).  

 

Of note, the activity of iNOS at the site of infection by intracellular pathogens is complexified 

by the existence of indirect effects (Bogdan, 2015). For instance, in a model of infection by 

Mycobacterium tuberculosis, NO was found to elicit host cell apoptosis, restricting in turn the 

growth of the intracellular bacteria (Herbst et al., 2011). In a model of infection by 

Pseudomonas aeruginosa, NO was found to favor autophagosomal destruction of bacteria via 

the synthesis of 8-nitro-cGMP (Ito et al., 2013). Many others mechanisms exist including NO-

mediated deprivation of iron, stimulation of phagosomal maturation and dispersion of bacterial 

biofilms (Bogdan, 2015). 

 
Activity on the inflammatory reaction 

 

During leishmaniasis, NO is essential to the self-resolution of the disease as iNOS KO mice 

have a higher parasite load and develop important tissue damage. However, there is no 

correlation between the parasite burden and the severity of the immunopathology (Nylén and 

Eidsmo, 2012) and it is rather the intensity of inflammation that represent the determining 

factor. This raises the possibility that NO also acts directly on the immune system to regulate 

the inflammatory reaction at the site of L. major infection. Also, the molecular mode of action 

of NO is compatible with such hypothesis as S-nitrosylation, Fe-S center chelation and RNS 
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formation can occur in immune cells as well. We will point out the different mechanisms by 

which NO can act on the immune system later in the chapter IV.  

 
*** 

 
III. MACROPHAGE METABOLISM DURING INFLAMMATION  

 

Cellular metabolism can be defined as all the chemical reactions that both provide energy to 

the cells by breaking down organic molecules (catabolism) and convert molecules to build up 

blocks for macromolecule synthesis (anabolism). It is a dynamic process that adapts constantly 

to meet the bioenergetic demand of the cells based on cell-intrinsic and environmental signals 

(Ganeshan and Chawla, 2014). During inflammation, the activation of immune cells can have 

a profound impact on the cellular bioenergetic demand and therefore on the metabolic pathways 

in use. We will discuss here the changes that can occur during macrophage activation and in 

the next chapter how metabolism is central to macrophage activity control. We will focus on 

the catabolic pathways as they undergo major changes during M1 macrophage activation.  

 
III.1. Brief overview of the major catabolic pathways 

 

Cellular activity is supported by the energy extracted from complex organic macromolecules 

such as glucose or fatty acids that are coming from our diet. The breaking down of those 

molecules is called catabolism and operates by six major pathways: the glycolysis, the citric 

acid cycle, the oxidative phosphorylation, the pentose phosphate pathway, the fatty acid 

oxidation and the catabolism of amino acids (Berg et al., 2002; O’Neill et al., 2016; Voet and 

Voet, 2010). In a nutshell, all together these pathway use sugars (e.g. glucose), proteins (e.g. 

amino acids) and fats (e.g. fatty acids) as substrate to produce energy stored as ATP (in a 

chemical bound) or NADH/FADH2 (as electrons). They are interconnected by key metabolic 

intermediates as pyruvate or acetyl coenzyme A (acetyl-CoA) and therefore not independent. 

A brief overview is presented in Figure 9. 

 

Glycolysis 

 

Glycolysis converts glucose into pyruvate in the cytosol and provides ATP and NADH 

energetic molecules. Pyruvate is then either degraded into lactate by the process of fermentation 
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or transformed in acetyl-CoA to fuel the TCA cycle. Glycolysis is relatively inefficient to 

produce ATP molecules but provides key biosynthetic intermediates for many anabolic 

reactions (as glucose-6-phosphate for the PPP or 3-phosphoglycerate for amino acid synthesis) 

as well as NADH molecules. As a hub for anabolic pathways, glycolysis is often favored in 

rapidly proliferating cells. Glycolysis do not requires oxygen to operate and therefore can be 

fully functional in hypoxic environments.    

 
TCA cycle 

 

The TCA cycle main role is to break down acetyl-CoA into CO2 (waste) and provide ATP as 

well as many NADH/FADH2 energetic molecules. It takes place in the mitochondrial matrix 

and represents a central hub in cellular metabolism as it serves as an entry/exit point for many 

secondary nutrients. TCA cycle coupled to OXPHOS is highly efficient to provide ATP and is 

used by a vast majority of quiescent cells to produce energy. 

 
Oxidative phosphorylation (OXPHOS) 

 

OXPHOS function is to convert all the energy from NADH/FADH2 into ATP in two steps: first 

NADH/FADH2 molecules give their electrons to the electron transport chain (ETC) located 

inside the inner mitochondrial membrane to generate a H+ gradient (oxidative step) and then 

this gradient is consumed by the ATP synthase to generate ATP (phosphorylation step). The 

electrons circulating in the inner mitochondrial membrane are ultimately taken up by oxygen 

molecules to give water. Thus, TCA and OXPHOS are considered as aerobic pathways.  

 

Fatty acid oxidation (FAO) 

 

Fatty acid oxidation takes place principally in the mitochondrial matrix after the import of 

“activated” fatty acids from the cytosol. They are degraded by a series of oxidations that 

generates many acetyl-CoA and NADH/FADH2 molecules that are further used as a substrate 

inside the TCA cycle and OXPHOS to generate energy. ATP synthesis by this pathway gives 

massive yields and therefore FAO is used by a majority of quiescent cells. FAO is an aerobic 

pathway: it requires the presence of oxygen to be fully functional. 
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Figure 9. The major catabolic pathways are interconnected 
 

Extracellular glucose is imported and degraded into pyruvate by the glycolysis. Pyruvate is either 
degraded into lactate by fermentation or directed to the TCA cycle. The TCA cycle generates 
many NADH and FADH2 molecules that are converted into ATP by oxidative phosphorylation 
(OXPHOS) using the electron transport chain (ETC) as a support. TCA cycle is also fueled by 
fatty acid oxidation (FAO) that generates many acetyl-CoA as well as NADH and FADH2 
molecules in resting cells. The pentose phosphate pathway (PPP) and amino acids pathways (as 
glutaminolysis) are mainly anabolic pathways but participate also in catabolism by respectively 
generating NADPH molecules and fueling the TCA cycle (with the help of the urea cycle for 
toxic waste elimination). Image from (Ganeshan and Chawla, 2014). 
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Pentose phosphate pathway (PPP) 

 

The cytosolic PPP branches off from glycolysis with the first intermediate glucose-6-phosphate 

and is one of the rare pathways generating NADPH molecules and precursors for nucleotide 

and amino acids generation (ribose-5-phosphate and erythrose-4-phosphate respectively). 

Therefore, this pathway is engaged to meet the need in cell growth and participate as a hub for 

various secondary anabolic reactions. It does require the use of oxygen as for glycolysis.  

 
Amino acids catabolism 

 

Amino acids pathways are numerous because of the diversity of amino acid substrates. They 

are often part of anabolic processes as amino acids are building blocks for protein synthesis and 

de novo branched chain fatty acids synthesis. During catabolism, amino acids can enter the 

TCA cycle via various entry points depending on their molecular structure. Their entry is 

dependent on their conversion by a transamination step and sometimes a second reaction of 

deamination is involved. The former reaction is an exchange of amino group between the amino 

acid of interest and an a-ketoacid, the latter is the removal of the amino group from the amino 

acid of interest as ammonium (NH4+, toxic waste). The transamination step concerns most of 

the amino acids and generates for instance pyruvate from alanine or oxaloacetate from aspartate 

for their entry into the TCA cycle. Almost all these transamination reactions generate glutamate 

that is deaminated by the glutamate dehydrogenase to give a-ketoglutarate and enter the TCA 

cycle. All deamination reactions generate ammonium that is eliminated by the urea cycle (also 

known as ornithine cycle). 

 
III.2. Metabolism of quiescent macrophages 

 

Our understanding of macrophage metabolism basically derives from the comparison between 

the extreme M1 and M2 phenotypes, which represent activated situations. Very few studies 

characterized and described concisely the metabolism of quiescent macrophages and one reason 

could be that it is supposed that such metabolism is equivalent in all quiescent cells of the body. 

However, it might not be the case and subtle differences between cell types can exist. For 

instance, it is not clear whether specific pathways are used by quiescent macrophages, what is 

the balance between glucose and oxygen consumption in those cells and whether specific 

homeostatic mechanisms exist to coordinate all the major pathways and the macrophage 
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functions. Most of our knowledge about quiescent macrophages comes from unstimulated 

macrophages in vitro (M0 macrophages) often used as experimental control. As for many 

quiescent cells, OXPHOS support energy production in M0 macrophages and is fueled by 

glycolysis and FAO (Nomura et al., 2016; Van den Bossche et al., 2015). Such strategy should 

provide the best long-term energetic yield for macrophages to perform their homeostatic 

maintain and proliferation in vivo. Recently, Liu et al. showed that quiescent macrophages 

proliferating when exposed to colony-stimulating factor 1 (CSF-1, M-CSF) can engage the c-

Myc transcription factor to regulate glucose and glutamine catabolism during their cell cycle. 

They show that such mechanism exists only in quiescent cells as it disappears when 

macrophages are exposed to pro-inflammatory stimuli (Liu et al., 2016). 

 
III.3. Metabolism switch in inflammatory macrophages 

 

Macrophages are often part of the first line of defense against invading pathogens as bacteria 

and intracellular parasites. They get activated by microbe-derived molecules as well as local 

host signals that impose a cellular reprogramming with the emergence of new functions such 

as cytokine release and professional antigen presentation. In parallel, the activation triggers a 

metabolic reprogramming to meet the new cellular energetic demands. We will focus on the 

metabolism of inflammatory macrophages (M1) as they represent the main macrophage 

population at the site of L. major infection. While quiescent macrophages gain energy primarily 

by OXPHOS, classically activated macrophages were extensively characterized as relying on 

glycolysis to support their function (Ganeshan and Chawla, 2014; O’Neill and Pearce, 2016; 

Pearce and Pearce, 2013; Van den Bossche et al., 2017). This transition from OXPHOS to 

glycolysis is commonly described as the M1 metabolic switch.  

 

Glycolysis 

 

Upon classical activation, macrophages increase their glucose uptake via GLUT1 (Freemerman 

et al., 2014) and their glycolysis rate. The intermediate pyruvate is no longer directed to the 

TCA but is rather converted to lactate by fermentation. This pathway from glucose to lactate 

does not require oxygen and allows the generation of ATP and biosynthetic precursors. It occurs 

even in the presence of oxygen and therefore is similar the Warburg effect described for tumor 

cells. The function of such effect will be discussed later. The NAD+ pool consumed during 

glycolysis is regenerate during the lactic acid fermentation process. The increased glycolytic 
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flux partly originates from a switch of the 6-phosphofructo-2-kinase (PFK2) from a poorly 

active isoform to the more efficient ubiquitous isoform uPFK2 (Rodríguez-Prados et al., 2010). 

Additionally, the activation of the NF-kB pathway and consequently the HIF-1a pathway 

increases the expression of several glycolytic genes as GLUT1 or MCT4 to favor glycolysis 

(Saha et al., 2017). The activation of macrophages by LPS also induces the expression of the 

glycolytic enzyme pyruvate kinase M2 (PMK2) that can dimerize and reach the nucleus to 

stabilize HIF-1a, therefore increasing the glycolysis rate (Palsson-McDermott et al., 2015). 

 

TCA cycle and OXPHOS 

 

TCA cycle. In inflammatory macrophages, the TCA cycle is disrupted in two spots: after citrate 

and after succinate (Figure 10), leading to the accumulation of both intermediates. 

Mechanistically, those breaks originate respectively from an downregulation of the expression 

of the isocitrate dehydrogenase (IDH) that catalyzes the oxidative decarboxylation of isocitrate 

(El Kasmi and Stenmark, 2015; Geeraerts et al., 2017) and from an inhibition by itaconate and 

NO of the succinate dehydrogenase (SDH) that catalyzes the oxidation of succinate to fumarate 

as well as participates in the electron transport chain inside the complex II (Lampropoulou et 

al., 2016; Van den Bossche et al., 2017). Itaconate is an organic molecule synthetized by IRG1 

during inflammation from cis-aconitate (derived from citrate). Increased succinate level does 

not principally originate from TCA intermediates but rather by glutamine metabolism via 

anaplerosis (TCA cycle fueling by secondary reactions) (Kelly and O’Neill, 2015). 

 

OXPHOS. In addition to a broken TCA cycle, M1 macrophages also have a deficient OXPHOS 

machinery (Jha et al., 2015) concomitant with increased mitochondrial fragmentation. 

Mechanistically, NO is able to inhibit the complexes I and IV of the electron transport chain 

through S-nitrosylation and/or complexation with their Fe-S centers (Brown, 1999, 2007; 

Cleeter et al., 1994; Clementi et al., 1998). Also, NO inhibits the complex II (SDH) as 

aforementioned. Therefore NO appears to be a major OXPHOS inhibitor by targeting the 

majority of the electron transport chain complexes.  

 
Pentose phosphate pathway 

 

As well, the PPP is increased in M1 macrophages and generates high amounts of NADPH and 

biosynthetic precursors without the need for oxygen. The increased PPP flux seems to originate 
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from an strong down-regulation of the PPP enzyme sedoheptulose kinase (SHPK, also known 

as CARKL) by LPS-induced activation (Haschemi et al., 2012). Additionally, the higher 

glucose uptake induced by GLUT1 upregulation may also favor a higher metabolic flux through 

the PPP, as well as the upregulation of the hexokinase, the first enzyme of both glycolysis and 

PPP (Abdel-Haleem et al., 2017). 

 

 

 
Figure 10. The broken TCA cycle of inflammatory macrophages 
 

In inflammatory macrophages (M1), the TCA cycle is broken in two spots: after citrate and after 
succinate. The first break leads to the accumulation of citrate that helps in the generation of fatty 
acids, allows the synthesis of the antimicrobial molecule itaconate and favors NO production. 
The second break leads to the accumulation of succinate that stabilizes the transcription factor 
HIF-1a and consequently the production of IL-1b. Image from (O’Neill et al., 2016). 

 

 
Lipid metabolism 

 

Classical activation of macrophages is also followed by changes in lipid metabolism. M1 

macrophages show an increased metabolism of arachidonic acid leading notably to an increased 
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synthesis of eicosanoids as leukotrienes, prostaglandins and thromboxanes that have pro-

inflammatory properties (Greene et al., 2011; Pearce and Pearce, 2013). As well, they rely on 

fatty acid synthesis for their function, but the underlying mechanism supporting this switch is 

still unclear. It could be that in M1 macrophages there is a triggering of the sterol regulatory 

element-binding transcription factor 1c (SREBP1c) that enhances the transcription of several 

genes related to fatty acid synthesis as observed in M-CSF-stimulated macrophages (O’Neill et 

al., 2016).  

 
Amino acids metabolism 

 

Finally, the uptake of numerous amino acids is upregulated during M1 polarization. Glutamine 

uptake is increased in LPS-stimulated macrophages as they show higher levels of SLC3A2 

(Tannahill et al., 2013). SLC3A2 interacts with SLC7A7 to form an amino acid membrane 

transporter that carry glutamine but also other amino acids, suggesting that M1 macrophages 

uptake a broad spectrum of amino acids. Tryptophan catabolism is as well increased during M1 

activation (Saha et al., 2017). In that case, LPS and IFN-g drive the switch by stimulating the 

indoleamine-23-dioxygenase (IDO) activity that is the rate-limiting enzyme of the tryptophan 

catabolism. Concerning arginine, its uptake is also increased by the specific upregulation of the 

CAT-2 membrane transporter during activation (Comalada et al., 2012; Yeramian et al., 2006). 

In macrophages, the arginine flux can be consumed by the two enzymes iNOS and arginase. 

While iNOS have an approximative 1000-fold better affinity for arginine than arginase, it also 

have an approximative 1000-fold lower enzymatic rate (vmax) (Maarsingh et al., 2009). Hence 

the two enzymes can equally compete for arginine in macrophages. However, in M1 

macrophages, the level of expression of iNOS outcompete the arginase one and therefore the 

arginine flux is dissipated by the iNOS enzyme to produce high amounts of NO.  

 
III.4. Functional consequences on macrophages activity 

 

The massive metabolic switch that occurs during M1 inflammatory polarization have a 

profound impact on cell activity and we will explain here what are the main advantages of each 

metabolic modification. Such benefits are summarized per pathways in the Figure 11. 
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Figure 11. Functional consequences of the metabolic switch on M1 macrophage activity 
 

M1 inflammatory macrophages undergo a massive metabolic reprogramming during their 
activation. They show enhanced glycolysis, PPP, fatty acid synthesis and amino acid degradation. 
In parallel they face a broken TCA cycle and an impaired OXPHOS machinery. All together, 
these changes support the proliferation and production of building blocks for fatty acids and 
proteins (including cytokine) synthesis as well as the production of anti-microbial products as 
ROS or nitric oxide. Image from (O’Neill et al., 2016). 

 

 
Enhanced cellular resources 

 

As aforementioned, inflammatory macrophages undergo a metabolic switch similar to what 

observed in tumor cells and named Warburg effect (Galván-Peña and O’Neill, 2014; Kelly and 

O’Neill, 2015; Langston et al., 2017; O’Neill and Pearce, 2016; Pearce and Pearce, 2013). It is 

characterized by the use of intense glycolysis followed by lactic acid fermentation even in 

aerobic conditions. Such effects have two majors advantages: the possibility to produce ATP 

rapidly and the enhanced biosynthetic precursors synthesis. The glycolysis provides a short-

term and dynamic burst of energy (by ATP and NADH production) that can be rapidly triggered 

upon activation. Additionally, by fueling glycolysis, Warburg effect participates in the 

synthesis of biosynthetic precursors needed for lipid, nucleotide and protein synthesis. The 

increased fueling of PPP participates as well to increase the pool of biosynthetic precursors. In 

inflammatory macrophages, the impaired respiration also participates to resources enrichment. 

The broken TCA cycle makes citrate accumulate in the mitochondria. It is exported to the 

cytosol and can have several fates that we will describe as we go along. The first possible fate 

for citrate is its conversion into acetyl-CoA by the ATP citrate lyase (ACLY), which expression 

is enhanced in M1 macrophages by NF-kB (by LPS or TNF-a signaling) and/or STAT1 activity 

(by IFN-g signaling) (O’Neill, 2011; Williams and O’Neill, 2018). This step allows citrate to 

enter numerous pathways of lipid synthesis including fatty acid synthesis and others described 
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latter. By fueling fatty acid synthesis, citrate help sustain membrane recycling by providing an 

important pool of available lipids. 

 
Enhanced inflammation 

 

Cytokine production. Glycolysis participates to fuel inflammation by increasing cytokine 

production in distinct ways. For instance, the first glycolytic enzyme hexokinase can regulate 

IL-1b and IL-18 secretion by triggering the NLRP3 inflammasome upon bacterial infection 

(Wolf et al., 2016). Also, commitment to glycolysis recruits the glycolytic enzyme GAPDH to 

the cytosol that is under basal condition bound to TNF mRNA to post-transcriptionally repress 

its expression (Millet et al., 2016). Moreover, the pyruvate kinase M2 (PKM2) can 

phosphorylate STAT3 to bolster IL-6 and IL-1b production, as well as activate the NLRP3 

inflammasome (O’Neill et al., 2016). In parallel to increased glycolysis, the impaired 

respiration also participates in enhancing macrophage activity. Succinate oxidation by SDH 

and mitochondrial hyperpolarization during M1 activation lead to mitochondrial ROS 

generation that stabilizes HIF-1a and consequent IL-1b production (Mills et al., 2016; 

Tannahill et al., 2013). However, itaconate produced by citrate metabolism have anti-

inflammatory effects by inhibiting SDH activity (Lampropoulou et al., 2016), activating the 

anti-inflammatory transcription factor Nrf2 (Mills et al., 2018) and regulating the IkBz-ATF3 

inflammatory axis by generating an important electrophilic stress (Bambouskova et al., 2018). 

 

Lipid mediators. Citrate, by its conversion into acetyl-CoA by the enzyme ACLY, fuel not 

only fatty acid synthesis but also the synthesis arachidonic acid. This molecule serve as a 

precursor for eicosanoids production including leukotrienes, prostaglandins and thromboxanes 

that have pro-inflammatory properties (Greene et al., 2011; Pearce and Pearce, 2013). Therefore 

citrate accumulation helps inflammation by promoting eicosanoid synthesis.  

 

Histone modification. During their activation, inflammatory macrophages undergo major 

epigenetic changes that imprint prolonged priming capacity for further stimulations (Saeed et 

al., 2014), a phenomenon called “trained immunity”. In these cells the glycolysis is increased 

in regards to M1 macrophages, a phenomenon that increases their pro-inflammatory potential 

(Arts et al., 2016; Cheng et al., 2014). One mechanism responsible for “trained immunity” could 

be that acetyl-CoA, derived from citrate, can induce histone acetylation of genes coding for 
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glycolytic enzymes such as hexokinase, phosphofructokinase and lactate dehydrogenase (Arts 

et al., 2016). This is an example of how a metabolic switch can affect cell behavior not only 

transiently but in a long-term fashion to optimize its function. 

 
Enhanced anti-microbial function 

 

ROS | RNS. Cellular ROS and NO are produced respectively by the NADPH oxidase and 

iNOS, both requiring NADPH as an enzymatic cofactor. The metabolic switch operating in 

inflammatory macrophages provides 2 important sources of NADPH to stimulate ROS and NO 

synthesis (Infantino et al., 2011; O’Neill, 2011). The first source is the enhanced PPP that gives 

NAPDH during its oxidative part (the two first metabolic reactions) and the second one is the 

broken TCA cycle that makes citrate to accumulate. Citrate is exported to the cytosol where it 

not only sustains lipid synthesis but also fuels the NADP-malic enzyme after its conversion into 

oxaloacetate and then malate. Such enzyme converts malate into pyruvate while releasing CO2 

and NADPH. The pyruvate produced can return the mitochondria as part of the citrate-malate 

shuttle. Additionally, the use of glutamine through glutaminolysis participates in fueling 

NADPH synthesis (Ganeshan and Chawla, 2014). Therefore, by helping NADPH production, 

the PPP, TCA cycle and amino acid metabolism (Figure 12) help ROS and NO production. 

Additionally, the pool of NADPH produced bolster the activity of the glutathione reductase that 

maintain the reducing environment of the cell and avoid excessive ROS-induced damages 

(O’Neill et al., 2016). Other mechanisms unrelated to NAPDH help ROS and NO synthesis 

(Kelly and O’Neill, 2015; O’Neill and Pearce, 2016). For NO production, the increased arginine 

flux in inflammatory macrophages as well as the high iNOS expression favor the synthesis of 

high NO concentrations (Figure 12). Furthermore, the existence of an inflammatory version of 

the aspartate-arginosuccinate shunt that connects the TCA cycle and the NO cycle enhances the 

fueling of iNOS (Jha et al., 2015). For ROS production, the inhibition of the complex II of the 

electron transport chain drives mitochondrial ROS production in the complex I by reverse 

electron transport (Mills et al., 2016; Scialò et al., 2017). However, to which extend this 

mechanism is impaired/favored by NO-mediated inhibition of complex I remains elusive.  
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Figure 12. Amino acids catabolism helps the antimicrobial functions of macrophages 
 

The uptake of numerous amino acids is increased inflammatory macrophages to help their 
functions. Glutamine uptake favors the production of inflammatory cytokines and nitric oxide 
production to fight pathogens. Arginine flux is redirected to iNOS in inflammatory macrophages 
to further enhance NO production. Finally, tryptophan is degraded by IDO and therefore limits 
pathogen growth as it is an essential amino acid for their survival. Image from (O’Neill et al., 
2016). 

 

Itaconate. Itaconate is a cellular antimicrobial organic molecule, synthetized by IRG1 during 

inflammation, that limits the growth of several bacteria including Salmonella enterica and 

Mycobacterium tuberculosis. Its anti-inflammatory property originates from its ability to 

destabilize the glyoxylate shunt by inhibiting bacterial isocitrate lyase (Michelucci et al., 2013). 

The glyoxylate pathway is essential for bacterial growth when glucose is near absent and simple 

carbon molecules remain the only carbon source (e.g. in the macrophage phagosome) (Lorenz 

and Fink, 2002). In inflammatory macrophages, citrate accumulation in mitochondria favors 

itaconate synthesis as it is converted into the intermediate cis-aconitate that accumulates and 

serve as a substrate for IRG1 (Lampropoulou et al., 2016; Williams and O’Neill, 2018). 

Itaconate could also act against Leishmania parasites as there are evidence that they express the 

two enzymes of the glyoxylate shunt (Hernández-Chinea et al., 2017; Simon et al., 1978). 

 

Tryptophan levels. Another feature of M1 macrophages is their enhanced IDO expression 

(Saha et al., 2017) that lowers tryptophan availability. Tryptophan being an essential amino 

acid for bacterial growth, limiting its availability restricts pathogen growth (Figure 12). Why 

the macrophage do not seems impaired in its activity by the lack of this amino acid, as it is the 

case for T cells (Munn et al., 1999), is not clear. In addition to this effect, lowering tryptophan 

concentration is benefic for NO synthesis as tryptophan can selectively limits NO-synthase 

induction in macrophages (Chiarugi et al., 2003). 
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Limitations in our understanding of the Warburg effect 

 

Several limitations still exist to our understanding of the Warburg effect (Fernandez-de-Cossio-

Diaz and Vazquez, 2017; Liberti and Locasale, 2016) and they have to be taken into account 

here. First it is often declared that glycolysis is relatively inefficient to provide energy as ATP 

molecules. While it is true that glycolysis gives 2 units of ATP per unit of glucose, which is a 

low yield compared to OXPHOS that gives 36 to 38 units of ATP in case of complete oxidation, 

it has to be highlighted that the rate of glycolysis can be 10 to 100-fold higher than the rate of 

complete OXPHOS (Liberti and Locasale, 2016). Therefore, the final ATP synthesis can be of 

the same range through glycolysis and OXPHOS and macrophages could satisfy from only 

glycolysis as a source of ATP. Additionally, it is declared that aerobic glycolysis is the principal 

mean to provide biosynthetic building blocks for the cell. However, approximately 90% of the 

glucose is converted into lactate, without leaving any carbon behind for building blocks (Liberti 

and Locasale, 2016; Lunt and Vander Heiden, 2011). Therefore, only 10% of the total glucose 

molecules can serve a source for biosynthetic precursors. In top of that, several evidence 

showed that the broken TCA is still fueled by amino acid catabolism to generate building blocks 

for lipid and protein synthesis. Hence, TCA cycle and not only the glycolysis (via PPP or not) 

could act in concert in inflammatory macrophages to support the increased biosynthetic activity. 

Also, whether the loss of respiration is a direct consequence of the Warburg effect is still not 

clear (Senyilmaz and Teleman, 2015). 

 

 

   Summary 

Macrophages are master regulators of the inflammatory reaction. They can be activated 

by various stimuli as PAMPs (e.g. LPS) and cytokines (e.g. IFN-g or IL-4) that polarize 

their phenotype into inflammatory, would-healing and regulatory macrophages. L. major 

infection is characterized by a massive recruitment of inflammatory macrophages that 

are fully activated by external signals as IFN-g and TNF-a and consequently secrete 

many pro-inflammatory cytokines (TNF-a, IL-1b, IL-6…) and chemokines (CXCL1, 

CCL2, CCL3…) but also upregulate iNOS expression to produce NO. NO mediates its 

action by giving rise to RNS and by directly modifying proteins by S-nitrosylation and 

chelation of Fe-S centers. NO is able to diffuse across membranes to act at distance on 

eukaryotic cells (parasites, stromal or immune cells). In parallel, the activation of inflam-  
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  matory macrophages is concomitant with a cellular metabolic switch from mitochondrial 

respiration and fatty acid oxidation to glycolysis and fatty acid synthesis. Such 

modification supports macrophage activity as it helps increasing the cellular resources, 

enhancing the inflammatory reaction and boosting the production of anti-microbial 

factors. However, such macrophage activity can be deleterious to the host by the toxicity 

of the anti-microbial molecules and the important tissue damage consequent to 

inflammation. We will detail in the final chapter the mechanisms existing to limit 

inflammation that help prevent the development of immunopathology.  
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Chapter IV    Regulation of inflammation: multiple features 

 

 

Extensive work have been performed since decades regarding the regulation of inflammatory 

responses. We will quickly summarize the main features governing inflammation control, with 

a special interest in monocyte-derived cells, before addressing specific processes that appear 

during the infection by L. major. We will particularly emphasize the control of inflammation 

by the parasite itself but also by the immune system through NO production.  

 
I. BASIS OF INFLAMMATION RESOLUTION 

 

Inflammation is a protective reaction of the organism to fight and remove the injury source as 

well as initiate tissue healing. The first response is the acute inflammation, described in Figure 

13 (Netea et al., 2017). This process is elicited principally by macrophages and epithelial cells 

that secrete various pro-inflammatory cytokines, including the famous trio IL-1 | IL-6 | TNF-a, 

and chemokines such as CCL2 and CCL3. Such cytokines trigger the recruitment of immune 

myeloid cells at the site of tissue damage and at high concentration can reach the blood to elicit 

the synthesis of acute-phase proteins in the liver (such as a1-antitrypsin, C-reactive protein…) 

and the synthesis of lipid mediators as prostaglandins that are responsible for fever, 

somnolence, anorexia and pain feelings. In parallel, platelets and the complement system help 

to containing and eliminating the stressing agent as well as recruiting immune cells from the 

blood. The activation of endothelial cells by all danger signals allows them to increase vascular 

permeability and to express the correct set of integrins that favors immune cell extravasation. 

Inflammation is then prolonged until the threat is completely eliminated, fueled by a constant 

immune cell recruitment from the blood, and can turn chronic when the system can’t return to 

homeostasis. Of note, the beginning of chronic inflammation is frequently considered when the 

activity of macrophages, and often T cells in the case of an infection, get the upper hand on 

neutrophil activity (Ashley et al., 2012; Medzhitov, 2008). 

 

The resolution of inflammation does not only rely the complete elimination of the stressing 

agent but critically needs the establishment of active processes often including cellular 

reprograming through production of soluble mediators (Netea et al., 2017). We will highlight 

here some basic mechanisms leading to inflammation resolution as a starter before studying 
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more in detail the specific contribution of L. major and NO. Notably, we will focus on 

mechanisms originating from macrophages and/or regulating macrophage functions. 

Specifically we will not address mechanisms relative to neutrophils, even if they are of great 

importance in driving the resolution if inflammation (Ortega-Gómez et al., 2013; Sugimoto et 

al., 2016). 

 

 

 

 
 

Figure 13. Cellular events occurring in a typical acute inflammatory reaction 
 

Stressing agents introduced into the host tissue damage epithelial cells and trigger the activation 
of resident macrophages. They produce high quantities of pro-inflammatory cytokines such as 
IL-1, IL-6 and TNF-a that are responsible for the production of acute-phase proteins in the 
liver and that trigger fever, somnolence, anorexia and pain feelings. They also produce 
chemokines as CCL2 and CCL3 to recruit myeloid cells from the blood, a phenomenon 
bolstered by the complement system and the activation of platelets and endothelial cells. The 
complement system also helps containing and killing pathogens in the case of an infection. Later, 
the arrival of T cells helps coordinate and polarize the inflammatory response to the nature of 
the stressing agent. Image from (Netea et al., 2017). 
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I.1. Production of anti-inflammatory cytokines 

 
IL-10 

 

The resolution often involve the production of the anti-inflammatory cytokine IL-10. The 

cellular sources of IL-10 and members of its family (IL-19, 20 and 24) are extremely various 

as including dendritic cells, macrophages, mast cells, NK cells, neutrophils, CD4+ and CD8+ T 

cells as well as B cells (Ouyang et al., 2011). IL-10 targets principally leukocytes to dampen 

their pro-inflammatory functions (Filippi and Herrath, 2008; Moore et al., 2001; Ouyang et al., 

2011). On monocyte-derived cells, IL-10 potently inhibits the synthesis of numerous pro-

inflammatory cytokines including IL-1b, IL-6, IL-12, TNF-a… and pro-inflammatory 

chemokines including CCL2, CCL3, CXCLI… as well as increases the production of cytokines 

antagonists such as IL-1Ra and soluble p55 and p75 TNFR (Figure 14). Molecularly, IL-10 

signals through the IL-10R coupled to JAK1/STAT3 to inhibit cytokine production by both 

transcriptional and post-transcriptional mechanisms (Moore et al., 2001). Notably, IL-10 is able 

to activate the SOCS pathway to dampen inflammation (Mosser and Zhang, 2008). 

Additionally, IL-10 dampens the synthesis of prostaglandin E2 through the downregulation of 

the expression of the cyclooxygenase 2 (COX-2) (Niiro et al., 1994, 1995). Finally, IL-10 is 

able to suppress antigen presentation in DCs by downregulating the expression of MHC-II 

molecules as well as CD80, CD86 and CD40, important for co-stimulatory signals (Gabryšová 

et al., 2009; Ng et al., 2013).  

 

TGF-b 

 

TGF-b seems to be secreted mainly by T cell subsets and is key to regulate the activity of many 

cell types (Letterio and Roberts, 1998; Travis and Sheppard, 2014). Macrophages can also be 

producers of TGF-b and in that way they contribute to tissue healing and remodeling by 

promoting myofibroblast proliferation, myofibroblast-derived synthesis of fibrillar collagens 

and metalloproteinase inhibitors expression (Ortega-Gómez et al., 2013). TGF-b is also a potent 

suppressor of tissue macrophage activity by limiting their cytokine production, increasing their 

secretion of IL-1Ra, and most importantly by downregulating iNOS expression and suppressing 

its activity (Letterio and Roberts, 1998). Also, TGF-b suppresses the production of ROS and 

the respiratory burst occurring during macrophage activation (Tsunawaki et al., 1988, 1989). 
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I.2. Chemokine depletion mechanisms 

 
Chemokine truncation 

 

Chemokines are responsible for the attraction of immune cells at the site of inflammation. Their 

truncation is a way to inhibit their function as they will not be recognized anymore or will be 

able to link their receptor but without engaging correctly their signaling pathways. 

Macrophages can specifically trim off chemokines by using matrix metalloproteinases to cleave 

neutrophil-recruiting CXC-chemokines in their ERL motif (Dean et al., 2008) as well as CC-

chemokines that preferentially attract monocytes (McQuibban et al., 2002). 

 
Decoy receptors 

 

Decoy receptors gathered several families of proteins that can bind chemokines but do not 

permit their signaling. Such receptors include truncated receptors as IL-1Ra or truncated TNFR 

(Arend, 2002), “silent chemokines receptors” as Duffy antigen receptors (DARC), D6 and 

CCX-CKR (Mantovani et al., 2006) as well as atypical chemokines receptors (ACKRs) 

(Bonecchi and Graham, 2016; Vacchini et al., 2016). Truncated receptors are structurally 

similar to membrane-bound chemokine receptors but they are soluble and secreted by 

macrophages and others in the environment (Moore et al., 2001; Netea et al., 2017). Therefore 

they can catch chemokines before the membrane-bound receptor and physically suppress the 

signaling (Figure 14). Silent chemokines receptors are structurally G protein-coupled and 

membrane-bound receptors but they specifically lack a conserved DRY motif in their second 

intracellular loop (Mantovani et al., 2006). Such deficiency impairs physical coupling with the 

G proteins and therefore receptor signaling. They are expressed mainly by endothelial cells. 

ACKRs have the ability to catch chemokines to shape their gradients and sequestering them 

from the microenvironment (Vacchini et al., 2016). They are mainly expressed on the 

nonhematopoietic compartment but there are evidence that some ACKRs could be expressed 

on macrophages (Bazzan et al., 2013). They act either by scavenging, transporting or presenting 

the chemokines depending on their nature. Some ACKRs have signaling properties that can 

influence cellular behavior (Vacchini et al., 2016). 
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Figure 14. Pro-resolving soluble factors favoring the resolution of inflammation 
 

Macrophages secrete many pro-inflammatory cytokines as IL-1b and TNF-a which actions are 
counteracted by various anti-inflammatory mediators. For instance truncated receptors as IL-
1Ra or soluble TNFR (sTNFR) can catch chemokines before their binding to their membrane-
bound receptors and prevent therefore the signaling of these molecules. The production of IL-
10, TGF-b and resolvins by macrophages and other cells provides a negative feed-forward loop 
to regulate the intensity of macrophage activation as well as polarizing macrophage phenotype. 
Also, PGE2 triggers a switch in lipid mediator production to promote the synthesis of lipoxins 
that favor macrophage phagocytosis and inhibit the production of IL-1b in advanced stages of 
inflammation. Image from (Netea et al., 2017). 

 

 

I.3. A switch in lipid mediators favors inflammation resolution 

 

Specialized pro-resolving mediators (SPMs) are derived from fatty acids and are composed of 

lipoxins, resolvins (of the D- and E-series), protectins and maresins (Basil and Levy, 2016; 

Serhan, 2014). SPMs have been described as a new class of anti-inflammatory molecules 

involved in the resolution of inflammatory reactions elicited by many stressful organisms as 

bacteria, viruses, parasites, fungi as well as non-infectious agents. In regards to macrophage 

biology, SPMs increase the ability of macrophage to clear pathogens and apoptotic cells by 

phagocytosis/efferocytosis (Godson et al., 2000; Serhan and Savill, 2005). At the site of 

inflammation, continuous production of pro-inflammatory prostaglandins (e.g. PGE2) leads to 
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an transcriptional activation of 15-lipoygenase (15-LO) in neutrophils that in turn switch the 

production of lipid mediators towards the synthesis of anti-inflammatory lipoxins from 

arachidonic acid, such as LXA4. LXA4 triggers a rapid and concentration-dependent 

phagocytosis of apoptotic neutrophils by macrophages, favoring the resolution of inflammation 

(Godson et al., 2000). As well, SPMs enhance the production of IL-10 by macrophages and 

help decrease their production of pro-inflammatory cytokines (Basil and Levy, 2016). 

 
I.4. Switch of macrophage phenotype 

 

The switch from an M1 inflammatory phenotype to a M2 pro-resolving phenotype is often 

described as key to inflammation resolution (Ortega-Gómez et al., 2013; Sugimoto et al., 2016). 

Most of the molecular mechanisms driving this switch have been highlighted above: the 

secretion of IL-10 that triggers SOCS pathways, the switch from pro-inflammatory to anti-

inflammatory cytokine secretion, the switch in lipid mediator synthesis that enhances wound-

healing properties and the suppression of iNOS and matrix metalloproteinase-12 (MMP12) 

synthesis by TGF-b (Werner et al., 2000). Additional mechanisms exist to favor such transition. 

For instance it has been shown that resolvin E1 can bind to the leukotriene receptors BLT1 and 

ChemR23 on monocyte-derived cells to dampen their TNF-dependent NF-kB activation, 

providing a way to further dampen inflammation (Arita et al., 2007). Also, during chronic 

inflammation, upregulation of the cyclooxygenase-2 (COX-2) leads to the production of 15-

deoxy-D12,14-prostagandin J2 that antagonizes the activity of major pro-inflammatory 

transcription factors as NF-kB and AP-1 while promoting the activation of the anti-

inflammatory transcription factor as Nrf2 (Surh et al., 2011).  

 
I.5. Regulation of NLRP3 inflammasome by external cues  

 

NLRP3 inflammasome is a major signaling complex inside macrophages that triggers 

inflammation at early stages by enabling the secretion of IL-1 family members such as IL-1b 

and IL-18 (Broz and Dixit, 2016; Lamkanfi and Dixit, 2014). The activity of NRLP3 can be 

regulated by various external signals (Afonina et al., 2017). First, NLRP3 activation can be 

inhibited by effector CD4+ T cells through cell-cell contacts, my a mechanism likely involving 

the binding of CD40 (Guarda et al., 2009). Second, type I interferons are able to dampen IL-1b 

production by inhibiting as well NLRP3 assembly (Guarda et al., 2011). Several mechanisms 
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can explain such inhibition: 1. the existence of a mechanism inhibiting NLRP3 activation by 

decreasing pro-IL-1b expression by the IL-10 – IL-10R – STAT3 pathway (Guarda et al., 2011) 

and 2. the fact that type I interferons induce the expression of 25-hydroxy-cholesterol able to 

suppress pro-IL-1b transcription (Reboldi et al., 2014). Finally, we will discuss later in the 

introduction some evidence that demonstrate a potential mechanism of NLRP3 regulation 

mediated by NO. 

 
I.6. Regulation of macrophages by alteration of cellular metabolism  

 

We illustrated earlier that classical macrophage activation is concomitant with a profound 

metabolic reprogramming and it is evident that both phenomenon are interconnected. This 

raises the possibility that external signals can control inflammation by specifically targeting 

cellular metabolism through unknown mechanisms. We will give some examples that support 

such hypothesis and will keep those relative to NO for the end of the introduction. 

 
Example of how a cytokine can act through cellular metabolism 

 

Ip et al. have recently shown that IL-10, known to regulate macrophage activity, can target 

cellular metabolism to mediate its anti-inflammatory function. They demonstrated that in 

response to inflammation, IL-10 is able to counteract the inflammatory metabolic switch in 

macrophages by dampening glucose uptake, promoting mitochondrial respiration (OXPHOS) 

and inducing the expression of DDIT4 that is an inhibitor of mTOR activity. They showed that 

altogether these mechanisms promote mitophagy that removes deteriorated mitochondria and 

consequently reduce NLRP3-driven IL-1b production to limit inflammation in both a mouse 

model of colitis and inflammatory bowel disease patients (Ip et al., 2017). In addition to the 

aforementioned properties of IL-10, this work illustrates that cytokines can target inflammation 

by several mechanisms including a change in the core cellular metabolism. 

 
Example of how nutrient availability can control DC activity  

 

Macrophages and DCs exhibit a similar metabolic switch during activation and therefore 

mechanisms that apply to DCs can be relevant to macrophage biology. We will illustrate here 

how nutrient availability can directly impact DC function by the work of Lawless et al. 

(Lawless et al., 2017). In this study, the authors showed that the maintenance of a high glucose 
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level is deleterious to DC activation and their ability to trigger T cell activation. They revealed 

that a high glucose level favors mTORC1 activation and consequent HIF-1a expression, iNOS 

synthesis and NO production. They show that this pathway negatively affects costimulatory 

molecule expression and pro-inflammatory cytokine transcription in activated DCs as well as 

limits DC-driven T cell proliferation. Interestingly, they showed in vivo that OT-I CD8+ T cells 

can compete for glucose with SIINFEKL-pulsed LPS-activated DCs within the lymph node to 

deprive DCs of glucose and consequently alter their activity and to favor the T cell response. 

This example show that nutrient availability is not just a physiological parameter but can also 

locally shape immune responses, and it would be interesting to test this mechanism during the 

immune response elicited by a pathogen such as L. major. 

 

Of note nutrient availability is also important for cell differentiation. Oburoglu et al. showed 

for instance that HSCs differentiation is governed by glutamine and glucose availability. HSCs 

preferentially differentiate into erythroid cells when glucose and glutamine are available while 

they give rise to cells of the myelomonocytic lineage in the opposite scenario (Oburoglu et al., 

2014). This questions whether a similar mechanism occurs during monocyte differentiation at 

the site of infection by L. major parasites where nutrient availability can be altered. 

 
Example of how microRNAs link cellular metabolism and activity 

 

MicroRNAs are small non-coding and single-stranded RNAs that regulate gene expression by 

inhibiting translation and triggering mRNA cleavage of specific targets. It is becoming 

increasingly clear that microRNAs can impact cellular metabolism in immune cells to regulate 

their function (Yao et al., 2018) and we will take the example of the microRNA miR-33 in 

macrophages to illustrate this point. Ouimet et al. showed that miR-33 is critical for 

macrophage polarization by directly targeting the AMP-activated protein kinase AMPK and 

consequently regulating the balance between OXPHOS and aerobic glycolysis (Ouimet et al., 

2015). In the context of atherosclerosis, they showed that miR-33 inhibition reduces plaque 

inflammation by promoting the polarization towards a M2 phenotype as well as favoring 

regulatory T cell induction. Also, in the context of an infection by Mycobacterium tuberculosis, 

they showed that miR-33 (in that case induced by the bacteria) diminishes autophagy and lipid 

catabolism (Ouimet et al., 2016). While this phenomenon could serve as an escape mechanism 

for the bacteria, it can also perturb lipid metabolism and therefore alter macrophage function. 

This idea is to consider along with the study of Rayner et al. showing that miR-33 represses the 
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surface expression of the cholesterol transporter ABCA1 that is involved in atherosclerosis 

pathology and further demonstrated as enhancing pro-inflammatory cytokine production in 

macrophages (Rayner et al., 2011; Yao et al., 2018). 

 
*** 

 

II. REGULATION BY Leishmania PARASITES: SOME ESCAPE MECHANISMS 

 

Leishmania parasites have successfully developed strategies to evade the immune system in 

order to survive both outside and inside its host cell. Notably they have many mechanisms to 

protect themselves against macrophages that are involved in their elimination, as they represent 

their main host cell and harbor many antimicrobial functions. By altering macrophage activity, 

these mechanisms can have a direct impact on the inflammatory reaction at the site of infection 

and therefore participate in its regulation. We will highlight here the principal escape 

mechanisms triggered by Leishmania parasites that specifically modulate macrophage 

functions and how they can influence inflammation levels during the infection.  

 

Many macrophage defects originate from the effect of two major Leishmania virulence factors: 

lipophosphoglycan (LPG) and glycoprotein 63 (GP63) (Chang and McGwire, 2002; Forestier 

et al., 2015; Olivier et al., 2012; Späth et al., 2003). LPG is a glycoconjugate that dominates on 

the parasite surface by its very high level of expression. Its main roles are to circumvent parasite 

lysis by the complement system and interfere with host signaling pathways and notably the 

TLR2 pathway (Forestier et al., 2015; Späth et al., 2003). GP63 is a zinc-metalloprotease 

expressed in abundance on the surface of promastigote and amastigotes parasites. It have a 

major role in increasing parasite survival into the phagosome and influencing macrophage 

signaling pathways, notably on transcription factor activity (Olivier et al., 2012). 

 

II.1. Control of host cell signaling pathways 

 
Defective TLR pathways 

 

The infection by Leishmania parasites is relatively “silent” and parasite uptake do not rely on 

TLR signaling. However, a few molecules have been reported as potential PAMPs, thus highly 

potentially pro-inflammatory, including LPG that is recognized by TLR2 (Faria et al., 2012). 
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Leishmania parasites can inhibit TLR2 signaling by recruiting elements of the suppressors of 

the cytokine signaling (SOCS) family (Veer et al., 2003) as well as by activating the host de-

ubiquitinating enzyme A20 that interferes with the ubiquitination of TRAF6 (Srivastav et al., 

2012). It can by the same way also inhibits TLR4 signaling, that have been reported as a critical 

TLR shaping the immune response against Leishmania parasites (Gupta et al., 2013). Therefore, 

by inhibiting several TLR pathways, Leishmania parasites can influence the level of activation 

of macrophages and consequently lower the intensity of inflammation in the infected tissue. 

 
Alteration of JAK/STAT pathways 

 

These pathways are crucial to stimulate macrophage activity as they are very often associated 

with cytokine receptors. Leishmania parasites are potent at upregulating protein tyrosine 

phosphatases (PTP) including the well-known Src homology region 2 domain-containing 

phosphatase-1 (SHP-1) regulator. SHP-1 is able to inactivate JAK2 protein, that is for instance 

downstream IFN-g receptors (Blanchette et al., 2009). In addition, Leishmania can selectively 

inactivates STAT1a translocation into the nucleus by enhancing its degradation and further 

reducing IFN-g signaling (Forget et al., 2005). Moreover, upregulation of SOCS members also 

decreases JAK-STAT pathway activity by binding to phosphorylated JAK proteins (Veer et al., 

2003). Therefore, infection by the parasite decreases IFN-g and potentially other cytokine 

signaling in macrophages and thus participates in decreasing the inflammation intensity and 

cytokine secretion. 

 
Alteration of the MAPK pathways 

 

In addition to inhibit JAK/STAT pathways, Leishmania parasites are also able to downregulate 

several members of the MAPK pathways. For instance, Leishmania donovani was shown to 

inhibit ERK1/2, p38MAPK and JNK activation in macrophages, leading to a decrease in pro-

inflammatory cytokine production (Privé and Descoteaux, 2000). Mechanistically, Leishmania-

induced SHP-1 participates in MAPK modules inhibition as well as Leishmania-induced 

activation of ecto-protein phosphatases that for instance inactivate ERK1/2 MAP kinase (Forget 

et al., 2006; Martiny et al., 1999). Also, some species of parasites, as Leishmania mexicana, 

have their own cysteine peptidase that cleaves ERK and JNK to dampen MAPK signaling 

(Cameron et al., 2004). Finally, increased host ceramide generation induced by Leishmania 
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parasites suppresses AP-1 and NF-kB activity by enhancing their dephosphorylation (Ghosh et 

al., 2002). Altogether, the inhibition of MAPK modules impairs NF-kB and AP-1 transcription 

factors activity that consequently affect macrophage activity (as cytokine production and iNOS 

expression). 

 
Cleavage of mTOR 

 

Finally, Leishmania is also able to manipulate the host energetic machinery by acting on the 

mammalian target of rapamycin (mTOR). Indeed, Jaramillo et al. demonstrated that 

Leishmania GP63 protease can cleave mTORC1 to inhibit its activity and consequently activate 

the translational repressor 4E-BP1. Such activation restricts macrophage translation and 

decreases type I interferon synthesis but increases the parasite load in macrophages ex vivo as 

well as increases the susceptibility to cutaneous leishmaniasis in vivo (Jaramillo et al., 2011). 

 
II.2. Polarization of cytokine production 

 
Increased immunosuppressive cytokine and prostaglandin production 

 

Various species of Leishmania parasites can trigger TGF-b secretion both in vitro and in vivo 

(Bogdan and Röllinghoff, 1998). Mechanistically, TGF-b production is induced by the 

exposure of phosphatidylserine (PS) motifs at the surface of Leishmania amastigotes, probably 

by a mechanism similar to what happens with apoptotic cells (El-Hani et al., 2012; Wanderley 

et al., 2006). In addition, L. major can stimulate IL-10 production in vitro by exposure of PS 

motifs on its surface but also by engaging CD64 (FcgRI) (de Freitas Balanco et al., 2001; 

Sutterwala et al., 1998). Finally, Leishmania parasites can increase the production of the anti-

inflammatory prostaglandin E2 by significantly increasing the expression of COX-2 in human 

monocytes (Matte et al., 2001).  

 
Decreased pro-inflammatory cytokine/chemokine production 

 

Leishmania parasites are potent at dampening the production of major pro-inflammatory 

cytokines such as TNF-a, IL-1b and IL-12 (Olivier et al., 2005) by mainly repressing 

JAK/STAT and MAPK pathways as aforementioned. Other complementary mechanisms exist 
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to explain the decrease in pro-inflammatory mediators. First, Leishmania LPG was found to act 

as a “gene silencer” that represses IL-1b transcription by acting through a promoter repression 

sequence (Hatzigeorgiou et al., 1996). TNF-a is as well reduced in infected cells but also in 

neighboring cells, suggesting that the repression originates from an indirect mechanism, as for 

instance by a parasite-induced IL-10 secretion followed by diffusion (Olivier et al., 2005). One 

of the most studied pro-inflammatory cytokine in the development of leishmaniasis is probably 

the IL-12, notably because IL-12 is crucial to the development of a protective TH1 T cell 

response. IL-12 have been reported as diminished in various contexts of leishmaniasis both in 

vitro and in vivo (Belkaid et al., 1998; Carrera et al., 1996; Piedrafita et al., 1999). Such 

repression was shown to be restricted to infected cells by singe-cell analysis, mediated by 

Leishmania LPG and independent of the NF-kB pathway. The mechanism underlying IL-12 

inhibition is still controversial (Olivier et al., 2005). Finally, Leishmania parasites can as well 

decrease the synthesis of pro-inflammatory chemokines as CCL2 (Lo et al., 1998; Ritter et al., 

1996) and also limit the expression of cell surface adhesion molecules as E-selectin, ICAM-1 

and VCAM-1 by endothelial cells (Lo et al., 1998) to decrease monocyte recruitment to the site 

of infection.  

 
II.3. Protection against anti-microbial molecules 

 
Modulation of iNOS expression and resistance to RNS 

 

Leishmania parasites have developed mechanisms to directly or indirectly affect NO production 

by iNOS. First, Leishmania parasites are highly efficient at disrupting signals leading to full 

macrophage activation. For instance, the aforementioned inhibition of JAK2 and ERK1/2 by 

SHP-1 results in a downregulation of iNOS production, leading to decreased NO synthesis 

(Blanchette et al., 2009; Forget et al., 2006). In addition, pathogenic strains of Leishmania 

parasites are able to trigger arginase expression in macrophages as well as pumping host 

arginine by their own arginase, leading to decreased substrate availability for iNOS (Badirzadeh 

et al., 2017; Muleme et al., 2009). Also, it was recently described by Calegari-Silva et al. that 

L. amazonensis, but not L. major, parasites are able to dampen NO synthesis by the activity of 

the histone deacetylase 1 (HDAC1) that negatively controls iNOS gene expression (Calegari-

Silva et al., 2009). Finally, Leishmania parasites may also be able to directly overcome RNS 

toxicity as several parasites extracted from infected patients were found to resist to NO in 

culture (Olekhnovitch and Bousso, 2015). While the molecular bases for such resistance is not 
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clear for Leishmania parasites, some mechanisms described for other pathogens may apply such 

as the production of NO scavengers (e.g. thiols), the upregulation of detoxifying enzymes and 

the development of mechanisms of repair (Bogdan, 2015). 

 
Modulation of ROS synthesis 

 

Leishmania parasites possess also strategies to escape ROS. They are able to interfere with the 

protein kinase C (PKC) signaling cascade that is crucial to NADPH oxidase activity to generate 

ROS. Such inhibition originates from Leishmania LPG that blocks PKC activity by interfering 

with the binding of Ca2+ and diacylglycerol (DAG) on this enzyme and Leishmania GP63 that 

cleaves several PKC substrates and making them unusable by the enzyme (Gupta et al., 2013; 

Olivier et al., 2005). They also impact the assembly of the NADPH oxidase complex at the 

surface of the parasitophorus vacuoles (Lodge et al., 2006). 

 
II.4. Additional escape mechanisms that may indirectly affect inflammation 

 

Alteration of phagocytosis and phagosome maturation  

 

Inside the host tissue, many pathogens are opsonized by the complement molecule C3b, that 

facilitates their phagocytosis by macrophages and further elimination (Rosales and Uribe-

Querol, 2017). Leishmania virulence factor GP63 is able to cleave C3b into its inactive form 

C3bi and consequently triggering a “silent entry” into macrophages by binding to the 

complement receptor 3 (CR3) (Gupta et al., 2013). Additionally, CR3 binding is known to 

inhibit IL-12 production (Marth and Kelsall, 1997). Leishmania parasites are also able to 

interfere with phagosome maturation once internalized. They for instance exclude the proton-

ATPase from the phagosome and reduce the fusion with endosomes at early steps of 

phagocytosis by a LPG-dependent mechanisms (Dermine et al., 2000; Lodge et al., 2006). As 

well, GP63-depend mechanisms are responsible for phagosomal acidification impairment and 

lysosome fusion deficiency (Casgrain et al., 2016; Verma et al., 2017). 

 
Modulation of DC activation 

 

The modulation of DC activation by Leishmania species occurs by mechanisms targeting 

antigen presentation and the expression of co-stimulatory molecules. Leishmania parasites can 
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reduce antigen loading and transport to the surface membrane probably by sequestering MHC-

I and MHC-II molecules in the parasitophorus vacuole (Kima et al., 1996), in addition to 

reducing MHC-II expression (Neves et al., 2010) and destabilizing its expression at the surface 

by disrupting lipid rafts (Chakraborty et al., 2005). In addition, Leishmania parasites can trigger 

the direct internalization of pMHC complexes, preventing further antigen presentation (de 

Souza Leao et al., 1995). Finally, Leishmania parasites also prevent the expression of co-

stimulatory molecules on macrophages such as CD86, CD80 and CD40 (Martínez-López et al., 

2018; Stebut et al., 1998) and probably also on DCs (Figueiredo et al., 2012). 

 
*** 

 
III. IMPACT OF NO ON THE INFLAMMATORY REACTION 

 

NO is synthetized in high amounts during pathogen-driven inflammatory responses and is key 

for pathogen control and killing. Several studies highlighted that NO can have a direct impact 

on immune cells including T cells and myeloid cells. We will summarize here the major effects 

of NO on immune cells during inflammatory processes. 

 
III.1. NO impacts T cell expansion and activation 

 

Sources of NO affecting T cells 

 

In the lymph node, mesenchymal stem cells (MSCs) as well as fibroblastic reticular cells 

(FRCs) and lymphatic endothelial cells (LECs) were identified as important sources of NO that 

dampen T cell expansion and the DC-mediated T cell priming in vivo (Lukacs-Kornek et al., 

2011; Ren et al., 2008; Siegert et al., 2011). The production of NO was shown to be dependent 

on iNOS upregulation induced by IL-1 cytokines as well as by IFN-g and TNF-a released by 

the activated T cells. In tissues, mononuclear phagocytes of different phenotypes including 

macrophages (Bingisser et al., 1998) and myeloid-derived suppressor cells (MDSCs) (Mazzoni 

et al., 2002) were shown to have a severe impact on T cell expansion by mechanisms detailed 

in the next paragraph. Finally, T cells by themselves can produce NO by iNOS, induced by 

inflammatory signals such as IFN-g, but also eNOS and nNOS (Ibiza and Serrador, 2008). 
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NO limits T cell activation 

 

The role of NO on T cell activation is still unclear and that may be due to differences in the 

NOS isoform studied, the source of NO and its concentration. Several studies suggest that at 

high doses, NO represses T cell activation by reducing MHC-II transcription and subsequent 

expression on the surface of APCs (Harari and Liao, 2004) and as well impairing T cell binding 

to APCs by nitrating tyrosines within TCR complexes (Nagaraj et al., 2007). However, at low 

doses, NO may be beneficial to T cell responses as it seems to be critical to mitochondrial 

hyperpolarization needed for T cell activation (Nagy et al., 2003) and as well there is evidence 

that eNOS, targeted to the immunological synapse, locally increases TCR signaling and IFN-g 

production (Ibiza et al., 2006). Also, NO was shown to modulate the susceptibility of T cells to 

death by neglect to set the levels of CD4+ and CD8+ T cell memory formation (Vig et al., 2004). 

 
NO alters T cell expansion 

 

IL-2 signaling is well known for its role in T cell expansion and studies have investigated the 

potential role of NO on IL-2 activity. NO was shown to block both IL-2 production (Taylor-
Robinson, 1997) and signaling in T cells (Bingisser et al., 1998; Mazzoni et al., 2002), resulting 

in defective T cell expansion after stimulation. The blockade of IL-2 signaling occurs by the 

inhibition of the phosphorylation of key signaling molecules downstream the IL-2R such as 

JAK1, JAK3, STAT5, ERK and Akt. Such mechanism allows a control of the T cell pool size 

during immune responses. Another potential mechanism by which NO could impact T cell 

expansion is by the depletion of arginine. Indeed, NO production during TH1 responses involves 

a high consumption of arginine that induces a loss of surface CD3z and results in a blockade of 

the cell cycle in G0-G1 phase (Rodriguez et al., 2002, 2003, 2007). 

 
III.2. NO skews T cell polarization 

 

TH1 vs. TH2 

 

Several studies demonstrated that NO is able to alter T cell polarization following T cell 

activation, which effects are dependent on its concentration. At low doses, as during the silent 

phase of leishmaniasis, NO can skew naïve CD4+ T cells differentiation to TH1 phenotype by 

upregulating the surface expression of the IL-12R by cGMP signaling (Niedbala et al., 1999, 
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2002). However, at high doses, NO restricts TH1 development by suppressing IL-12 synthesis 

by macrophages in the model of cutaneous infection with L. major parasites (Huang et al., 1998; 

Wei et al., 1995). In addition, NO enhances IL-4 production by TH2 clones at high doses, further 

reinforcing the TH1 polarization blockade (Chang et al., 1997). Interestingly, these findings also 

apply to human T cells (Niedbala et al., 2006).  

 
Regulatory T cells 

 

CD4+ regulatory T cells (TREGS) are a subpopulation of CD4+ T cells characterized by a high 

expression of CD25 and that in most circumstances express the transcription factor Foxp3, but 

it does not seems always the case (Roncarolo and Gregori, 2008). Lee et al. reported that NO 

suppresses Foxp3+ TREG differentiation induced by TGF-b and retinoic acid in addition to drive 

TH1 differentiation (Lee et al., 2011). Intriguingly, NO is also able to induce the proliferation 

of TREGS that are CD4+CD25+ but Foxp3- and called NO-TREGS (Niedbala et al., 2006, 2007). 

These cells are able to suppress the proliferation of naïve T cells in vitro and in vivo in models 

of colitis and collagen-induced arthritis by a mechanism depend on IL-10 production. It remains 

difficult to predict whether these cells are involved in the case of leishmaniasis as many 

different polarizing cues are present.  

  
III.3. NO dampens leukocyte recruitment 

 

The role of NO on leukocyte recruitment was addressed in the first place by Kubes et al. whose 

work revealed that endothelium-derived NO decreases leukocyte adherence and extravasation 

(Kubes et al., 1991). Mechanistically, it was shown that this effect originates from NOS-derived 

NO that decreases the expression of many adhesion molecules as ICAM-1 and P-selectin on 

endothelial cells by cGMP signaling (Biffl et al., 1996; Dal Secco et al., 2006; Hickey, 2001; 

Lefer et al., 1999). Of note, such effects should rely on a high NO concentration as it has been 

shown that low NO levels favor the expression of adhesion molecules as VCAM-1, ICAM-1 or 

E-selectin also on endothelial cells (Sektioglu et al., 2016). During leishmaniasis, eNOS-

derived NO may limit the recruitment of granulocytes and therefore the immunopathology 

(Fritzsche et al., 2010). The contribution of iNOS in regulating leukocyte adhesion during the 

infection with Leishmania parasites remains to be fully characterized.  
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III.4. NO alters macrophage activity 

 
Effects on cytokine production  

 

We mentioned earlier that NO affects the transcription of several signaling pathways and gene 

expression, and many of these genes are necessary to regulate inflammation and cell survival 

(Bogdan, 2015). At low doses, NO helps inflammation by enhancing the production of pro-

inflammatory cytokines such as CCL2 (MCP-1) and CCL3 (MIP-1a) while its displays 

opposite effects at high doses (Kobayashi, 2010). Mechanistically, the suppressive properties 

of NO may probably originate from its ability to limit intracellular cell signaling (Stamler et 

al., 2001), notably inhibiting NF-kB activity (Matthews et al., 1996) as well as dampening 

STAT1 activity by nitration, impairing IFN-g signaling (Llovera et al., 2001). Also, in various 

models including a model of septic shock and a model of infection by Mycobacterium 

tuberculosis, NO was shown to restrict NLRP3 inflammasome activity and consequently IL-1b 

production (Hernandez-Cuellar et al., 2012; Mao et al., 2013; Mishra et al., 2013). Such 

inhibition of inflammasome activity resulted in a decreased granulocyte infiltrate that was 

protective against immunopathology (Mishra et al., 2017). During the infection with L. major, 

NO was equally shown to block NLRP3 inflammasome activity to mediate host protection 

(Charmoy et al., 2016; Gurung et al., 2015). Surprisingly, Lima-Junior et al. showed that 

inflammasome-derived IL-1b is key to induce enough NO to fight the parasite, suggesting a 

beneficial effect of NLRP3 during the infection (Lima-Junior et al., 2013). However, they 

highlight that this mechanism do not apply to all parasites species, including L. major. 

Altogether, these studies strongly support the possibility that NO limits the pathology occurring 

in uncontrolled infections with L. major by interfering with macrophage activity. Yet, the 

spatiotemporal activity of NO on macrophages in vivo is not characterized. Also, NO could act 

by other complementary mechanisms to repress immune cell activity. 

 
Effects on cellular metabolism 

 

Finally, less studies focused on the role of NO on immune cell metabolism. As aforementioned, 

NO targets many molecules by direct chemical modification as Fe-S complexation, that can for 

instance inhibit mitochondrial respiratory chain complexes (Brown, 1999). Therefore it is 

reasonable to hypothesize that NO could alter mitochondrial respiration that in turn modulate 

macrophage activity. Consistent with this idea, Everts et al. showed that NO produced in 



 

 66 

inflammatory DCs dampens mitochondria respiration and that a switch to glycolysis was 

essential to maintain ATP levels under this circumstance (Everts et al., 2012). Therefore in 

DCs, the switch to glycolysis is NO-independent but the maintenance of the glycolytic program 

critically rely on NO. Later, Amiel et al. showed that NO most probably mediates this effect by 

a cell extrinsic mechanism (Amiel et al., 2014). To date, our knowledge about the role of NO 

on macrophages is less clear. For sure, many mechanisms that apply to DCs should be 

transposable to macrophage biology, but subtle differences may exist. Additionally, we still 

don’t know to which extent NO can modulate macrophage activity (cytokine/chemokine 

secretion) by a direct effect on metabolism. Finally, most of the work have been done using 

bone marrow-derived cells in vitro or inflammatory DCs restimulated ex vivo. Thus, we 

critically lack studies using cells embedded in their complex microenvironment in vivo, as we 

can do using a model of the cutaneous infection with L. major using appropriate tools. 

 

 

  Summary 

Inflammation is controlled by numerous mechanisms that prevent immunopathology 

development. A switch operates in the production of soluble mediators towards the 

synthesis of anti-inflammatory cytokines and pro-resolving lipids. Complementary, pro-

inflammatory chemokines are truncated/sequestered and the NLRP3 inflammasome is 

disarmed. Finally, macrophages are forced to switch their phenotype and metabolism to 

dampen their activity. In the specific case of the infection by L. major parasites, additional 

mechanisms driven by parasite-derived factors (e.g. LPG and GP63) perturbate 

inflammation resolution and often favor the development of an immunopathology. Such 

mechanisms involve a strong perturbation of host cell signaling, a polarization of 

cytokine production favoring inflammation and the deployment of processes dampening 

ROS and RNS production.  However, robust NO production by myeloid cells and 

stromal cells help counteract such effects. Indeed, NO limits T cell expansion and 

activation, restricts leukocyte recruitment and represses macrophage activity. Finally, NO 

targets cellular metabolism and by this way may participate in regulating macrophage 

activity to avoid immunopathology. Its spatiotemporal activity and mechanism of action 

in vivo in the complex environment imposed by L. major infection is yet to be determined. 
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Objectives 

 

In this introduction, we highlighted the complexity of the immune response against Leishmania 

major parasites as well as the multiple mechanisms operating to control inflammation. We 

focused on monocyte-derived cells and their ability to produce nitric oxide (NO) that have 

pleiotropic effects. Despite our important knowledge regarding mechanisms that control 

inflammation, there is still a lack of understanding of how the immune system can select the 

appropriate time for inflammation resolution. Specifically, whether a mechanism exists to sense 

when a sufficient number of immune cells have accumulated to elicit the termination of 

inflammation remains unknown. 

 

The main objectives of this thesis were to investigate the potential impact of NO during 

inflammatory reactions as well as its spatiotemporal activity in vivo, using as a model the 

immune response at the site of Leishmania major infection. We investigated the influence of 

NO on monocyte-derived cell activity and metabolism in vivo and further dissected the 

molecular mechanism with the help of in vitro experiments. Specifically, we addressed these 

three specific questions: 

 

1. How NO is influencing the immune reaction at the site of L. major infection? 

 

2. By which mechanisms can NO control cellular metabolism and activity in vivo?  

 

3. What is the spatiotemporal activity of NO within the infected tissue? 
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Results 

 

I. NO DAMPENS INFLAMMATION AT THE SITE OF L. major INFECTION 

 
I.1.�NO dampens inflammation intensity 

 

During infection with intracellular pathogens NO can exert pleiotropic effects altering immune 

responses at multiple stages (Bogdan, 2015; Olekhnovitch and Bousso, 2015). To specifically 

evaluate the impact of NO production on an established inflammatory reaction, we assessed the 

consequence of a short period of iNOS inhibition in L. major infected mice (Figure 15).  

 

 

 
 

Figure 15. Experimental set-up to study the impact of NO on the inflammatory reaction 
at the site of L. major infection 
 

Experimental set-up. WT mice were infected with DsRed-expressing L. major and treated 14 
days later with the specific iNOS inhibitor L-NIL. Inflammatory reaction in infected ears was 
characterized 3 days later.  
 

 

We used the specific iNOS chemical inhibitor L-N6-(1-iminoethyl)-L-lysine (L-NIL) and 

treated mice 2 weeks post infection for 3 days. L-NIL is an amino acid that resemble arginine 

and compete with it specifically in iNOS active site (Moore et al., 1994). We found that iNOS 

inhibition profoundly increased myeloid cell numbers at the site of infection, with a major effect 

on neutrophils and monocyte-derived cells (Figure 16). We and others have previously shown 

that Ly6C+MHC-II- monocytes (P1 population) are massively recruited at the site of infection 

and further differentiate into Ly6C+MHC-II+ (P2 population) and subsequently into Ly6C-

MHC-II+ cells (P3 population) (León et al., 2007; Olekhnovitch et al., 2014). We found that all 

three populations of mononuclear phagocytes were substantially increased upon a short 

inhibition of iNOS (Figure 16). 
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To extend these results, we used Lyz2+/EGFP mice (Peters et al., 2008) in which both neutrophils 

and macrophages are labeled with GFP to visualize the effect of iNOS inhibition on myeloid 

cell density at the site of infection. Consistent with our flow cytometric analysis, two-photon 

imaging of the ear dermis revealed a significant increase in the density of myeloid cells (GFP+) 

upon transient iNOS inhibition (Figure 17).  

 

 

 
 

Figure 16. NO limits the accumulation of myeloid cells at the site of L. major infection 
 

Top. Flow cytometry contour plots showing the gating strategy used to analyze mononuclear 
phagocytes (P1, P2 and P3) from extracted ear cells. Bottom. Absolute cell numbers of myeloid 
cells, neutrophils and mononuclear phagocytes in infected ears from untreated (blue circles) or 
L-NIL-treated (orange circles) WT mice as assessed by flow cytometry. A third of the ear cell 
preparation was used flow cytometric analysis and 200000 cells were acquired. Representative of 
6 independent experiments. 
 

 

We next investigated the effect of iNOS inhibition on the inflammatory milieu at the site of 

infection by analyzing cytokine and chemokine concentrations in total ear tissue. We observed 

an overall increase in cytokine concentrations when iNOS activity was blocked. The effect 

appeared very broad and concerned most of the cytokines tested, including IL-1α, IL-1β, TNF-

α, IL-6, IL-12 (p40 and p70), IL-10, IL-5, IL-4 (Figure 18). Similarly, iNOS inhibition led to 

a dramatic increase in chemokine concentrations in the ear tissue, including CXCL1, CXCL10, 

CCL2, CCL3 (Figure 18).  
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Figure 17. NO limits the accumulation of Lyz2+/EGFP cells at the site of L. major infection
 

Left. Representative images of two-photon intravital imaging performed on infected ears from 
untreated or L-NIL-treated Lyz2+/EGFP mice, showing DsRed-expressing L. major and myeloid 
cells (GFP+). Scale bar: 50 μm. Right. Quantification of GFP fluorescence in infected ears from 
untreated or L-NIL-treated mice. Results are representative of 2 independent experiments. 
 

 

 
 

Figure 18. NO reduces cytokine/chemokine accumulation at the site of L. major infection 
 

Cytokines (IL-1α, IL-1β, TNF-α, IL-6, IL-12 (p40 and p70), IL-4, IL-5 and IL-10) and 
chemokines (CXCL10, CXCL1, CCL2 and CCL3) quantification in ear lysates from untreated 
(blue bars) or L-NIL-treated (orange bars) mice as assessed by multiplex assay. Ears from age 
and sex-matched uninfected mice were analyzed to assess cytokine basal concentrations. Results 
are representative of 3 independent experiments. 
 

Altogether, our results indicate that NO production at the site of L. major infection controls, 

either directly (acting on cells) or indirectly (acting on the pathogen), the inflammatory reaction, 

limiting immune cell infiltrates together with cytokine and chemokine concentrations. 
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I.2.�NO limits myeloid cell recruitment  
 

To specifically assess the role of NO on immune cell recruitment at the site of infection, we 

performed adoptive transfer of myeloid populations by injecting fluorescently-labeled bone 

marrow cells in infected mice. Cell recruitment in the infected ear was assessed in the presence 

or absence of iNOS inhibition (Figure 19).  

 

 

 
Figure 19. Experimental set-up to study the impact of NO on myeloid cell recruitment 
at the site of L. major infection 
 

Experimental set up. WT mice were infected with DsRed-expressing L. major and treated 14 
days later with the specific iNOS inhibitor L-NIL. Cell recruitment was assessed 3 days later by 

transferring i.v. fluorescently-labeled bone marrow cells. 

 

 

 
Figure 20. NO dampens the recruitment of myeloid cells at the site of L. major infection 
 

Left. Representative images of two-photon intravital imaging performed on infected ears from 
untreated or L-NIL-treated mice, showing DsRed-expressing L. major (red), Evans blue-labeled 
vessels (magenta) and GFP+ extravasated cells (green). Scale bar: 100 μm. Right. The absolute 
numbers of extravasated cells in the imaging field were measured for untreated (blue bar) or L-

NIL-treated (orange bar) mice. Representative of 2 independent experiments. 
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Using intravital imaging, we detected the recruitment of transferred cells at the site of infection 

with a marked increase in GFP+ cell numbers upon suppression of iNOS activity (Figure 20). 

 

We confirmed this result using flow cytometry with a significant enhancement of myeloid cell 

(including neutrophils) recruitment upon iNOS inhibition (Figure 21).  

 

Notably, a sizable fraction (~6%) of newly recruited cells including neutrophils and monocyte-

derived cells became infected in wild-type mice during this short window of time (Figure 22).  

 

 

  

Figure 21. NO limits the accumulation of recruited cells at the site of L. major infection 
 

Percentages and absolute cell numbers of total GFP+ cells and GFP+ neutrophils in infected ears 
from untreated (blue circles) and L-NIL-treated (orange circles) mice as assessed by flow 
cytometry. 
 

 

 

 
 

Figure 22. The infection by L. major is 
fueled by a regular recruitment of 
myeloid cells 
 

Top. Contour plot and quantification of 
infection among recruited GFP+ cells in 
untreated mice. Bottom. Pie chart showing 
the cellular composition of infected cells 
among the recruited GFP+ cells. Results 
are representative of 6 independent 
experiments. 
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Our results suggest that the constant recruitment of myeloid cells contributes to fuel L. major 

infection and, most importantly, that iNOS activity limits such a self-sustained process.  

 
*** 

 

II.�NO RESTRICTS MACROPHAGE FUNCTION in vivo AND in vitro  
 

II.1.�NO dampens monocyte-derived cell activity at the site of L. major infection 
 

Having shown that NO limits the overall cytokine production in the infected tissue, we asked 

whether this effect was uniquely due to a reduced accumulation of cytokine-producing immune 

cells or whether NO exerted an additional effect on immune cell activity. We focused on 

monocyte-derived cells, the major population of myeloid cells at the site of infection and 

analyzed cytokine production at the single cell level, in infected mice upon transient inhibition 

of iNOS (Figure 23).  

 

 

 
 

Figure 23. Experimental set-up to study the impact of NO on monocyte-derived cell 
activity at the site of L. major infection 
 

Experimental set-up. WT mice were infected with DsRed-expressing L. major and treated 14 
days later with the specific iNOS inhibitor L-NIL. Monocyte-derived cell activity (P2 and P3 
gates) was assessed 3 days later by intracellular cytokine staining on isolated ear cells. 
 

 

As shown in Figure 24, we observed an increased percentage of TNF-α-producing cells as well 

as an increased cytokine production on a per cell basis in infected mice in which iNOS activity 

was suppressed. This effect was not specific to TNF-α since we obtained similar results by 

analyzing the production of two other cytokines: pro-IL-1β and CCL3 (Figure 24).  
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Similar effects were observed when either total or infected cells were analyzed (Figure 25).  

These results indicate that NO produced by monocyte-derived cells at the site of infection 

dampens their ability to produce cytokines and chemokines.  

 

 

 

 
Figure 24. NO dampens monocyte-derived cell activity at the site of L. major infection 
 

Top. Contours plots showing TNF-α staining in monocyte-derived cells from untreated or L-
NIL-treated mice. Percentages and gMFI (in brackets) of producing cells are shown in respective 
plots. Bottom. Percentages (bars) and gMFI (scatter dot plots) of TNF-α-, pro-IL-1β- or CCL3-
producing monocytes-derived cells (P2 and P3 gates) from untreated (blue) and L-NIL-treated 
(orange) mice as assessed by flow cytometry. Results are representative of 2 independent 
experiments with 6 ears analyzed per group and per experiment. 
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Figure 25. NO limits infected monocyte-derived cell activity at the site of L. major 
infection 
 

WT mice were infected with DsRed-expressing L. major and treated 14 days later with the 
specific iNOS inhibitor L-NIL. The activity of infected (DsRed+) monocyte-derived cells was 
assessed 3 days later by intracellular cytokine staining on isolated ear cells. Percentages (bars) 
and gMFI (scatter dot plots) of TNF-α-, pro-IL-1β- or CCL3-producing monocytes-derived 
cells in P2 (left) or P3 (right) gates. 
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II.2.�NO limits monocyte-derived cell activity during IFA-induced inflammation 
 

When assessing the effects of L-NIL treatment, we found that a 3-days inhibition of iNOS also 

increased the percentage of infected monocyte-derived cells (Figure 26). 

 

 

 

 

 

 Figure 26. Effect of iNOS inhibition 
on monocyte-derived cell infection 
 

WT mice were infected with DsRed-
expressing L. major and treated 14 days 
later with the specific iNOS inhibitor L-
NIL. Three days later, the percentage of 
infected monocyte-derived cells in the 
P2 (top) and P3 (bottom) populations 
was measured by flow cytometry. 
Numbers indicate the percentage of 
DsRed+ cells. Plots shows the 
percentage of infected cells in individual 
ears. 

 
 

 

 

While this could be the result of the increased immune cell recruitment at the site of infection, 

it could also reflect NO antimicrobial activity. Therefore, it was important to test whether NO 

mediated its effects indirectly by influencing pathogen load or by direct alteration of cellular 

activity. To test the latter possibility, we analyzed how NO affects monocyte-derived cell 

activity in a non-infectious model of inflammation using emulsified incomplete Freund’s 

adjuvant (Figure 27).  

 

In this model, we observed massive recruitment of myeloid cells including the three 

aforementioned mononuclear phagocytes populations (P1, P2, P3) (Figure 28) and a robust 

induction of iNOS (Figure 29).  
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Figure 27. Experimental set-up to study the impact of NO on monocyte-derived cells 
during IFA-induced inflammation 
 

Experimental set-up. WT mice were intradermally injected with emulsified incomplete Freund’s 
adjuvant (IFA) and treated 4 days later with the specific iNOS inhibitor L-NIL. Monocyte-
derived cells activity in inflamed ears were characterized 3 days later. 
 

 

 
 

Figure 28. IFA induces inflammation that recruit monocyte-derived cells as at the site of 
L. major infection 
 

Flow cytometry contour plots showing the accumulation of mononuclear phagocytes (P1, P2 
and P3) in the inflamed ear. A third of the ear cell preparation was used flow cytometric analysis 
and >200000 cells were acquired. 
 

 

 

 

 Figure 29. IFA-induced inflam-
mation is associated with a high 
iNOS expression in monocyte-
derived cells 
 

Left. Contour plots showing iNOS 
staining in monocyte-derived cells 
isolated from a WT mouse. Right. 
Percentages of iNOS expressing 
monocyte-derived cells in inflamed 
ear from untreated mice. Data are 
represented as mean ± SEM with 16 
ears analyzed for each condition. 

 
 



 

 79 

Importantly, treatment with L-NIL increased monocyte-derived cell activity as measured by 

TNF-α, CCL2 and CCL3 production (Figure 30).  

 

These results suggest that NO can restrict monocyte-derived cell activity independently of any 

potential effect on pathogen burden 

 

 

 
 

Figure 30. NO limits monocyte-derived cell activity during IFA-induced inflammation 
 

Left. Representative contour plots showing cytokine stainings in monocyte-derived cells. Right. 
Percentages of TNF-α-, CCL2- or CCL3-producing monocytes-derived cells (P2 and P3 gates) 
from untreated and L-NIL-treated mice as assessed by flow cytometry. Data are represented as 
mean ± SEM with 16 ears analyzed for each condition. 
 

 
II.3.�NO broadly restricts BMDM activity in vitro 

 

To further confirm and dissect the direct effect of NO on immune cells, we activated WT or 

Nos2-/- bone marrow-derived macrophages in vitro and in the absence of pathogen with 
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LPS+IFN-�, a treatment that induces iNOS expression in WT cells. As shown in Figure 31, 

LPS+IFN-� treatment induced the intracellular production of the tested cytokines (pro-IL-1β 

and CCL2) in both WT and Nos2-/- macrophages. However, cytokine production was 

significantly higher in Nos2-/- macrophages.  

 

We repeated these experiments by treating WT macrophages with L-NIL to suppress NO 

production in order to exclude any potential additional defect of cells isolated from Nos2-/- mice. 

Consistently, we observed higher production of pro-IL-1β and CCL2 in the presence of iNOS 

inhibition (Figure 32).  

 

 

 

Figure 31. NO dampens uninfected BMDM activity  
 

WT or Nos2-/- BMDMs were activated 24 h with LPS+IFN-� or left unactivated. Percentages 
and gMFI of pro-IL-1β (left) and CCL2 (right) producing WT (blue bars) or Nos2-/- (orange bars) 
cells as assessed using intracellular cytokine staining. Representative of 4 independent 
experiments. 
 

 

 
 

Figure 32. Treatment with L-NIL increases uninfected BMDM activity 
 

WT BMDMs were activated 24 h with LPS+IFN-� or left unactivated. Percentages and gMFI 
of pro-IL-1β- (left) and CCL2- (right) producing BMDMs cultured in the absence (blue bars) or 
presence (orange bars) of L-NIL. 
 



 

 81 

As expected, L-NIL had no effects on Nos2-/-macrophages or on WT unactivated macrophages 

(Figure 33). 

 

 

 
 

Figure 33. L-NIL-induced effect is not mediated by an off-target mechanism 
 

WT or Nos2-/- BMDMs were activated 24h with LPS+IFN-� or left unactivated in the presence 
or absence of L-NIL. Percentages (left) and gMFI (right) of pro-IL-1β producing WT or Nos2-
/- cells treated with L-NIL or left untreated as assessed by intracellular cytokine staining.
 

 

We extended the aforementioned results obtained with intracellular cytokine staining by 

performing multi-analyte cytokine profiling on macrophage supernatants. Reflecting the effect 

of iNOS inhibition during L. major infection, Nos2-/- macrophages exhibited an overall 

increased production of inflammatory cytokines and chemokines, including IL-1α, IL-1β, IL-

6, CXCL10, CCL2, CCL3 (Figure 34). 

 

These results suggest that NO acts on macrophages to limit cytokine and chemokine production 

both in vitro and in vivo. 
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Figure 34. NO restricts cytokine/chemokine secretion by uninfected BMDMs  
 

WT or Nos2-/- BMDMs were activated 24 h with LPS+IFN-� or left unactivated. Cytokines (IL-
1α, IL-1β, IL-6) and chemokines (CXCL10, CCL2 and CCL3) quantification in WT or Nos2-/- 
BMDM supernatants as assessed by multiplex assay. Results are representative of 2 independent 
experiments with 6 replicates per conditions and per experiment. 
 

 
*** 

 
III.�NO BLOCKADE OF MITOCHONDRIAL RESPIRATION RESTRICTS ATP:ADP RATIO 

AND MACROPHAGE ACTIVITY  

 
III.1.�NO blocks mitochondrial respiration in macrophages 

 

Given the broad suppression of cytokine production by NO, we asked whether this effect could 

originate from a change in cellular metabolism (Biswas and Mantovani, 2012; Everts et al., 

2012; Lu et al., 2015; Na et al., 2018; Sancho et al., 2017; Thwe and Amiel, 2018; Van den 

Bossche et al., 2016, 2017). Consistent with this idea, we observed that WT macrophages 

engage glycolysis but stop relying on oxidative phosphorylation upon activation as measured 

by decreased basal respiration and ATP synthesis (Figure 35). By contrast, Nos2-/- macrophages 

used both respiration and glycolysis upon activation (Figure 35). Overall, glycolytic activity 

(Figure 36) and glucose uptake (Figure 37) were not affected by iNOS activity. 
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Figure 35. NO dampens respiration in uninfected BMDMs 
 

WT or Nos2-/- BMDMs were activated 24 h with LPS+IFN-� or left unactivated before 
extracellular flux analysis. Top. Oxygen consumption rate (OCR) measured during sequential 
treatments with oligomycin, FCCP and rot/antA on WT and Nos2-/- BMDMs. Bottom. 
Quantification of ATP synthesis and basal respiration based on OCR variations for WT (blue 
bars) and Nos2-/- (orange bars) BMDMs. Basal OCR and ECAR are graphed for the indicated 
populations to represent their metabolic phenotypes. Representative of 3 independent 
experiments. 
 

 

 
 

Figure 36. NO activity does not impact glycolysis in uninfected BMDMs
 

WT or Nos2-/- BMDMs were activated 24 h with LPS+IFN-� or left unactivated before 
extracellular flux analysis. Extracellular acidification rate (ECAR) measured during sequential 
treatments with glucose, oligomycin and 2-DG on WT and Nos2-/- BMDMs (left and middle 
panels). Quantification of glycolysis based on ECAR variations is shown for on WT and Nos2-/-
BMDMs (right panel). 
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Figure 37. NO activity does not impact glucose uptake in uninfected BMDMs 
 

WT BMDMs were activated 24 h with LPS+IFN-� in the presence or absence of L-NIL and 
incubated with 2-NBDG for an additional hour. Uptake was measured by flow cytometry. 
Representative histograms (left) and bar plots (right) are shown for the indicated conditions.
 

 

Similarly, blocking iNOS activity with L-NIL in WT macrophages restored their respiratory 

capacity when activated (Figure 38).  

 

To confirm these findings at the single cell level, we used a combination of dyes to measure 

total (MitoTracker GreenFM) and respiring (MitoTracker Red CMXRos) mitochondria by flow 

cytometry. A drop in cell respiration was seen upon activation of WT but not Nos2-/- 

macrophages (Figure 39 left). Again, blocking iNOS activity in WT macrophages was 

sufficient to restore respiration (Figure 39 right). 

 

 
Figure 38. Treatment with L-NIL restores respiration in uninfected BMDMs 
 

Left. OCR was measured on untreated or L-NIL-treated WT activated BMDMs. Right. 
Quantification of ATP synthesis and basal respiration based on OCR variations for untreated 
(blue bars) or L-NIL-treated WT (orange bars) activated BMDMs. 
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Figure 39. NO limits respiration at the single cell level in uninfected BMDMs 
 

WT or Nos2-/- BMDMs were activated 24 h with LPS+IFN-γ or left unactivated and loaded with 
MitoTracker GreenFM (total mitochondria) and MitoTracker CMXRos (respiring 
mitochondria) to assess mitochondrial activity by flow cytometry. The ratio between 
MitoTracker CMXRos gMFI and MitoTracker GreenFM gMFI was calculated for each 
condition. Results are shown as fold change for the activated compared to the unactivated 
condition for (left) WT and Nos2-/- cells or (right) untreated or L-NIL-treated WT cells. 
 

 

To test whether these findings pertain to monocyte-derived cells in vivo at the site of L. major 

infection, we sorted monocyte-derived cells from the ears of infected WT mice and subjected 

them to metabolic flux analysis in the presence or absence of L-NIL. As observed with in vitro 

macrophages, ex vivo-isolated WT monocyte-derived cells displayed a block in respiration that 

was relieved by a short incubation (2h) with L-NIL (Figure 40).  

 

 

 
Figure 40. Transient treatment with L-NIL restores respiration in monocyte-derived 
cells at the site of L. major infection 
 

Left. OCR was measured on monocyte-derived cells isolated from infected ears. Cells were left 
untreated or treated with L-NIL for 2 h ex vivo. Right. Quantification of basal respiration, 
maximal respiration and spare respiratory capacity (SRC) based on OCR variations for untreated 
(blue bars) or L-NIL-treated (orange bars) cells. Results were evaluated using a two-tailed 
unpaired Student’s t-test with Welch’s correction. Results are representative of six mice analyzed 
in 2 independent experiments.   
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These results demonstrate that NO production by macrophages drastically suppresses their 

respiratory capacity, in both BMDMs and monocyte-derived cells at the site of infection.  

 

III.2.�NO dampens ATP:ADP ratio in BMDMs that limits their activity 
 

To further characterized the impact of NO on cellular metabolism, we relied on PercevalHR, a 

genetically-encoded fluorescent probe for monitoring ATP:ADP ratio hence providing a 

readout for the energetic status of individual cells in real-time (Tantama et al., 2013). Upon NO 

exposure, we observed a drop in ATP:ADP ratio in activated and L-NIL-treated PercevalHR-

expressing macrophages within less than 10 minutes, as measured by time-resolved flow 

cytometry (Figure 41 left). These findings were confirmed by following individual 

PercevalHR-expressing macrophages using live-imaging (Figure 41 right).

 

Thus, one important consequence of NO targeting of mitochondrial respiration is the rapid and 

substantial reduction in the cellular ATP:ADP ratio. We next ask whether such energetic 

changes could explain the reduced cytokine production in macrophages exposed to NO. We 

therefore specifically inhibited the ATP synthase using oligomycin (that targets the F0 subunit 

of the ATP synthase). We noted that oligomycin treatment induced a drop in ATP:ADP ratio 

similar to that observed with NO (Figure 42).  

 

 

 

 

 

Figure 41. NO dampens ATP:ADP ratio in uninfected BMDMs 
 

Single-cell measurement of ATP:ADP ratio in BMDMs. PercevalHR-expressing BMDMs were 
activated 24 h with LPS+IFN-� in the presence of L-NIL. Left. ATP:ADP ratio was calculated 
using PercevalHR fluorescence measured at �low = 405 nm and �high = 488 nm excitation 
wavelengths (see Experimental procedure). The graph shows the geometric mean for the 
normalized ATP:ADP ratio as a function of the acquisition time. Right. Live-imaging of 
ATP:ADP ratio in BMDMs exposed to SNAP (100 µM) using two-photon excitation �low = 830 
nm and �high = 1040 nm). Quantification for multiple cells (left) and representative time-lapse 
images (right) are shown.  



 

 87 

 

 

 

Figure 42. Oligomycin dampens ATP:ADP ratio similar to SNAP in uninfected BMDMs 
 

Single-cell measurement of ATP:ADP ratio in BMDMs. PercevalHR-expressing BMDMs were 
activated 24 h with LPS+IFN-� in the presence of L-NIL. Left. ATP:ADP ratio was measured 
in BMDMs immediately following incubation with the ATP synthase inhibitor oligomycin (1 
µM) (or DMSO as a control) by time-resolved flow cytometry. Right. Live-imaging of ATP:ADP 
ratio in BMDMs exposed to oligomycin (1 µM). Results are representative of three independent 
experiments.   
 

 

Most importantly, a short term (4 h) inhibition of ATP synthase in macrophages was sufficient 

to reduce cytokine and chemokine production as measured by intracellular cytokine staining 

(Figure 43) and multi-analyte cytokine profiling (Figure 44).  

 

 

 
 

Figure 43. Oligomycin in the absence of NO limits uninfected BMDMs activity 
 

BMDMs were activated 24 h with LPS+IFN-� in the presence or in the absence of L-NIL or 
left untreated. When indicated BMDMs were incubated with various concentration of 
oligomycin for the last 4 h of the culture. Percentages of cytokine-producing cells were assessed 
by intracellular cytokine staining for pro-IL-1β, CCL2 and CCL3. Representative of 3 
independent experiments.
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Figure 44. Oligomycin in the absence of NO limits cytokine/chemokine secretion of 
uninfected BMDMs 
 

BMDMs were activated 24 h with LPS+IFN-� in the presence or in the absence of L-NIL or 
left untreated. When indicated BMDMs were incubated with various concentration of 
oligomycin for the last 4 h of the culture. Cytokines and chemokines in BMDM supernatants 
cultured in the presence or absence of oligomycin were measured by multiplex assay. Medium 
was changed in all samples at the time of oligomycin addition. 
 

 

Similar results were observed by performing the experiment by blocking respiration with azide 

that targets complex IV of the mitochondrial respiratory chain, which activity precedes that of 

the ATP synthase (Figure 45) or in hypoxic condition (Figure 46).  

 

 

 

Figure 45. Azide in the absence of NO limits uninfected BMDMs activity 
 

BMDMs were activated 24 h with LPS+IFN-γ in the presence or in the absence of L-NIL or 
left untreated. When indicated BMDMs were incubated with various concentration of azide for 
the last 4 h of the culture. Percentages of cytokine-producing cells were assessed by intracellular 
cytokine staining for pro-IL-1β, CCL2 and CCL3. 
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Figure 46. Oligomycin, under hypoxia, without NO, limits uninfected BMDMs activity 
 

WT BMDMs cultivated under hypoxia (pO2=25mmHg) were activated 24 h with LPS+IFN-γ
in the presence or absence of L-NIL or left unactivated. When indicated, BMDMs were 
incubated with oligomycin (1 µM) for the last 4 h of culture. Production of CCL2 (top panel) 
and CCL3 (bottom panel) was assessed by intracellular cytokine staining. Numbers indicate the 
percentage of producing cells for each condition.
 

 

Together, our results support the idea that NO blockade of mitochondrial respiration rapidly 

diminishes the cellular energetic resources required for optimal cytokine production.  

 

III.3.�NO restricts ATP:ADP ratio in monocyte-derived cells in vivo 
 

To test whether NO affect the ATP:ADP ratio in vivo during infection, we generated chimeric 

mice by transducing HSCs with PercevalHR and infected them with L. major (Figure 47).  

 

Two weeks later, we measured the ATP:ADP ratio in monocyte-derived cells at the infection 

site in mice treated or not with L-NIL. We observed that iNOS inhibition largely increased 

cellular ATP:ADP ratio in both P2 and P3 populations (Figure 48) supporting the relevance of 

our model during inflammation in vivo.  
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Figure 47. Experimental set-up to 
study the impact of NO on ATP:ADP 
ratio in monocyte-derived cells at the 
site of L. major infection 
 

Chimeric mice reconstituted with 
PercevalHR HSCs were infected with L. 
major. Two weeks later, some mice were 
treated with L-NIL for 3 consecutive days. 
Monocyte-derived cells recovered at the 
site of infection were analyzed for 
ATP:ADP ratio (based on PercevalHR 
fluorescences) by flow cytometry. 

 

 

 
 

Figure 48. NO lowers ATP:ADP ratio in monocyte-derived cells at the site of L. major 
infection 
 

Representative histograms (left) and bar plot (right) of the ATP:ADP ratio in P2 and P3 
populations recovered from infected mice with or without iNOS inhibition. Results were 
evaluated using a two-tailed unpaired Student’s t-test with Welch’s correction.   
 

 
*** 

 
IV.�COLLECTIVE NO PRODUCTION PROVIDES A QUORUM-SENSING MECHANISM TO 

DAMPEN CHRONIC INFLAMMATION 

 

We next sought to clarify how NO acts in the infected tissue. NO could act in a cell-autonomous 

manner or act more broadly by diffusing in the tissue. In addition, it was unclear whether NO 

produced by a single cell has any biological activity or whether the collective production by 

numerous cells is essential to impact on cellular metabolism. 
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We first addressed these questions in vitro by mixing iNOS competent and deficient 

macrophages at different ratios to generate distinct densities of NO producing cells at a constant 

total cell number (Figure 49).  

 

 

 

Figure 49. Experimental data showing the ratio obtained in vitro 
 

WT or Nos2-/- BMDMs were activated 24 h with LPS+IFN-γ either alone (ratios 100:0 and 0:100) 
or mixed at different ratios (50:50 and 10:90). 
 

 

We found that the block of cell respiration in macrophages increased with density of NO-

producing cells (Figure 50). Most importantly, only a modest block in cell respiration was seen 

in macrophages competent for NO production when these cells were present at low density 

(10:90 ratio), indicating that the effect on cellular metabolism was by large not cell-intrinsic. 

Conversely, a block in respiration was detected in Nos2-/- macrophages provided that they were 

surrounded by numerous iNOS competent cells (50:50 ratio) (Figure 50).  

 

Importantly, the same rules applied for cytokine and chemokine production (Figure 51). Indeed, 

pro-IL-1β and CCL2 production was suppressed in both WT and Nos2-/- macrophages mixed 

at 50:50 ratio. At lower ratio (10:90), pro-IL-1β and CCL2 production were largely unaffected 

even in WT macrophages. These results strongly suggest that the density of NO-producing cells 

plays a crucial role to regulate cell activity. 
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Figure 50. NO acts by diffusion to dampen mitochondria respiration in uninfected 
BMDMs but only when iNOS competent cells are at high density  
 

WT (CD45.1) or Nos2-/- (CD45.2) BMDMs were activated 24 h with LPS+IFN-γ either alone 
(ratios 100:0 and 0:100) or mixed at different ratios (50:50 and 10:90) and loaded with 

MitoTracker GreenFM and MitoTracker CMXRos. Left. Mitochondrial activity was normalized 
to the value of activated WT (100:0 ratio) for each group and graphed as a function of the density 

of iNOS competent cells in the culture. Right. Bar plots showing the normalized mitochondrial 
activity for the different mixed culture conditions. The inset shows the analysis of WT (CD45.1) 

and Nos2-/- (CD45.2) cells in mixed cultures at the indicated ratio. 
 
 

 

Figure 51. NO acts by diffusion to dampen uninfected BMDM activity but only when 
iNOS competent cells are at high density 
 

Percentages of cytokine-producing cells were assessed by intracellular cytokine staining for pro-

IL-1β and CCL2. Left. Percentages of cytokine producing cells were graphed as a function of the 
density of iNOS competent cells in the culture. Right. Bar plots showing the percentages of 
producing cells for pro-IL-1β (top panel) and CCL2 (bottom panel) for the different mixed 
culture conditions. The inset shows the analysis of WT (CD45.1) and Nos2-/- (CD45.2) cells in 
mixed cultures at the indicated ratio. 
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To test this hypothesis in vivo, we generated mixed-bone marrow chimeras using various ratios 

of WT (CD45.1) and Nos2-/- (CD45.2) cells for reconstitution (Figure 52) in order to establish 

varying densities of iNOS competent cells at the infection site (Figure 53).  

 

 

 
 

Figure 52. Experimental set-up to study the impact of NO by diffusion at the site of L. 
major infection 
 

Experimental set-up. CD45.1 WT recipient mice were lethally irradiated and reconstituted with 
CD45.1 WT and CD45.2 Nos2-/- bone marrow cells, mixed at different ratios. Chimeras were 
infected 6 weeks later with DsRed-expressing L. major. Monocyte-derived cells activity was 
assessed 17 days later by intracellular cytokine staining on extracted ear cells.  
 

 

 

Figure 53. Experimental data showing the ratio obtained at the site of L. major infection 
 

Cellular composition in the ear of infected mixed-bone marrow chimeras. 
 

 

The corresponding cellular densities were estimated by intravital imaging using bone-marrow 

chimeras reconstituted with various ratios of WT (GFP-) and MAFIA (GFP+ monocyte-derived 

cells) cells (Figure 54, Figure 55).  
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Figure 54. Experimental set-up to establish the correlation at the site of L. major infection 
between the GFP+ cell density and the percentage of GFP+ cell used for reconstitution 
 

Experimental set-up. WT recipient mice were lethally irradiated and reconstituted with WT 
(GFP-) and MAFIA (GFP+) bone marrow cells, mixed at different ratios. Chimeras were infected 
6 weeks later with DsRed-expressing L. major. 17 days later, intravital imaging was performed to 
visualize GFP+ cells in the infected skin. 
 

 

 

 

 

 Figure 55. The GFP+ cell density and the percentage 
of GFP+ cell used for reconstitution are linearly 
correlated 
 

Left. GFP+ cell density (number of GFP+ cells per mm3) 
was correlated with the percentage of GFP+ cells used to 
reconstitute chimera recipients. Bottom. 3D volume 
reconstruction was used to determine GFP+ cell numbers 
and the corresponding cell densities at the site of infection. 
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Following infection with L. major, we assessed the activity of monocyte-derived cells isolated 

at the site of infection. Our results revealed that the amount of pro-IL-1β (Figure 56 top) 

produced was regulated by the density of iNOS competent cells. Moreover, the amounts of 

cytokine production were identical in WT (CD45.1) and Nos2-/- (CD45.2) cells analyzed in the 

same environment, indicating that NO-mediated effect on cytokine production is not cell-

intrinsic but instead largely rely on NO diffusion in the tissue. Similar results were obtained 

analyzing TNF-α (Figure 56 middle) and CCL3 (Figure 56 bottom) production. 
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Figure 56. NO acts by diffusion to dampen monocyte-derived cell activity at the site of 
L. major infection but only when a high density of iNOS competent cells is reached 
 

CD45.1 WT recipient mice were lethally irradiated and reconstituted with CD45.1 WT and 
CD45.2 Nos2-/- bone marrow cells, mixed at different ratios to modulate the tissue density of 
iNOS competent cells. Chimeras were infected 6 weeks later with DsRed-expressing L. major. 
Monocyte-derived cells activity was assessed 17 days later by intracellular cytokine staining on 
extracted ear cells. Left. Percentages (top) and gMFI (bottom) of pro-IL-1β-, TNF-α- and CCL3- 
producing Ly6C+ MHC-II+ monocyte-derived cells (P2 gate) among the overall population 
(100:0 (blue bars), 0:100 (orange bars), mixed chimeras (black bars)) as assessed by intracellular 
cytokine staining. The inset shows the analysis of WT (CD45.1) and Nos2-/- (CD45.2) cells in the 
same chimeric mice prepared at the indicated WT: Nos2-/- ratio. Representative of 7 mice per 
group in 2 independent experiments. Right. Percentages (top) and gMFI (bottom) of pro-IL-1β, 
TNF-α- and CCL3-producing Ly6C+ MHC-II+ monocyte-derived cells (P2 gate) were graphed 
as a function of the estimated density of iNOS competent cells. 
 

Therefore, NO mediates the downregulation of the inflammatory reaction only when a 

sufficient number of NO-producing cells have accumulated at the site of infection. We 

estimated that a density of approximately 5000 iNOS competent cells/mm3 need to be reach to 

substantially inhibit cytokine production (Figure 56). Furthermore, NO acts at the tissue level 

through diffusion irrespectively of intrinsic iNOS expression.  

 

In sum, monocyte-derived cells that accumulate at the site of infection produce diffusible NO 

that will progressively inhibit further recruitment and inflammation as cell density increases. 

Monocyte-derived cells are therefore endowed with a metabolism-based quorum-sensing 

mechanism to help control and terminate the immune response. 

  



 

Discussion 
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Discussion 

 

In the present thesis, we identified a novel mechanism that adjusts the intensity of the 

inflammatory reaction to the local density of monocyte-derived cells, independently of the 

pathogen load. Mechanistically we have shown that NO decreases cellular respiration in 

monocyte-derived cells and consequently limits cellular resources (as measured by a lowered 

ATP:ADP ratio in the presence of NO). Such restriction dampens cytokine and chemokine 

production and therefore limits myeloid cell recruitment and overall inflammation. We found 

that NO acts thereby only when a sufficient number of iNOS-competent cells have accumulated 

at the site of infection. The property of NO to act on NO-producing cells but only when they 

are at high density defines a quorum-sensing mechanism for the control and termination of 

inflammatory reactions.  

 
I. FIGHTING PATHOGENS BY REGULATING INFLAMMATION 

 

Using a model of self-resolving infection with Leishmania major parasites, we showed that the 

role NO extends beyond its well-known antimicrobial properties by profoundly dampening 

local inflammation independently of the pathogen load. This restriction originates from a defect 

in monocyte-derived cell to secrete abundance quantities of cytokines and chemokines that fuel 

myeloid cell recruitment from blood. As a result, immunopathology is avoided as the parasite 

is eliminated without intense tissue damage. Since iNOS deficiency may affect the initiation 

and the development of the immune response during L. major infection, the effect was revealed 

using a short pharmacological inhibition of iNOS to specifically reveal the role of NO once the 

inflammatory reaction was established. 

 
I.1. NO controls parasite load by regulating macrophage activity 

 

Although NO was described to be deleterious to Leishmania parasites in vitro, its role in direct 

parasite killing in vivo is not clear (see Introduction). Here we confirmed that the role of NO in 

vivo extends beyond its anti-microbial properties by strongly influencing monocyte-derived cell 

activity. An important finding is that the mechanism described here is independent of the 

pathogen presence as observations performed in the context of L. major were recapitulated in 

vitro on BMDMs as well as in vivo in the context of IFA-induced inflammation. In agreement 
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with previous studies (Bogdan, 2015; Braverman and Stanley, 2017; Eigler et al., 1995; 

Giustizieri et al., 2002; Speyer et al., 2003; Thomassen et al., 1997), this suggest that the 

observed effects of NO on the immune reaction are not simply due to indirect changes in the 

parasite load and that the mechanism described is integral to the inflammation process. We 

found that NO controls the magnitude of inflammation by altering the cell metabolism of 

monocyte-derived cells. While this metabolism-based mechanism appears to be critical, NO-

mediated suppression of cytokine and chemokine production can results from complementary 

mechanisms including an alteration of inflammasome assembly (Mishra et al., 2013), a decrease 

in NF-κB activity (Braverman and Stanley, 2017; Matthews et al., 1996; Mendes et al., 2002) 

or a defect in macrophage secretory pathway (Machado et al., 2000; Matsushita et al., 2003). 

Notably, in our model, NO activity diminishes cytokine and chemokine synthesis 

independently of the parasite (as assessed by intracellular staining) and in a broad manner 

affecting most type-1, type-2 and suppressive cytokines tested. This supports the idea that the 

principal mechanism involved may be quite simple and not mediated by a combination of 

restrictive signaling pathway. 

 

In agreement with various studies (Ariel et al., 2012; Nathan and Ding, 2010; Ortega-Gómez 

et al., 2013), we showed that macrophages (here CD64+ monocyte-derived cells) are potent 

regulator of inflammation in addition to their other physiological functions. However, it is 

important to highlight that while most of the actual knowledge describes macrophage polarity 

switch as key mechanism to terminate inflammation, here the regulatory mechanism consist in 

a global dampening of cellular activity rather than a M1 to M2 switch. Such finding raises 

several questions relative to macrophage biology and inflammation regulation such as:  

- is macrophage polarity switch always required for inflammation resolution? 

- what bases characterize inflammation that need a polarity switch to be terminated? 

- how do we call an immune cell (e.g.: macrophage) that harbor both pro-inflammatory 

(e.g.: IL-1b, TNF-a…) as well as anti-inflammatory molecules (e.g.: NO, ROS…)? 

Further studies will help understand if chronic inflammation can be subdivided in distinct 

phases that match requirement or not of a macrophage polarity switch and whether we can 

predict the outcome of inflammation based on its intensity and the macrophage populations 

present on site. Additionally, the analysis of monocyte-derived cell populations by single cell 

analysis will be of a great help. Indeed, monocyte-derived cells are highly heterogenous 

(Guilliams et al., 2016; Menezes et al., 2016) and we cannot exclude that NO induces the 

differentiation of monocyte-derived cells into a specific subset that we cannot distinguish by 
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the only use of flow cytometry. Such approach will also be helpful to assess whether our 

monocyte-derived cells are similar to previously described myeloid cells such as “Tip-DCs” or 

“MDSCs” that have overlapping phenotypes (Schmid et al., 2012). 

 
I.2. NO avoid immunopathology by diminishing myeloid cell recruitment 

 

As mentioned previously, leishmaniasis is an immunopathology where tissue damage is 

triggered by an excessive recruitment and activity of immune cells, notably by neutrophils. We 

suggest that NO restricts excessive recruitment of myeloid cells by diminishing the amount of 

pro-inflammatory cytokines and chemokines released by monocyte-derived cells. Accordingly, 

NO may directly or indirectly restrict cytokine and chemokine released by neutrophils as both 

cell types often act in concert during inflammatory reactions (Dal-Secco et al., 2015; Kreisel et 

al., 2010; Lämmermann et al., 2013). In addition, NO may act on the vasculature to limit 

immune cell infiltration from blood, for instance by influencing vessel integrity and modifying 

vessel leaking as well as adhesion properties. NO-dependent mechanisms that modulate 

leukocyte adhesion and extravasation have been already described and therefore likely involved 

in our model (Biffl et al., 1996; Dal Secco et al., 2006; Kubes et al., 1991; Secco et al., 2003).  

 

Furthermore, by performing adoptive transfer of myeloid populations in infected mice, we 

showed that a sizeable fraction of recruited cells become infected only a few days after transfer. 

This suggest that the recruitment of new players fuel the infection by providing a new niche for 

the parasite. This result highlights that dampening inflammation not only reduce tissue scarring 

but also restrict the size of the L. major niche in vivo. 

 
I.3. Is this mechanism relevant in other models? 

 

The production of nitric oxide have been shown to be critical to fight Leishmania major 

parasites (Scott and Novais, 2016; Wei et al., 1995) as well as other intracellular parasites as 

Toxoplasma gondii (Scharton-Kersten et al., 1997) or Trypanosoma cruzi (Hölscher et al., 

1998) but also intracellular bacteria as Mycobacterium tuberculosis (Jamaati et al., 2017; 

MacMicking et al., 1997), Salmonella enterica (Alam et al., 2002; Henard and Vázquez-Torres, 

2011) or Listeria monocytogenes (MacMicking et al., 1995). For each infection, deficiency in 

NO synthesis favors pathogen growth and immunopathology, suggesting that our mechanism 

may be relevant in these models. Further work is needed to answer these questions as the answer 
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may not be trivial. For instance a critical point is the requirement of a high iNOS-competent 

cell density as well as a powerful iNOS induction.  

 

During L. major infection, T cell-derived IFN-g is the main driver of full monocyte-derived cell 

activation that allows a high iNOS expression and a massive recruitment of iNOS-competent 

cells (by macrophage-derived chemokine release). This T cell response develops during the 

silent phase of the disease and is operational while the pathogen load is still low. Therefore our 

model may apply to slowly developing diseases such as M. tuberculosis or T. cruzi infections 

but possibly not in the case of acute infection as with L. monocytogenes, where monocytes are 

recruited very fast (Serbina et al., 2008). In the latter case, while a high cell density can be 

easily reached, iNOS induction may not be sufficient due to the lack of large amounts of T cell-

derived IFN-g and NO may not be enough concentrated to mediate its anti-inflammatory effect. 

 

Aside from infectious diseases, inflammation is also integral to tumorigenesis and its intensity 

during the different stages of tumor development may favor or delay tumor growth 

(Grivennikov et al., 2010; Shalapour and Karin, 2015). Numerous molecules that are currently 

tested in clinics to treat patients with cancer target inflammatory cytokines (e.g. TNF-a with 

Infliximab or Etanercept, IL-6 with Siltuximab or Tocilizumab) as well as inflammatory 

transcription factors (e.g. JAK1/2 with Ruxolitinib or Pacritinib) and inflammatory cells (e.g. 

TAMs with Trabectedin, MDSCs with Tasquinimod) (Crusz and Balkwill, 2015). Hence, 

boosting NO production to dampen inflammation during cancer development may be relevant 

to complement current therapies. The specific role of NO during tumorigenesis have been 

investigated and current paradigm attributes anti-tumor effects to high NO concentrations but 

also pro-tumor effects to low NO concentrations (Rapozzi et al., 2015; Vannini et al., 2015; Xu 

et al., 2002). Such findings are consistent with our model where NO restricts inflammation that 

causes tissue damage only when a sufficient amount of iNOS-competent cells has been reached. 

However, many studies in the cancer field still focus on the direct effects of NO on tumor cells 

as many studies have been focused on direct effects of NO on Leishmania major parasites. It is 

important to highlight that NO could possibly impact tumor growth in a tumor-independent 

manner for instance by acting on the tumor microenvironment (Rizi et al., 2017). Also, 

investigate how NO acts on tumor metabolism and on the tumor microenvironment in vivo may 

help better understand the complexity of tumorigenesis and support a better treatment design. 

Additionally, it will be important to assess to role of NO on T cells during tumor elimination. 
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As NO suppresses inflammation, it may directly or indirectly inhibit T cell function as well, 

which could be detrimental to patients (Ekmekcioglu et al., 2017). Interestingly, we did not find 

in our model of leishmaniasis that IFN-g production by CD4+ T cells was dampened by high 

levels of NO (data not shown), raising the possibility that NO would not negatively impact T 

cell function during tumor fighting.  

 

I.4. The influence of hypoxia 

 

Hypoxia is a feature of inflammation and its influence on immune reactions can vary depending 

on the microenvironment and the type of response elicited. Hypoxia controls immune responses 

by activating transcriptional regulators such as the hypoxia-inducible factor 1a (HIF-1a) and 

is often driving immune cell dysfunction, contributing to disease progression (Taylor and 

Colgan, 2017; Taylor et al., 2016). Dissecting the influence of hypoxia on NO biology during 

leishmaniasis is very difficult because of the lack of proper tools to measure oxygen and NO 

levels in vivo. Numerous studies showed that HIF-1a expression is necessary for optimal innate 

immune response against Leishmania parasites but can also have anti-inflammatory effects that 

promote parasite growth (Charpentier et al., 2016; Mahnke et al., 2014; Schatz et al., 2016, 

2018). Additionally, it appears that Leishmania parasite can triggers HIF-1a stabilization as an 

escape mechanism, but there is no shared consensus about it (Schatz et al., 2018). Also, HIF-

1a can be induced by signals activating macrophages independently of hypoxia by itself, so the 

specific impact of lack of oxygen needs further investigation. Mahnke et al. showed that 

decreased oxygen tension that occurs at the site of leishmania infection reduces iNOS protein 

levels and impairs the NO-dependent killing of the parasite by activated macrophages (Mahnke 

et al., 2014). The molecular mechanism explaining such effect is still unclear, but it could be 

simply due to a lack of substrate for iNOS as O2 is needed for NO synthesis. Interestingly, 

reoxygenation of the tissue quickly reverse the demonstrated effect (Mahnke et al., 2014). 

Therefore, hypoxia seems detrimental to the immune response against Leishmania parasites. In 

our study, we confirmed that NO blockade of macrophage activity by metabolism repression 

also occurs under hypoxic conditions. However, the effect was less important than under 

normoxia and one explanation could be that NO was synthetized in less important quantities 

due to the lack of O2 as a substrate. Also, we cannot exclude that the mechanism under normoxic 

conditions partly rely on the formation of RNS such as peroxynitrite that only happens in the 

presence of O2. Finally, NO inhibition of ETC components occurs at nanomolar concentrations 
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and is reversed by O2 at high concentrations (Brown, 2007). The development of new tools to 

study hypoxia in vivo would be of a great help to address these concerns. 

 
*** 

 
II. NO ACTS ON METABOLISM TO REGULATE INFLAMMATION 

 

While establishing the suppression of cytokine and chemokine production in monocyte-derived 

cells by NO, we observed that the effect was not restricted to some cytokines but was rather 

very broad, affecting most type-1 cytokines as well as type-2 and suppressive cytokines tested. 

Such findings suggest that the underlying mechanism originates from an effect either on broad 

signaling pathways or on physiological processes. We choose to investigate the latter option 

and ask whether NO effects originated from a change in cellular metabolism. We established 

in vivo that NO dampens monocyte-derived cellular respiration that result in a severe drop in 

the ATP:ADP ratio, mirror of cell energetic resources. We further showed that such restriction 

in respiration was sufficient to limit monocyte-derived cell activity and explained the broad 

suppression of cytokine production. 

 
II.1. NO blocks mitochondrial respiration to limit macrophage activity 

 

Our findings are in accordance with numerous studies showing that NO is able to dampen the 

respiration of macrophage and DCs in vitro and inflammatory DCs restimulated ex vivo (Biswas 

and Mantovani, 2012; Everts et al., 2012; Na et al., 2018; Sancho et al., 2017; Van den Bossche 

et al., 2016) by targeting mitochondrial components such as mitochondrial complexes or 

metabolic enzymes (Brown, 1999, 2007; Clementi et al., 1998; Nisoli and Carruba, 2006). In 

addition to this knowledge, we now provide evidence that NO dampens monocyte-derived cells 

respiration and energetic resources (ATP:ADP ratio) during a complex ongoing immune 

response in vivo. This was performed by directly analyzing the metabolism of sorted monocyte-

derived cells from the site of L. major infection without ex vivo stimulation and the analysis of 

PercevalHR+ monocyte-derived cells at the site of infection. Such observations establish the 

physiological relevance of NO-mediated alteration of cell metabolism in the context of a 

chronic inflammation with an intracellular pathogen. Additionally, we bring evidence that 

respiration blockade and decrease in ATP:ADP ratio are by themselves sufficient to limit 

cytokine and chemokine production suggesting a causal link between NO-mediated respiration 
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blockade and dampening of monocyte-derived cell activity. Collectively, results from this work 

and from other studies (Amiel et al., 2014; Everts et al., 2012; Van den Bossche et al., 2016) 

highlight the diverse effects of respiration blockade by NO on monocyte-derived cell biology, 

including alteration of survival capacity, plasticity and inflammatory activity.  

 

A causal link between respiration blockade and limited cell activity 

 

Several hypotheses can be proposed to explain the causal link between the cellular respiration 

inhibition respiration and the decreased cellular activity. First, by depleting the ATP:ADP ratio, 

NO can dampen numerous physiological processes needed for cell activity. Notably, a lack of 

ATP could globally restrict protein translation and therefore result in a decreased cytokine 

synthesis. Such hypothesis could be tested by measuring total protein content in cells exposed 

or not to NO and by measuring the translation rate in the same settings. Decreased ATP:ADP 

ratio could also affect the trafficking of intracellular vesicles, leading to defect in cytokine 

secretion. Additionally, ATP, ADP and AMP levels are directly correlated in the cell, for 

instance by the action of the adenylate kinase that converts one ATP and one AMP to 2 ADP 

molecules, and it was shown that the AMP:ATP ratio tends to vary as the square of the 

ATP:ADP ratio (Hardie et al., 2003). Therefore, NO could act on cell activity by regulating the 

AMP:ATP ratio that is sensed by the AMP-activated protein kinase (AMPK) that in turn 

regulates mTOR activity. Other additional mechanisms are discussed later in the discussion. 

 

Differential sensitivity to NO? 

 

Our work revealed that NO represses macrophage metabolism and thus its activity. Importantly, 

previous work of the laboratory showed that Leishmania parasites are repressed in their protein 

metabolism in vivo at the site of infection, using a different readout (Müller et al., 2013). As 

mentioned just above, it is possible that NO dampens protein metabolism in the parasite by 

dampening it mitochondrial respiration. However, we still don’t appreciate the relative 

sensitivity of Leishmania and macrophages to NO. This raises several questions including: 

- Are parasites more sensitive to NO than macrophages?  

- Is there a threshold of NO that completely asphyxiate the parasite while leaving the 

macrophage still able to be functional? 

- Do macrophages have specific repair mechanisms to protect from NO? 

- … 
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Further work implementing PercevalHR in Leishmania parasites and macrophages before 

treating them simultaneously with increasing doses of NO will help answer these questions. 

 
II.2. NO may additionally act on other cell types 

 

In this study we focused on monocyte-derived cells, the major population of myeloid cells at 

the site of infection and also the major infected population. We analyzed cytokine and 

chemokine production at the single cell level to reveal that NO dampens such production, in 

accordance with previous studies (Bogdan, 2015; Braverman and Stanley, 2017; Eigler et al., 

1995; Giustizieri et al., 2002; Speyer et al., 2003; Thomassen et al., 1997). We showed that 

such effect originated from a block in mitochondrial respiration. Additionally, we demonstrated 

that NO acts at the tissue level by diffusion rather than by a cell-intrinsic manner. As the 

mitochondria is a well conserved organelle between cell types, our findings raise the question 

whether NO can act on other immune cells such as neutrophils or T cells in a similar manner. 

Furthermore, NO could as well act on stromal cells (e.g. fibroblasts) to mediate changes in the 

immune reaction. While investigating IFN-g production by T cells at the site of L. major 

infection, we did not see differences upon L-NIL treatment (data not shown). Such result also 

raises the question of whether T cells can be insensitive to NO or whether they can engage 

specific mechanisms reducing NO effects. In addition, studying NO impact with appropriate 

readouts should be performed for each cell type of interest. 

 
II.3. Further mechanisms can contribute to limit inflammation 

 

Our study emphasizes a role for NO in reducing cytokine and chemokine production in 

monocyte-derived cells by altering cellular respiration and energetic yield. However, many 

additional mitochondria-dependent or mitochondria-independent mechanisms can also 

contribute to limit inflammation. 

 
ROS 

 

Reactive oxygen species are highly reactive molecules and causing agents of oxidative stress. 

By this mean they act both as anti-microbial compound and signaling molecule in eukaryotic 

cells (Fang, 2004). In activated macrophages, ROS can be produced both by the NADPH 

oxidase localized in the phagosomes and by the complexes I and III of the respiratory chain 
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(Bedard and Krause, 2007; Murphy, 2009). Similarly to NO, the precise contribution of 

macrophage-derived ROS as immunomodulatory molecule during inflammation needs to be 

further characterized. ROS can have pro-inflammatory properties for instance by stabilizing 

HIF-1a to drive sustained IL-1b synthesis (Calvani et al., 2012; Mills et al., 2016) as well as 

anti-inflammatory properties for instance by limiting the intensity of acute inflammation in 

mice in a model of fungal infection with Aspergillus fumigatus (Grimm et al., 2013). It appears 

that the source of ROS, mitochondrial in the former example versus non-mitochondrial in the 

latter, is critical in influencing inflammation intensity. During L. major infection, the interplay 

between NO and ROS is not understood. As NO can block complexes I and III because of their 

Fe-S centers (Brown, 1999, 2007), it may suppress excessive mitochondrial ROS generation 

from these complexes and therefore dampen inflammation. However, while such mechanism 

could be important for IL-1b production, it is not trivial that ROS can regulates all the cytokines 

and chemokines affected by NO in our study. Further investigations measuring mitochondrial 

and cellular ROS in macrophages exposed or not to NO should help answer this question. 

 
Succinate | Itaconate 

 

The metabolic reconversion that occurs during macrophage activation significantly influences 

the relative proportion of cellular metabolites. Inside the mitochondria, the tricarboxylic acid 

(TCA) cycle is broken and participate to changes in metabolites concentrations (e.g. succinate) 

as well as the generation of new metabolites that can have immunomodulatory properties (e.g. 

itaconate). Succinate was described as a “metabolic signal” during inflammation, which levels 

are elevated during inflammation to sustain IL-1b production by HIF-1a stabilization and drive 

mitochondrial ROS production by its oxidation (Mills and O’Neill, 2014; Mills et al., 2016; 

Tannahill et al., 2013). Itaconate, generated specifically during inflammation by IRG1, is an 

organic molecule with direct anti-microbial properties as well as anti-inflammatory properties 

by regulating mitochondrial respiration and succinate levels in activated macrophages (Cordes 

et al., 2016; Lampropoulou et al., 2016; Michelucci et al., 2013). Recently it has been 

demonstrated that itaconate mediates its anti-inflammatory properties by acting on Nrf2 to limit 

inflammation and modulate type I interferons (Mills et al., 2018). Similarly, we have shown 

that an inflammation-driven metabolite (NO) can block the mitochondrial respiration to 

mediate anti-inflammatory effects. In addition, we demonstrated that such findings apply in 

vivo during a highly complex chronic inflammation induced by L. major infection. While 

several evidence point out that NO can directly alter mitochondrial complexes by both and Fe-
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S centers inactivation and S-nitrosylation (Brown, 2007; Clementi et al., 1998), whether it also 

mediates its effects by regulating succinate or itaconate levels remains to be clarified. Recent 

work by Palmieri et al. established that NO is the main molecule reprogramming the carbon 

flux during classic macrophage activation (Palmieri et al., 2018), partly by inhibiting the TCA 

enzyme aconitase. As aconitase generates cis-aconitate, IRG1 substrate to synthetize itaconate, 

high NO levels could potentially reduce itaconate levels during inflammation by indirectly 

inhibiting its production. 

 
Transcription factors 

 

Finally the suppressive effect of NO can originate from changes in broad signaling pathways 

as mentioned earlier. In a model of infection by M. tuberculosis, Braverman and Stanley 

showed that iNOS was able to regulate macrophage transcriptome during its activation, 

promoting anti-microbial programs while limiting inflammatory cytokine transcription 

(Braverman and Stanley, 2017). They showed that iNOS mediates its effect partly by inhibiting 

the p65/RelA subunit of NF-kB, in agreement with other studies (Kelleher et al., 2007; 

Matthews et al., 1996). This illustrates that NO is able to target major transcription factors to 

prevent excessive inflammatory cytokine production. Further studies will help understand the 

direct effects of NO on NF-kB pathway during Leishmania infection. Various modifications 

induced by Leishmania may complicate the interpretation of these studies as the possibility of 

total NF-kB degradation by the parasite (Cameron et al., 2004) as well as the generation of new 

NF-kB variants (Gregory et al., 2008) that can have unpredicted effects, for instance repressing 

iNOS expression (Calegari-Silva et al., 2009). While NO can possibly alter NF-kB activity in 

our model, the fact that type-2 and suppressive cytokines are affected in a similar manner as 

type-1 cytokines do not favor this hypothesis as the main mechanism. 

 

Other transcription factors can be targeted to limit inflammation. Peroxisome proliferator-

activated receptors (PPARs) are nuclear receptors regulating gene expression in various 

contexts including cellular differentiation, development, metabolism and inflammation. PPARs 

have anti-inflammatory properties that originate mainly from their ability to antagonize NF-kB 

and AP-1 signaling pathways (Daynes and Jones, 2002). NO is able to activate PPARg in 

endothelial cells to induce the expression of numerous enzymes as the cyclooxygenase 2 (COX-

2) and the heme-oxygenase-1 (HO-1) (Ptasinska et al., 2006). Therefore, NO can during 
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leishmaniasis activate PPARg in macrophages to dampen their activity and consequently limit 

the overall inflammation. Also, NO could lead to the formation of nitro-fatty acids that inhibit 

NF-kB activity either directly by nitroalkylation or indirectly by activating PPARg (Buchan et 

al., 2018; Rom et al., 2018). 

 
Inflammasome 

 

We showed that NO dampens macrophage activity and notably the production of pro-IL-1b 

production, leading to a decreased secretion of IL-1b as we assessed by multi-analyte profiling. 

However, other mechanism could further participate in a decreased IL-1b synthesis that we did 

not investigate. IL-1b is generated from pro-IL-1b by its cleavage by the inflammasome 

machinery. We mentioned in the introduction that NO was shown to restrict NLRP3 

inflammasome activity and consequently reducing IL-1b production in different models 

(Hernandez-Cuellar et al., 2012; Mao et al., 2013; Mishra et al., 2013). During the infection 

with L. major, NO was equally shown to block NLRP3 inflammasome activity to mediate host 

protection (Charmoy et al., 2016; Gurung et al., 2015). This raises the possibility that NO could 

in this study participate in the regulation of IL-1b production by targeting the inflammasome. 

However, in all of these studies, the model of infection used was not self-resolving, contrary to 

our model. Indeed, Charmoy et al. used the L. major Seidman strain that induce a non-healing 

disease and Gurung et al. used mice of the susceptible BALB/c background. When a self-

healing stain of L. major was used in mice of the resistant C57BL/6 background, Lima-Junior 

et al. showed that NLRP3 inflammasome was in fact dispensable for parasite restriction in vivo 

(Lima-Junior et al., 2013). Therefore, it is unclear whether NO significantly participates to 

inflammation regulation by targeting the inflammasome machinery in the specific context of 

an infection by L. major parasites. 

 
*** 

 

III. DIFFUSION OF A SOLUBLE MEDIATOR 

 

By mixing iNOS competent and deficient cells we confirmed that NO acts in trans both in vitro 

and in vivo. Furthermore, we demonstrated by varying the density of iNOS competent cells that 

the effect of NO is closely linked to the density of iNOS competent cells, probably because the 
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mechanism requires a high NO concentration while diffusing in the extracellular space. We will 

discuss the two aspects in the following sections.  

 
III.1. NO acts in trans 

 
Parameters affecting NO diffusion 

 

NO by its chemical properties is able to diffuse far away from the producing cell and thus can 

mediate its anti-inflammatory effect on neighboring cells. The impact of NO therefore depends 

on the parameters affecting its diffusion. NO concentration at the site of production is one of 

the principal parameter as the higher the concentration is the higher the diffusion rate will be. 

To increase the production of NO, several mechanisms are possible including an increase in 

iNOS expression and an increase in the density of iNOS competent cells. In our model of 

infection by L. major, the density of producing cells is increasing over time in the first steps of 

the disease. Additionally, temperature is a known factor influencing diffusion. At the site of 

infection, the higher the inflammation is the higher the temperature should increase (as a 

hallmark of inflammation) (Johnson and Kellogg, 2010; Thepen et al., 2000), thus favoring NO 

diffusion and its action in trans. This could account in a negative feed-forward loop of 

regulation. Measuring locally the tissue temperature and its effect on the immune cells is very 

challenging but would be very interesting. Finally, tissue properties as oxygenation levels, 

edema intensity and cellular composition should as well affect NO diffusion. It is hard to predict 

the participation of such parameters but we can imagine that a low O2 tension favors for instance 

NO diffusion because its stability is increased under hypoxic conditions. Also, it would be very 

interesting to visualize NO gradients in tissues, as already performed for cytokines (Weber et 

al., 2013), to get information about its diffusibility and its pattern of expression in the case of 

an heterogenous production and consumption. The use of theoretical modeling and its possible 

combination with experimental imaging in vitro would be of a great help as it was successfully 

used for the study of cytokine gradients (Bagnall et al., 2018; Oyler-Yaniv and Krichevsky, 

2018; Oyler-Yaniv et al., 2017; Thurley et al., 2015). 

 
NO versus the other non-diffusible anti-inflammatory molecules 

 

As for NO, others molecules such as ROS and itaconate have anti-inflammatory properties but 

it was never demonstrated that they mediate their effect within a long range. It can be assumed 
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that some of their chemical properties as charge, polarity, hydrophobicity and molecular weight 

are incompatible with free diffusion across membranes which can explain that they are retained 

inside the cell (excluding the existence of dedicated surface transporters). Hence, having similar 

properties but different physical behavior, all these molecules provide to the immune system 

complementary cell-intrinsic and cell-extrinsic mechanisms to regulate inflammation. 

Excluding potential active degradation, it is to highlight that a principal disadvantage of 

diffusion is that it induces by itself a certain level of dilution that does not occur when 

considering molecules that are confined inside the cell. However, it allow the communication 

at distant sites and therefore the existence of quorum-sensing mechanisms as described in 

bacteria (Miller and Bassler, 2001) and here in the immune system during the reaction against 

L. major parasites. It would be interesting to investigate the relative importance of both 

mechanisms during an ongoing immune response in vivo. 

 

III.2. Quorum-sensing mechanism in immunity 

 

Quorum-sensing mechanisms allow bacteria to sense and react to the density of their 

population, with the help of a diffusible mediator termed auto-inducer (Miller and Bassler, 

2001). Similar mechanisms may exist in the immune system at homeostasis or during immune 

responses. Previous work of the laboratory showed that CD4+ T cell-derived IFN-g diffuses 

away the immunogical synapse, forming a wave able to activate bystander cells (Müller et al., 

2012), a mechanism reminiscent of a communication in a “paracrine” manner. Further work 

showed that NO also diffuses to mediate a tissue-wide Leishmania control (Olekhnovitch et al., 

2014), leading to the idea that T cell effector function propagates from isolated spots of antigen 

recognition by a two-wave mechanism relying on IFN-g and then NO diffusions (Olekhnovitch 

and Bousso, 2015). Notably, we demonstrated that the effect of NO is dependent on the density 

of iNOS competent cells, meaning that one NO-producing cell alone cannot be efficient, 

contrary to a single isolated CD4+ T cell. Thus, NO mediates its effect by a “collective” rather 

than a “paracrine” mechanism. 

 

Many examples of paracrine signaling exist in the immune system and probably one of the best 

example would be cytokine signaling as demonstrated for IFN-g (Müller et al., 2012) or TNF-

a (Blasi et al., 1994; Caldwell et al., 2014). In the context of infectious diseases, two recent 

studies by Moyo et al. and Peteranderl et al. highlight that paracrine crosstalk between infected 
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and non-infected macrophages provides mechanisms to dampen inflammation and prevent the 

development of immunopathology during infection (Moyo et al., 2018; Peteranderl et al., 

2016). Interestingly, M. tuberculosis is able to hijack paracrine signaling to its own good, by 

inducing IL-6, IL-10 and GM-CSF production in macrophages that diffuse and induce arginase-

1 in neighboring cells, depleting arginine and restricting iNOS activity (Qualls et al., 2010).  

 

We propose that collective mechanisms are integral to immune responses as a way to 

temporally and locally self-adjust accordingly to the intensity of inflammation without the need 

for external cues or regulatory cells. Paracrine signaling do not allow such mechanism to exist 

because it often imply that producing and target cells are of different type and that the signaling 

molecule is produced “in excess” by isolated cells, meaning that the producing cell can be 

functional alone. Several collective mechanisms have been revealed recently, showing a gain 

of interest in this field. For instance, Polonsky et al. demonstrated that the CD4+ T cell 

population regulates its own balance between central memory and effector cell differentiation 

by a collective mechanism depending the T cell density and molecularly relying on IL-2, IL-6 

and SLAMF6 signaling, providing an example of quorum-sensing mechanism among T cells 

(Polonsky et al., 2018). Also, IgG secreted by activated B cells has been shown to regulate B 

cell homeostasis (Montaudouin et al., 2013). Interestingly, an advantage of paracrine and 

quorum sensing mechanisms is to offer the possibility to reduce the level of heterogeneity 

between cells. For instance, DCs are able to coordinate their activity at later time points after 

activation by a mechanism depend on an early wave of interferon-mediated paracrine signaling 

(Shalek et al., 2014). Here, we showed that NO diffusion helps to homogenize cellular 

metabolism at the tissue level and therefore provide a collective tissue-wide protection against 

tissue damage, bringing to the field the first evidence of a modification of metabolism by a 

collective mechanism. Our work extends the work done on the regulation of DC and monocytic 

cells functions and metabolisms at distance by paracrine signaling via type I interferons 

(Gautier et al., 2005; Wu et al., 2016).   

 
*** 

 
IV. A NEED FOR BETTER IMAGING TOOLS  

 

In this thesis, we showed that NO participates in the regulation of the inflammatory reaction at 

the site of L. major infection by a metabolism-based quorum sensing mechanism. NO produced 
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by iNOS+ cells diffuses in tissue to dampen mitochondrial respiration in bystander monocyte-

derived cells. Yet, we critically lack a precise quantification of NO concentrations and immune 

cell metabolism in a time and space-resolved manner in vivo. Such quantification requires the 

development of functional fluorescent probes compatible with intravital imaging. We will 

discuss the current tools available to measure NO and immune cell metabolism and how they 

can be improved. 

 
IV.1. Descriptive reporters for NO 

 

The measurement of NO is technically difficult as it rapidly reacts with a wide range of 

molecules and is short-lived. Many tools exists to measure either NO directly or its derivatives 

(nitrite/nitrate, nitrosothiols, cGMP…) (Csonka et al., 2015; Pluth et al., 2011), with most of 

the tools being fluorescent sensors. While these tools are functional in vitro, none of them have 

been used successfully in vivo. First, most of the fluorescent reporters are organic molecules 

that are therefore impossible to target to the infected tissue with specificity and correct 

concentration. To circumvent such problem, we tried to injected a mixture of myeloid cells 

loaded with 4-Amino-5-Methylamino-2',7'-Difluorofluorescein Diacetate (DAF-FM), a 

fluorescent reporter that detects NO even at low concentrations. The loading was extremely 

variable between cell population without NO (excluding a direct comparison between cell 

types) and no differences in fluorescence was observed when the cells were injected in WT or 

L-NIL-treated individuals as assessed by flow cytometry. Also, probing NO on histological 

sections is difficult because of the presence of contaminant as nitrotyrosines and nitrocysteines 

at basal state (Pacher et al., 2007), but few studies have developed strategies to visualize NO 

which is encouraging (Hirotatsu et al., 1998; Kashiwagi et al., 2008; Zhang et al., 2014). 

Second, the specificity of such probes is often poor as reacting with chemically related NO 

derivatives. Third, the majority of NO tools are not ratiometric, which makes the study of NO 

concentration variation and diffusion really hard because of the lack of proper controls. Lastly, 

fluorescent organic molecules are not necessarily compatible with two-photon excitation 

needed for proper intravital imaging, but several probes have been generated to answer this 

need (Dai et al., 2017; Liu et al., 2014). Recently, a two-photon excitable and ratiometric 

reporter for NO was designed (Xie et al., 2017). Most importantly, new genetically-encoded 

biosensors for imaging NO are developed, which some are FRET based probes and therefore 

ratiometric (Eroglu et al., 2018). The development of such genetically encoded probes is 

remarkable because it will probably solve most of the aforementioned issues and open the 
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possibility of generating a transgenic mouse line reporter for NO. This will complement the 

current transgenic mouse lines available to detect iNOS expression in tissue (Béchade et al., 

2014; Zhang et al., 2003), that allow for instance the quantification of iNOS-competent cell 

density in tissues. Finally, it is important to highlight that complementary tools are also 

developed as photoactivable molecules releasing NO upon illumination (Thomsen et al., 2018; 

Wecksler et al., 2004). 

 

Altogether, the development of such tools will be crucial to answer fundamental questions 

about the spatiotemporal activity of NO in vivo such as: 

- How NO concentrations evolve in tissues during inflammation? 

- What and where are the principal sources of NO during inflammation? 

- Is NO distributed homogenously or in patches in tissues? 

- How NO behaves close to vessels in the presence of oxygen? 

- How far NO is able to diffuse to mediate its effects? 

- Is NO diffusion impaired by physical or chemical barriers in tissues? 

- … 

 

IV.2. Dynamics of immune cell metabolism 

 

Immunometabolism is currently under intense investigation and multiple tools participated to 

this flourishing. Notably, the use of extracellular flux analyzers was of a great help by giving 

numerous information about mitochondrial functions and glycolysis with a reasonable number 

of cells and a relatively good throughput. However, such analyses do not give information at 

the single cell level and rely on isolated cells, preventing the study in vivo in their spatial 

context. Additionally, sample preparation processes are quite slow compared to potential 

changes in cellular metabolism and must probably impact it, leading to a great risk of 

misleading results. Finally, we critically lack information about the temporal dynamics of 

metabolic pathways during immune cell activity. Therefore, the elaboration of tools to image 

immune cell metabolism during immune reactions in vivo with a spatial and temporal resolution 

is needed. While MALDI-based metabolomics can be an option (Chughtai and Heeren, 2010; 

Hobson-Gutierrez and Carmona-Fontaine, 2018), some issues aforementioned still remain. To 

date, the best option would be the use of genetically-encoded fluorescent reporters. The 

development of such tools is critical to increase our knowledge in immunometabolism for the 

quantification of: 
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- The dynamics of metabolic adaptations during immune cell activation 

- The plasticity of immune cell metabolism 

- The spatial heterogeneity of cellular metabolism in various context (physiological 

environment, pathogen-induced inflammation, cancer…) 

- The fluxes and gradients of metabolites inside and between cells 

- … 

 

In this thesis we used the genetically-encoded fluorescent reporter PercevalHR that measures 

in real time and at the single cell level the cellular ATP:ADP ratio (Tantama et al., 2013). We 

introduced this reporter in BMDMs to show by time-resolved flow cytometry and real time 

imaging that NO quickly dampens this ratio, similarly to oligomycin. We showed by flow 

cytometry that PercevalHR is also operational in complex in vivo settings as at the site of L. 

major infection. Further work will help visualize PercevalHR by intravital imaging at the site 

of L. major infection to first map the ATP:ADP ratio landscape at the site of infection and next 

assess the spatiotemporal activity of NO on energetic resources. Additionally, it would be 

interesting to introduce PercevalHR into Leishmania parasites to further characterize the mode 

of action of NO at the site of infection, as it has been shown to repress parasite metabolism in 

vivo (Müller et al., 2013). Furthermore, many other genetically-encoded fluorescent reporters 

have been described in the literature that detect metabolites such as glucose (FLIPglu-…) (Fehr 

et al., 2003, 2005), pyruvate (Pyronic) (Martín et al., 2014) and lactate (Laconic) (Martín et al., 

2013). Their use in vivo will be of great help to dissect first the spatial heterogeneity of these 

metabolites in tissues and second to address the dynamics of metabolic adaptations during 

immune cell activity. For instance, one could imagine that a cell showing increased lactate 

production is switching to glycolysis. Further work should address this in the context of 

Leishmania infection but also in other settings as during cancer progression where intense 

metabolism remodeling occurs. Additionally, the design of tools that can locally modify the 

concentration of specific metabolites would be appreciated.  
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  Wrap-up 

In summary, we have described a metabolism-based quorum sensing mechanisms that 

acts to limit the inflammatory reaction in the context of L. major infection. Future studies 

will help further understand how immune cells act collectively to regulate immune 

responses during infection but also during tumorigenesis. The development of new tools 

to measure cell metabolism in real time and at the single cell level should offer unique 

opportunities to study the spatiotemporal dynamics of immune cell metabolism in vivo. 
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Methods 

 
I. EXPERIMENTAL MODELS  

 
Mice 

 

C57BL/6J mice were obtained from Charles River France. C57BL/6J-Ptprc[a] (CD45.1), 

C57BL/6J-Tg(UBC-GFP)30Scha/J (Ubi-GFP), C57BL/6J-Lyz2tm1.1Graf[EGFP] (Lyz2+/EGFP), 

C57BL/6-Tg(Csf1r-EGFP-NGFR/FKBP1A/TNFRSF6)2Bck/J (MaFIA) and B6.129P2-

Nos2tm1Lau/J (Nos2-/-) transgenic mice were bred in our animal facility. All mice were housed 

under SPF conditions, sex-matched and aged between 6 and 10 weeks for each experiment. All 

procedures were performed in agreement with the Institut Pasteur institutional guidelines for 

animal care. Experimental protocols were approved by the Animal Ethics Committee #1 of the 

Comité Régional d’Éthique pour l’Expérimentation Animale (CREEA), Ile-de-France (MESR 

N° 01264). 

 
Parasites 

 

DsRed-expressing Leishmania major parasites were grown at 26°C for a maximum of 5 

passages in M119 medium supplemented with 10% heat-inactivated fetal bovine serum, 0.1 

mM adenine, 1 µg/mL biotin, 5 µg/mL hemin and 2 µg/mL biopterin.  

 

Bone marrow-derived macrophages (BMDMs) 

 

Femurs and tibias were isolated from adult WT or Nos2-/- mice, sterilized in 70% ethanol and 

flushed with PBS. Single cell suspensions were prepared by filtering the marrow through a 30 

µm cell strainer. 20×106 BMC were cultured in 150 mm non-treated Petri dishes for 7 days, 

37°C, 5% CO2, in 30 mL RPMI medium 1640 - GlutaMAXTM supplemented with 10% heat-

inactivated fetal bovine serum, 100 U/mL penicillin, 100 ng/mL streptomycin, 1 mM sodium 

pyruvate, 1 mM HEPES and 5 mM 2-mercaptoethanol (complete RPMI) and 20% L929-cell 

conditioned supernatant. 30 mL of fresh medium was added 3 days after plating.  

 
*** 
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II. METHODS 

 
Infection, inflammation model and L-NIL treatment 

 

For infection, stationary-phase promastigotes were resuspended at 108 parasites/mL in PBS and 

5 µL were injected intradermally into the ear dermis. To induce a non-infectious inflammatory 

reaction, incomplete Freund’s adjuvant was emulsified with an equal volume of saline and 10 

µL were injected intradermally into the ear dermis. To inhibit iNOS activity, L-NIL was freshly 

prepared at 2 mg/mL in PBS and mice were injected with 100 µL i.p. once a day for 3 days, 

starting 14 days post infection or 4 days post challenge. Age and sex-matched controls were 

infected or challenged at the same time and did not received L-NIL injection. 

 
Extraction of ear cells 

 

Ears harvested from euthanized mice were separated into dorsal and ventral sheets using tissue 

forceps before being digested for 45 min, 37°C, 700 rpm, in RPMI medium 1640 supplemented 

with 100 U/mL penicillin, 100 ng/mL streptomycin, 0.5 mg/mL liberase TL and 50 ng/mL 

DNase. Single cell suspensions in PBS were prepared by crushing digested ears into a 70 µm 

cell strainer. After a washing step in PBS and filtration, cells were analyzed by flow cytometry 

or subjected to extracellular flux analysis.  

 
Adoptive transfer 

 

Bone marrow cells were harvested from Ubi-GFP mice and filtered through a 30 µm cell 

strainer to generate a single cell suspension. 6×107 cells/mice were injected i.v. per mice.  

 

Flow cytometry 

 

In vitro generated BMDMs were washed with cold PBS and incubated for 10 min, 4°C, in 3 

mL of Cell Dissociation Buffer to detach the cells. BMDMs were recovered by adding 10 mL 

of cold PBS and washed before seeding at 106 cells/well (6-well non-treated plates) in 2 mL 

complete RPMI supplemented with 20% L929-cell conditioned supernatant. To vary the 

density of iNOS competent cells in the culture, we mixed WT and Nos2-/- BMDMs at various 

ratios, keeping the total cell number constant to avoid confounding effects of varying cytokine 
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and/or nutrients concentrations. The day after seeding, medium was removed and replaced with 

2 mL of fresh complete RPMI supplemented with 1 µg/mL LPS + 50 ng/mL IFN-γ for 

activation. When needed, treatment with 20 µg/mL L-NIL was performed at the time of 

activation. Treatment with oligomycin or azide was performed 20 h post activation at the 

indicated doses. To monitor glucose uptake, 20 µM 2-deoxy-2-[(7-nitro-2,1,3-benzoxadiazol-

4-yl)amino]-D-glucose (2-NBDG) was incubated with cells during 1 h. 24 h post activation, 

BMDMs were washed with cold PBS and incubated for 10 min, 4°C, in 300 µL Cell 

Dissociation Buffer to detach the cells. BMDMs were harvested by adding 1 mL of cold PBS 

to each well. Cells were stained with Zombie Violet fixable dye diluted at 1:200 in PBS 

supplemented with 2% FBS and 5 mM EDTA (FACS buffer) for 15 min, 4°C, to assess cell 

viability. BMDMs were stained for 15 min, 4°C, in FACS buffer supplemented with 10 µg/mL 

anti-mouse CD16/32 (Fc-block) using a combination of fluorescently-labeled monoclonal 

antibodies among: PerCP-Cy5.5 anti-CD11b, APC-eFluorâ 780 anti-MHC II (I-A/I-E). For 

intracellular staining, prior harvesting the cells, BD GolgiPlug diluted at 1:1000 was added to 

every well without volume variation, 20 h post activation. Cells were harvested and stained as 

described above. BMDMs were fixed for 30 min, 4°C, using formaldehyde solution diluted at 

2% in PBS. Cells were permeabilized using PermWash buffer following manufacturer’s 

instructions and stained for 45 min, 4°C, using a combination of fluorescently-labeled 

monoclonal antibodies among: PE anti-mouse CCL2, PE anti-mouse CCL3, APC anti-mouse 

IL-1β Pro-form.  

 

For ex vivo analyses, extracted ear cells were stained with Zombie Violet fixable dye diluted at 

1:200 or LIVE/DEAD blue fixable dye diluted at 1:500 in FACS buffer for 15 min, 4°C, to 

assess cell viability. Cells were then fixed for 30 min, 4°C, using formaldehyde solution diluted 

to 2% in PBS. Surface staining of cells was performed for 15 min, 4°C, in FACS buffer 

supplemented with 10 µg/mL anti-mouse CD16/32 (Fc-block) using a combination of 

fluorescently-labeled monoclonal antibodies among: BUV395 anti-CD45, BV421 anti-MHC II 

(I-A/I-E), BV510 anti-Gr-1, BV510 anti-Ly-6G, BV605 anti-Ly-6C, PerCP-Cy5.5 anti-CD11b, 

PE-Cy7 anti-CD45.1, APC anti-CD11c, APC-eFluorâ 780 anti-CD45.2, APC-eFluorâ 780 

anti-MHC II (I-A/I-E). For intracellular staining, extracted cells were plated in 48-well plates 

in 1 mL complete RPMI supplemented with BD GolgiPlug (diluted at 1:1000) for 4 h, 37°C. 

iNOS inhibition was maintained adding 20 µg/mL L-NIL to dedicated wells. Cells were 

harvested by flushing all wells and submitted to staining as described above. After surface 

staining, cells were permeabilized using PermWash buffer following manufacturer’s 
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instructions and stained 45 min, 4°C, using a combination of fluorescently-labeled monoclonal 

antibodies among: Alexa Fluorâ 488 anti-mouse TNF-α, eFluorâ 660 anti-CCL3, APC anti-

mouse IL-1β Pro-form. Samples were analyzed using a BD CantoII or a BD Fortessa flow 

cytometer equipped with FACSDiva software (BD Bioscience) or a CytoFLEX LX flow 

cytometer equipped with CytExpert software (Beckman Coulter).  

 

For analysis of PercevalHR-expressing cells, two fluorescence signals were acquired. Flow was 

collected by exciting PercevalHR with a violet laser (llow = 405 nm) and filtering the signal 

through a 525/40 filter. Fhigh was collected by exciting PercevalHR with a blue laser (lhigh = 

488 nm) and filtering the signal through a 510/20+OD1 filter. Cellular ATP:ADP ratio was 

determined by calculating Fhigh:Flow ratio for each acquired cell. For time-resolved (kinetic) 

flow cytometry, ATP:ADP ratio was normalized to the first value acquired (t0). Data analysis 

was performed using FlowJo 10.2 software. 

 

MitoTracker staining 

 

After activation, cells were loaded with MitoTrackerâ dyes using 40 nM MitoTrackerâ 

GreenFM and 50 nM MitoTrackerâ Red CMXRos during 30 min, 37°C, 5% CO2. Cells were 

washed with cold PBS before flow cytometry analysis. 

 

Hypoxic culture 

 

Hypoxic cultures were conducted using PetakaG3 FLAT hypoxic devices (balancing the partial 

pressure of dissolved oxygen in the media at 25 mmHg). 15×106 BMDMs were loaded into 

each chamber in 20 mL complete RPMI supplemented with 20% L929-cell conditioned 

medium and cultivated horizontally overnight to allow cell seeding. The day after, medium was 

replaced for activation. Cell treatments and flow cytometry were performed as described earlier.   

 

Extracellular flux analysis 

 

BMDMs were analyzed using an XFe96 Extracellular Flux Analyzer (Seahorse Bioscience). 

BMDMs were plated in XFe96 cell culture microplates (105 cells/well in 200 µL final) and 

either left untreated or activated with 1 µg/mL LPS + 50 ng/mL IFN-γ, 37°C, 5% CO2. 24 h 
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post activation, cells were washed with XF Base medium supplemented with 10 mM glucose, 

2 mM glutamine and 1 mM sodium pyruvate (MitoStress XF running buffer, pH adjusted to 

7.4) or supplemented with 2 mM glutamine (GlycoStress XF running buffer, pH adjusted to 

7.4), and 175 µL of appropriate XF running buffer was added as final volume. BMDMs were 

stored 1 h at 37°C in a non-CO2 incubator before starting the analysis. Following 

manufacturer’s instruction, OCR and ECAR were measured in response to 1 µM oligomycin, 

1.5 µM Carbonyl cyanide-4-(trifluoromethoxy)phenylhydrazone (FCCP) and 0.5 µM rotenone 

and antimycin A (MitoStress Test Kit) or in response to 10 mM glucose, 1 µM oligomycin and 

50 mM 2-deoxy-glucose (2-DG) (GlycoStress Test Kit).  

 

For ex vivo isolation of mononuclear phagocytes from infected ears, we relied on the expression 

of the CD11c marker on both P2 and P3 populations (Olekhnovitch et al., 2014). CD11c+ cells 

were isolated from infected ears using positive selection on MACS columns. The isolated 

population contained at least 90% of CD11b+MHC-II+ monocyte-derived cells. Cells were 

washed and plated at 105 cells/well in 175 µL of MitoStress XF running buffer and treated with 

20 µg/mL L-NIL or left untreated during 2 h, 37°C, non-CO2 incubator. Following 

manufacturer’s instruction, OCR and ECAR were measured in response to 1 µM oligomycin, 

1.5 µM FCCP and 0.5 µM rotenone and antimycin A (MitoStress Test Kit). Data analysis was 

performed using Wave software. 

 
Multiplex assay for cytokine and chemokine quantification  

 

Ears harvested from euthanized mice were separated into dorsal and ventral sheets and snap 

frozen before storage at -80°C. For tissue lysates preparation, ears were thawed out and chopped 

in 1 mL RIPA buffer on ice. After 20 min incubation, samples were grounded during 2 min 

with a Potter-Elvehjem PTFE pestle into an appropriate glass tube. Lysates were subsequently 

clarified by centrifugation for 15 min at 4°C, 15.000 rcf. Multiplex assay was performed 

following manufacturer’s instructions. Lysates were diluted at 1:2 in assay diluent. Standards 

were reconstituted with RIPA buffer diluted at 1:2 in assay diluent. For analyte capture, the 

plate was incubated overnight at 4°C under agitation on an orbital shaker. Plate reading was 

performed using a Bio-Plex 200 system equipped with Bio-Plex Manager software (Bio-Rad). 

 

For in vitro analyses, BMDMs were cultivated and activated as indicated during 24 h. 

Supernatants were harvested and cleared by centrifugation before being snap frozen and stored 
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at -80°C until analysis. The day of analysis, supernatants were diluted 1:4 in assay diluent and 

multiplex assay was performed as described previously. 

 
PercevalHR probe and virus generation 

 

The original PercevalHR construct was cloned into a murine stem cell viral (MSCV) vector. 

HEK 293 cells were co-transfected with 6 µg pMSCV-PercevalHR and 4 µg pCL-Eco plasmids 

using JetPRIME reagent following manufacturer instructions. Medium was changed 4 h after 

with complete RPMI. 48 h after transfection, retrovirus containing supernatant was harvested 

from HEK 293 cells, 0.45 µm-filtered and supplemented with 10 µg/mL polybrene to generate 

retroviral-conditioned medium. 

 
Retroviral transduction of BMDMs 

 

BMDMs were retrovirally transduced during their differentiation. On day 3, differentiation 

medium was exchanged with 25 mL retroviral-conditioned medium supplemented with 20% 

L929-cell conditioned medium for an overnight incubation. On day 4, retroviral medium was 

replaced with complete RPMI supplemented with 20% L929-cell conditioned supernatant for 

an additional 3 days. Transduction efficiencies of >60% were routinely achieved.  

 

Generation of mixed-bone marrow chimeras 

 

WT CD45.1 recipient mice were γ-irradiated with a single lethal dose of 9 Gy. Femurs and 

tibias were isolated from adult WT CD45.1 or Nos2-/- CD45.2 mice, sterilized in 70% ethanol 

and flushed with PBS. Single cell suspensions were prepared by filtering the marrow through 

a 30 µm cell strainer. Mice were anaesthetized 2 hours post irradiation and reconstituted with a 

total of 5×107 bone marrow cells (WT, Nos2-/- or a mixture of both) by retro-orbital i.v. 

injection. Chimeras were infected 6 to 8 weeks after reconstitution. The same protocol was used 

to generate mixed-bone marrow chimeras using WT and MAFIA cells.  

 
Generation of PercevalHR-expressing fetal liver chimeras 

 

WT recipient mice were γ-irradiated with a single lethal dose of 9 Gy. Mice were anaesthetized 

2 hours post irradiation and reconstituted with a total of 1×106 PercevalHR-expressing fetal 
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HSCs plus 5×105 WT bone marrow cells by retro-orbital i.v. injection. For PercevalHR-

expressing HSC generation, fetal liver of E14.5 embryos were harvested and multipotent HSCs 

were isolated by negative selection on MACS columns using biotin anti-mouse TER-119 

antibody. Isolated HSCs were cultivated overnight in complete RPMI supplemented with 200 

ng/mL rmSCF, 200 ng/mL rmFlt3-L and 200 ng/mL rmIL-3 at a density of 1×106 cells/mL. 

The day after, 1×106 HSCs in 2 mL retroviral-conditioned medium were retrovirally transduced 

by spin infection (800 g, 2 h, 32°C). After the spin infection, medium was replaced with 

complete RPMI supplemented with the same cytokine cocktail for an overnight incubation 

before injection into irradiated recipients. Chimeras were infected 8 weeks after reconstitution.  

 
Intravital imaging 

 

Mice were anaesthetized and prepared for intravital two-photon imaging. Each mouse was 

placed on a custom-designed heated stage, one ear was placed onto a metal piece and 

immobilized with double sided tape. The ear was kept moisturized using ophthalmic gel 

covered by a coverslip. Two-photon imaging was performed using a 25X/1.05 NA objective 

(Olympus) immerged in deionized water and installed into a DM6000 upright microscope 

equipped with a SP5 confocal head (Leica Microsystem) and a Chameleon Ultra Ti::Sapphire 

Laser (Coherent) tuned at 920 nm. Emitted fluorescence was split with dichroic mirrors 

(Semrock) and filtered with appropriate filters (Semrock) for each channel before collection 

with nondescanned detectors. Typically, images from 15 to 20 z planes spaced by 5 µm were 

collected every 2 minutes for up to 3 hours. For in vitro analysis of PercevalHR-expressing 

BMDMs, two-photon imaging was performed using a 25X/1.05 NA objective (Olympus) 

installed into a FVMPE-RS upright microscope (Olympus) equipped with an Insight deep see 

dual laser (Spectra physics) and a resonant scanner. PercevalHR excitation was achieved using 

llow = 830 nm and lhigh = 1040 nm. Emitted fluorescence, collected sequentially for each l, 

was split with dichroic mirrors (Semrock) and filtered with a 520/35 filter (PercevalHR signal) 

and a 483/32 filter (background) before collection with GaAsP detectors. Images in a single 

plan were collected every 15 s for 5 to 10 min. Data collected were analyzed and processed 

using Fiji (ImageJ) and Imaris software.     

 
*** 
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III. QUANTIFICATION AND STATISTICAL ANALYSIS 

 

Data are reported as the mean ± SD, and numbers of experiments are reported in figure legends. 

For in vitro analyses, statistical differences between two groups were evaluated using a two-

tailed unpaired Student’s t-test with Welch’s correction or using an ordinary one-way ANOVA 

with post hoc Holm-Sidak test for multiple comparison. For in vivo analyses, unless indicated 

otherwise, statistical differences between two groups were evaluated using a Mann-Whitney U 

test. Correlation between the density of iNOS competent cell and cellular respiration and 

cytokine production was further analyzed in vitro and in vivo by exponential one-phase decay 

regression. Significance was defined by a p-value<0.05. All statistical tests were performed 

using GraphPad Prism 6.0a software. p-values were reported as stars: * p<0.05; ** p<0.01; *** 

p<0.005  
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Summary 
 
Recruitment of immune cells with antimicrobial activities is essential to fight local infections but has 
the potential to trigger immunopathology. Whether the immune system has the ability to sense 
inflammation intensity and self-adjust accordingly to limit tissue damage remains to be fully 
established. During local infection with an intracellular pathogen, we have shown that nitric oxide 
(NO) produced by recruited monocyte-derived cells was essential to limit inflammation and cell 
recruitment. Mechanistically, we have provided evidence that NO dampened monocyte-derived cell 
cytokine and chemokine production by inhibiting cellular respiration and reducing cellular ATP:ADP 
ratio. Such metabolic control operated at the tissue level but only when a sufficient number of NO 
producing cells reached the site of infection. Thus, NO production and activity act as a quorum 
sensing mechanism to help terminate the inflammatory response. 
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Highlights 
 
·      NO limits cytokine production by monocyte-derived cells during L. major infection 
·      NO reduces mitochondrial respiration and cellular ATP:ADP ratio in vivo 
·      The density of NO producing cells controls immune cell activity at the tissue level 
·      NO production acts as a quorum sensing mechanism to help terminate inflammation 
 
 

eTOC Blurb 
 
Mechanisms sensing when a sufficient number of immune cells have accumulated in tissues to 
terminate inflammation are incompletely understood. Here, Postat et al. establish that NO produced 
at inflammatory sites acts as a quorum sensing mechanism to adjust monocyte-derived cell respiration 
and cytokine production to their density in the tissue. 
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Introduction 
 
Infection with pathogens and tissue damage triggers inflammation, a dynamic process aimed at 
protecting the injured host. Soluble mediators produced in particular by macrophages and mast cells 
actively increase vascular permeability and attract immune cells with antimicrobial properties 
(Medzhitov, 2008). However, overwhelming inflammation may be responsible for severe 
immunopathology often due to excessive neutrophil accumulation. Mechanisms to terminate 
inflammation are therefore essential for balancing antimicrobial activity and tissue damage. 
 
While the decrease in pathogen load or injury may help limit inflammation, active mechanisms 
implicating immune cells and mediators have also been shown to suppress the inflammatory reaction 
(Ortega-Gomez et al., 2013; Sugimoto et al., 2016). These include processes to decrease neutrophil 
activity and numbers through induction of apoptosis and increased clearance, mechanisms to regulate 
cytokine and chemokine activity by reactive oxygen species (ROS) generation or through truncation 
and sequestration by decoy receptors. Additionally, macrophage transition from a pro-inflammatory 
to a pro-resolving state represents an important step for terminating immune responses. Despite this 
important knowledge, mechanisms that select the appropriate time for inflammation resolution are 
poorly understood. Specifically, whether a mechanism exists to sense when a sufficient number of 
immune cells have accumulated to elicit the termination of inflammation remains unknown. 
 
To address these questions, we took advantage of the self-resolving cutaneous infection with 
Leishmania major parasites (Sacks and Noben-Trauth, 2002; Scott and Novais, 2016) as a 
physiological model to study inflammation termination. Local infection with this intracellular 
pathogen triggers the massive recruitment of monocyte-derived mononuclear phagocytes (thereafter 
referred to as monocyte-derived cells), that not only represents the major populations of infected cells 
but are also actively involved in fighting the infection (De Trez et al., 2009; Leon et al., 2007; 
Olekhnovitch et al., 2014). Efficient immune responses indeed rely on inducible nitric oxide synthase 
(iNOS, NOS2)-mediated nitric oxide (NO) production by monocyte-derived cells, promoted by 
interferon-g (IFN-g) producing CD4+ T cells (Olekhnovitch and Bousso, 2015; Sacks and Noben-
Trauth, 2002; Scott and Novais, 2016). NO production has a direct effect on the parasite, limiting its 
proliferation and survival (Liew et al., 1990; Muller et al., 2013). However, decreasing parasite load 
may not be sufficient to stop the inflammatory reaction raising the possibility that additional 
mechanisms acting on immune cells are important to terminate the response. Notably, NO displays 
immunoregulatory properties (Bogdan, 2001; Giustizieri et al., 2002; Kobayashi, 2010; Lu et al., 
2015; Mishra et al., 2013; Speyer et al., 2003; Thomassen et al., 1997) suggesting that it can act not 
only on the pathogen but also on inflammatory cells at the site of infection. In addition, recent studies 
have indicated that NO can modify cellular metabolism in in vitro settings (Everts et al., 2012; Van 
den Bossche et al., 2016). However, by which mechanisms NO could influence the inflammatory 
response in vivo remains to be fully established. In particular, the relevance of NO impact on 
metabolism in vivo has yet to be demonstrated.  Finally, the spatiotemporal activity of NO in tissues 
is largely unknown. 
 
Here, we have shown that NO production acts to adjust and limit the intensity of the inflammatory 
response. We have established that NO suppresses monocyte-derived cell accumulation as well as 
cytokine and chemokine production by blocking cellular respiration and decreasing ATP:ADP ratio. 
Such mechanism required a high density of recruited iNOS-expressing cells and acted at the tissue 
level through NO diffusion. Thus, monocyte-derived cells not only produce NO but are also regulated 
in number and activity by the amount of this molecule in the environment, establishing a quorum 
sensing mechanism for the control of inflammatory responses. 
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Results 
 
NO dampens the inflammatory reaction at the site of L. major infection 
During infection with intracellular pathogens, host NO can exert pleiotropic effects influencing 
immune responses at multiple stages (Bogdan, 2015; Olekhnovitch and Bousso, 2015). To 
specifically evaluate the impact of NO production on an established inflammatory reaction, we 
assessed the consequence of a short period of iNOS inhibition in L. major infected mice (Figure 1A). 
We used the specific iNOS chemical inhibitor L-NIL and treated mice 2 weeks post infection for 3 
days. We found that iNOS inhibition profoundly increased myeloid cell numbers at the site of 
infection, with a major effect on neutrophils and monocyte-derived cells (Figure 1B). We and others 
have previously shown that Ly6C+MHC-II- monocytes (P1 population) are massively recruited at the 
site of infection and further differentiate into Ly6C+MHC-II+ (P2 population) and subsequently into 
Ly6C-MHC-II+ cells (P3 population) (Leon et al., 2007; Olekhnovitch et al., 2014). All three 
populations of mononuclear phagocytes were substantially increased upon a short inhibition of iNOS 
(Figure 1B). To extend these results, we used Lyz2+/EGFP mice (in which both neutrophils and 
macrophages are labeled with GFP) to visualize the effect of iNOS inhibition on myeloid cell density 
at the site of infection. Consistent with our flow cytometric analysis, two-photon imaging of the ear 
dermis revealed a significant increase in the density of myeloid cells (GFP+) upon transient iNOS 
inhibition (Figure 1C). We next investigated the effect of iNOS inhibition on the inflammatory 
milieu at the site of infection by analyzing cytokine and chemokine concentrations in total ear tissue. 
We observed an overall increase in cytokine concentrations when iNOS activity was blocked. The 
effect appeared very broad and concerned most of the cytokines tested, including IL-1a, IL-1b, TNF-
a, IL-6, IL-12 (p40 and p70), IL-10, IL-5, IL-4 (Figure 1D). Similarly, iNOS inhibition led to a 
dramatic increase in chemokine concentrations in the ear tissue, including CXCL1, CXCL10, CCL2, 
CCL3 (Figure 1D). Altogether, our results indicate that NO production at the site of L. major 
infection controls, either directly (acting on cells) or indirectly (acting on the pathogen), the 
inflammatory reaction, limiting immune cell infiltrates together with cytokine and chemokine 
concentrations. 
 
NO impacts myeloid cell recruitment at the site of L. major infection 
To specifically assess the role of NO on immune cell recruitment at the site of infection, we performed 
adoptive transfer of myeloid populations by injecting fluorescently-labeled bone marrow cells in 
infected mice. Cell recruitment in the infected ear was assessed in the presence or absence of iNOS 
inhibition (Figure 2A). Using intravital imaging, we detected the recruitment of transferred cells at 
the site of infection with a marked increase in GFP+ cell numbers upon suppression of iNOS activity 
(Figure 2B). We confirmed this result using flow cytometry with a significant enhancement of 
myeloid cell (including neutrophils) recruitment upon iNOS inhibition (Figure 2C). Notably, a 
sizable fraction (~6%) of newly recruited cells including neutrophils and monocyte-derived cells 
became infected in wild-type mice during this short window of time (Figure 2D). Our results suggest 
that the constant recruitment of myeloid cells contributes to fuel L. major infection and, most 
importantly, that iNOS activity limits such a self-sustained process.  
 
NO restricts monocyte-derived cells function in vivo at the single cell level 
Having shown that NO limits the overall cytokine production in the infected tissue, we asked whether 
this effect was uniquely due to a reduced accumulation of cytokine-producing immune cells or 
whether NO exerted an additional effect on immune cell activity. We focused on monocyte-derived 
cells, the major population of myeloid cells at the site of infection and analyzed cytokine production 
at the single cell level, in infected mice upon transient inhibition of iNOS (Figure 3A). As shown in 
Figure 3B-C, we observed an increased percentage of TNF-a-producing cells as well as an increased 
cytokine production on a per cell basis in infected mice in which iNOS activity was suppressed. This 
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effect was not specific to TNF-a since we obtained similar results by analyzing the production of two 
other cytokines: pro-IL-1b and CCL3 (Figure 3C). Similar effects were observed when either total 
or infected cells were analyzed (Figure S1A-B). These results indicate that NO produced by 
monocyte-derived cells at the site of infection dampens their ability to produce cytokines and 
chemokines. When assessing the effects of L-NIL treatment, we found that a 3-days inhibition of 
iNOS also increased the percentage of infected monocyte-derived cells (Figure S1C-D). While this 
could be the result of the increased immune cell recruitment at the site of infection, it could also 
reflect NO antimicrobial activity. Therefore, it was important to test whether NO mediated its effects 
indirectly by influencing pathogen load or by direct alteration of cellular activity. To test the latter 
possibility, we analyzed how NO affects monocyte-derived cell activity in a non-infectious model of 
inflammation using emulsified incomplete Freund’s adjuvant (Figure S2A). In this model, we 
observed massive recruitment of myeloid cells including the three aforementioned mononuclear 
phagocytes populations (P1, P2, P3) and a robust induction of iNOS (Figure S2B-C). Importantly, 
treatment with L-NIL increased monocyte-derived cell activity as measured by TNF-a, CCL2 and 
CCL3 production (Figure S2D). These results suggest that NO can restrict monocyte-derived cell 
activity independently of any potential effect on pathogen burden 
 
NO broadly restricts bone marrow-derived macrophages functions in vitro 
To further confirm and dissect the direct effect of NO on immune cells, we activated WT or Nos2-/- 
bone marrow-derived macrophages in vitro and in the absence of pathogen with LPS+IFN-g, a 
treatment that induces iNOS expression in WT cells. As shown in Figure 4A, LPS+IFN-g treatment 
induced the intracellular production of the tested cytokines (pro-IL-1b and CCL2) in both WT and 
Nos2-/- macrophages. However, cytokine production was significantly higher in Nos2-/- macrophages. 
We repeated these experiments by treating WT macrophages with L-NIL to suppress NO production 
in order to exclude any potential additional defect of cells isolated from Nos2-/- mice. Consistently, 
we observed higher production of pro-IL-1b and CCL2 in the presence of iNOS inhibition (Figure 
4B). As expected, L-NIL had no effects on Nos2-/- macrophages or on WT unactivated macrophages 
(Figure S3). We extended the aforementioned results obtained with intracellular cytokine staining by 
performing multi-analyte cytokine profiling on macrophage supernatants. Reflecting the effect of 
iNOS inhibition during L. major infection, Nos2-/- macrophages exhibited an overall increased 
production of inflammatory cytokines and chemokines, including IL-1a, IL-1b, IL-6, CXCL10, 
CCL2, CCL3 (Figure 4C). These results suggest that NO acts on macrophages to limit cytokine and 
chemokine production both in vitro and in vivo. 
 
NO blockade of mitochondrial respiration restricts ATP:ADP ratio and macrophage activity  
Given the broad suppression of cytokine production by NO, we asked whether this effect could 
originate from a change in cellular metabolism (Biswas and Mantovani, 2012; Everts et al., 2012; Lu 
et al., 2015; Na et al., 2018; Sancho et al., 2017; Thwe and Amiel, 2018; Van den Bossche et al., 
2016; Van den Bossche et al., 2017). Consistent with this idea, we observed that WT macrophages 
engage glycolysis but stop relying on oxidative phosphorylation upon activation as measured by 
decreased basal respiration and ATP synthesis (Figure 5A-B). By contrast, Nos2-/- macrophages used 
both respiration and glycolysis upon activation (Figure 5A-B). Overall, glycolytic activity and 
glucose uptake were not affected by iNOS activity (Figure S4). Similarly, blocking iNOS activity 
with L-NIL in WT macrophages restored their respiratory capacity when activated (Figure 5C). To 
confirm these findings at the single cell level, we used a combination of dyes to measure total 
(MitoTracker GreenFM) and respiring (MitoTracker Red CMXRos) mitochondria by flow cytometry. 
A drop in cell respiration was seen upon activation of WT but not Nos2-/- macrophages (Figure S5A). 
Again, blocking iNOS activity in WT macrophages was sufficient to restore respiration (Figure S5B). 
To test whether these findings pertain to monocyte-derived cells in vivo at the site of L. major 
infection, we sorted monocyte-derived cells from the ears of infected WT mice and subjected them 
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to metabolic flux analysis in the presence or absence of L-NIL. As observed with in vitro 
macrophages, ex vivo-isolated WT monocyte-derived cells displayed a block in respiration that was 
relieved by a short incubation (2h) with L-NIL (Figure 5D). These results demonstrate that NO 
production by macrophages drastically suppresses their respiratory capacity, in both bone marrow-
derived macrophages and monocyte-derived cells at the site of infection.  
To further characterized the impact of NO on cellular metabolism, we relied on PercevalHR, a 
genetically-encoded fluorescent probe for monitoring ATP:ADP ratio hence providing a readout for 
the energetic status of individual cells in real-time (Tantama et al., 2013). Upon NO exposure, we 
observed a drop in ATP:ADP ratio in activated and L-NIL-treated PercevalHR-expressing 
macrophages within less than 10 minutes, as measured by time-resolved flow cytometry (Figure 6A). 
These findings were confirmed by following individual PercevalHR-expressing macrophages using 
live-imaging (Figure 6B). Thus, one important consequence of NO targeting of mitochondrial 
respiration is the rapid and substantial reduction in the cellular ATP:ADP ratio. We next ask whether 
such energetic changes could explain the reduced cytokine production in macrophages exposed to 
NO. We therefore specifically inhibited the ATP synthase using oligomycin (that targets the F0 
subunit of the ATP synthase). We noted that oligomycin treatment induced a drop in ATP:ADP ratio 
similar to that observed with NO (Figure 6C-D). Most importantly, a short term (4 h) inhibition of 
ATP synthase in macrophages was sufficient to reduce cytokine and chemokine production as 
measured by intracellular cytokine staining (Figure 6E) and multi-analyte cytokine profiling (Figure 
6F). Similar results were observed by performing the experiment in hypoxic condition (Figure S6A) 
or by blocking respiration with azide that targets complex IV of the mitochondrial respiratory chain, 
which activity precedes that of the ATP synthase (Figure S6B). Together, our results support the idea 
that NO blockade of mitochondrial respiration rapidly diminishes the cellular energetic resources 
required for optimal cytokine production. To test whether NO also affect the ATP:ADP ratio in vivo 
during infection, we generated chimeric mice by transducing HSCs with PercevalHR and infected 
them with L. major (Figure 6G). Two weeks later, we measured the ATP:ADP ratio in monocyte-
derived cells at the infection site in mice treated or not with L-NIL. We observed that iNOS inhibition 
largely increased cellular ATP:ADP ratio in both P2 and P3 populations (Figure 6H) supporting the 
relevance of our model during inflammation in vivo.  
 
Collective NO production provides a quorum-sensing mechanism to dampen chronic 
inflammation 
We next sought to clarify how NO acts in the infected tissue. NO could act in a cell-autonomous 
manner, suppressing the respiration of individual NO-producing cells or act more broadly by 
diffusing in the tissue. In addition, it was unclear whether NO produced by a single cell has any 
biological activity or whether the collective production by numerous cells is essential to impact on 
cellular metabolism. 
We first addressed these questions in vitro by mixing iNOS competent and deficient macrophages at 
different ratios to generate distinct densities of NO producing cells at a constant total cell number. 
We found that the block of cell respiration in macrophages increased with density of NO-producing 
cells (Figure S5C-E). Most importantly, only a modest block in cell respiration was seen in 
macrophages competent for NO production when these cells were present at low density (10:90 ratio), 
indicating that the effect on cellular metabolism was by large not cell-intrinsic. Conversely, a block 
in respiration was detected in Nos2-/- macrophages provided that they were surrounded by numerous 
iNOS competent cells (50:50 ratio) (Figure S5C-E). Importantly, the same rules applied for cytokine 
and chemokine production (Figure S5F-G). Indeed, pro-IL-1b and CCL2 production was suppressed 
in both WT and Nos2-/- macrophages mixed at 50:50 ratio. At lower ratio (10:90), pro-IL-1b and 
CCL2 production were largely unaffected even in WT macrophages. These results strongly suggest 
that the density of NO-producing cells plays a crucial role to regulate cell activity (Figure S5).  
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To test this hypothesis in vivo, we generated mixed-bone marrow chimeras using various ratios of 
WT (CD45.1) and Nos2-/- (CD45.2) cells for reconstitution (Figure 7A-B) in order to establish 
varying densities of iNOS competent cells at the infection site. The corresponding cellular densities 
were estimated by intravital imaging (Figure S7A-C). Following infection with L. major, we assessed 
the activity of monocyte-derived cells isolated at the site of infection. Our results revealed that the 
amount of pro-IL-1b (Figure 7C, Figure S7D) produced was regulated by the density of iNOS 
competent cells. Moreover, the amounts of cytokine production were identical in WT (CD45.1) and 
Nos2-/- (CD45.2) cells analyzed in the same environment, indicating that NO-mediated effect on 
cytokine production is not cell-intrinsic but instead largely rely on NO diffusion in the tissue. Similar 
results were obtained analyzing TNF-a (Figure 7D, Figure S7D) and CCL3 (Figure 7E, Figure 
S7D) production. Therefore, NO mediates the downregulation of the inflammatory reaction only 
when a sufficient number of NO-producing cells have accumulated at the site of infection. We 
estimated that a density of approximately 5000 iNOS competent cells/mm3 need to be reach to 
substantially inhibit cytokine production (Figure S7D). Furthermore, NO acts at the tissue level 
through diffusion irrespectively of intrinsic iNOS expression.  
In sum, monocyte-derived cells that accumulate at the site of infection produce diffusible NO that 
will progressively inhibit further recruitment and inflammation as cell density increases. Monocyte-
derived cells are therefore endowed with a metabolism-based quorum-sensing mechanism to help 
control and terminate the immune response. 
 
 
  



 

 8 

Discussion 
 
In the present report, we identified a novel mechanism that adjusts the intensity of the inflammatory 
reaction to the local density of monocyte-derived cells. Mechanistically, we have shown that nitric 
oxide decreased cellular respiration, ATP:ADP ratio and cytokine and chemokine production, 
dampening myeloid cell recruitment and overall inflammation. Since NO was found to act only when 
a sufficient number of NO-producing cells have accumulated, these properties define a quorum-
sensing mechanism for the control and termination of inflammatory reactions.  
 
In the context of infection with an intracellular pathogen, we confirmed that the role of NO extends 
beyond its well-known antimicrobial properties by profoundly influencing immune cell activity in 
vivo. Nos2-/- mice have been previously shown to exhibit exacerbated immunopathology in response 
to infection with L. major or M. tuberculosis (Belkaid et al., 2000; Mishra et al., 2017; Mishra et al., 
2013; Wei et al., 1995). Since iNOS deficiency may affect the initiation and development of the 
immune response, we used a short pharmacological inhibition of iNOS to reveal the role of NO 
specifically once the inflammatory reaction is established. Blocking NO production for 3 days was 
sufficient to boost monocyte-derived cell ability to secrete cytokines and chemokines at the single 
cell level and to increase myeloid cell recruitment and accumulation. Such an enhanced recruitment 
of myeloid cells could possibly originate from factors derived from monocytes and/or neutrophils, 
two cell types that that act in concert during inflammation (Dal-Secco et al., 2015; Kreisel et al., 
2010; Lammermann et al., 2013). In addition, NO could influence cell recruitment by modulating 
leukocyte adhesion and extravasation (Banick et al., 1997; Kubes et al., 1991).  In agreement with 
previous studies (Bogdan, 2001; Braverman and Stanley, 2017; Eigler et al., 1995; Giustizieri et al., 
2002; Speyer et al., 2003; Thomassen et al., 1997), these observations were recapitulated on in vitro 
derived-macrophages in the absence of pathogen, suggesting that the observed effects of NO on the 
immune reaction were not simply due to indirect changes in the parasite. NO-mediated suppression 
of cytokine production can result from an alteration of inflammasome assembly (Mishra et al., 2013) 
or a decrease in NF-κB activity (Braverman and Stanley, 2017; Matthews et al., 1996). Notably, in 
our model, NO appeared to decrease cytokine and chemokine production very broadly, affecting most 
type-1, type-2 and suppressive cytokines tested.  
 
The wide range of cytokines and chemokines downregulated by NO prompted us to investigate a 
global effect on cellular metabolism. NO has the ability to block the respiratory chain (Brown, 1999, 
2001; Clementi et al., 1998) and iNOS induction has been shown to block respiration in dendritic 
cells and macrophages cultured in vitro (Van den Bossche et al., 2016) or in inflammatory dendritic 
cells stimulated ex vivo (Everts et al., 2012). To extend these findings, we sought to determine 
whether blockade of respiration by NO could be observed in an ongoing immune response. By 
directly analyzing the metabolism of sorted monocyte-derived cells from the site of L. major 
infection, we showed that these cells exhibited a profound block in cell respiration that could be 
reversed by a short inhibition of iNOS. Using a genetically-encoded reporter for ATP:ADP ratio 
(PercevalHR), we noted that NO decreased the cellular energetic yield both in vitro and in vivo. These 
observations establish the physiological relevance of NO-mediated alteration of cell metabolism in 
the context of a chronic inflammation with an intracellular pathogen. Importantly, we provide 
evidence that respiration blockade and decrease in ATP production are by themselves sufficient to 
limit cytokine and chemokine production suggesting a causal link between NO-mediated respiration 
blockade and dampening of monocyte-derived cell activity. While our data support a role for NO in 
reducing cytokine production by altering respiration and energetic yield, additional mechanisms 
could also contribute to limit inflammation. These include mitochondria-dependent mechanisms such 
as modulation of mitochondrial ROS (Mills et al., 2016)  and/or concentrations of specific metabolites 
(e.g succinate (Mills et al., 2016; Tannahill et al., 2013) and itaconate (Cordes et al., 2016; 
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Lampropoulou et al., 2016; Michelucci et al., 2013)) but also mitochondria-independent mechanisms 
such as modulation of NADPH oxidase-derived ROS (Bagaitkar et al., 2015; Harbort et al., 2015; 
Meissner et al., 2008; Morgenstern et al., 1997; Warnatsch et al., 2017) and/or alteration of the NF-
κB pathway (Braverman and Stanley, 2017; Matthews et al., 1996). Collectively, results from this 
work and from other studies (Amiel et al., 2014; Everts et al., 2012; Van den Bossche et al., 2016) 
highlight the diverse effects of respiration blockade by NO on monocyte-derived cell biology, 
including alteration of survival capacity, plasticity and inflammatory activity.  
 
One key result of our study is that the impact of NO on monocyte-derived cell metabolism is not a 
cell-autonomous mechanism requiring intrinsic iNOS expression. Instead, it is the number of NO-
producing cells in the microenvironment that determines the respiratory capacity of monocyte-
derived cells at the tissue level, affecting similarly NO-producing and non-producing cells, most 
likely through diffusion. In other contexts, cytokine may similarly act both on producing and non-
producing cells to coordinate heterogeneous populations in a given environment (Shalek et al., 2014). 
We have previously observed such a dependency on collective NO production and NO diffusion to 
mediate antimicrobial activity (Olekhnovitch et al., 2014). In vitro experiments have delineated the 
various impact of iNOS induction on macrophages and dendritic cells (Everts et al., 2012; Lu et al., 
2015; Van den Bossche et al., 2016). Our results suggest that it is important to consider that these 
effects are not necessarily cell-autonomous and can vary drastically in vivo based on the density of 
iNOS-expressing cells in the microenvironment. In this respect, we estimated that the suppressive 
effects of NO were substantial when the density of monocyte-derived cells reached 5000 cells/mm3 
in the skin. 
 
Quorum-sensing mechanisms allow bacteria to sense and react to the density of their population, with 
the help of a diffusible mediator termed auto-inducer (Miller and Bassler, 2001). Similar mechanisms 
may exist in the immune system at homeostasis or during immune responses. For example, IgG 
secreted by activated B cells has been shown to regulate B cell homeostasis (Montaudouin et al., 
2013). Here, we show that monocyte-derived cells can modify their activity and recruitment by 
sensing their density through the release of the diffusible molecule NO. We therefore propose that 
quorum-sensing is integral to the inflammatory reaction, allowing to temporally control immune cell 
numbers and activity for optimal immune responses with limited immunopathology. 
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Figure legends 
 
Figure 1. NO dampens the inflammatory reaction at the site of L. major infection. 
(A) Experimental set-up. WT mice were infected with DsRed-expressing L. major and treated 14 
days later with the specific iNOS inhibitor L-NIL. Inflammatory reaction in infected ears was 
characterized 3 days later. (B) Top. Flow cytometry contour plots showing the gating strategy used 
to analyze mononuclear phagocytes (P1, P2 and P3) from extracted ear cells. Bottom. Absolute cell 
numbers of myeloid cells, neutrophils and mononuclear phagocytes in infected ears from untreated 
(blue circles) or L-NIL-treated (orange circles) WT mice as assessed by flow cytometry. A third of 
the ear cell preparation was used flow cytometric analysis and 200000 cells were acquired. 
Representative of 6 independent experiments. (C) Left. Representative images of two-photon 
intravital imaging performed on infected ears from untreated or L-NIL-treated Lyz2+/EGFP mice, 
showing DsRed-expressing L. major and myeloid cells (GFP+). Scale bar: 50 µm. Right. 
Quantification of GFP fluorescence in infected ears from untreated or L-NIL-treated mice. Results 
are representative of 2 independent experiments. (D) Cytokines (IL-1a, IL-1b, TNF-a, IL-6, IL-12 
(p40 and p70), IL-4, IL-5 and IL-10) and chemokines (CXCL10, CXCL1, CCL2 and CCL3) 
quantification in ear lysates from untreated (blue bars) or L-NIL-treated (orange bars) mice as 
assessed by multiplex assay. Ears from age and sex-matched uninfected mice were analyzed to assess 
cytokine basal concentrations. Results are representative of 3 independent experiments. Data are 
represented as mean ± SD. 
 
Figure 2. NO impacts immune cell recruitment at the site of L. major infection 
(A) Experimental set up. WT mice were infected with DsRed-expressing L. major and treated 14 days 
later with the specific iNOS inhibitor L-NIL. Cell recruitment was assessed 3 days later by 
transferring i.v. fluorescently-labeled bone marrow cells. (B) Left. Representative images of two-
photon intravital imaging performed on infected ears from untreated or L-NIL-treated mice, showing 
DsRed-expressing L. major (red), Evans blue-labeled vessels (magenta) and GFP+ extravasated cells 
(green). Scale bar: 100 µm. Right. The absolute numbers of extravasated cells in the imaging field 
were measured for untreated (blue bar) or L-NIL-treated (orange bar) mice. Representative of 2 
independent experiments. (C) Percentages and absolute cell numbers of total GFP+ cells and GFP+ 
neutrophils in infected ears from untreated (blue circles) and L-NIL-treated (orange circles) mice as 
assessed by flow cytometry. (D) Top. Contour plot and quantification of infection among recruited 
GFP+ cells in untreated mice. Bottom. Pie chart showing the cellular composition of infected cells 
among the recruited GFP+ cells. Results are representative of 6 independent experiments. Data are 
represented as mean ± SD. 
 
Figure 3. NO restricts monocyte-derived cells function in vivo at the single cell level.  
(A) Experimental set-up. WT mice were infected with DsRed-expressing L. major and treated 14 
days later with the specific iNOS inhibitor L-NIL. Monocyte-derived cell activity (P2 and P3 gates) 
was assessed 3 days later by intracellular cytokine staining on isolated ear cells. (B) Contours plots 
showing TNF-a staining in monocyte-derived cells from untreated or L-NIL-treated mice. 
Percentages and gMFI (in brackets) of producing cells are shown in respective plots. (C) Percentages 
(bars) and gMFI (scatter dot plots) of TNF-a-, pro-IL-1b- or CCL3-producing monocytes-derived 
cells (P2 and P3 gates) from untreated (blue) and L-NIL-treated (orange) mice as assessed by flow 
cytometry. Results are representative of 2 independent experiments with 6 ears analyzed per group 
and per experiment. Data are represented as mean ± SD. See also Figure S1 and S2. 
 
Figure 4. NO broadly restricts bone-marrow derived macrophage functions in vitro.  
WT or Nos2-/- BMDMs were activated 24 h with LPS+IFN-g or left unactivated. (A) Percentages and 
gMFI of pro-IL-1b (left) and CCL2 (right) producing WT (blue bars) or Nos2-/- (orange bars) cells as 
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assessed using intracellular cytokine staining. Representative of 4 independent experiments. (B) 
Percentages and gMFI of pro-IL-1b- (left) and CCL2- (right) producing BMDMs cultured in the 
absence (blue bars) or presence (orange bars) of L-NIL. (C) Cytokines (IL-1a, IL-1b, IL-6) and 
chemokines (CXCL10, CCL2 and CCL3) quantification in WT or Nos2-/- BMDM supernatants as 
assessed by multiplex assay. Results are representative of 2 independent experiments with 6 replicates 
per conditions and per experiment. Data are represented as mean ± SD. See also Figure S3 and S5. 
 
Figure 5. NO dampens mitochondrial respiration in vitro and in vivo.  
(A,B) WT or Nos2-/- BMDMs were activated 24 h with LPS+IFN-g or left unactivated before 
extracellular flux analysis. (A) Oxygen consumption rate (OCR) measured during sequential 
treatments with oligomycin, FCCP and rot/antA on WT and Nos2-/- BMDMs. (B) Quantification of 
ATP synthesis and basal respiration based on OCR variations for WT (blue bars) and Nos2-/- (orange 
bars) BMDMs. Basal OCR and ECAR are graphed for the indicated populations to represent their 
metabolic phenotypes. Representative of 3 independent experiments. (C) Left. OCR was measured 
on untreated or L-NIL-treated WT activated BMDMs. Right. Quantification of ATP synthesis and 
basal respiration based on OCR variations for untreated (blue bars) or L-NIL-treated WT (orange 
bars) activated BMDMs. (D) Left. OCR was measured on monocyte-derived cells isolated from 
infected ears. Cells were left untreated or treated with L-NIL for 2 h ex vivo. Right. Quantification of 
basal respiration, maximal respiration and spare respiratory capacity (SRC) based on OCR variations 
for untreated (blue bars) or L-NIL-treated (orange bars) cells. Results were evaluated using a two-
tailed unpaired Student’s t-test with Welch’s correction. Results are representative of six mice 
analyzed in 2 independent experiments. Data are represented as mean ± SD. See also Figure S4 and 
S5 
 
Figure 6. NO alters ATP:ADP ratio in vitro and in vivo, restricting macrophage activity.  
(A-D) Single-cell measurement of ATP:ADP ratio in BMDMs. PercevalHR-expressing BMDMs 
were activated 24 h with LPS+IFN-g in the presence of L-NIL. (A) ATP:ADP ratio was measured in 
BMDMs immediately following incubation with the NO donor SNAP (100 µM) (or DMSO as a 
control) by time-resolved flow cytometry. Normalized cellular ATP:ADP ratio was calculated using 
PercevalHR fluorescence measured at llow = 405 nm and lhigh = 488 nm excitation wavelengths (see 
Experimental procedure). The graph shows the geometric mean for the normalized ATP:ADP ratio 
as a function of the acquisition time. (B) Live-imaging of ATP:ADP ratio in BMDMs exposed to 
SNAP (100 µM) using two-photon excitation (llow = 830 nm and lhigh = 1040 nm). Quantification 
for multiple cells (left) and representative time-lapse images (right) are shown. (C) ATP:ADP ratio 
was measured in BMDMs immediately following incubation with the ATP synthase inhibitor 
oligomycin (1 µM) (or DMSO as a control) by time-resolved flow cytometry. (D) Live-imaging of 
ATP:ADP ratio in BMDMs exposed to oligomycin (1 µM). Results are representative of three 
independent experiments. (E-F) BMDMs were activated 24 h with LPS+IFN-g in the presence or in 
the absence of L-NIL or left untreated. When indicated BMDMs were incubated with various 
concentration of oligomycin for the last 4 h of the culture. (E) Percentages of cytokine-producing 
cells were assessed by intracellular cytokine staining for pro-IL-1b, CCL2 and CCL3. Representative 
of 3 independent experiments. (F) Cytokines and chemokines in BMDM supernatants cultured in the 
presence or absence of oligomycin were measured by multiplex assay. Medium was changed in all 
samples at the time of oligomycin addition. (G-H) NO decreases ATP:ADP ratio in monocyte-
derived cells in vivo. (G) Experimental set-up. Chimeric mice reconstituted with PercevalHR HSCs 
were infected with L. major. Two weeks later, some mice were treated with L-NIL for 3 consecutive 
days. Monocyte-derived cells recovered at the site of infection were analyzed for ATP:ADP ratio 
(based on PercevalHR fluorescences) by flow cytometry. (H) Representative histograms (left) and 
bar plot (right) of the ATP:ADP ratio in P2 and P3 populations recovered from infected mice with or 
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without iNOS inhibition. Results were evaluated using a two-tailed unpaired Student’s t-test with 
Welch’s correction. Data are represented as mean ± SD. See also Figure S6. 
 
Figure 7. Collective NO production provides a quorum-sensing mechanism to dampen 
inflammation.  
 (A) Experimental set-up. CD45.1 WT recipient mice were lethally irradiated and reconstituted with 
CD45.1 WT and CD45.2 Nos2-/- bone marrow cells, mixed at different ratios. Chimeras were infected 
6 weeks later with DsRed-expressing L. major. Monocyte-derived cells activity was assessed 17 days 
later by intracellular cytokine staining on extracted ear cells. (B) Cellular composition in the ear of 
infected mixed-bone marrow chimeras. (C-E) Percentages (top) and gMFI (bottom) of pro-IL-1b- 
(C), TNF-a- (D) and CCL3- (E) producing Ly6C+ MHC-II+ monocyte-derived cells (P2 gate) among 
the overall population (100:0 (blue bars), 0:100 (orange bars), mixed chimeras (black bars)) as 
assessed by intracellular cytokine staining. The inset shows the analysis of WT (CD45.1) and Nos2-

/- (CD45.2) cells in the same chimeric mice prepared at the indicated WT:Nos2-/- ratio. Representative 
of 7 mice per group in 2 independent experiments. Data are represented as mean ± SD. See also 
Figure S7. 
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STAR Methods Text 
 
Contact for reagent and resource sharing 
 
Further information and requests for resources and reagents should be directed to and will be fulfilled 
by the Lead Contact, Philippe Bousso (philippe.bousso@pasteur.fr)  
 
Experimental model and subject details 
 
Mice 
C57BL/6J mice were obtained from Charles River France. C57BL/6J-Ptprc[a] (CD45.1), C57BL/6J-
Tg(UBC-GFP)30Scha/J (Ubi-GFP), C57BL/6J-Lyz2tm1.1Graf[EGFP] (Lyz2+/EGFP), C57BL/6-Tg(Csf1r-
EGFP-NGFR/FKBP1A/TNFRSF6)2Bck/J (MaFIA) and B6.129P2-Nos2tm1Lau/J (Nos2-/-) 
transgenic mice were bred in our animal facility. All mice were housed under SPF conditions, sex-
matched and aged between 6 and 10 weeks for each experiment. All procedures were performed in 
agreement with the Institut Pasteur institutional guidelines for animal care. Experimental protocols 
were approved by the Animal Ethics Committee #1 of the Comité Régional d’Éthique pour 
l’Expérimentation Animale (CREEA), Ile-de-France (MESR N° 01264). 
 
Parasites 
DsRed-expressing Leishmania major parasites were grown at 26°C for a maximum of 5 passages in 
M119 medium supplemented with 10% heat-inactivated fetal bovine serum, 0.1 mM adenine, 1 
µg/mL biotin, 5 µg/mL hemin and 2 µg/mL biopterin.  
 
Bone marrow-derived macrophages (BMDMs) 
Femurs and tibias were isolated from adult WT or Nos2-/- mice, sterilized in 70% ethanol and flushed 
with PBS. Single cell suspensions were prepared by filtering the marrow through a 30 µm cell 
strainer. 20×106 BMC were cultured in 150 mm non-treated Petri dishes for 7 days, 37°C, 5% CO2, 
in 30 mL RPMI medium 1640 - GlutaMAXTM supplemented with 10% heat-inactivated fetal bovine 
serum, 100 U/mL penicillin, 100 ng/mL streptomycin, 1 mM sodium pyruvate, 1 mM HEPES and 5 
mM 2-mercaptoethanol (complete RPMI) and 20% L929-cell conditioned supernatant. 30 mL of 
fresh medium was added 3 days after plating.  
 
Method details 
 
Infection, inflammation model and L-NIL treatment 
For infection, stationary-phase promastigotes were resuspended at 108 parasites/mL in PBS and 5 µL 
were injected intradermally into the ear dermis. To induce a non-infectious inflammatory reaction, 
incomplete Freund’s adjuvant was emulsified with an equal volume of saline and 10 µL were injected 
intradermally into the ear dermis. To inhibit iNOS activity, L-NIL was freshly prepared at 2 mg/mL 
in PBS and mice were injected with 100 µL i.p. once a day for 3 days, starting 14 days post infection 
or 4 days post challenge. Age and sex-matched controls were infected or challenged at the same time 
and did not received L-NIL injection. 
 
Extraction of ear cells 
Ears harvested from euthanized mice were separated into dorsal and ventral sheets using tissue 
forceps before being digested for 45 min, 37°C, 700 rpm, in RPMI medium 1640 supplemented with 
100 U/mL penicillin, 100 ng/mL streptomycin, 0.5 mg/mL liberase TL and 50 ng/mL DNase. Single 
cell suspensions in PBS were prepared by crushing digested ears into a 70 µm cell strainer. After a 
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washing step in PBS and filtration, cells were analyzed by flow cytometry or subjected to extracellular 
flux analysis.  
 
Adoptive transfer 
Bone marrow cells were harvested from Ubi-GFP mice and filtered through a 30 µm cell strainer to 
generate a single cell suspension. 6×107 cells were injected i.v. per mice after anaesthesia.  
 
Flow cytometry 
In vitro generated BMDMs were washed with cold PBS and incubated for 10 min, 4°C, in 3 mL of 
Cell Dissociation Buffer to detach the cells. BMDMs were recovered by adding 10 mL of cold PBS 
and washed before seeding at 106 cells/well (6-well non-treated plates) in 2 mL complete RPMI 
supplemented with 20% L929-cell conditioned supernatant. To vary the density of iNOS competent 
cells in the culture, we mixed WT and Nos2-/- BMDMs at various ratios, keeping the total cell number 
constant to avoid confounding effects of varying cytokine and/or nutrients concentrations. The day 
after seeding, medium was removed and replaced with 2 mL of fresh complete RPMI supplemented 
with 1 µg/mL LPS + 50 ng/mL IFN-γ for activation. When needed, treatment with 20 µg/mL L-NIL 
was performed at the time of activation. Treatment with oligomycin or azide was performed 20 h post 
activation at the indicated doses. To monitor glucose uptake, 20 µM 2-deoxy-2-[(7-nitro-2,1,3-
benzoxadiazol-4-yl)amino]-D-glucose (2-NBDG) was incubated with cells during 1 h. 24 h post 
activation, BMDMs were washed with cold PBS and incubated for 10 min, 4°C, in 300 µL Cell 
Dissociation Buffer to detach the cells. BMDMs were harvested by adding 1 mL of cold PBS to each 
well. Cells were stained with Zombie Violet fixable dye diluted at 1:200 in PBS supplemented with 
2% FBS and 5 mM EDTA (FACS buffer) for 15 min, 4°C, to assess cell viability. BMDMs were 
stained for 15 min, 4°C, in FACS buffer supplemented with 10 µg/mL anti-mouse CD16/32 (Fc-
block) using a combination of fluorescently-labeled monoclonal antibodies among: PerCP-Cy5.5 
anti-CD11b, APC-eFluorâ 780 anti-MHC II (I-A/I-E). For intracellular staining, prior harvesting the 
cells, BD GolgiPlug diluted at 1:1000 was added to every well without volume variation, 20 h post 
activation. Cells were harvested and stained as described above. BMDMs were fixed for 30 min, 4°C, 
using formaldehyde solution diluted at 2% in PBS. Cells were permeabilized using PermWash buffer 
following manufacturer’s instructions and stained for 45 min, 4°C, using a combination of 
fluorescently-labeled monoclonal antibodies among: PE anti-mouse CCL2, PE anti-mouse CCL3, 
APC anti-mouse IL-1β Pro-form.  
 
For ex vivo analyses, extracted ear cells were stained with Zombie Violet fixable dye diluted at 1:200 
or LIVE/DEAD blue fixable dye diluted at 1:500 in FACS buffer for 15 min, 4°C, to assess cell 
viability. Cells were then fixed for 30 min, 4°C, using formaldehyde solution diluted to 2% in PBS. 
Surface staining of cells was performed for 15 min, 4°C, in FACS buffer supplemented with 10 
µg/mL anti-mouse CD16/32 (Fc-block) using a combination of fluorescently-labeled monoclonal 
antibodies among: BUV395 anti-CD45, BV421 anti-MHC II (I-A/I-E), BV510 anti-Gr-1, BV510 
anti-Ly-6G, BV605 anti-Ly-6C, PerCP-Cy5.5 anti-CD11b, PE-Cy7 anti-CD45.1, APC anti-CD11c, 
APC-eFluorâ 780 anti-CD45.2, APC-eFluorâ 780 anti-MHC II (I-A/I-E). For intracellular staining, 
extracted cells were plated in 48-well plates in 1 mL complete RPMI supplemented with BD 
GolgiPlug (diluted at 1:1000) for 4 h, 37°C. iNOS inhibition was maintained adding 20 µg/mL L-
NIL to dedicated wells. Cells were harvested by flushing all wells and submitted to staining as 
described above. After surface staining, cells were permeabilized using PermWash buffer following 
manufacturer’s instructions and stained 45 min, 4°C, using a combination of fluorescently-labeled 
monoclonal antibodies among: Alexa Fluorâ 488 anti-mouse TNF-α, eFluorâ 660 anti-CCL3, APC 
anti-mouse IL-1β Pro-form. Samples were analyzed using a BD CantoII or a BD Fortessa flow 
cytometer equipped with FACSDiva software (BD Bioscience) or a CytoFLEX LX flow cytometer 
equipped with CytExpert software (Beckman Coulter).  
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For analysis of PercevalHR-expressing cells, two fluorescence signals were acquired. Flow was 
collected by exciting PercevalHR with a violet laser (llow = 405 nm) and filtering the signal through 
a 525/40 filter. Fhigh was collected by exciting PercevalHR with a blue laser (lhigh = 488 nm) and 
filtering the signal through a 510/20+OD1 filter. Cellular ATP:ADP ratio was determined by 
calculating Fhigh:Flow ratio for each acquired cell. For time-resolved (kinetic) flow cytometry, 
ATP:ADP ratio was normalized to the first value acquired (t0). Data analysis was performed using 
FlowJo 10.2 software. 
 
MitoTracker staining 
After activation, cells were loaded with MitoTrackerâ dyes using 40 nM MitoTrackerâ GreenFM 
and 50 nM MitoTrackerâ Red CMXRos during 30 min, 37°C, 5% CO2. Cells were washed with cold 
PBS before flow cytometry analysis. 
 
Hypoxic culture 
Hypoxic cultures were conducted using PetakaG3 FLAT hypoxic devices (balancing the partial 
pressure of dissolved oxygen in the media at 25 mmHg). 15×106 BMDMs were loaded into each 
chamber in 20 mL complete RPMI supplemented with 20% L929-cell conditioned medium and 
cultivated horizontally overnight to allow cell seeding. The day after, medium was replaced for 
activation. Cell treatments and flow cytometry were performed as described earlier.   
 
Extracellular flux analysis 
BMDMs were analyzed using an XFe96 Extracellular Flux Analyzer (Seahorse Bioscience). BMDMs 
were plated in XFe96 cell culture microplates (105 cells/well in 200 µL final) and either left untreated 
or activated with 1 µg/mL LPS + 50 ng/mL IFN-γ, 37°C, 5% CO2. 24 h post activation, cells were 
washed with XF Base medium supplemented with 10 mM glucose, 2 mM glutamine and 1 mM 
sodium pyruvate (MitoStress XF running buffer, pH adjusted to 7.4) or supplemented with 2 mM 
glutamine (GlycoStress XF running buffer, pH adjusted to 7.4), and 175 µL of appropriate XF running 
buffer was added as final volume. BMDMs were stored 1 h at 37°C in a non-CO2 incubator before 
starting the analysis. Following manufacturer’s instruction, OCR and ECAR were measured in 
response to 1 µM oligomycin, 1.5 µM Carbonyl cyanide-4-(trifluoromethoxy)phenylhydrazone 
(FCCP) and 0.5 µM rotenone and antimycin A (MitoStress Test Kit) or in response to 10 mM glucose, 
1 µM oligomycin and 50 mM 2-deoxy-glucose (2-DG) (GlycoStress Test Kit).  
For ex vivo isolation of mononuclear phagocytes from infected ears, we relied on the expression of 
the CD11c marker on both P2 and P3 populations (Olekhnovitch et al., 2014). CD11c+ cells were 
isolated from infected ears using positive selection on MACS columns. The isolated population 
contained at least 90% of CD11b+MHC-II+ monocyte-derived cells. Cells were washed and plated at 
105 cells/well in 175 µL of MitoStress XF running buffer and treated with 20 µg/mL L-NIL or left 
untreated during 2 h, 37°C, non-CO2 incubator. Following manufacturer’s instruction, OCR and 
ECAR were measured in response to 1 µM oligomycin, 1.5 µM FCCP and 0.5 µM rotenone and 
antimycin A (MitoStress Test Kit).  
Data analysis was performed using Wave software. 
 
Multiplex assay for cytokine and chemokine quantification  
Ears harvested from euthanized mice were separated into dorsal and ventral sheets and snap frozen 
before storage at -80°C until analysis. For tissue lysates preparation, ears were thawed out and 
chopped in 1 mL RIPA buffer on ice. After 20 min incubation, samples were grounded during 2 min 
with a Potter-Elvehjem PTFE pestle into an appropriate glass tube. Lysates were subsequently 
clarified by centrifugation for 15 min at 4°C, 15.000 rcf. Multiplex assay was performed following 
manufacturer’s instructions. Lysates were diluted at 1:2 in assay diluent. Standards were reconstituted 
with RIPA buffer diluted at 1:2 in assay diluent. For analyte capture, the plate was incubated 
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overnight at 4°C under agitation on an orbital shaker. Plate reading was performed using a Bio-Plex 
200 system equipped with Bio-Plex Manager software (Bio-Rad). 
For in vitro analyses, BMDMs were cultivated and activated as indicated during 24 h. Supernatants 
were harvested and cleared by centrifugation before being snap frozen and stored at -80°C until 
analysis. The day of analysis, supernatants were diluted 1:4 in assay diluent and multiplex assay was 
performed as described previously. 
 
PercevalHR probe and virus generation 
The original PercevalHR construct was cloned into a murine stem cell viral (MSCV) vector. HEK 
293 cells were co-transfected with 6 µg pMSCV-PercevalHR and 4 µg pCL-Eco plasmids using 
JetPRIME reagent following manufacturer instructions. Medium was changed 4 h after with complete 
RPMI. 48 h after transfection, retrovirus containing supernatant was harvested from HEK 293 cells, 
0.45 µm-filtered and supplemented with 10 µg/mL polybrene to generate retroviral-conditioned 
medium. 
 
Retroviral transduction of BMDMs 
BMDMs were retrovirally transduced during their differentiation. On day 3, differentiation medium 
was exchanged with 25 mL retroviral-conditioned medium supplemented with 20% L929-cell 
conditioned medium for an overnight incubation. On day 4, retroviral medium was replaced with 
complete RPMI supplemented with 20% L929-cell conditioned supernatant for an additional 3 days. 
Transduction efficiencies of >60% were routinely achieved.  
 
Generation of mixed-bone marrow chimeras 
WT CD45.1 recipient mice were γ-irradiated with a single lethal dose of 9 Gy. Femurs and tibias 
were isolated from adult WT CD45.1 or Nos2-/- CD45.2 mice, sterilized in 70% ethanol and flushed 
with PBS. Single cell suspensions were prepared by filtering the marrow through a 30 µm cell 
strainer. Mice were anaesthetized 2 hours post irradiation and reconstituted with a total of 5×107 bone 
marrow cells (WT, Nos2-/- or a mixture of both) by retro-orbital i.v. injection. Chimeras were infected 
6 to 8 weeks after reconstitution. The same protocol was used to generate mixed-bone marrow 
chimeras using WT and MAFIA cells.  
 
Generation of PercevalHR-expressing fetal liver chimeras 
WT recipient mice were γ-irradiated with a single lethal dose of 9 Gy. Mice were anaesthetized 2 
hours post irradiation and reconstituted with a total of 1×106 PercevalHR-expressing fetal HSCs plus 
5×105 WT bone marrow cells by retro-orbital i.v. injection. For PercevalHR-expressing HSC 
generation, fetal liver of E14.5 embryos were harvested and multipotent HSCs were isolated by 
negative selection on MACS columns using biotin anti-mouse TER-119 antibody. Isolated HSCs 
were cultivated overnight in complete RPMI supplemented with 200 ng/mL rmSCF, 200 ng/mL 
rmFlt3-L and 200 ng/mL rmIL-3 at a density of 1×106 cells/mL. The day after, 1×106 HSCs in 2 mL 
retroviral-conditioned medium were retrovirally transduced by spin infection (800 g, 2 h, 32°C). After 
the spin infection, medium was replaced with complete RPMI supplemented with the same cytokine 
cocktail for an overnight incubation before injection into irradiated recipients. Chimeras were 
infected 8 weeks after reconstitution.  
 
Intravital imaging 
Mice were anaesthetized and prepared for intravital two-photon imaging. Each mouse was placed on 
a custom-designed heated stage, one ear was placed onto a metal piece and immobilized with double 
sided tape. The ear was kept moisturized using ophthalmic gel covered by a coverslip. Two-photon 
imaging was performed using a 25X/1.05 NA objective (Olympus) immerged in deionized water and 
installed into a DM6000 upright microscope equipped with a SP5 confocal head (Leica Microsystem) 
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and a Chameleon Ultra Ti::Sapphire Laser (Coherent) tuned at 920 nm. Emitted fluorescence was 
split with dichroic mirrors (Semrock) and filtered with appropriate filters (Semrock) for each channel 
before collection with nondescanned detectors. Typically, images from 15 to 20 z planes spaced by 
5 µm were collected every 2 minutes for up to 3 hours. For in vitro analysis of PercevalHR-expressing 
BMDMs, two-photon imaging was performed using a 25X/1.05 NA objective (Olympus) installed 
into a FVMPE-RS upright microscope (Olympus) equipped with an Insight deep see dual laser 
(Spectra physics) and a resonant scanner. PercevalHR excitation was achieved using llow = 830 nm 
and lhigh = 1040 nm. Emitted fluorescence, collected sequentially for each l, was split with dichroic 
mirrors (Semrock) and filtered with a 520/35 filter (PercevalHR signal) and a 483/32 filter 
(background) before collection with GaAsP detectors. Images in a single plan were collected every 
15 s for 5 to 10 min. Data collected were analyzed and processed using Fiji (ImageJ) and Imaris 
software.     
 
Quantification and statistical analysis 
 
Data are reported as the mean ± SD, and numbers of experiments are reported in figure legends. For 
in vitro analyses, statistical differences between two groups were evaluated using a two-tailed 
unpaired Student’s t-test with Welch’s correction or using an ordinary one-way ANOVA with post 
hoc Holm-Sidak test for multiple comparison. For in vivo analyses, unless indicated otherwise, 
statistical differences between two groups were evaluated using a Mann-Whitney U test. Correlation 
between the density of iNOS competent cell and cellular respiration and cytokine production was 
further analyzed in vitro and in vivo by exponential one-phase decay regression.  Significance was 
defined by a p-value<0.05. All statistical tests were performed using GraphPad Prism 6.0a software. 
p-values were reported as stars: * p<0.05; ** p<0.01; *** p<0.005  
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Key Resources Table 
 
REAGENT or RESOURCE SOURCE IDENTIFIER 

Antibodies 

Purified anti-mouse CD16/32 (Fc-block) (clone: 93) BioLegend Cat#101302; RRID: AB_312801 

Biotin anti-mouse TER-119/Erythroid cells (clone: TER-

119) 

BioLegend Cat#116203; RRID: AB_313705 

BUV395 anti-mouse CD45 (clone: 30-F11) BD Biosciences Cat#564279; RRID: AB_2651134 

BV421 anti-mouse MHC II (I-A/I-E) (clone: M5/114.15.2) BioLegend Cat#107632; RRID: AB_2650896 

BV510 anti-mouse Ly-6G/Ly-6C (Gr-1) (clone: RB6-8C5) BioLegend Cat#108438; RRID: AB_2562215 

BV510 anti-mouse Ly-6G (clone: 1A8) BioLegend Cat#127633; RRID: AB_2562937 

BV605 anti-mouse Ly-6C (clone: HK1.4) BioLegend Cat#128036; RRID: AB_2562353 

Alexa Fluor 488 anti-mouse TNF-a (clone: MP6-XT12) BioLegend Cat#506313; RRID: AB_493328 

Alexa Fluor 488 anti-mouse Ly-6G (clone: 1A8) BioLegend Cat#127626; RRID: AB_2561340 

PE anti-mouse/rat/human MCP-1 (clone: 2H5) BioLegend Cat#505904; RRID: AB_315410 

PerCP/Cy5.5 anti-mouse/human CD11b (clone: M1/70) BioLegend Cat#101228; RRID: AB_893232 

PE anti-mouse CCL3 (MIP-1alpha) (clone: DNT3CC) Invitrogen Cat#12-7532-80; RRID: AB_2572661 

PE/Cy7 anti-mouse CD45.1 (clone: A20) BioLegend Cat#110730; RRID: AB_1134168 

eFluor 660 anti-mouse CCL3 (MIP-1 alpha) (clone: 

DNT3CC) 

eBioscience Cat#50-7532-82; RRID: AB_2574295 

APC anti-mouse CD11c (clone: N418) BioLegend Cat#117310; RRID: AB_313779 

APC anti-mouse IL-1b Pro-form (clone: NJTEN3) eBioscience Cat#17-7114-80; RRID: 

AB_10670739 

APC-eFluor 780 anti-mouse CD45.2 (clone: 104) eBioscience Cat#47-0454-82; RRID: AB_1272175 

APC-eFluor 780 anti-mouse MHC II (I-A/I-E) (clone: 

M5/114.15.2) 

eBioscience Cat#47-5321-82; RRID: AB_1548783 

Alexa Fluor 488 Rat IgG1, kappa isotype ctrl (clone: 

RTK2071) 

BioLegend Cat#400417; RRID: AB_389319 

PE Armenian Hamster IgG isotype ctrl (clone: HTK888) Biolegend Cat#400908; RRID: AB_326593 

PE Rat IgG2a, kappa isotype ctrl (clone: RTK2758) Biolegend Cat#400508; RRID: AB_326529 

APC Rat IgG1 isotype ctrl (clone: eBRG1) eBioscience Cat#17-4310-82; RRID: AB_470178 

Biological Samples 

Leishmania major, strain: LRC-L137 V121, DsRed-
expressing parasites 

Misslitz et al. (2000); 
Sörensen et al. (2003) 

N/A 

Chemicals, peptides, or recombinant proteins 

Lipopolysaccharide from Escherichia coli O26:B6 Sigma-Aldrich Cat#L2654; CAS ID: 93572-42-0 

Mouse IFN gamma Recombinant Protein Carrier-Free eBisocience Cat#34-8311-85; CAS ID: 98059-61-1 

L-NIL (hydrochloride) Cayman Chemical Cat#80310; CAS ID: 159190-45-1 

Oligomycin A Cayman Chemical Cat#11342; CAS ID: 579-13-5 

SNAP Cayman Chemical Cat#82250; CAS ID: 67776-06-1 

Oligomycin A Cayman Chemical Cat#11342; CAS ID: 579-13-5 

MitoTracker Green FM Molecular Probes Cat#M7514; CAS ID: 201860-17-5 

Sodium azide 10% solution Interchim Uptima Cat#NJK63A; CAS ID: 26628-22-8 

MitoTracker Red CMXRos Molecular Probes Cat#M7512 

Liberase TL Research Grade 10 mg Sigma-Aldrich (Roche) Cat#05401020001 

BD GolgiPlug (Protein Transport Inhibitor) BD Biosciences Cat#555029 

2-NBDG Sigma-Aldrich Cat#72987; CAS ID: 186689-07-6 

Cell Dissociation Buffer, enzyme-free, PBS Gibco Cat#13151014 

Perm/Wash Buffer BD Biosciences Cat#554723 

RIPA buffer Sigma-Aldrich Cat#R0278 

cOmpleteTM Protease Inhibitor Cocktail Sigma-Aldrich Cat#11697498001 

XF Base Medium Minimal DMEM Seahorse Bioscience Cat#102353-100 

Recombinant Murine SCF Peprotech Cat#250-03 
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Recombinant Murine Flt3-ligand Peprotech Cat#250-31L 

Recombinant Murine IL-3 Peprotech Cat#213-13 

Polybrene Transfection Reagent Merck Millipore Cat#TR-1003-G 

Freund’s Adjuvant, Incomplete Sigma-Aldrich Cat#F5506 

Critical Commercial Assays 

AccuCheck Counting Beads Invitrogen Cat#PCB100 

Cytokine 20-plex Mouse Panel Invitrogen Cat#LMC0006M 

LIVE/DEAD Fixable Blue Dead Cell Stain Kit Invitrogen Cat#L23105 

jetPRIME Polyplus-transfection Cat#114-07 

Zombie VioletFM Fixable Viability Kit BioLegend Cat#423114 

CD11c MicroBeads UltraPure, mouse Miltenyi Biotec Cat#130-108-338 

Seahorse XF96e FluxPak mini Seahorse Bioscience Cat#102601-100 

Seahorse XF Cell Mito Stress Test Kit Seahorse Bioscience Cat#103015-100 

Seahorse XF Glycolysis Stress Test Kit Seahorse Bioscience Cat#103020-100 

Experimental Models: Cell Lines 

HEK 293 cells N/A N/A 

Experimental Models: Cell strains 

Mouse: C57BL/6J Charles River France JAX:000664 

Mouse: C57BL/6J-Ptprc[a] Komuro et al. (1975) N/A; MGI ID: 4819849 

Mouse: C57BL/6J-Tg(UBC-GFP)30Scha/J Schaefer et al. (2001) N/A; MGI ID: 3057178 

Mouse: C57BL/6J-Lyz2tm1.1Graf[EGFP] Faust et al. (2000) N/A; MGI ID: 2654931 

Mouse: C57BL/6-Tg(Csf1r-EGFP-

NGFR/FKBP1A/TNFRSF6)2Bck/J 

Burnett et al. (2004) N/A; MGI ID: 3051865 

Mouse: B6.129P2-Nos2tm1Lau/J Laubach et al. (1995) N/A; MGI ID: 1857228 

Recombinant DNA 

GW1-PercevalHR plasmid (from Gary Yellen) Tantama et al. (2013) Addgene plasmid #49082 

pCL-Eco N/A N/A 

pMSCV N/A N/A 

Software and Algorithms 

FlowJo 10.2 Tree Star https://www.flowjo.com/ 

Fiji (Image J) Schindelin et al. 
(2012) 

https://fiji.sc/ 

Imaris Bitplane https://www.bitplane.com/ 

GraphPad Prism 6.0a GraphPad Software https://www.graphpad.com/ 

Wave Desktop Agilent Technologies https://www.agilent.com/ 

Zotero Zotero https://www.zotero.org/ 

Other 

PetakaG3 FLAT Celartia Cat#FLPTK25 (Tebu-bio) 
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Supplemental information 
 

 

 
Figure S1. The suppression of cytokine production by NO is also observed in infected monocyte-
derived cells. Related to Figure 3 
 
WT mice were infected with DsRed-expressing L. major and treated 14 days later with the specific iNOS 
inhibitor L-NIL. The activity of infected (DsRed+) monocyte-derived cells was assessed 3 days later by 
intracellular cytokine staining on isolated ear cells. Percentages (bars) and gMFI (scatter dot plots) of TNF-
α-, pro-IL-1β- or CCL3-producing monocytes-derived cells in P2 (A) or P3 (B) gates. (C-D) Effect of iNOS 
inhibition on monocyte-derived cells infection. WT mice were infected with DsRed-expressing L. major 
and treated 14 days later with the specific iNOS inhibitor L-NIL. Three days later, the percentage of infected 
monocyte-derived cells in the P2 (C) and P3 (D) populations was measured by flow cytometry. Numbers 
indicate the percentage of DsRed+ cells. Plots shows the percentage of infected cells in individual ears. Data 
are represented as mean ± SD. 
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Figure S2. NO restricts inflammation and monocyte-derived cells function in vivo in a non-infectious 
model of inflammation. Related to Figure 3 
 
(A) Experimental set-up. WT mice were intradermally injected with emulsified incomplete Freund’s 
adjuvant and treated 4 days later with the specific iNOS inhibitor L-NIL. Monocyte-derived cells activity in 
inflamed ears were characterized 3 days later. (B) Flow cytometry contour plots showing the accumulation 
of mononuclear phagocytes (P1, P2 and P3) in the inflamed ear. A third of the ear cell preparation was used 
flow cytometric analysis and >200000 cells were acquired. (C) Left. Contour plots showing iNOS staining 
in monocyte-derived cells isolated from a WT mouse. Right. Percentages of iNOS expressing monocyte-
derived cells in inflamed ear from untreated mice. (D) Representative contour plots showing cytokine 
stainings in monocyte-derived cells. (E) Percentages of TNF-α-, CCL2- or CCL3-producing monocytes-
derived cells (P2 and P3 gates) from untreated and L-NIL-treated mice as assessed by flow cytometry. Data 
are represented as mean ± SEM with 16 ears analyzed for each condition.  
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Figure S3. L-NIL treatment does not affect unactivated BMDMs or activated Nos2-/- BMDMs. Related 
to Figure 4 
 
WT or Nos2-/- BMDMs were activated 24h with LPS+IFN-� or left unactivated in the presence or absence 
of L-NIL. Percentages (A) and gMFI (B) of pro-IL-1β  producing WT or Nos2-/- cells treated with L-NIL or 
left untreated as assessed by intracellular cytokine staining. Data are represented as mean ± SD. 
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Figure S4. iNOS activity in activated BMDMs has no detectable effect on glycolysis and glucose 
uptake. Related to Figure 5 
WT or Nos2-/- BMDMs were activated 24 h with LPS+IFN-� or left unactivated before extracellular flux 
analysis. (A) Extracellular acidification rate (ECAR) measured during sequential treatments with glucose, 
oligomycin and 2-DG on WT and Nos2-/- BMDMs (left and middle panels). Quantification of glycolysis 
based on ECAR variations is shown for on WT and Nos2-/- BMDMs (right panel). (B) WT BMDMs were 
activated 24 h with LPS+IFN-� in the presence or absence of L-NIL and incubated with 2-NBDG for an 
additional hour. Uptake was measured by flow cytometry. Representative histograms (left) and bar plots 
(right) are shown for the indicated conditions. Data are represented as mean ± SD. 
  



 

 35 

 
 
Figure S5. Collective NO production dampens BMDMs respiration and activity in trans. Related to 
Figure 4 and 5 
 
(A-B) WT or Nos2-/- BMDMs were activated 24 h with LPS+IFN-γ or left unactivated and loaded with 
MitoTracker GreenFM (total mitochondria) and MitoTracker CMXRos (respiring mitochondria) to assess 
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mitochondrial activity by flow cytometry. The ratio between MitoTracker CMXRos gMFI and MitoTracker 
GreenFM gMFI was calculated for each condition. Results are shown as fold change for the activated 
compared to the unactivated condition for (A) WT and Nos2-/- cells or (B) untreated or L-NIL-treated WT 
cells. (C) WT or Nos2-/- BMDMs were activated 24 h with LPS+IFN-γ either alone (ratios 100:0 and 0:100) 
or mixed at different ratios (50:50 and 10:90). (D-E) WT (CD45.1) or Nos2-/- (CD45.2) BMDMs were 
activated 24 h with LPS+IFN-γ either alone (ratios 100:0 and 0:100) or mixed at different ratios (50:50 and 
10:90) and loaded with MitoTracker GreenFM and MitoTracker CMXRos. (D) Mitochondrial activity was 
normalized to the value of activated WT (100:0 ratio) for each group and graphed as a function of the density 
of iNOS competent cells in the culture. (E) Bar plots showing the normalized mitochondrial activity for the 
different mixed culture conditions. The inset shows the analysis of WT (CD45.1) and Nos2-/- (CD45.2) cells 
in mixed cultures at the indicated ratio. (F-G) Percentages of cytokine-producing cells were assessed by 
intracellular cytokine staining for pro-IL-1b and CCL2. (F) Percentages of cytokine producing cells were 
graphed as a function of the density of iNOS competent cells in the culture. (G) Bar plots showing the 
percentages of producing cells for pro-IL-1b (top panel) and CCL2 (bottom panel) for the different mixed 
culture conditions. The inset shows the analysis of WT (CD45.1) and Nos2-/- (CD45.2) cells in mixed 
cultures at the indicated ratio. Data are represented as mean ± SD. 
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Figure S6. NO also reduces cytokine production under hypoxic conditions and azide also reduces 
cytokine production in BMDMs. Related to Figure 6 
 
(A) WT BMDMs cultivated under hypoxia (pO2=25mmHg) were activated 24 h with LPS+ IFN-� in the 
presence or absence of L-NIL or left unactivated. When indicated, BMDMs were incubated with oligomycin 

(1 µM) for the last 4 h of culture. Production of CCL2 (top panel) and CCL3 (bottom panel) was assessed 
by intracellular cytokine staining. Numbers indicate the percentage of producing cells for each condition. 

(B) BMDMs were activated 24 h with LPS+IFN-� in the presence or in the absence of L-NIL or left 
untreated. When indicated BMDMs were incubated with various concentration of azide for the last 4 h of 

the culture. Percentages of cytokine-producing cells were assessed by intracellular cytokine staining for pro-

IL-1β, CCL2 and CCL3. Data are represented as mean ± SD. 
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Figure S7. Tissue density of iNOS competent cells at the site of infection regulates cytokine production 
in monocyte-derived cells in mixed bone-marrow chimeras. Related to Figure 7 
 
(A) Experimental set-up. WT recipient mice were lethally irradiated and reconstituted with WT (GFP-) and 
MAFIA (GFP+) bone marrow cells, mixed at different ratios. Chimeras were infected 6 weeks later with 
DsRed-expressing L. major. 17 days later, intravital imaging was performed to visualize GFP+ cells in the 
infected skin. (B) GFP+ cell density (number of GFP+ cells per mm3) was correlated with the percentage of 
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GFP+ cells used to reconstitute chimera recipients. (C) 3D volume reconstruction was used to determine 
GFP+ cell numbers and the corresponding cell densities at the site of infection. (D) CD45.1 WT recipient 
mice were lethally irradiated and reconstituted with CD45.1 WT and CD45.2 Nos2-/- bone marrow cells, 
mixed at different ratios to modulate the tissue density of iNOS competent cells. Chimeras were infected 6 
weeks later with DsRed-expressing L. major. Monocyte-derived cells activity was assessed 17 days later by 
intracellular cytokine staining on extracted ear cells. Percentages (top) and gMFI (bottom) of pro-IL-1b-, 
TNF-a- and CCL3-producing Ly6C+ MHC-II+ monocyte-derived cells (P2 gate) were graphed as a function 
of the estimated density of iNOS competent cells. Data are represented as mean ± SD. 

 

 
 


