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Informatique
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Chapter 1

Introduction

This thesis is about different aspects of effective algorithms that exploit structure and sparsity to solve
systems of polynomial equations.

Solving polynomial systems is one of the oldest and most important problems in computational
mathematics and has many applications in several domains of science and engineering [Stu02, SW05].
It is an intrinsically hard problem with complexity at least single exponential in the number of vari-
ables [HM93]. However, in most of the cases, the polynomial systems coming from applications have
some kind of structure. For example, several problems in biology [PS05, SFR14], chemistry [Mor09,
Ch. 9], computational geometry [BT06, Can88], control theory [GHJZ14], cryptography [KS99, FJ03],
game theory [Jud98], optimization [Las00], statistics and learning [CS02, DSS09], and verification and
theorem proving [DMB08] involve polynomial systems that are structured. In this thesis we focus on
exploiting the structure related to the sparsity of the supports of the polynomials; that is, we exploit
the fact that the polynomials only have a few monomials with non-zero coefficients. Our objective is
to solve the systems faster than the worst case estimates that assume that all the terms are present. We
say that a sparse system is unmixed if all its polynomials have the same Newton polytope, and mixed
otherwise. Most of the work on solving sparse systems concern the unmixed case, with the exceptions of
mixed sparse resultants [ER94, Emi96], geometric resolution algorithms [HJS13] and homotopy methods
[VVC94, HS95]. In this thesis, we develop algorithms for mixed systems. We use two prominent tools
in nonlinear algebra: sparse resultants and Gröbner bases. We work on each theory independently, but
we also combine them to introduce new algorithms: we take advantage of the algebraic properties of the
systems associated to a non-vanishing resultant to improve the complexity of computing their Gröbner
bases; for example, we exploit the exactness of some strands of the associated Koszul complex to deduce
an early stopping criterion for our Gröbner bases algorithms and to avoid every redundant computation
(reductions to zero).

In addition, we introduce quasi-optimal algorithms to decompose binary forms; this is the simplest
case of symmetric tensor decomposition, also known as, polynomial Waring’s problem.

1.1 Previous work

In the sequel we overview some of the most important results on sparse resultants, Gröbner bases,
solving sparse polynomial systems, and tensor decomposition.

7



8 CHAPTER 1. INTRODUCTION

Sparse resultant. One of the main questions in (computational) algebraic geometry is to decide
efficiently when an overdetermined polynomial system has a solution over a projective variety. The
resultant provides an answer to this question. It is a multihomogeneous polynomial in the coefficients
of the polynomials of the system which vanishes if and only if the system has a solution. We can also
use it to solve square systems. In the case of sparse polynomials, there exists an analogous concept
called the sparse resultant [GKZ08]. This object generalizes the resultant to the context of projective
toric varieties [CLS11, Ch. 2]. The sparse resultant is one of the few tools we can use to solve systems
taking into account the sparsity of the polynomials. Hence, its efficient computation is fundamental in
computational algebraic geometry.

In particular, we are interested in the computation of the multiprojective resultant, as it is defined in
[Rém01, DKS13, DS15], which corresponds to sparse systems consisting of multihomogeneous polyno-
mials. In general, we compute the resultant of a system as a quotient of determinants of matrices whose
elements are polynomials in the coefficients of the input polynomials [Mac02, Jou91, DD01, D’A02,
KS97, CK00, CK04]; thus the best we can hope for are linear polynomials. A classical example of
such a matrix is the Macaulay matrix, which represents a map of the form (g0, . . . , gn) 7→ ∑

i gi fi. In
this case, we say that we have a Sylvester-type formula. Other classical formulas include Bézout- and
Dixon-type; nevertheless, the elements of the corresponding matrices are not linear anymore. We refer
to [EM99b] and references therein for details.

When we can compute the resultant as the determinant of a matrix we say that we have a determi-
nantal formula. Such a formula does not exists in general and it is an open question to decide when it
exists. When we consider unmixed multihomogeneous systems, these formulas are well studied; see, for
example, [SZ94, WZ94, CK00, DE03]. However, in the case of mixed multihomogeneous systems, there
are very few results. We know determinantal formulas for scaled multihomogeneous systems [EM12],
that is when the supports are scaled copies of one of them, for bivariate tensor-product polynomial sys-
tems [BMT17], and some special kind of determinantal systems, for example [Atk72, Ch. 8]. One way
to obtain such formulas is using the Weyman complex [Wey94]. For an introduction to this complex we
refer to [Wey03, Sec. 9.2] and [GKZ08, Sec. 2.5.C, Sec. 3.4.E].

Gröbner bases of structured systems. The introduction of the first algorithm to compute Gröbner
bases in 1965 [Buc06] established them as a central tool in nonlinear algebra. Their applications span
most of the spectrum of mathematics and engineering [BW98]. Computing Gröbner bases is an in-
trinsically hard problem. For many “interesting” cases related to applications, the complexity of the
algorithms to compute them is single exponential in the number of variables, but there are instances
where the complexity is double exponential; it is an EXPSPACE complete problem [May97], see also
[GG13, Sec. 21.7]. There are many practically efficient algorithms, see [CLO15, Ch. 10] and references
therein, for which, under genericity assumptions, we can deduce precise complexity estimates [BFS15].
However, the polynomial systems coming from applications have some kind of structure. One of the
main challenges in Gröbner basis theory is to improve the complexity and the practical performance
of the related algorithms by exploiting the structure. This problem was studied intensively in the last
few years. Different examples of the systems for which there are specific algorithms to compute their
Gröbner bases include bilinear systems [FSEDS11], critical point systems [FEDS12], systems invariant
under the action of a symmetric [FS12] and commutative groups [FS13], quasi-homogeneous systems
[FSEDV13], determinantal systems [FSEDS13], Boolean systems, [BFSS13], chordal structured sys-
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tems [CP16], and sparse unmixed systems [FSS14]. Up to this thesis, there were no algorithms that
could exploit the structure of sparse mixed systems.

An approach to exploit the sparsity of the polynomials is to compute Gröbner bases over semigroup
algebras [Stu93, FSS14]. Semigroup algebras are related to toric varieties. An affine toric variety is the
spectrum of a semigroup algebra [CLS11, Thm. 1.1.17]. Hence, the variety defined by the polynomials
over a semigroup algebra is a subvariety of a toric variety. This variety is different from the one defined
by the polynomials over the original polynomial algebra, but they are related and in many applications
the difference is irrelevant; see, for example, [EM99a]. We refer to [CLS11] for an introduction to toric
varieties and to [Stu96] for their relation with Gröbner basis.

Following [Stu93], Faugère et al. considered sparse unmixed systems and introduced an algorithm
to compute Gröbner bases over the semigroup algebra generated by their Newton polytope [FSS14].
By embedding the systems in a semigroup algebra, they can predict the structure of regular sparse un-
mixed systems and exploit it algorithmically. Their algorithm is a variant of the Matrix-F5 algorithm
[Fau02, BFS15]. They homogenize the polynomials and compute a Gröbner basis, degree-by-degree,
by performing Gaussian elimination on various Macaulay matrices [Laz83]. They use the F5 criterion
[Fau02] to avoid redundant computations, that is, to skip rows reducing to zero after performing Gaus-
sian elimination. Once they have computed the Gröbner basis for the homogenized system, they recover
a Gröbner basis of the original system by dehomogenizing the computed basis. The efficiency of this
approach relies on an incremental degree-by-degree construction which, under regularity assumptions,
skips all the rows reducing to zero. One of the properties that they exploit in this work is that, for normal
Newton polytopes [CLS11, Def. 2.2.9], the homogenization of a generic unmixed system forms a regular
sequence over the corresponding semigroup algebra [CLS11, Def. 9.2.9]. Unfortunately, this property is
no longer true for mixed systems. So, for mixed systems, this algorithm fails to predict all rows reducing
to zero during Gaussian elimination.

Solving sparse polynomial systems. There are different ways of solving sparse polynomial sys-
tems by exploiting their sparsity. These approaches include homotopy methods, for example [VVC94,
HS95], chordal elimination [CP16], triangular decomposition [MB18], geometric resolutions [HJS13],
and various other techniques [Roj99, Mas16, TMVB18].

Among the symbolic approaches related to toric geometry, the main tool to solve sparse systems
is the sparse resultant [GKZ08]. We can use it to solve zero-dimensional square polynomial systems
(f1, . . . , fn). For example we can hide a variable or use the technique of the u-resultant; we refer
to [CLO06, Chp. 3 & Chp. 7.6] for a general introduction. When a Sylvester-type formula is avail-
able, through the resultant matrix, we obtain the matrix of the multiplication map of a polynomial f0 in
K[x]/〈f1, . . . , fn〉. Then, we solve the system (f1, . . . , fn) via the eigenvalue [Laz81] and eigenvector
criteria [AS88, ER94]. These criteria relate the solutions of the system to the eigenvalues and eigen-
vectors of the matrix corresponding to the multiplication map of f0: the eigenvalues correspond to the
evaluations of f0 at the zeros of the system, and, under some assumptions, from the eigenvectors we can
recover the coordinates of the zeros. Canny and Emiris [CE93] and Sturmfels [Stu94] showed that we can
compute the sparse resultant as the determinant of a square Macaulay matrix (Sylvester-type formula)
whose rows are related to mixed subdivisions of some polytopes. Under genericity assumptions, we can
use this matrix to solve square sparse systems by performing eigenvalue and eigenvector computations
[ER94, Emi96]. Recently, Massri [Mas16] dropped the genericity assumptions by considering a bigger
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matrix. In all these cases, the arithmetic complexity of the approaches depends on the number of integer
points in the Minkowski sum of the Newton polytopes of the input polynomials.

Alternatively, we can use Gröbner bases over semigroup algebras to solve sparse systems [FSS14].
Unfortunately, even in the unmixed case, there are no complexity results for this approach, as the bounds
in [FSS14] miss some assumptions to hold, see Sec. 8.3.1.

Multihomogeneous systems form an important subclass of mixed sparse systems as they are ubiqui-
tous in applications, for example in kinematics [WS11] and in cryptography [KS99]. Their properties are
well understood, for example, the degree (number of solutions) of the system [vdW78], the arithmetic
Nullstellensätze [DKS13], and the (multigraded) Castelnuovo-Mumford regularity [HVT04, ACG05,
SVT06, BC17]. We can solve these systems using general purpose algorithms based on resultants [ER94,
Emi96] and in some cases benefit from the existence of determinantal formulas [SZ94, WZ94]. We can
also use a straight-line program representation of the multihomogeneous resultant [JS07] or homotopy
methods [MS87, HJSS02, HR17, SEDS17]. For regular unmixed bilinear systems, we can compute
Gröbner bases without performing reductions to zero [FSEDS11].

Binary forms decomposition. Symmetric tensor decomposition is an important problem with ap-
plications in several areas, for example signal processing, statistics, data analysis and computational
neuroscience [Com14]. It is equivalent to Waring’s problem for homogeneous polynomials; that is, to
write a homogeneous polynomial in n variables of degreeD as a sum ofD-th powers of linear forms, us-
ing the minimal number of summands. This minimal number is called the rank of the polynomial/tensor.
Under this formulation, the problem finds its roots in invariant theory where the decompositions are
related to canonical forms.

In this thesis, we focus on a particular case of this problem corresponding to decomposing binary
forms, that is, to decompose symmetric tensors of dimension 2 and order D. In terms of homogeneous
polynomials, we consider a binary form

f(x, y) :=
∑D

i=0

(
D
i

)
aix

iyD−i, (1.1)

where ai ∈ K ⊂ C and K is some field of characteristic zero. We want to compute a decomposition

f(x, y) =
∑r

j=1
(αjx+ βjy)D, (1.2)

where α1, . . . , αr, β1, . . . , βr ∈ K (the algebraic closure of K) and r is minimal. We say that a decompo-
sition unique if, for all the decompositions, the set of points {(αj , βj) : 1 ≤ j ≤ r} ⊂ P1(K) is unique,
where P1(K) is the projective space of K [Rez13a].

Starting from Sylvester in the 19th century [Syl04a, Syl04b], the decomposition of binary forms
(Eq. (1.2)) has been largely studied for K = C. Sylvester described the necessary and sufficient condi-
tions for a decomposition to exist. He related the decompositions to the kernel of Hankel matrices. For
a modern approach of this topic, we refer to [KR84, Kun90, Rez13a, IK99].

From the algorithmic point of view, Sylvester’s work leads to an algorithm to decompose binary
forms, see [CM96, Sec. 3.4.3]. In the case where the binary form is of odd degree, then we can compute
the decompositions using Berlekamp-Massey algorithm [Dü89]. When the decomposition is unique, the
Catalecticant algorithm, which also works for symmetric tensors of bigger dimension [IK99, OO13],
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improves Sylvester’s work. For an arbitrary binary form, [Hel92] presented a randomized algorithm
based on Padé approximants and continued fractions, in which he also characterized the different possible
decompositions. Unfortunately, all these algorithms have complexity at least quadratic in the degree of
the binary form.

Besides the problem of computing the decomposition(s) many authors considered the subproblems
of computing the rank and deciding where there exists a unique decomposition, e.g., [Syl04a, Syl04b,
Hel92, CS11, BGI11]. For example, [Syl04a, Syl04b] considered generic binary forms, that is binary
forms with coefficients belonging to a dense algebraic open subset of KD+1 [CM96, Sec. 3], and proved
that when the degree is 2k or 2k+1, the rank is k+1 and that the minimal decomposition is unique only
when the degree is odd. In the non-generic case, [Hel92, CS11, IK99], among others, proved that the rank
is related to the kernel of a Hankel matrix and that the decomposition of a binary form of degree 2k or
2k−1 and rank r, is unique if and only if r ≤ k. With respect to the rank, different authors, for example,
[CS11, CGLM08, BGI11], proposed algorithms to compute its value. They showed that the rank of a
tensor can have only two values t or D − t + 2, where t is the rank of a Hankel matrix. Even though
the authors do not provide complexity estimates, using recent superfast algorithms for Hankel matrices
[Pan01], we can deduce a nearly-optimal arithmetic complexity bound for the approach of [CS11].

For the general problem of symmetric tensor decomposition, Sylvester’s work was successfully ex-
tended to cases in which the decomposition is unique [BCMT10, OO13]. For example, [BCMT10]
reduces the problem to find the generators of a linear recursive multidimensional sequence. There are
several ways to do so as Gröbner-basis-based methods like the Berlekamp-Massey-Sakata algorithm
[CLO06, Ch. 10] and Scalar-FGLM [BBF17], and border-basis-based methods [Mou17].

Besides tensor decomposition, there are other related decompositions for binary forms and univari-
ate polynomial that we do not consider, for example, [Gun87, Rez96, IK99, Rez13b, GKL03, GR10,
GMKP17].

1.2 Contributions

The contributions of this thesis are along the directions of the previous work that we just introduced, that
is, sparse resultants, Gröbner bases, solving sparse polynomial systems, and tensor decomposition.

Sparse resultant. In Chapter 6, we consider mixed multilinear polynomial systems. On the one
hand, this is the simplest case of mixed multihomogeneous systems where no determinantal formula was
known. On the other hand, multilinear polynomial systems are common in applications, for example in
the Multiparameter Eigenvalue Problem related to mathematical physics [Atk72, Vol88].

In the first part of the chapter, Section 6.1, we study determinantal formulas for the multiprojec-
tive resultant of mixed multilinear polynomial systems. Following [WZ94], we use the Weyman com-
plex, see Def. 3.3.3, to introduce determinantal formulas for two kinds of mixed multilinear systems. If
X1, . . . ,XA and Y 1, . . . ,Y B are (A+B) different blocks of variables, then we consider the following
mixed multilinear systems (f1, . . . , fn):

1. Star multilinear systems: For each polynomial fk there is 1 ≤ jk ≤ B such that

fk ∈ K[X1]1 ⊗ · · · ⊗K[XA]1 ⊗K[Y jk ]1.
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2. Bipartite bilinear systems: For each polynomial fk there are 1 ≤ ik ≤ A and 1 ≤ jk ≤ B such
that

fk ∈ K[Xik ]1 ⊗K[Y jk ]1.

We add an additional polynomial f0, linear or multilinear, and show that the resultant of the new system
is the determinant of a Koszul resultant matrix (related to the maps in the Koszul complex, Prop. 3.3.13).
As the size of the matrix, that is, the degree of the resultant, depends on the multidegree of f0, we derive
determinantal formulas for different choices of f0. We relate the size of the matrices to the number of
solutions of (f1, . . . , fn) (Sections 6.1.2 and 6.1.3). For example, in Lem. 6.1.12 we prove that, if we
consider a square star multilinear system (f1, . . . , fn) having Υ solutions and we introduce a multilinear
f0 ∈ K[X1]1 ⊗ · · · ⊗ K[XA]1, then the size of the matrix associated to the determinantal formula of
(f0, f1, . . . , fn) is

Υ ·
(

A∑
i=1

#Xi −A+ 1

)
.

Moreover, Υ is bigger than (
∑

i #Xi−A+1) and so, the size of the formula is polynomial in the number
of solutions.

In the second part of the chapter, Section 6.3, we exploit the structure of these Koszul resultant ma-
trices to solve square star multilinear systems and bipartite bilinear systems. For that, we generalize the
classical eigenvalue criterion for multiplication maps [Laz81], see Prop. 5.2.3. Our extension applies to a
general class of matrices (Def. 6.2.1), including the Sylvester and Koszul resultant matrices. Moreover, it
relies only on the degree and structure of the associated formula. We prove that if the matrix

[M1,1 M1,2

M2,1 M2,2

]
corresponds to a determinantal formula for (f0, f1, . . . , fn) such that the diagonal of the matrix M2,2

corresponds to the coefficient of the monomial xθ in f0, this coefficient only appears in this diagonal,
and the system (xθ, f1, . . . , fn) has no solutions, then the matrix M1,1 is invertible and eigenvalues of
the Schur complement of M2,2, M c

2,2 := M2,2 −M2,1M
−1
1,1 M1,2, correspond to the evaluation of f0

Xθ
at

every solution of (f1, . . . , fn). That is,

λ is an eigenvalue of M c
2,2 ⇐⇒ ∃α such that

{
f1(α) = · · · = fn(α) = 0 and

λ = f0

Xθ
(α)

.

In the third part of the chapter, Section 6.3, we extend the classical eigenvector criterion [AS88], see
Prop. 5.2.4, to the case of Koszul resultant matrices for 2-bilinear systems. These systems correspond to
the star multilinear systems where A = 1 and B = 2.

Finally, in Section 6.4, we merge all the tools that we introduce in the chapter to propose a new algo-
rithm to solve the Multiparameter Eigenvalue Problem. The complexity of our approach is polynomial
in the number of solutions.

Gröbner basis and mixed sparse polynomial systems In Chapter 7, we study extensions of the al-
gorithms to compute Gröbner bases for unmixed sparse systems [FSS14] to the mixed case. We present
algorithms which, under regularity assumptions, perform no reductions to zero.

• Our first extension (Section 7.3) changes the degree-by-degree strategy (Sec. 4.4) of the algorithm
proposed in [FSS14] by a polynomial-by-polynomial strategy, that is, we first compute a Gröbner
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basis for the ideal generated by the first i polynomials and then we extend this basis to a Gröbner
basis for the ideal generated by first (i + 1) polynomials. In the language of signature-based al-
gorithms, we change the module monomial order of F5 from <d-pot (degree-by-degree) to <pot
(polynomial-by-polynomial), see [EF17]. This strategy avoids every reduction to zero when the
original (non-homogenized) system is a regular sequence. Unfortunately, this approach requires
to compute using a GRevLex monomial orderings which, as we show in Ex. 7.2.1, we can not
define for semigroup algebras. Hence, we introduce a novel Gröbner-like basis, that we call scant
Gröbner basis. A scant Gröbner basis is a basis for an ideal over a semigroup algebra with
similar properties to the usual Gröbner basis. Their main advantage is that they allow us to de-
fine GRevLex-like orderings over semigroup algebras with many of the expected properties, see
Sec. 4.3. To define scant Gröbner basis, we need to work with non-monomial-orderings and re-
define the monomial division relation. Hence, a scant Gröbner basis is not Gröbner basis over a
semigroup algebra. We introduce an algorithm to compute scant Gröbner basis for unmixed sparse
systems which, under regularity assumptions, performs no reductions to zero.

• Our second extension (Section 4.6) computes a Gröbner basis over a multigraded semigroup alge-
bra; the multigrading is related to the different polytopes of the sparse polynomials. Even though
we embed the system in the multigraded semigroup algebra, the straightforward homogenization
of the input polynomials never results in a regular sequence. Therefore, the existing criteria do
not avoid all the trivial (expected) reductions to zero. Hence, to avoid all the trivial reductions
to zero, we extend the classical F5 criterion (Prop. 4.4.6) by using the exactness of the strands of
the Koszul complex. We introduce the concept of (sparse) regularity, related to the exactness of
these strands, to guarantee that all the reductions to zero are trivial. We present the first algorithm
that computes Gröbner bases over these multigraded semigroup algebras which, under (sparse)
regularity assumptions, performs no reductions to zero.

We emphasize that besides the similarity in their name, scant Gröbner bases and Gröbner bases over
semigroup algebras are completely different objects. In particular, scant Gröbner bases are not Gröbner
basis over semigroup algebras. Moreover, the corresponding algorithms follow different computational
strategies: to compute scant Gröbner bases, we proceed polynomial-by-polynomial, while to compute
Gröbner bases over semigroup algebras, degree-by-degree. The assumptions for the algorithms to per-
form no reductions to zero are also different, but both of them are satisfied under (sparse) regularity
assumptions. Last but not least, we can use both objects to solve sparse systems, but we do not have
complexity bounds when we use scant Gröbner bases.

Solving sparse polynomial systems We can use both scant Gröbner basis and Gröbner basis over
semigroup algebras to compute normal forms and so, to solve sparse zero-dimensional system. In Chap-
ter 8, we introduce complexity bounds for solving sparse polynomial systems using our algorithm to
compute Gröbner basis over semigroup algebras. We do not discuss how to solve sparse polynomial
systems using scant Gröbner basis; nevertheless, we can deduce straightforwardly an algorithm from the
variant of the FGLM algorithm (Alg. 5) proposed in [FSS16, Sec. 4.2]. Unfortunately, we have not bounds
for the arithmetic complexity of this approach, let alone bounds depending on the Newton polytopes.

We build on [ER94, Emi96, Mas16] and, under some assumptions (Ass. 8.1.1), we propose an algo-
rithm to solve zero-dimensional square systems. Because we work with toric varieties, we only compute
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the solutions lying in (C \ {0})n. The arithmetic complexity of our algorithm is polynomial in the num-
ber of integer points in the Minkowski sum of the Newton polytopes. Our strategy is to reuse part of
our algorithm to compute Gröbner bases over semigroup algebras (Sec. 7.3) to compute multiplication
maps and, via FGLM [FGLM93], recover a Gröbner basis over the standard polynomial algebra K[x].
As we compute the solutions over (C \ {0})n, we do not recover a Gröbner basis for the original ideal,
but for its saturation with respect to the product of all the variables. Our algorithm relies on ideas from
resultant theory to avoid the computation of a Gröbner basis. Instead, we compute a part of the Gröbner
basis which suffices to solve the systems. We compute with a matrix that has the same size as the one
in resultant-based approaches [ER94, Emi96]. Hence, the complexity of our algorithm is similar to the
one of the resultant-based approaches; however, we do not compute a mixed subdivision and we rely on
weaker assumptions which, in addition, are geometric. Moreover, in general, Gröbner-type algorithms
can be extended without any modification to the overdetermined case.

We introduce an algorithm to solve mixed sparse systems (Sec. 8.1) and two variants for two spe-
cific subfamilies: mixed multihomogeneous systems (Sec. 8.2) and unmixed systems (Sec. 8.3). The three
algorithms are similar, but they are not the same. In what follows we present a rough description of the al-
gorithms, and we refer the reader to the respective sections for details. We consider NP(f1), . . . ,NP(fn)
as the Newton polytopes of the input polynomials f1, . . . , fn ∈ K[x] and MV(NP(f1), . . . ,NP(fn)) as
their mixed volume.

1. Let f1, . . . , fn ∈ K[x] be a (sparse) regular polynomial system with a finite number of solutions
over (C∗)n that equals the BKK bound, that is, MV(NP(f1), . . . ,NP(fn)) (Thm. 2.12.19).

2. Embed the polynomials in a multigraded semigroup algebra K[Sh∆] related to the Newton polytopes
NP(f1), . . . ,NP(fn), see Def. 7.1.1.

3. For each variable xi:

• Use our algorithm to compute Gröbner bases over semigroup algebras (Alg. 10) to construct
a square Macaulay matrix related to (f1, . . . , fn, xi) at a degree d, where d is, roughly speak-
ing, a bound on the Castelnuovo-Mumford regularity of the system.

• Split the matrix in four parts and compute a Schur complement. The latter is the multiplica-
tion map of xi in K[x±1]/〈f1, . . . , fn〉.

4. Use the multiplication maps and FGLM to get a Gröbner basis for 〈f1, . . . , fn〉 : 〈∏i xi〉∞ with
respect to any monomial order; in particular, with respect to a lexicographical monomial ordering.

5. Use the Gröbner basis in lexicographical ordering to solve the system.

Let P (d) be the number of monomials in K[Sh∆]d, that is, the number of monomials of multi-
degree d in the semigroup algebra K[Sh∆]. The complexity of our approach depends on P (d) and
MV(NP(f1), . . . ,NP(fn)) (Thm. 8.1.14): we can solve a sparse system in

O(2n+1 P (d)2.373 + nMV(NP(f1), . . . ,NP(fn))3) arithmetic operations.

We instantiate the previous complexity bound according to the three families of polynomial systems
that we consider.
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• In Sec. 8.1, we consider mixed sparse systems. We construct an algebra K[Sh∆] graded by each
polytope. The complexity of solving this sparse system (Thm. 8.1.14) is polynomial in the the
number of integer points in the Minkowski sum of the Newton polytopes NP(f1), . . . ,NP(fn)
and the n-simplex ∆n, that is,

P (d) = #
(

(∆n +
n∑
j=0

NP(fj)) ∩ Zn
)
.

This bound agrees with the one obtained using sparse resultant methods [ER94, Emi96].

• In Sec. 8.2, we consider mixed multihomogeneous systems. Using bounds for the multigraded
Castelnuovo-Mumford regularity, we obtain a better complexity bound for our algorithm. We con-
sider q blocks of variables x1, . . . ,xq, the standard Zq-graded algebra
K[Sh∆] = K[x1] ⊗ · · · ⊗ K[xq], and multihomogeneous polynomials (f1, . . . , fn) of multide-
grees d1, . . . ,dn ∈ Nq, respectively. Then, the complexity of our approach (Thm. 8.2.8) depends
on

P (d) = #{Xα ∈ K[x1, . . . ,xq]d}, where d =

n∑
i=1

di − (#x1, . . . ,#xq) + (1, . . . , 1),

that is, on the number of monomials with multidegree
∑n

i=1 di − (#x1, . . . ,#xq) + (1, . . . , 1).
Our bound generalizes the classical Macaulay bound, which governs the complexity of solving
zero-dimensional square homogeneous systems via Gröbner bases [Laz83]. The Macaulay bound
corresponds to the case q = 1.

• In Sec. 8.3, we consider unmixed sparse systems. We consider the Z-graded algebra K[Sh∆] asso-
ciated to the polytope ∆ and a homogeneous regular sequence f1, . . . , fn such that fi ∈ K[Sh∆]di .
We consider r as the smallest integer such that r ·∆ contains an integer interior point and we fix
d := (

∑
i≥1 di)− r + 1. Then, the complexity of our algorithm (Thm. 8.3.5) is polynomial in the

number of integer points in the d homothety of ∆, that is,

P (d) = #
(
d∆ ∩ Zn

)
.

This complexity agrees with the claimed complexity of the algorithm in [FSS14]. Nevertheless, as
we show in Sec. 8.3.1, their claimed complexity bound is not always correct for their algorithm,
but it is for ours.

Decomposition of binary forms In chapter 9, we introduce a new superfast algorithm that improves
the complexity of previous approaches to decompose binary forms. For that, we use results from struc-
tured linear algebra. It achieves a softly linear, and so quasi-optimal, arithmetic complexity bound.
To the best of our knowledge, the previously known algorithms have at least quadratic complexity
bounds. Our algorithm computes a symbolic decomposition in O(M(D) log(D)) arithmetic operations
(Thm. 9.4.19), where M(D) is the complexity of multiplying two polynomials of degree D. It is deter-
ministic when the decomposition is unique. When the decomposition is not unique, our algorithm is
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randomized. We present a Monte Carlo version of it and we show how to modify it to a Las Vegas one,
within the same complexity.

From the symbolic decomposition, we approximate the terms of the decomposition with an error of
2−ε in O

(
D log2(D)

(
log2(D) + log(ε)

))
arithmetic operations (Thm. 9.4.20). Moreover, we bound

the algebraic degree of the problem by min(rank,D − rank + 1) (Thm. 9.4.15). We show that this
bound can be tight. When the input polynomial has integer coefficients, our algorithm performs, up to
poly-logarithmic factors, ÕB(D` + D4 + D3τ) bit operations (Thm. 9.4.21), where τ is the maximum
bitsize of the coefficients and 2−` is the relative error of the terms in the decomposition.

1.3 Conclusions and perspectives

Besides the technical contributions, our work introduces and exploits novel directions to study the un-
derlying algebraic objects and the corresponding applications.

• We introduce determinantal formulas for mixed multilinear systems. Determinantal formulas do
not exist in general, and so they are hard to find. Using the Weyman complex, we construct Koszul-
type determinantal formulas for some families of mixed multilinear systems. These families are
related to particular kinds of (hyper)graphs: star and bipartite. Roughly speaking, we construct
these (hyper)graphs by considering their nodes as the blocks of variables and the edges as the dif-
ferent supports of the polynomials. We have some partial understanding about the relation between
the combinatorics of the (hyper)graphs and the existence of determinantal formulas coming from
the Weyman complex. We believe that we can generalize this relation.

• We extend the classical eigenvalue and eigenvector criteria. We introduce a new linear algebra
approach to solve polynomial systems relying on Koszul-type determinantal formulas. Our eigen-
value criterion is independent of the kind of the formula, for example, Sylvester, Koszul, etc. It
relies only on the degree and structure of the formula. In contrast, we present our eigenvector cri-
terion to solve only 2-bilinear systems. Nevertheless, our experiments indicate that we can extend
this criterion to general Koszul-type formulas. Our results motivate the following three questions:

– Besides Sylvester- and Koszul-type formulas, we can use the Weyman complex to derive
other determinantal formulas of bigger degree as Bézout-type and hybrid formulas; see for
example [DE03]. Up to now, there are not linear algebra approaches to solve the systems
using such formulas. It worth to explore if we can extend our approach to solve polynomial
systems using Koszul-type formulas to this context.

– When Sylvester-type formulas are available, we can use the resultant matrices to solve poly-
nomial systems by computing multiplication maps [Laz77, AS88, ER94]. As a by-product
of our eigenvalue criterion, we show how to construct a matrix which is similar to a multi-
plication map, that is, there is a change of coordinates for our matrix that transforms it into a
multiplication map. Unfortunately, we do not know how to construct such a change of coor-
dinates without solving the system first. This is why, our eigenvector criterion studies ad-hoc
the structure a Koszul-type formula. It worth to explore if there is a universal approach to
recover directly multiplication maps from the Koszul resultant formulas.
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– Sylvester-type formulas have been studied intensively in structured linear algebra to im-
prove the complexity of solving polynomial systems, see for example [MP00, EP02], and
in elimination theory [Vil18]. As Koszul-type formulas are closely related to Sylvester-type
formulas, it worth to explore how we can exploit their structure to improve the arithmetic
complexity of solving mixed sparse systems.

• We propose a new algorithm to solve the Multiparameter Eigenvalue Problem. It is a symbolic al-
gorithm. It worth to study its practical efficiency and to compare it to the state-of-the-art symbolic
and numerical methods, for example MATLAB’s library MultiParEig [PMH18].

• We introduce the first effective algorithm to compute Gröbner bases over semigroup algebras as-
sociated to mixed polynomial systems. We generalize the work of [FSS14] to the mixed case and
propose a MatrixF5-like algorithm which, under (sparse) regularity assumptions, performs no re-
duction to zero. As the classical MatrixF5 algorithm [Fau02], and also as [FSS14], we depend
on a degree bound to stop our computations. In the thesis, we deduce these degree bounds from
the regularity assumptions. An open question, both in [FSS14] and in our work, is to propose a
stopping criterion not depending on regularity assumptions. We believe that an extension of Buch-
berger’s S-polynomial criterion is possible. Moreover, we expect that we can adapt our algorithm
to follow a critical pairs approach as other variants of F5, see [EF17].

• We relate the solving techniques using Sylvester-type formulas in resultant theory with Gröbner
bases computations. The simplest, but not necessarily the most efficient as there are more compact
formulas [WZ94, SZ94], way to compute the resultant is to use a Sylvester-type formula and com-
pute it as the determinant of a Macaulay matrix [CLO06, Chp. 3.4]. Using this matrix we extract
multiplication maps and solve polynomial systems. In the standard polynomial algebra, such ma-
trices are at the heart of some linear algebra algorithms to compute Gröbner bases, as Matrix-F5
[Fau02, BFS15], because they correspond to the biggest matrix that appears during Gröbner basis
computations for regular zero-dimensional systems [Laz83]. However, such a relation was not
known for the sparse case. We bring out this relation and we build on it algorithmically.

• We generalize the F5 criterion to depend on Koszul complexes instead of regular sequences. The
exactness of the Koszul complex is closely related to regular sequences [Eis04, Ch. 17] and, ge-
ometrically, to complete intersections. Roughly speaking, when we consider generic square sys-
tems in the coordinate ring of a “nice” projective variety, then the variety that the system defines
is closely related to a complete intersection. In this case, the Koszul complex of the system might
not be exact in general, but only in some “low” degrees. Hence, even if the system is not a regular
sequence, by focusing on the degrees at which the strands of the Koszul complex are exact, we can
still predict the algebraic structure of the system and perform efficient computations. Using this
property, we extend the classical F5 criterion that applies only to regular sequences. Moreover,
additional information on the exactness of the strands of the Koszul complex and the multigraded
Castelnuovo-Mumford regularity [MS04, BC17] results in better degree and complexity bounds;
similarly to the case of the multihomogeneous systems, see Sec. 8.2, or unmixed systems, see
Sec. 8.3.

• Working with Gröbner bases over semigroup algebras introduces new computational challenges.
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Graded reverse lexicographical monomial orderings (GRevLex) are ubiquitous in (standard)
Gröbner bases theory. Computing Gröbner bases with respect to GRevLex gives us a lot of al-
gebraic and geometric information about the ideal. Moreover, in general, it is faster to compute
a Gröbner bases with respect to GRevLex than with respect to any other monomial ordering; see
for example [BM92] and references there in. In addition, in generic coordinates, the complexity
of computing Gröbner bases with respect to GRevLex for a homogeneous ideal is governed by its
Castelnuovo-Mumford (CM) regularity [BS87a]. More precisely, the maximal degree of a poly-
nomial in a reduced Gröbner basis is the CM regularity. Roughly speaking, the CM regularity is
the last degree on which our ideal can behave in a “strange way”. It is related to the vanishing
of the local cohomology and to the minimal free resolution of the ideal (Betti numbers) [Cha03].
In the context of resultants, the size of a Sylvester-type formula is related to the CM regularity of
a generic overdetermined system; see for example [Bus06] and references therein. This relation
explains why the complexities of solving a generic system using resultants or Gröbner bases are
similar.

For most of the semigroup algebras, we cannot define GRevLex-like monomial orderings, see
Ex. 7.2.1. Hence, it is not clear that we can find a monomial ordering such that the complexity of
computing Gröbner bases over the semigroup algebra is governed by the CM regularity of the ideal,
see Sec. 8.3.1. Over the standard polynomial algebra, the difference between the maximal degree
in a Gröbner basis and the CM regularity can be huge; see discussion about the Mayr & Meyer
example [MM82] and the work of Bayer & Stillman [BS87a] in [GG13, Sec. 21.7]. This, together
with the fact that it is not straightforward how to perform a generic linear change of coordinates
over a semigroup algebra, suggest that computing Gröbner bases over semigroup algebras could
be extremely hard, even harder than in the standard case. In particular, solving sparse polynomial
systems using Gröbner bases over semigroup algebras might be harder than using sparse resultants.
Another approach is needed to solve zero-dimensional systems; we present such an approach.

• We solve sparse systems by truncating our computations of Gröbner bases. The classical approach
for solving zero-dimensional systems using Gröbner bases involves the computation of an inter-
mediate Gröbner basis, usually with respect to GRevLex, that we use to deduce the multiplication
maps. By using FGLM, we obtain the lexicographical Gröbner basis of the ideal. If the intermediate
Gröbner basis is computed with respect to GRevLex and the input system “behaves well” when
we homogenize it, this strategy is in some sense optimal because it is related to the Castelnuovo-
Mumford regularity of the homogenized ideal [Cha03, Cor. 3], see Sec. 4.5.

However, over semigroup algebras, it might not be always possible to relate the complexity of
the intermediate Gröbner basis computation to the Castelnuovo-Mumford regularity of the ideal.
We overcome this obstacle by truncating the computation of the intermediate Gröbner basis over
semigroup algebras in such a way that the complexity is given by Castelnuovo-Mumford regularity
of the ideal. This way, our strategy has a similar complexity to the sparse resultant methods.

• We do not know how the complexity bounds to solve sparse polynomial systems and the number of
solutions of the systems relate. An open challenge when we solve polynomial systems is to have
an algorithm whose complexity is polynomial in the number of solutions of the system. For tech-
niques involving (classical) resultants or Gröbner bases, we know such an algorithm only under
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regularity assumptions, see for example [BFS15, Thm. 2]. In the sparse setting, the complexity
bounds that we present in Chapter 8 and the ones for solving polynomial systems using the sparse
resultant [Emi96, Ch. 9] depend on the number of integer points in the Minkowski sum of the input
Newton polytopes, meanwhile the number of solutions of the input system is the mixed volume of
these polytopes. In some cases, the difference between these two numbers is exponentially big and
so the bounds of the algorithms are not polynomial in the number of solutions, see [Emi96, Ch. 8].
It worth to explore for which families of Newton polytopes we can get a polynomial bound for
the number of integer points in the Minkowski sum of these polytopes with respect to their mixed
volume. For these families, our algorithm is polynomial in the number of solutions.

• We introduce scant Gröbner bases. Before introducing our algorithm to compute Gröbner bases
over semigroup algebras, our Gröbner-based approach to deal with sparse systems was to compute
scant Gröbner bases. They generalize the classical definition of Gröbner basis in such a way that
we can consider GRevLex-like orderings over semigroup algebras. Our motivation was to use
them to solve mixed sparse systems. Unfortunately, as we do not have any complexity result for
our algorithm, in this thesis we could not study the complexity of solving sparse systems using
this technique. The reason we present scant Gröbner bases in the thesis is because the techniques
that we use to develop them lead to a general framework to construct Gröbner-like bases, that
is, objects that behave like Gröbner bases in some sense, but they are not restricted to monomial
orderings. Our key idea is to relate these objects to Gröbner bases over a standard polynomial
algebra. We suspect that these techniques could be useful to develop a Gröbner-like basis such
that, given a positive dimensional ideal, we can compute this basis in a complexity related to the
Castelnuovo-Mumford regularity of the ideal.

• We decompose binary forms in quasi-linear time. We present the first algorithm to decompose
this forms in quasi-optimal arithmetical complexity. Our approach is restricted to Sylvester’s
algorithm, so it is not straightforward to extend it to decompose binary forms over their base field,
for example, over the reals. We expect that our approach to study the algebraic degree of the
problem could be useful for this task.

1.4 Organization of the thesis

The thesis is divided in two parts: Preliminaries and Contributions. The former part contains the back-
ground needed in the latter part, and it contains no original contributions.

Preliminaries

• Chapter 2: We introduce the commutative algebra and algebraic geometry background of the
thesis.

• Chapter 3: We introduce the theory of resultants with a particular emphasis on the projective and
multiprojective case. To compute the multiprojective resultant we introduce the Weyman complex.

• Chapter 4: We introduce some computational aspects of Gröbner bases theory that we extend
later in the thesis.
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• Chapter 5: We introduce polynomial system solving techniques involving Gröbner bases and
resultants.

Contributions

• Chapter 6: This chapter contains our contributions to resultant theory.

– Section 6.1: This section contains determinantal formulas for the multiprojective resultant
of particular families of mixed multilinear systems.

– Section 6.2: This section contains our generalization of the eigenvalue criterion.

– Section 6.3: This section contains our generalization of the eigenvector criterion for Koszul-
type resultant formulas of 2-bilinear systems, that is, bilinear systems in three blocks of
variables with two different supports.

– Section 6.4: In this section, we use our formulas to solve the Multiparameter Eigenvalue
Problem.

• Chapter 7: This chapter contains our contributions in Gröbner bases theory. We consider mixed
sparse systems and introduce novel algorithms to compute basis of these systems which, under
regularity assumptions, perform no reductions to zero.

– Section 7.2: In this section, we introduce scant Gröbner bases and an algorithm to compute
them.

– Section 7.3: In this section, we introduce an algorithm to compute Gröbner bases over
semigroup algebras.

• Chapter 8: In this chapter we use our algorithm to compute Gröbner bases over semigroup alge-
bras to solve mixed sparse systems. We present complexity results for three families of systems.

– Section 8.1: In this section, we consider mixed sparse systems.

– Section 8.2: In this section, we consider mixed multihomogeneous systems.

– Section 8.3: In this section, we consider unmixed sparse systems.

• Chapter 9: In this chapter we introduce a new algorithm to decompose binary forms and study its
arithmetic, Boolean and algebraic complexity.

1.5 Publications

The contributions of Chapter 6 were a joint work with Jean-Charles Faugère, Angelos Mantzaflaris, and
Elias Tsigaridas. Our results were presented in two papers:

• The contents of Sections 6.2 and 6.3 appeared in

Matı́as R. Bender, Jean-Charles Faugère, Angelos Mantzaflaris, and Elias Tsigaridas. Bilinear
Systems with Two Supports: Koszul Resultant Matrices, Eigenvalues, and Eigenvectors. In Pro-
ceedings of the 2018 ACM International Symposium on Symbolic and Algebraic Computation,
ISSAC ’18, pages 63–70, New York, NY, USA, 2018. ACM
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• The contents of Sections 6.1 and 6.4 will appear in

Matı́as R. Bender, Jean-Charles Faugère, Angelos Mantzaflaris, and Elias Tsigaridas. Determinan-
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Chapter 2

Commutative algebra and algebraic
geometry

In this thesis we focus on solving polynomials systems. The branch of mathematics that study these
systems is Commutative Algebra. We can also think the solutions of the systems as geometric objects
given by points, curves, etc. This approach corresponds to what we know as Algebraic Geometry. Hence,
we introduce some classical results from both worlds, that we will need during the thesis. Part of the
results can be found in the introductory chapters of [Eis04] or [Har77]. For the rest of them, in each
section we give precise references of chapters and books that we used to elaborate this material.

2.1 Notation

In this section we introduce some of the notation we use throughout the thesis. Let K be an algebraically
closed field of characteristic zero. Given a K-vector space V , let dimK(V ) be its dimension V . Consider
the set of variables x1, . . . , xn, where n ∈ N. Let K[x] be the polynomial algebra over K generated
by the variables x1, . . . , xn. Consider the variable x0, to which we will refer as the homogenization
variable, and the K-algebra K[x][x0] := K[x0, x1, . . . , xn].

In the following, R will be a Noetherian commutative ring and M will be a (left) R-module. We
denote by L an additive monoid isomorphic to Zk, for some k. When R, or M , is graded by a monoid L,
we denote by Rm, respectively Mm, the abelian group in R, respectively M , whose grading is m ∈ L.
We denote by (M•, δ•) the chain complex whose modules are {Mi}i∈Z and its maps are {δi : Mi →
Mi−1}i∈Z, that is,

M• : · · · →Mi
δi−→Mi−1 → . . .

When the modules in (M•, δ•) are L-graded, we denote by (Mi)m the m-graded part of Mi.

For a natural number N ∈ N, we use the abbreviation [N ] = {1, . . . , N}.

25



26 CHAPTER 2. COMMUTATIVE ALGEBRA AND ALGEBRAIC GEOMETRY

2.2 Ideals and quotient rings

The results in this section come mainly from [CLO15, Ch. 1], [Eis04, Ch. 0], [AM69, Ch. 1 & Ch. 2]
and [Lan02, Ch. II, Ch. III & Ch. IV].

Let R be a commutative ring. For example, R = K[x].

Definition 2.2.1. An ideal I ⊂ R is a set of elements in R such that

• ∀f ∈ I , ∀g ∈ R, f g ∈ I .

• ∀f1, f2 ∈ I , f1 + f2 ∈ I .

Given elements f1, . . . , fk ∈ R, we define their ideal to be

〈f1, . . . , fk〉 :=

{
k∑
i=1

gifi : g1, . . . , gk ∈ R
}
.

An ideal of a ring is analog to a subspace of a vector space over a field. Both are closed under
addition and multiplication, but in the case of the subspaces we multiply by scalars, and in the case of
ideals, we multiply by polynomials.

The Noetherian rings are commutative rings where every ideal is finitely generated.

Definition 2.2.2 (Noetherian ring). A ring is Noetherian if it satisfies the ascending chain condition. That
is, for any infinite sequence of ideals (Ii)i∈N such that

I0 ⊆ I1 ⊆ I2 ⊆ I3 ⊆ . . . ,

there is a k such that the sequence “stabilizes”, that is,

Ik = Ik+1 = Ik+2 = Ik+3 = . . . .

Proposition 2.2.3. [Eis04, Ex 1.1] If R is a Noetherian ring, then every ideal I is finitely generated, that
is there are f1, . . . , fk ∈ R such that I = 〈f1, . . . , fk〉.

An important class of Noetherian rings consists of the polynomial rings over a field.

Proposition 2.2.4 (Hilbert’s Basis Theorem). [AM69, Thm. 7.5] If the ring R is Noetherian, then the
polynomial ring R[x1, . . . , xn] is Noetherian. In particular, as every field is Noetherian, the polynomial
ring K[x] is a Noetherian ring, and so every ideal I ⊂ K[x] is generated by a finite set of polynomials.

The following proposition presents various operations between ideals.

Proposition 2.2.5. [AM69, Chp. 1] Given two ideals I, J ⊂ R, we define the following related ideals;

• Addition: I + J := {f + g : f ∈ I, g ∈ J}.

• Product: I J := 〈{f g : f ∈ I, g ∈ J}〉 and, for k > 1, Jk := J Jk−1.

• Intersection: I ∩ J .
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• Radical of an ideal:
√
I := {f ∈ R : ∃k ∈ N s.t. fk ∈ I}.

• Quotient (or Colon) ideal: I : J := {f ∈ R : f · J ⊂ I}.

• Saturation: I : J∞ := {f ∈ R : ∃k ∈ N s.t. f · Jk ⊂ I}.

Given an ideal I in R, we can define a new ring R/I , that we call quotient ring, which “erases” from
R the elements in I .

Definition 2.2.6 (Quotient ring). Given an ideal I over R, we define an equivalence relation over R,
∼I , where for each f, g ∈ R, f ∼I g if and only if f − g ∈ I . Also, for each f ∈ R, we define
the coset [f ] := {g ∈ R : f ∼I g}. This equivalence relation is compatible with the addition and
multiplication. That is, for every f, g ∈ R, [f ] + [g] = {f ′ + g′ : f ′ ∈ [f ], g′ ∈ [g]} = [f + g] and
[f ] [g] = {f ′ g′ : f ′ ∈ [f ], g′ ∈ [g]} = [f g]. Hence, we define the quotient ring R/I as the ring given by
the sets of cosets of R together with the addition and multiplication.

There is a natural way of thinking the ideals J ⊂ R/I . Consider the map φ : R→ R/I which maps
each f ∈ R to its coset [f ]. This map is a surjective homomorphism.

Proposition 2.2.7. [AM69, Prop. 1.1] There is a one-to-one order-preserving correspondence between
the ideal J̄ of R which contain I , and the ideal J of R/I , given by J̄ = φ−1(J).

The following “special” classes of ideals appear commonly throughout the thesis.

Definition 2.2.8 (Principal ideal). We say that an ideal I is principal if it is generated by one element,
that is there is f ∈ I such that 〈f〉 = I .

Definition 2.2.9 (Proper ideal). An ideal I ⊂ R is proper if I 6= R.

Definition 2.2.10 (Prime ideal). An ideal I is prime if and only if for all f, g ∈ R, f g ∈ I implies f ∈ I
or g ∈ I .

Definition 2.2.11 (Primary ideal). An ideal I is primary if and only if for all f, g ∈ R, f g ∈ I implies
f ∈ I or there is k ∈ N such that gk ∈ I .

Definition 2.2.12 (Radical ideal). An ideal I is radical if and only if I =
√
I .

These special kinds of ideals are related.

Proposition 2.2.13. [CLO15, Lem. 4.8.2] Every prime ideal is radical and the radical of any primary
ideal is prime.

Proposition 2.2.14. [CLO15, Prop. 4.3.16] Consider two ideals I, J ⊂ R. Then
√
I ∩
√
J =
√
I ∩ J

Proposition 2.2.15. [CLO15, Ex. 4.3.12] Consider two ideals I, J ⊂ K[x] such that I ⊆
√
J . Then, as

they are finitely generated, there is k ∈ N such that Ik ⊆ J .
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Theorem 2.2.16 (Primary decomposition). [CLO15, Thm. 4.8.7] Consider an ideal I ⊂ K[x]. Then,
there are primary ideals Q1, . . . , Qr ∈ R such that,

I = Q1 ∩ · · · ∩Qr,

where (∀i)Qi 6⊃
⋂
j 6=iQj and (∀i 6= j)

√
Qi 6=

√
Qj , for i, j ∈ [r].

We call the set (Q1, . . . , Qr) a minimal primary decomposition of I . The minimal primary decom-
positions of I are not unique, but they involve always the same number of primary ideals and the prime
ideals

√
Q1, . . . ,

√
Qr, are the same. These prime ideals are called the associated primes of K[x]/I .

Corollary 2.2.17. [CLO15, Cor. 4.8.10] Let I =
⋂r
i=1Qi be a minimal primary decomposition of a

proper radical ideal I ⊂ K[x]. Then, each Qi is prime, and so the decomposition is unique.

Given a ring, we can associate it a dimension.

Definition 2.2.18 (Krull dimension). [Har77, Page 6] In a commutative ring R, the height of a prime
ideal p ∈ R is the supremum of all integers n such that there exists a chain p0 ⊂ p1 ⊂ · · · ⊂ pn = p of
distinct prime ideals.

The Krull dimension of R, dimKrull(R), is the supremum of the heights of all prime ideals.

The Krull dimension carries a lot of information about the ideal. For example, in the zero-dimensional
case we have the following proposition:

Proposition 2.2.19. [AM69, Thm. 8.5 & Ex. 8.3] Consider an ideal I ⊂ K[x] such that the Krull
dimension of the quotient ring K[x]/I is zero. Then, K[x]/I is an Artinian ring (satisfies the descending
chain condition for ideals) and a finite dimensional K-vector space.

We can relate the number of polynomials defining an ideal the Krull dimension of its associated
quotient ring.

Definition 2.2.20 (Zero divisor). Consider a Noetherian ring R. We say that a non-zero f ∈ R is a zero
divisor if there is a non-zero g ∈ R such that g f = 0. We say that a f is regular if it is not a zero divisor.

Proposition 2.2.21 (Krull’s principal ideal theorem). [AM69, Cor. 11.17] Consider a Noetherian ring
R and let f ∈ R such that f is neither a zero divisor nor a unit. Then, every minimal prime ideal p
containing f has height 1.

Corollary 2.2.22. Consider a proper principal ideal I ⊂ R, that is, an ideal I = 〈f〉 generated by
f ∈ R, such that 〈f〉 6= R. Then,

dimKrull(R)− 1 ≤ dimKrull(R/I) ≤ dimKrull(R).

Moreover, if f is a regular element inR, that is (∀g ∈ R\{0}) it holds f g 6= 0, then dimKrull(R)−1 =
dimKrull(R/I).

Corollary 2.2.23. Let 〈f1, . . . , fr〉 be a proper ideal of K[x]. Then, dimKrull(R/〈f1, . . . , fr〉) ≥ n− r.

The converse of Cor. 2.2.22 does not necessarily hold. That is, for some rings R, there are zero
divisors f ∈ R such that 〈f〉 ⊂ R is a proper ideal and dimKrull(R/〈f〉) = dimKrull(R)− 1.
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Example 2.2.24. Consider R = K[x, y]/〈x2, x y〉. The Krull dimension of R is 1, dimKrull(R) = 1.
The element y is a zero divisor, x 6∈ R and x y ∈ R, however dim(K[x, y]/〈x2, x y, y〉) = 0.

Both, ideals and quotient rings, are special cases of R-modules. An R-module is a generalization of
a K-vector space over a ring.

Definition 2.2.25 (R-module). Let R be a ring with multiplicative identity 1R. A (left) R-module M is
an abelian group (M,+) together with an operation · : R ×M → M such that for every x, y ∈ R and
f, g ∈M it holds:

• x · (f + g) = x · f + x · g

• (x+ y) · f = x · f + y · f

• (x y) · f = x · (y · f)

• 1R · f = f

To simplify the notation, we write xf instead of x · f , for x ∈ R and f ∈M .

Definition 2.2.26 (Free module). A free R-module M is a module isomorphic to Rk, for a k ∈ N. The
rank of this free module M is k.

A particular kind of R-modules are the R-algebras. An R-algebra is a ring A together with a ring
homomorphism φ : R→ A.

Definition 2.2.27 (R-Algebra). [AM69, Page 29] Let R and A be two commutative rings and consider a
ring homomorphism φ : R→ A. We define the multiplication of r ∈ R and f ∈ A in A as φ(r) f . With
this definition of multiplication, the R-algebra A has an R-module structure. In this case, we say that A
is a commutative R-algebra.

Example 2.2.28. The polynomial ring K[x] is a K-algebra.

Given a module M , we can construct algebras related to it which we can use to deduce some proper-
ties of M . To define these algebras, we need to introduce the tensor product of modules, which is related
to the bilinear maps over these modules.

Definition 2.2.29 (Tensor product). Consider two R-modules M and N . The tensor product M ⊗R N
is an R-module generated by {m⊗n : m ∈M,n ∈ N} such that for all m1,m2 ∈M , n1, n2 ∈ N and
r ∈ R, it holds

• (m1 +m2)⊗R n1 = (m1 ⊗R n1) + (m2 ⊗R n1),

• m1 ⊗R (n1 + n2) = (m1 ⊗R n1) + (m1 ⊗R n2), and

• (rm1 ⊗R n1) = (m1 ⊗R r n1) = r (m1 ⊗R n1).

When it is clear from the context, we skip the subindex from ⊗R.
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Proposition 2.2.30. [AM69, Prop. 2.14] The tensor product is associative, meaning that for every three
R-modules M1,M2,M3, it holds (M1 ⊗M2)⊗M3

∼= M1 ⊗ (M2 ⊗M3).

Example 2.2.31. The algebra K[x] is isomorphic to K[x1]⊗K K[x2]⊗K · · · ⊗K K[xn].

Remark 2.2.32. Given a R-module M , M ⊗R R ∼= M .

Definition 2.2.33 (Tensor, symmetric and exterior algebras). Given a R-module M , let M⊗0 = R and,
for i > 0, let M⊗i = M ⊗R · · · ⊗R M be i times the tensor product of M with itself. We define the
tensor algebra T (M) as

T (M) :=
⊕
i≥0

M⊗i = (R)⊕ (M)⊕ (M ⊗M)⊕ (M ⊗M ⊗M)⊕ . . .

The product ofm1⊗· · ·⊗mr ∈M⊗r and n1⊗· · ·⊗ns ∈M⊗s ism1⊗· · ·⊗mr⊗n1⊗· · ·⊗ns ∈M⊗r+s.
The symmetric algebra of M is the following quotient algebra:

S(M) := T (M)/{n⊗m−m⊗ n : m,n ∈M}.

We call symmetric product the product associated to this algebra and we represent it as m ∗ n. This
product is symmetric, that is m ∗ n = n ∗m in S(M).

The exterior algebra of M is∧
M := T (M)/{m⊗m : m ∈M}.

We call exterior (or wedge) product the product associated to this algebra and we represent it as m ∧ n.
This product is antisymmetric, that is m ∧ n = −n ∧m in

∧
M .

Example 2.2.34. The polynomial ring K[x] is isomorphic to the symmetric algebra S(K), where we
consider K as an algebra over itself.

Proposition 2.2.35. [Eis04, Prop. A2.2] Let M and N be two R-modules. The direct sum commutes
with the tensor product over symmetric and exterior algebras, that is S(M ⊕N) = S(M)⊗ S(N) and∧

(M ⊕N) =
∧

(M)⊗∧(N).

Example 2.2.36. In Ex. 2.2.31 we show that K[x1, . . . , xn] =
⊗q

k=1 K[xk], and in Ex. 2.2.34 we show
that K[xk] ∼= S(K). We can combine both arguments to deduce that the polynomial ring K[x1, . . . , xn]
is the symmetric algebra S(Kn), thus

K[x1, . . . , xn] =

q⊗
k=1

K[xk] ∼=
n⊗
k=1

S(K) = S(K⊕ · · · ⊕K) = S(Kn).

Definition 2.2.37 (Tensor product of linear maps). Let F : M → M ′ and G : N → N ′ be two linear
maps. We define the tensor products of the linear maps as follows

F ⊗G : M ⊗N → M ′ ⊗N ′
(m⊗ n) 7→ (F ⊗G)(m⊗ n) = F (m)⊗G(n)
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Example 2.2.38. Consider F : K[x]→ K an evaluation morphism that specializes x to 1. For example,
for x2 + 2 ∈ K[x], F (x2 + 2) = 3. Let G : K[y]→ K[y] be a morphism that performs a linear change
of coordinates, that is, it replaces y by 2 y+ 1. For example, for y2− 1 ∈ K[y], G(y2− 1) = 4 y2 + 4 y.

We consider the map F ⊗G : K[x]⊗K[y]→ K⊗K[y]. Via the isomorphisms K[x]⊗K[y] ∼= K[x, y]
and K⊗K[y] ∼= K[y], we can rewrite this map as F ⊗G : K[x, y]→ K[y]. For example, F ⊗G maps
x2 y + 2x y2 ∈ K[x, y] to

(F ⊗G)(x2 y + 2x y2) = (F ⊗G)(x2 y) + 2 · (F ⊗G)(x y2) =
F (x2)G(y) + 2 · F (x)G(y2) = 1 (2 y + 1) + 2 · 1 (2 y + 1)2 = 8 y2 + 10 y + 3.

2.3 Graded rings and modules

The results from this section come mainly from [CLO06, Ch. 6] and [Eis04, Ch. 1 & Ap. 2]
In some cases, we can write the rings or the modules as a direct sum of easier algebraic structures, for

example K-vector spaces. To index these structures, we use monoids, that is semigroups with identity.
In this thesis, when we refer to a monoid related to a grading, we are considering a monoid isomorphic
to the monoid given by Zk and the operation of coordinate-wise addition, for some k > 0.

Definition 2.3.1 (Graded rings and modules). Let L be a monoid isomorphic to Zk, for k ∈ N. A
L-graded ring R is a ring that we can write as a direct sum of abelian groups (in our setting, K-
vector spaces) R =

⊕
m∈L

Rm, such that for all m1,m2 ∈ L, Rm1 Rm2 ⊂ Rm1+m2 . A L-graded

R-module M is a module M that we can decompose as
⊕

m∈LMm, where for every m1,m2 ∈ L,
Rm1Mm2 ⊂Mm1+m2 .

Example 2.3.2 (Standard Z grading of K[x]). Consider the monoid Z. Then, K[x] =
⊕
d∈Z

K[x]d, where

K[x]d is the K-vector space given by the monomials in K[x] of degree d, together with 0. As there are
no monomials of negative degree, K[x]d = 0, for d < 0.

Example 2.3.3 (Grading by degree). Consider the monoid Z2. Then, K[x, y] =
⊕

(dx,dy)∈Z2

K[x]dx⊗K[y]dy .

Example 2.3.4 (Grading of S(M), T (M) and
∧
M ). [Eis04, Cor A2.3] The tensor, symmetric and

exterior algebras of M have a standard grading over N given by the direct sum of the abelian groups
generated by the product of i ∈ N elements, that is

T (M) ∼=
⊕
i∈N

M⊗i, S(M) ∼=
⊕
i∈N

Si(M), and
∧
M ∼=

⊕
i∈N

i∧
M,

where S0(M) =
0∧
M = R and, for i > 1,

• Si(M) is the abelian group generated by {aj1 ∗ · · · ∗ aji : aj1 , . . . , aji ∈ M}, the symmetric
product of i elements, and

•
i∧
M is the abelian group generated by {aj1 ∧ · · · ∧ aji : aj1 , . . . , aji ∈ M}, the wedge product

of i elements.



32 CHAPTER 2. COMMUTATIVE ALGEBRA AND ALGEBRAIC GEOMETRY

In particular, if M is a free R-module of rank k, with basis e1, . . . , ek, then

• The set {ej1 ⊗ · · · ⊗ eji : j1, . . . , ji ∈ {1, . . . , k}} is a basis of M⊗i, which is a free R-module of
rank ki.

• The set {
j1 times︷ ︸︸ ︷

e1 ∗ · · · ∗ e1 ∗ · · · ∗
jk times︷ ︸︸ ︷

ek ∗ · · · ∗ ek : j1 + · · ·+ jk = i} is a basis of Si(M), which is a free
R-module of rank

(
k+i−1
k−1

)
.

• The set {ej1 ∧ · · · ∧ eji : 1 ≤ j1 < · · · < ji ≤ k} is a basis of
i∧
M , which is a free R-module of

rank
(
k
i

)
.

Note that, for i > k,
i∧
M ∼= 0.

Definition 2.3.5 (Homogeneous ideal). Let L be a monoid such that R is L-graded. We say that an ideal
I ⊂ R is homogeneous if, when we consider it as R-module, it is L-graded.

Proposition 2.3.6. [CLO15, Thm. 8.3.2] Let L be a monoid such that R is L-graded. An element
f ∈ Rm is homogeneous if there is m ∈ L such that f ∈ Rm. If R is also a Noetherian ring, an ideal I
is homogeneous if and only if it is generated by homogeneous elements.

Definition 2.3.7 (Grading for homogeneous ideals). A grading onR, with respect to a monoid L, induces
a grading on its homogeneous ideals and on quotient rings of homogeneous ideals. Let I ⊂ R be a
homogeneous ideal, then I =

⊕
m∈L Im and R/I =

⊕
m∈LRm/Im, where Im := (I ∩Rm).

Proposition 2.3.8. Let I ∈ R be a homogeneous ideal. Then, we can write every element f ∈ R as a
sum of homogeneous elements in the ideal, that is, we have f =

∑
m∈L f

(m), where f (m) ∈ Im.

As we will see later, when we introduce the twisted graded modules, the same monoid can be asso-
ciated with different gradings of a module. In this thesis we will use three standard gradings for K[x].
In the first one, we consider the monoid Z and we graduate the ring with respect to the total degree of
the monomials (see Ex. 2.3.2). In the second one, we consider the monoid Zn and we graduate the ring
with respect to the degree of each variable (see Ex. 2.3.3). The third one is a mix between the previous
two and we will use it when we introduce multihomogeneous ideals in Sec. 2.10. In the following, if we
do not make explicit the monoid of the grading, then we are considering the first grading related to the
monoid Z.

Example 2.3.9. The ideal I = {x, x y} is a homogeneous ideal with respect to the standard grading in
Z and in Z2. For example, consider the polynomial f = x3 y + x4 ∈ I . Then,

• As I is homogeneous with respect to the monoid Z, f ∈ I4.

• As I is homogeneous with respect to the monoid Z2, we can write f as a sum of two monomials
which are x3 y ∈ K[x](3,1) and x4 ∈ I(4,0).

The ideal in Ex. 2.3.9 is an example of a monomial ideal.
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Definition 2.3.10 (Monomial ideal). A monomial ideal is a homogeneous ideal I ⊂ K[x] with respect to
the standard Zn grading, that is, with respect to the degree of each variable as in Ex. 2.3.3. These ideals
are always generated by monomials.

The aforementioned gradings are special cases of the standard gradings for tensor products and direct
sums.

Definition 2.3.11. Let M and N be L-graded R-modules, for a monoid L. We define two gradings for
M ⊕N and M ⊗N over L and over L× L as follows,

Over L Over L× L

M ⊕N =
⊕
m∈L

Mm ⊕Nm

⊕
(m1,m2)∈L×L

Mm1 ⊕Nm2

M ⊗N =
⊕
m∈L

 ⊕
m1,m2∈L
m1+m2=m

Mm1 ⊗Nm2

 ⊕
(m1,m2)∈L×L

Mm1 ⊗Nm2

Definition 2.3.12 (Graded homomorphisms). Given two L-graded modulesM ,N and a homomorphism
δ : M 7→ N , we say that δ is a graded homomorphism of degree m ∈ L if, for every n ∈ L, then

δ(Mn) ⊂ Nn+m

Example 2.3.13. Consider the endomorphism in K[x] which multiplies a polynomial by xd, that is,
δ : K[x] → K[x], such that δ(f) = xd f . This map is a graded homomorphism of degree d as, if the
degree of f is D, the degree of xd f is d+D, that is δ(K[x]D) ⊂ K[x]D+d.

Given a graded homomorphism, we can modify the gradings of the domain and the codomain of
the morphism to change its degree. To do so, we need to extend the monoid to a group. Let R be a
graded ring with respect to a monoid L and let L′ be the smallest abelian group that contains L. We can
extended the grading of R to L′ by setting Rm = 0 for every m ∈ L′ \ L. In the following, we extend
every grading in this way and, by abusing notation, we use the symbol L to denote the abelian group
related to a grading.

Definition 2.3.14 (Twist). Let R be a graded ring with respect to an abelian group L. For any graded
R-module M and m ∈ L, we define the twisted module M(−m) as

⊕
m′∈LMm′−m. Note that M(−m)

and M are isomorphic and their only difference is the grading which is “twisted” by −m.

Example 2.3.15. Consider the ideal I ∈ K[x, y] of Ex. 2.3.9, and the twisted ideal I(−2). Then,
I(−2)1 = I−1 = {}, I(−2)3 = I1 = {x}, and I(−2)4 = I2 = {x2, x y}.

With the appropriate twisting, we can turn every graded homomorphism to a graded homomorphism
of degree zero.
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Example 2.3.16 (Continuation of Ex. 2.3.13). The map δ has degree 0 if we twist its domain by −d, that
is we consider δ : K[x](−d)→ K[x]. Then δ(K[x](−d)D) ⊂ K[x](−d)D+d = K[x]D.

Definition 2.3.17 (Hilbert’s function and series). Consider a graded ring R with respect to a monoid L
and a gradedR-moduleM . The Hilbert function,HFM , is a function that mapsm ∈ L to the dimension
of Mm as a K-vector space, that is,

HFM : L→ Z (2.1)

m 7→ HFM (m) = dimK(Mm).

The Hilbert series is the formal series HSM (t) =
∑

m∈LHFM (m) tm.

Proposition 2.3.18. [CLO06, Prop. 6.4.7] Consider R = K[x] and the standard N grading. For each
finitely generated R-module M there is a polynomial, which we call the Hilbert polynomial HPM , such
that HPM (m) = HFM (m) for big enough m ∈ N.

Example 2.3.19. We consider K[x] (as a K[x]-module) with respect to the N-grading. Its Hilbert func-
tion corresponds to the number of monomials for each degree d; that is, HFK[x](d) =

(
n−1+d
n−1

)
. In this

case, the Hilbert function is a polynomial of degree n− 1. So HFK[x](d) = HPK[x](d) =
(
n−1+d
n−1

)
, for

every d ∈ N. In particular, the Hilbert series is

HSK[x](t) =
∑
d∈N

(
n− 1 + d

n− 1

)
td =

1

(1− t)n .

We can read many geometric and algebraic information of a module from its Hilbert series; for
example the Krull dimension.

Proposition 2.3.20. [BH98, Cor. 4.1.8] Consider a homogeneous ideal I ⊂ K[x] and let d be the the
Krull dimension of K[x]/I . Then, d is equal to the degree of HPK[x]/I(t) and there is a polynomial

H(t) ∈ Q[t] such that H(1) 6= 0 and HSK[x]/I(t) = H(t)
(1−t)d .

2.4 Affine varieties

The results of this section come mainly from [CLO15, Ch. 1, Ch. 4 & Ch. 5], [Har77, Sec. I.1], and
[Per07, Ch. IV]

There is a strong relation between algebra and geometry. For example, when we consider univariate
polynomials over C, the fundamental theorem of algebra tell us that there is a one-to-one correspon-
dence between a finite set of points in C and square-free monic polynomials in C[x]. The objective of
this section is to formalize this relation and to introduce a multivariate generalization, that is Hilbert’s
Nullstellensatz.

Definition 2.4.1 (Affine variety). Given an ideal I ∈ K[x], the affine variety VKn(I) is the set of all the
points over Kn such that every polynomial in I vanishes at these points, that is,

{p ∈ Kn : (∀f ∈ I) f(p) = 0}.
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We take the previous definition from [CLO15] and [AM69]. Some other authors, as [Eis04] and
[Har77], call these objects algebraic sets and reserve the word affine variety for the irreducible varieties.

In what follows, we write VKn(f1, . . . , fk) to refer to the variety VKn(〈f1, . . . , fk〉).

Definition 2.4.2 (Irreducible variety). We say that an affine variety is irreducible if and only if we cannot
write it as a union of two (strict) subvarieties. That is, V is irreducible if for every two affine varieties
V1, V2 ⊂ V such that V = V1 ∪ V2, it holds V = V1 or V = V2.

Example 2.4.3 (Reducible variety). The variety VKn(x y) ⊂ K2 is not irreducible. This variety equals
to the points that have at least one coordinate equal to 0. So we can write the variety as,

VKn(x y) = {(a, b) ∈ K2 : a = 0 or b = 0} =
{(a, b) ∈ K2 : a = 0} ∪ {(a, b) ∈ K2 : y = 0} = VKn(x) ∪ VKn(y).

Notice that VKn(x) 6= VKn(x y) and VKn(y) 6= VKn(x y) because {(1, 0), (0, 1)} ⊂ VKn(x y) but
(1, 0) 6∈ VKn(x), and (0, 1) 6∈ VKn(y).

Given a set of points W in Kn, we can consider the set of all the polynomials that vanish at W .

Proposition 2.4.4 (Ideal of a set of points). [CLO15, Thm. 4.2.7] Consider a set W ⊂ Kn. The set of
polynomials that vanish at W define a radical ideal I(W ), where

I(W ) := {f ∈ K[x] : (∀p ∈W ) f(p) = 0}.

Example 2.4.5. Given a point (a, b) ∈ K2, its defining ideal is

I({(a, b)}) = 〈x− a, y − b〉 ⊂ K[x, y].

Proposition 2.4.6. [CLO15, Prop. 4.5.3] An affine variety V is irreducible if and only if I(V ) is prime.

As every ideal is finitely generated (Prop. 2.2.3) we can think the varieties as the solution set of a
system of polynomial equations.

Definition 2.4.7 (Polynomial system). A polynomial system, or a system of polynomial equations, is a
set of equations defined by polynomials f1, . . . , fr ∈ K[x] as

f1(x1, . . . , xn) = 0
...

fr(x1, . . . , xn) = 0

. (2.2)

The solutions of the system form an affine variety over Kn given by VKn(f1, . . . , fr). In the following,
we write {f1, . . . , fr} ∈ K[x] to refer to this polynomial system.

Despite of the classical topology that Kn might have, we can define another topology for Kn related
to algebraic varieties.

Definition 2.4.8 (Zariski topology). The intersection and finite union of affine varieties is again a variety.
Moreover, the empty set and Kn are affine varieties given by VKn(〈1〉) and VKn(〈0〉), respectively. The
Zariski topology over Kn is the topology where the closed sets are the affine varieties and the open sets
are their complements.
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In the Zariski topology some sets over Kn are neither open nor close. For this reason, we define the
Zariski closure of a set, which is the smallest closed set in this topology that contains it.

Definition 2.4.9 (Zariski closure). Given a set W ⊂ Kn, we denote by WZ the smallest affine variety
that contains W , that is

W
Z

:= VKn(I(W )).

There is a one-to-one correspondence between radical ideals and affine varieties.

Proposition 2.4.10 (Strong Hilbert’s Nullstellensatz). [CLO15, Thm. 4.2.6] Given an ideal I ⊂ K[x],
then

I(V(I)) =
√
I.

In other words, for every I , if f ∈ K[x] vanishes over the variety VKn(I), there is a k ∈ N, such that
fk ∈ I .

Proposition 2.4.11 (Ideal-Variety correspondence). [CLO15, Thm. 4.2.7] For any two ideals I, J ⊂
K[x] such that I ⊂ J , it holds VKn(I) ⊃ VKn(J). For any two affine varieties V,W ⊂ Kn such that
V ⊂W , it holds I(V ) ⊃ I(W ).

Corollary 2.4.12. For any two ideals I, J ⊂ K[x] such that
√
I =
√
J , it holds VKn(I) = VKn(J).

Corollary 2.4.13 (Weak Hilbert’s Nullstellensatz). [CLO15, Thm. 4.1.1] Let I be an ideal such that
VKn(I) = ∅, then 1 ∈ I .

The next table, extracted from [CLO15, Ch. 4.9], summarizes the relations between affine varieties
and ideals.

Algebra Geometry
Radical ideals Varieties

I → VKn(I)
I(V ) ← V

Inclusion of ideals Inclusion of Varieties
I ⊂ J → VKn(I) ⊃ VKn(J)

I(V ) ⊂ I(W ) ← V ⊃W
Addition of ideals Intersection of varieties

I + J → VKn(I) ∩ VKn(J)√
I(V ) + I(W ) ← V ∩W

Product of ideals Union of varieties
I J → VKn(I) ∪ VKn(J)

I(V ) ∩ I(W ) ← V ∪W
Ideal quotient Difference of varieties

I : J → VKn(I) \ VKn(J)
Z

I(V ) : I(W ) ← V \WZ

Prime ideal ↔ Irreducible varieties
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As varieties correspond to radical ideals and radical ideals can be written uniquely as the intersection
of prime ideals (Cor. 2.2.17), then every variety can be written uniquely as the intersection of irreducible
varieties.

Proposition 2.4.14 (Minimal irreducible decomposition). [CLO15, Thm. 4.6.4] Given an affine variety
V ⊂ Kn, there are unique irreducible varieties V1, . . . , Vr such that (∀i 6= j)Vi 6⊂ Vj and

V = V1 ∪ · · · ∪ Vr.

Varieties are geometric objects over the topological space Kn. Hence, we can associate to them a
dimension, see [Har77, Page 5].

Definition 2.4.15 (Dimension). The dimension of an affine variety V ⊆ Kn, dim(V ), is the supremum
of all the integers d ≥ 0 such that there is a chain W0 ⊂ W1 ⊂ · · · ⊂ Wd ⊆ V of different irreducible
affine varieties contained in V .

It follows directly from the definition that we can deduce the dimension of a variety from the dimen-
sion of its affine irreducible pieces.

Proposition 2.4.16. [Per07, Prop. IV.1.4] Let V ⊂ Kn be an affine variety and consider its minimal
irreducible decomposition V =

⋃
i≤r Vi, see Prop. 2.4.14. The dimension of V equals the maximal of

the dimensions of the irreducible components, that is,

dim(V ) = max
i

(dim(Vi)).

Up to now, given an ideal I ⊂ K[x], we associated to it a quotient ring K[x]/I (Def. 2.2.6) and an
affine variety VKn . For both objects, we defined a notion of dimension (Def. 2.2.18). In what follows,
we show that, for affine varieties, these concepts are the same.

By Hilbert’s Nullstellensatz, different ideals correspond to the same affine variety. To make this
correspondence one-to-one, to each variety we will associate a radical ideal (Prop. 2.4.4) and consider its
quotient ring. This ring, that we call coordinate ring, is isomorphic to the ring of polynomial mappings
(regular functions) from the variety to K [Har77, Thm. I.3.2]. For more information about this relation
see [CLO15, Ch. 5.1].

Definition 2.4.17 (Coordinate Ring). Given a variety V ∈ Kn, its coordinate ring is

K[V ] = K[x]/I(V ).

Proposition 2.4.18 (Dimension of a variety and a coordinate ring). [Har77, Prop. I.1.7] The dimension
of an affine variety V equals the Krull dimension of its coordinate ring, that is,

dim(V ) = dimKrull(K[V ]).

As a consequence of this relation, using Cor. 2.2.23, we can bound the dimension of a variety with
respect to the number of generators of an ideal.
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Proposition 2.4.19. [Har77, Prop. I.1.13] We say that an affine variety V ⊂ Kn is a hypersurface, if
there is a polynomial f ∈ K[x] such that V = VKn(〈f〉), that is, the variety is defined by a principal
ideal. The dimension of an hypersurface is n− 1. Moreover, if the dimension of V ⊂ Kn is n− 1, then
V is an hypersurface.

To generalize the previous proposition we need to introduce the concept of equidimensional variety.

Definition 2.4.20 (Equidimensional variety). Let V ⊂ Kn be an affine variety and consider V =
⋃
i≤r Vi

its minimal irreducible decomposition. We say that V is equidimensional if the dimension of each irre-
ducible component is the same, that is,

(∀i) dim(Vi) = dim(V ).

Example 2.4.21. The variety Kn is equidimensional.

Proposition 2.4.22. [Har77, Prop. I.7.1] Consider two equidimensional varieties V,W ⊂ Kn such that
V ∩W 6= 0. Consider the irreducible decomposition of V ∩W = U1 ∪ · · · ∪ Ur (Prop. 2.4.14). Then,
the dimension of each irreducible component Ui is lower bounded by dim(V ) + dim(W )− n, that is,

(∀i) dim(Ui) ≥ dim(V ) + dim(W )− n.

Using this proposition, we can bound the dimension of a variety with respect to the number of
generators.

Corollary 2.4.23 (Bounds for the dimension). [Har77, Ex. I.1.9] Consider I = 〈f1, . . . , fr〉 ⊂ K[x]
such that r ≤ n and I is a proper ideal. Then, the dimension of VKn(I) is at least n− r.

From Prop. 2.2.19, if the variety is zero-dimensional, its coordinate ring is a finite dimensional vector
space.

Proposition 2.4.24. [Cox05, Thm 2.1.2] The Krull dimension of K[x]/I is zero if and only if VKn(I) is
finite. The dimension of K[x]/I as K-vector space is bigger or equal to the number of points in VKn(I).
In particular, these two numbers are the same if and only if I is radical.

Example 2.4.25. Consider the ideals I(1) = 〈x, y〉, I(2) = 〈x, y2〉 and I(3) = 〈x2, x y, y2〉 in K[x, y].
These three ideals describe the variety {(0, 0)} ∈ K2 and so their Krull dimension is zero. How-
ever, their quotient rings are not the same, as dimK(K[x, y]/I(1)) = 1, dimK(K[x, y]/I(2)) = 2 and
dimK(K[x, y]/I(3)) = 3. The only radical ideal is I(1), and so its number of solutions equals its dimen-
sion as a K-vector space.

As we will see in Sec. 5.2, one approach to solve zero-dimensional polynomial systems is to consider
the ideal I that they define and its quotient ring K[x]/I . Proposition 2.4.24 tell us that, in general, K[x]/I
has more information than the solutions of the system, that is, the variety VKn(I). Only when I is radical,
and so K[x]/I is a coordinate ring, we can expect K[x]/I to contain no extra information. When the
ideal I is not radical, we can still associate to K[x]/I a geometric object, but this is not a variety anymore,
it is an affine scheme. Roughly speaking, a scheme is a variety on which we can associate to each point
a multiplicity. As a variety VKn(I) is isomorphic to the set of maximal ideals of K[x]/I , a scheme takes
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into account every prime ideal. Schemes are central objects in Algebraic Geometry. However, we will
not elaborate on them and we refer the reader to [Har77] for a classical introduction to the subject.

The degree of a univariate polynomial give us its number of roots, counted multiplicities, over the
algebraic closure of its coefficients’ field. Unfortunately, we cannot do a similar thing when we work
with affine varieties given by non-homogeneous ideals.

Example 2.4.26. Let a ∈ Z and consider the ideal I(a) = 〈x2 − y2 + a x y, x − y − 1〉. According to
the value of a the number of elements in VKn(I(a)) changes:

• For a = 0, VKn(I(0)) = {(1
2 ,−1

2)} and, as I(0) is radical, dimK(K[x, y]/I(0)) = 1

• For a = 2, VKn(I(2)) = {( 2√
2
,−1+ 2√

2
), (−2√

2
,−1− 2√

2
)} and, as I(2) is radical, dimK(K[x, y]/I(2)) =

2.

2.5 Projective varieties

The results of this sections come mainly from [CLO15, Ch. 8], [Eis04, Ch. 1] and [Har77, Ch. 1].
In the following example we explain why in Ex. 2.4.26 we obtained different number of solutions.

Example 2.5.1 (Continuation of Ex. 2.4.26). We want to study the solutions of the polynomial system
{x2 − y2 + a x y = 0, x − y − 1 = 0}, with respect to the parameter a. We use the second equation to
eliminate x from the first equation, that is, we use the equality x = y + 1, to write x2 − y2 + a x y = 0
as a y2 + (a + 2) y + 1 = 0. We use the quadratic formula to solve this polynomial and deduce that
the solutions of this polynomial are β1 = a+2−

√
a2+4

−2 a , and β2 = a+2+
√
a2+4

−2 a . Hence, we deduce that

the solutions of the original system are (α1, β1) = (a+2−
√
a2+4

−2 a + 1, a+2−
√
a2+4

−2 a ), and (α2, β2) =

(a+2+
√
a2+4

−2 a + 1, a+2+
√
a2+4

−2 a ), We study the limit of the solutions when a goes to zero. The limit of
(α1, β1) is (1

2 ,−1
2), meanwhile the limit of (α2, β2) does not exist. Somehow, (α2, β2) is a solution of

the system {x2 − y2 = 0, x− y − 1 = 0} at infinity.

In this section we introduce projective varieties. These varieties allow us to formalize the notion of
“solutions at infinity” that we observed in Ex. 2.5.1. Projective varieties are related to homogeneous ide-
als. In the following, we will consider the polynomial ring K[x][x0] together with its standard gradings
over N (Ex. 2.3.2).

Definition 2.5.2 (Projective space). [CLO15, Def. 8.2.1] The projective space Pn represents the space
of lines in Kn+1 through the origin. Let ∼ be an equivalence relation over Kn+1 \ {0} such that a ∼ b
if there exists λ ∈ K such that a = λ b. We define the projective n-space Pn as the quotient of Kn+1

(excluding zero) by the equivalence relation ∼, that is

Pn := (Kn+1 \ {0})/ ∼ .

Each (n + 1)-tuple (a0, . . . , an) ∈ Kn+1 defines a point a ∈ Pn and we say that (a0 : · · · : an) are the
homogeneous coordinates of a.
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Remark 2.5.3. Each (n+ 1)-tuples defines homogeneous coordinates of a point in Pn, but many tuples
define coordinates of the same point. More precisely, two tuples define the same point if the tuples are
equivalent with respect to ∼.

Definition 2.5.4 (Projective variety). Given a homogeneous ideal I ⊂ K[x][x0], we define the projective
variety VPn(I) as the zero set of the homogeneous polynomials in I over Pn, that is

VPn(I) := {p ∈ Pn : (∀ homogeneous f ∈ I) f(p) = 0}.

We can define the Zariski topology for projective varieties similarly to the way that we did it for the
affine varieties (see Def. 2.4.8).

Definition 2.5.5 (Zariski topology). [Har77, Page 10] We define the Zariski topology on Pn by consid-
ering the open sets to be the complement of the projective varieties.

When we work with a projective variety, we might want to study the affine variety related to the
homogeneous ideal that defines it. We call this affine variety the affine cone.

Definition 2.5.6 (Affine cone). Let V ⊂ Pn be a projective variety such that VPn(I) = V . We define
the affine cone of V , CV , as the affine variety in Kn+1 that is the zero set of I . Equivalently, CV :=
VKn+1(I).

The empty set ∅ ⊂ Pn is a projective variety as ∅ = VPn(〈1〉) and ∅ = VPn(〈x0, x1, . . . , xn〉). If we
apply Hilbert’s Nullstellensatz in the same way as we do in the affine setting, as 〈1〉 and 〈x0, x1, . . . , xn〉
describe the same variety, we should conclude that the corresponding radical ideals are the same. But this
is not the case, as

√
〈x0, x1, . . . , xn〉 6=

√
〈1〉. Hence, we cannot extend directly Hilbert’s Nullstellensatz

to the projective setting.

Definition 2.5.7 (Irrelevant ideal). The irrelevant ideal is the biggest ideal that defines an empty variety.
For projective varieties over Pn, the irrelevant ideal is 〈x0, x1, . . . , xn〉 =

⊕
i≥1 K[x][x0]i.

Definition 2.5.8 (Ideal of a projective variety). Let V ⊂ Pn be a projective variety. If V 6= ∅, then the
ideal associated to V is the ideal generated by all the homogeneous polynomials that vanish at every
point of V . If V = ∅, then its associated ideal is the irrelevant ideal 〈x0, . . . , xn〉.

When the projective variety is not empty, the associated ideal equals the associated ideal of the affine
cone. Hence, by abusing notation, we denote by I(V ) the associated ideal of a projective variety V .

Now we can state the, so-called, projective Hilbert’s Nullstellensatz. It provides an one-to-one cor-
respondence between projective varieties and radical ideals contained in the irrelevant ideal.

Proposition 2.5.9 (Projective Hilbert’s Nullstellensatz). [CLO15, Thm. 8.3.9] Let I ⊂ 〈x0, . . . , xn〉 ⊂
K[x][x0] be an homogeneous ideal. Then,

I(VPn(I)) =
√
I.

If VPn(I) = ∅, then there is a k ∈ N such that, for every 0 ≤ i ≤ n, xki ∈ I .
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One might ask what happened with the 1 ∈ K[x][x0] that appears in any ideal defining an empty
affine variety. To answer this question we have to recall the concept of saturation of an ideal, see
prop. 2.2.5. Let V ⊂ Kn be a variety and I ⊂ K[x] an ideal. The ideal I has no solutions outside V , that
is V(I) ∩ (Kn \ V ) = ∅, if and only if V(I) ⊂ V . By Prop. 2.4.11, this is equivalent to the condition
I(V ) ⊂

√
I . By Prop. 2.2.15, there is a k ∈ N such that I(V )k ⊂ (

√
I)k ⊂ I , and so (I : I(V )k) = 〈1〉.

Therefore, the lack of solutions outside V is equivalent to (I : I(V )∞) ⊇ (I : I(V )k) = 〈1〉.

Proposition 2.5.10. An ideal I ∈ K[x] has no solutions outside V ⊂ Kn, that is VKn(I)∩(Kn\V ) = ∅,
if and only if (I : I(V )∞) = 〈1〉.

Hence, a proper homogeneous ideal over K[x][x0] defines an empty projective variety if its affine
cone contains only the point 0 ∈ VKn+1(〈x0, . . . , xn〉).

Projective varieties are obtained from “gluing” together affine varieties. These affine varieties are
open subsets of the projective varieties.

Proposition 2.5.11 ([CLO15, Ex. 8.2.9]). For each 0 ≤ i ≤ n, we define Ui ⊂ Pn as the open set of Pn
formed by the points whose i-th coordinate is different to zero. Equivalently,

Ui = Pn \ VPn(〈xi〉).

For each projective variety V ⊆ Pn, V ∩Ui is an affine variety. We say that the affine varieties {V ∩Ui}i
form an affine open cover of V .

We can think of this affine open covering as follows: Given a homogeneous ideal I ∈ K[x][x0],
consider the affine variety VPn(I) ∩ U0 given by the intersection of the affine cone VKn+1(I) with the
hyperplane x0 = 1. Hence, we have correspondence

(a0 : · · · : an) ∈ VPn(I) ∩ U0 ↔
(

1,
a1

a0
, . . . ,

an
a0

)
∈ VKn+1(I + 〈x0 − 1〉).

There is a similar correspondence for each variable xi.
We can also use the affine open coverings to define varieties. The way of doing so corresponds to

“gluing” the affine varieties, that is, identify the affine pieces (VPn(I)∩Ui)∩Uj and (VPn(I)∩Uj)∩Ui.
For more information see [CLS11, Sec. 3.0].

Example 2.5.12 (Continuation of Ex. 2.5.1). We consider the homogeneous ideal I := 〈x2 − y2, x −
y − z〉 ⊂ K[x, y, z]. This ideal defines a projective variety VP2(I) which consists of two points. Let Ux,
Uy, Uz be the open sets from Prop. 2.5.11.

The affine variety defined by VP2(I) ∩ Uz is isomorphic to the affine variety associated to the ideal
Iz := {x2− y2, x− y− 1} ⊂ K[x, y] by setting z = 1. Note that this ideal agrees with the one obtained
in Ex. 2.5.1 by setting a = 0. Hence, VK2(Iz) = {(1

2 ,−1
2)}. Over the projective space, the homogeneous

coordinates of this point are {(1
2 : −1

2 : 1)} ⊂ VP2(I).
The affine variety defined by VP2(I) ∩ Uy is isomorphic Iy := {x2 − 1, x − 1 − z} by setting

y = 1. In this case VK2(Iy) = {(1, 0), (−1,−2)}. Over the projective spaces, we write these points in
homogeneous coordinates as {(1 : 1 : 0), (−1 : 1 : −2)} ⊂ VP2(I). Note that in this case, we obtained
two points as we had expected in Ex. 2.5.1.
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The affine variety defined by VP2(I)∩Ux is isomorphic Ix := {1−y2, 1−y−z} by setting x = 1. In
this case VK2(Ix) = {(1, 0), (−1, 2)}. Over the projective spaces, we write these points in homogeneous
coordinates as {(1 : 1 : 0), (1 : −1 : 2)} ⊂ VP2(I).

Hence, we conclude that {(1 : 1 : 0), (1
2 : −1

2 : 1)} = VP2(I) as VP2(I) ∩ Ux ⊂ VP2(I) ∩ Uy =
VP2(I) ∩ Uz . The point (1 : 1 : 0) is the solution at infinity that we mention in Ex. 2.5.1.

Many definitions and properties from affine varieties extend naturally to the projective case.

Proposition 2.5.13 (Irreducible variety). [CLO15, Ex. 8.3.11] We say that a projective variety is irre-
ducible if and only if we cannot write it as a union of two projective (strictly) subvarieties.

The projective variety V is irreducible if and only if the homogeneous ideal I(V ) is prime.

Proposition 2.5.14 (Minimal irreducible decomposition). Given a projective variety V ⊂ Kn, there are
unique irreducible projective varieties V1, . . . , Vr such that (∀i 6= j)Vi 6⊂ Vj and

V = V1 ∪ · · · ∪ Vr.

Definition 2.5.15 (Dimension). The dimension of an projective variety V ⊆ Kn, dim(V ), is the supre-
mum of all the integers n ≥ 0 such that there is a chain W0 ⊂ W1 ⊂ · · · ⊂ Wn ⊆ V of different
irreducible projective varieties contained in V .

As we did in the affine case, we can relate the geometric dimension of a projective variety with the
Krull dimension of its homogeneous coordinate ring.

Definition 2.5.16 (Homogeneous coordinate ring). The homogeneous coordinate ring of a projective
variety V ⊂ Pn is the quotient ring K[x][x0]/I(V ). We denote this quotient ring as K[V ].

Note that the homogeneous coordinate ring of V is isomorphic to the coordinate ring of the affine
cone of V , K[CV ], see [Har77, Ex. I.2.10]

Proposition 2.5.17. [Har77, Ex. I.2.6,Ex. I.2.10] The dimension of a projective variety V equals the
Krull dimension of its homogeneous coordinate ring minus 1, that is,

dim(V ) = dimKrull(K[V ])− 1.

As in the affine case, see Def. 2.4.20, we say that a projective variety is equidimensional when all its
irreducible components have the same dimension. We can extend Prop. 2.4.22 to the projective case. In
this case, the theorem is stronger because we can tell when the intersection of two projective varieties is
non-empty.

Proposition 2.5.18. [Har77, Prop. I.7.2] Consider two equidimensional projective varieties V,W ⊂ Pn.
Consider the irreducible decomposition of V ∩W = U1∪· · ·∪Ur, see Prop. 2.5.14. Then, the dimension
of each irreducible projective component Ui is lower bounded by dim(V ) + dim(W )− n, that is,

(∀i) dim(Ui) ≥ dim(V ) + dim(W )− n.

Moreover, if dim(V ) + dim(W )− n ≥ 0, the intersection V ∩W is not empty.
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For projective varieties, we can have a stronger form of Cor. 2.4.23.

Corollary 2.5.19. Consider a homogeneous ideal I = 〈f1, . . . , fr〉 ⊂ K[x] such that r ≤ n and each fi
is homogeneous. Then, VPn(I) is not empty and its dimension is at least n− r.

As we discussed at the end of Sec. 2.4, similarly to the univariate case, we expect to have a relation
between the degrees of the polynomials defining a zero-dimensional variety and the number of points in
this variety. We already saw that, when we work with affine varieties, such a relation does not exist, see
Ex. 2.4.26. In what follows, we introduce the concept of degree of a projective variety which formalizes
this expected relation.

Let V ⊂ Pn be a projective variety. If V is zero-dimensional, we define its degree as the number
of points that V contains. When V is not zero-dimensional, its degree corresponds to the expected
number of points, counted with multiplicity, when we intersect V with dim(V ) generic hyperplanes, see
Sec. 2.13. We present an equivalent definition of degree of a projective variety. Our definition relies on
the Hilbert series of its homogeneous coordinate ring, see Def. 2.3.17.

Definition 2.5.20 (Degree of a projective variety). Let V ⊂ Pn be a projective variety. Consider the
Hilbert series of its homogeneous coordinate ring, HSK[V ] = H(t)

(1−t)d , where d is equals the Krull di-
mension of K[V ] and H(t) ∈ Q[t] is a polynomial such that H(1) 6= 0, see Prop. 2.3.20. We define the
degree of V as deg(V ) = H(1).

The degree of a zero-dimensional projective variety is an upper bound on the number points that it
contains. This bound is tight if and only if the variety is irreducible, see Prop. 2.4.24.

2.6 Homological algebra

The results of this section come mainly from [CLO06, Ch. 6], [Eis04, Ap. 3] and [Lan02, Ch. XX &
Ch. XXI].

First, we introduce chain complexes and resolutions. Roughly speaking, a chain complex is a se-
quence of modules together with maps between them, such that each map generates part of the kernel
of the next map. A resolution of a module M is a chain complex where each map generates exactly the
kernel of the next map and the image of the last map is M . In this way, we can study M by “approxi-
mating” it by a sequences of modules. From a minimal resolution of a graded module M , we can deduce
its Hilbert series, its Betti numbers, and its Castelnuovo-Mumford regularity.

Definition 2.6.1 (Chain complex). A chain complex (M•, δ•) is a sequence of R-modules {Mi}i∈Z
together with a sequence of homomorphisms between them δ• = {δi : Mi → Mi−1}i∈Z, such that
∀i ∈ Z, δi−1 ◦ δi = 0, that is, Im(δi) ⊂ Ker(δi−1). We usually write M• as

M• : . . .
δi+1−−→Mi

δi−→Mi−1
δi−1−−→ . . .

We say that a chain complex is bounded when there are two constants a, b ∈ Z, such that, if i < a or
i > b, then Mi = 0. In this case, we write M• as

M• : 0→Mb
δb−→ . . .

δi+1−−→Mi
δi−→Mi−1

δi−1−−→ . . .
δa−1−−−→Ma → 0
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Definition 2.6.2 (Exact chain complex). We say that a complex is exact when,

∀i ∈ Z, Im(δi) = Ker(δi−1).

We can characterize how far a chain complex is from being exact by studying its homologies.

Definition 2.6.3 (Homology). The i-th homology of a chain complex (M•, δ•) is the quotient between
the kernel and the image of consecutive maps, that is

Hi := Ker(δi)/Im(δi+1).

A chain complex is an exact sequence if and only if every homology vanishes.

Definition 2.6.4 (Free Resolution). Given a R-module M a free resolution for M is a chain complex
(M•, δ•) of the form

M• : · · · →M2 →M1 →M0 → 0,

where,

• the 0-homology equals M , that is H0 = M ,

• for i > 0, the i-homology vanishes, that is, Hi = 0, and

• every module Mi is free, that is, each module Mi is isomorphic to Rki , where ki is the rank of Mi.

The augmented free resolution of M , is the exact sequence

M• : · · · →M2 →M1 →M0 →M → 0

Proposition 2.6.5. [Eis04, Cor. 19.6] Every finitely generated module over K[x] has a finite free reso-
lution.

The resolution of an ideal I ⊂ K[x] is closely related to the resolution of K[x]/I .

Proposition 2.6.6. [CLO06, Ex. 6.1.8] Consider a free module M ⊂ Rm and let (M•, δ•) be the free
resolution of M . Then, the following chain complex is an augmented free resolution of Rm/M .

· · · →M2 →M1 →M0 → Rm → Rm/M → 0.

When we consider the free resolution of a graded module the resolution can inherit the grading. For
this, we have to twist the modules so that the maps in the resolution are graded and have degree zero.
We illustrate this in Ex. 2.7.6 by considering the Koszul complex of a sequence of three homogeneous
polynomials in K[x]. Among the resolutions of a module, we are interested in the minimal ones.

Definition 2.6.7 (Minimal free resolution). We say that a graded free resolution for a Z-graded K[x][x0]-
module M , (M•, δ•), is minimal if

(∀i) Im(δi) ⊂ 〈x0, . . . , xn〉Mi−1,

where 〈x0, . . . , xn〉Mi−1 is the module x0Mi−1 + · · ·+ xnMi−1.
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Minimal free resolutions are unique up to isomorphism, see [Eis05, Thm. 1.1.6].

Definition 2.6.8 (Strand of a complex). Consider a chain complex (M•, δ•) such that all the modulesMi

are L-graded and all the maps δi are L-graded of degree 0 ∈ L, see Ex. 2.3.13. Then, for each m ∈ L,
the strand of (M•, δ•) is the chain complex (M•, δ•)m, which correspond to the restriction of (M•, δ•)
to the m-graded pieces of the modules, that is,

(M•)m : . . .
δi+1−−→ (Mi)m

δi−→ (Mi−1)m
δi−1−−→ . . .

We warn the reader that in the bibliography, for example in [Eis04, Eis05], the word strand is used
in a different, but closely related, sense.

Let us also briefly mention the determinant of a complex. For a particular class of bounded com-
plexes, called generically exact [GKZ08, App. A], we can extend the definition of the determinant of
matrices to complexes. The non-vanishing of this determinant is related to the exactness of the complex.
When there are only two non-zero free modules in the complex, that is, all the other modules are zero,
we can define the determinant of the complex if and only if both the non-zero free modules have the
same rank. In this case, the determinant of the complex reduces to the determinant of the (matrix of
the) map between the two non-zero free modules, [GKZ08, Prop. A.8]. We refer the reader to [AMS09]
for an accessible introduction to the determinant of a complex and to [GKZ08, App. A] for a complete
formalization.

2.7 Regular sequences and Koszul complex

The results of this section come mainly from [Eis04, Ch. 17], [Lan02, Ch. XXI] and [BH98, Ch. 1].
A regular sequence is a sequence of polynomials that shares many algebraic properties with a se-

quence of unknowns. The Koszul complex is a chain complex that it is also a resolution for regular
sequences.

Definition 2.7.1 (Regular sequence). An element f ∈ R is regular in a ring R if it is not a zero divisor,
that is (∀r ∈ R \ {0}) r f 6= 0. Given elements f1, . . . , fr ∈ R, we say that (f1, . . . , fr) is a regular
sequence if

• R/〈f1, . . . , fr〉 6= 0, and

• for each 1 ≤ i ≤ r, fi is a regular element in the quotient ring R/〈f1, . . . , fi−1〉.

Note that for regular sequences the order of the polynomials in the sequence matters. In Cor. 2.7.10,
we will discuss for which regular sequences, when we permute their polynomials, the resulting sequences
are also regular.

Remark 2.7.2. If (f1, . . . , fr) is a regular sequence over R, then for i ≤ r, (f1, . . . , fi) is a regular
sequence too.

If (f1, . . . , fr) ⊂ K[x] is a regular sequence, then the Koszul complex provides a resolution for
K[x]/〈f1, . . . , fr〉.
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Definition 2.7.3. Let E be a K-vector space generated by {e1, . . . , en}. We define the map Φs as the
(−1)-graded map such that, for each i and 1 ≤ j1 < · · · < ji ≤ n,

Φs :
∧i

E → ∧i−1
E

ej1 ∧ · · · ∧ eji 7→ Φs(ej1 ∧ · · · ∧ eji) =

{
(−1)k+1ej1 ∧ · · · ∧ ejk−1

∧ ejk+1
∧ · · · ∧ eji if jk = s

0 otherwise

Definition 2.7.4 (Multiplication operator). For each f ∈ K[x]d, we define the multiplication operator
µf , which is a graded homomorphism of degree d, that corresponds to the multiplication by f .

µf : K[x]D → K[x]D+d

g 7→ f g

Definition 2.7.5 (Koszul complex). Let E be a K-vector space of dimension r, with basis e1, . . . , er.
Given a set of polynomials f1, . . . , fr ∈ R, we define the Koszul complex K•(f1, . . . , fr) as the chain
complex where K0 = R, Ki = R⊗∧iE ∼= R(ri), when r ≥ i ≥ 1, or 0 otherwise.

The differential δi : Ki → Ki−1 are homomorphisms such that

δi =
r∑
s=1

µfsΦs.

Equivalently, for each 1 ≤ j1 < · · · < ji ≤ r and g ∈ K[x],

δi(g ⊗ ej1 ∧ · · · ∧ eji) =
r∑
s=1

µfs(g)⊗∆s(ej1 ∧ · · · ∧ eji)

=

i∑
k=1

(−1)k+1fjk g ⊗ ej1 ∧ · · · ∧ ejk−1
∧ ejk+1

∧ · · · ∧ eji .

When the polynomials f1, . . . , fr are homogeneous, then the modules of the Koszul complex are homo-
geneous too, Ki ∼=

⊕
1≤j1<···<ji≤r R(−j1 − · · · − ji)⊗ ej1 ∧ · · · ∧ eji .

We denote byHi(f1, . . . , fr) the i-th homology of K(f1, . . . , fr), that is,

Hi(f1, . . . , fr) = Ker(δi)/Im(δi+1).

Example 2.7.6. Let f1, f2, f3 ∈ K[x] be a sequence of polynomials. The Koszul complex of f1, f2, f3 is
as follows:

0→ R⊗ e1 ∧ e2 ∧ e3
[
f3 −f2 f1

]
−−−−−−−−−−−−−→

δ3

R⊗ e1 ∧ e2
⊕

R⊗ e1 ∧ e3
⊕

R⊗ e2 ∧ e3


−f2 f1 0
−f3 0 f1

0 −f3 f2


−−−−−−−−−−−−−−−→

δ2

R⊗ e1
⊕

R⊗ e2
⊕

R⊗ e3


f1
f2
f3


−−−−−→

δ1
R→ 0

If we assume that the polynomials f1, f2, f3 ∈ K[x] are homogeneous of degree d1, d2, d3, then we
can make the Koszul complex 0-graded.
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To do so, we start analyzing the last map of the Koszul complex, δ1. This map is equivalent to the
map (g1, g2, g3) 7→∑3

k=1 fkgk. In order to make δ1 graded, the degrees of f1g1, f2g2, f3g3 must be the
same. Hence, if the degree of

∑3
k=1 fkgk is d, the degree of gk must be d− dk + deg(δ1). If we want the

degree of δ1 to be zero, then the first map of the Koszul complex must be

R(−d1)⊕R(−d2)⊕R(−d3)


f1

f2

f3


−−−−−→

δ1
R.

Following the same reasoning, the second map of the Koszul complex is the map

(h1,2, h1,3, h2,3) 7→ (−h1,2 f2 − h1,3 f3, h1,2 f1 − h2,3 f3, h1,3 f1 + h2,3 f2).

For this map to be 0-graded, we should find constants D1,2, D1,3, D2,3 such that, for d ∈ Z, it holds

δ2

(
(R(−D1,2)⊕R(−D1,3)⊕R(−D2,3))d

)
⊂ (R(−d1)⊕R(−d2)⊕R(−d3))d

So, for h1,2 ∈ R(−D1,2)d and h1,3 ∈ R(−D1,3)d, we want h1,2 f2 +h1,3 f3 ∈ R(−d1)d. Hence, the
degree of h1,2 f2 should be equal to the degree of h1,3 f3, that is −d1 + d. Thus,

d−D1,2 + d2 = d−D1,3 + d3 = d− d1.

Using the same arguments for h1,3 and h2,3, we conclude that for each d, we want D1,2, D1,3, D2,3

such that, 
d−D1,2 + d2 = d−D1,3 + d3 = d− d1

d−D1,2 + d1 = d−D2,3 + d2 = d− d2

d−D1,3 + d1 = d−D2,3 + d3 = d− d3

,

which leads to 
D1,2 = d1 + d2

D1,3 = d1 + d3

D2,3 = d2 + d3

.

Hence, the map δ2 is a graded map if we consider the following graded modules

R(−d1 − d2)
⊕

R(−d1 − d3)
⊕

R(−d2 − d3)


−f2 f1 0
−f3 0 f1

0 −f3 f2


−−−−−−−−−−−−−−→

δ2

R(−d1)
⊕

R(−d2)
⊕

R(−d3).

Finally, we do the same analysis for δ3, which represents the map g 7→ (g f3,−g f2, g f1). We want
to find a D such that, for every d, it holds

δ3(R(−D)d) ⊂ R(−d1 − d2)⊕R(−d1 − d3)⊕R(−d2 − d3).
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Equivalently, we are looking for aD such that, for any d and g ∈ R(−D)d, it holds (g f3,−g f2, g f1) ∈
(R(−d1 − d2)⊕R(−d1 − d3)⊕R(−d2 − d3))d. Hence, the degrees must satisfy the equations,

d−D = d− d2 − d3

d−D = d− d1 − d3

d−D = d− d1 − d2

Therefore, D = d1 + d2 + d3, which results to

R(−d1 − d2 − d3)

[
f3 −f2 f1

]
−−−−−−−−−−−−→

δ3

R(−d1 − d2)
⊕

R(−d1 − d3)
⊕

R(−d2 − d3)

Hence, our graded Koszul complex is isomorphic to,

0→ R(−d1− d2− d3)

[
f3 −f2 f1

]
−−−−−−−−−−−−−→

δ3

R(−d1 − d2)
⊕

R(−d1 − d3)
⊕

R(−d2 − d3)


−f2 f1 0
−f3 0 f1

0 −f3 f2


−−−−−−−−−−−−−−−→

δ2

R(−d1)
⊕

R(−d2)
⊕

R(−d3)


f1
f2
f3


−−−−−→

δ1
R→ 0

Remark 2.7.7. The 0-th homology of the Koszul complexK(f1, . . . , fr) isH0(f1, . . . , fr) = R/〈f1, . . . , fr〉.

Regular sequences are closely related to the Koszul complex.

Proposition 2.7.8 (Koszul complex of a regular sequences). [Lan02, Thm. XXI.4.6] Consider f1, . . . , fr ∈
K[x]. If (f1, . . . , fr) is a regular sequence over K[x], thenHi(f1, . . . , fr) = 0, for i > 0.

If f1, . . . , fr are homogeneous polynomials, then converse statement also holds, that is, ifHi(f1, . . . , fr) =
0, for i > 0, then (f1, . . . , fr) is a regular sequence over K[x]. Moreover, when the polynomials are
homogeneous, ifH1(f1, . . . , fr) = 0 thenHj(f1. . . . , fr) = 0, for j > 1.

In particular, if I is generated by a regular sequence, then the Koszul complex provide us with an
augmented free resolution for K[x]/I .

Corollary 2.7.9. If (f1, . . . , fr) is a regular sequence over K[x], then the Koszul complex is an aug-
mented free resolution of the quotient ring K[x]/〈f1, . . . , fr〉. Moreover, the following chain complex is
an augmented free resolution of I ,

0→ · · · → K2 → K1 → I → 0.

If (f1, . . . , fr) are homogeneous, then the free resolutions are minimal, see Def. 2.6.7.

The Koszul complex does not take into account the order of the polynomials f1, . . . , fr in the se-
quence. Hence, when we have a homogeneous regular sequence, any permutation of its polynomials
result a regular sequence.
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Corollary 2.7.10 (Permutation of homogeneous regular sequences). Let σ ∈ Sr, where Sr is the sym-
metric group of {1, . . . , r}, that is, σ is a permutation of the set {1, . . . , r}. Hence, if f1, . . . , fr are
homogeneous polynomials and (f1, . . . , fr) is a regular sequence, then (fσ(1), . . . , fσ(r)) is a regular
sequence, too.

When a regular sequence does not consist of homogeneous polynomials, then a permutation of its
elements might not result in a regular sequence.

Example 2.7.11 (Permutation of affine regular sequences). Consider the polynomial sequence (z, x (z+
1), y (z+ 1)) in K[x, y, z]. This sequence is regular because K[x, y, z]/〈z〉 ∼= K[x, y] and x (z+ 1) = x
and y (z + 1) = y in K[x, y, z]/〈z〉. But (x (z + 1), y (z + 1), z) is not a regular sequence as y (z + 1)
is a zero divisor in K[x, y, z]/〈x (z + 1)〉, x (y (z + 1)) = y (x (z + 1)) = 0 in K[x, y, z]/〈x (z + 1)〉.
Hence, Cor. 2.7.10 might not hold when the polynomials are not homogeneous.

An ideal of K[x] generated by a regular sequence of r elements describe an equidimensional variety
of dimension n− r.

Proposition 2.7.12. [Per07, Thm. IV.2.3] Consider polynomials f1, . . . , fr ∈ K[x] such that (f1, . . . , fr)
is a regular sequence. Then, if VKn(〈f1, . . . , fr〉) is not empty, then it is equidimensional and has
dimension n− r.

Moreover, if the ideal is homogeneous, then the previous condition is an “if a only if”.

Proposition 2.7.13. [Hoc16, Page 15] Consider homogeneous polynomials f1, . . . , fr ∈ K[x][x0].
Then, the following three conditions are equivalent:

• (f1, . . . , fr) is a regular sequence.

• dim(VPn(〈f1, . . . , fr〉)) = n− r.

• dim(VPn(〈f1, . . . , fr〉)) = n− r and VPn(〈f1, . . . , fr〉) is equidimensional.

For regular sequences, because we know their minimal resolution, we can also predict their Hilbert
series and their degree [CLO06, Thm 6.4.4].

Proposition 2.7.14 (Hilbert series of a regular sequence). [CLO15, Lem. 10.2.5] Let (f1, . . . , fr) be a
regular sequence over K[x] given by homogeneous polynomials of degrees d1, . . . , dr, respectively, then
the Hilbert series of the corresponding quotient ring is

HSK[x]/〈f1,...,fr〉 =

∏r
i=1(1− tdi)
(1− t)n =

∏r
i=1

∑di−1
j=0 tj

(1− t)n−r
Corollary 2.7.15 (Bézout bound). Let (f1, . . . , fr) be a regular sequence over K[x] given by homoge-
neous polynomials of degrees d1, . . . , dr, respectively, then the degree of the variety VPn(〈f1, . . . , fr〉),
see Def. 2.5.20, is the product of the degrees of the polynomials, that is,

Degree(VPn(〈f1, . . . , fr〉)) =

(
(1− t)n−r

∏r
i=1

∑di−1
j=0 tj

(1− t)n−r

)∣∣∣∣∣
t=1

=
r∏
i=1

di.

In particular, if r = n, then the system {f1, . . . , fn} has at most
∏n
i=1 di different solutions.

The Bézout bound is tight when the ideal 〈f1, . . . , fn〉 is radical or if we count the number of solutions
taking into account their multiplicities, see [CLO06, Sec. 4.2].
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2.8 Betti numbers and Castelnuovo-Mumford regularity

The results of this section come mainly from [Eis04, Ch. 20], [CLO06, Ch. 6] and [BH98, Ch. 1 &
Ch. 4].

Among the free resolutions of graded modules we can always find a minimal free resolution, which
is unique up to isomorphism, see Def. 2.6.7. From the minimal resolution we can read the Betti numbers,
which are important invariants of a module. Using the Betti numbers, we can recover the Hilbert series
and define the Castelnuovo-Mumford regularity.

Proposition 2.8.1 (Betti numbers). [Eis05, Thm. 1.1.6] If there is a finite minimal free resolution for a
graded R-module M , then the minimal free resolution is unique up to isomorphisms. In this case, we
can always write it as

0→
⊕
j∈Z

R(−j)βpd(M),j → · · · →
⊕
j∈Z

R(−j)β0,j →M → 0,

where only a finite number of βi,j are not zero.
The {βi,j}i,j are the graded Betti numbers.

The graded Betti numbers define the Hilbert Series.

Proposition 2.8.2. [BH98, Lem. 4.1.13] Let {bi,j} be the graded Betti numbers of a graded R-module
M , then

HSM (t) = HSR(t)

n∑
i=0

∑
j∈Z

(−1)iβi,j t
j .

When R = K[x], then HSR(t) = 1
(1−t)n , and so

HSM (t) =
1

(1− t)n
n∑
i=0

∑
j∈Z

(−1)iβi,jt
j .

Also, the graded Betti numbers allow us to define the Castelnuovo-Mumford regularity. As we will
see in Sec. 4.5, this regularity is related to the complexity of solving polynomial systems.

Definition 2.8.3 (Castelnuovo-Mumford regularity). Consider a graded R-module M and let {βi,j} be
its set of graded Betti numbers. Then, the Castelnuovo-Mumford regularity of M is,

regCM(M) = max
i,j
{j − i : βi,j 6= 0}.

The Castelnuovo-Mumford regularity tell us when the Hilbert polynomial and the Hilbert function
agree.

Corollary 2.8.4. [Eis05, Thm. 4.2] [BS13, Ex. 17.1.10] If d > regCM(M), then the Hilbert polynomial
and Hilbert function agree, that is, HPM (d) = HFM (d).

For homogeneous regular sequences (f1, . . . , fr), the Koszul complex give us minimal free resolu-
tions for 〈f1, . . . , fr〉 and K[x]/〈f1, . . . , fr〉, see Cor. 2.7.9. Hence, we can deduce the Castelnuovo-
Mumford regularity.
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Proposition 2.8.5 (Macaulay bound). Let (f1, . . . , fr) be a homogeneous regular sequence in K[x]
where the polynomials have degrees d1, . . . , dr, respectively. Then, the Castelnuovo-Mumford regularity
of the ideal 〈f1, . . . , fr〉 and the corresponding quotient ring is

regCM(〈f1, . . . , fr〉) =
r∑
i=1

di − r + 1. (Macaulay bound, MB)

regCM(K[x]/〈f1, . . . , fr〉) =
r∑
i=1

di − r.

2.9 Local cohomology and Castelnuovo-Mumford regularity

The results of this section come mainly from [BS13, Sec. 5.1], [Bus06, Ch .3], and [BH98, Sec. 3.5]
In this section we will talk about local cohomology and its relation with the Castelnuovo-Mumford

regularity. For this, we need to introduce localization. We say that a set U ⊂ R is multiplicatively closed
if 1 ∈ U and (∀a, b ∈ U) a b ∈ U . Roughly speaking, to localize a module M at a multiplicative set U
is like inverting the elements of U in M .

Definition 2.9.1 (Localization). Given a R-module M and a multiplicatively closed set U ⊂ M , we
define the localization of M at U , M [U−1], as the set of equivalence classes of pairs (f, u), with f ∈M
and u ∈ U . The equivalence relation ∼ is such that (f, u) ∼ (f ′, u′) if and only if there is an element
v ∈ U such that v (u′ f − u f ′) = 0 in M .

Proposition 2.9.2. Consider x ∈ U ⊂ R and f ∈M such that x f = 0 in M . Then f = 0 in M [U ].

If the ringR is Zk-graded and the elements of the multiplicatively closed setU are homogeneous with
respect to the same Zk-grading, then the localization R[U−1] is Zk-graded and the degree of (f, u) ∈
R[U−1] is deg(f)− deg(u).

In most of the cases, we localize with respect to an element or the complement of a prime ideal.

Definition 2.9.3 (Localization at an element). Given an element x ∈ R, we define M [x−1] as the local-
ization of M at the multiplicative closed set U = {xi : i ∈ N} (we consider 0 ∈ N).

Given a prime ideal p ⊂ R, the complement (set theoretically) of the ideal, R \ p, is a multiplicative
closed set.

Definition 2.9.4 (Localization at a prime ideal). Given a prime ideal p ⊂ R, we define M [p] as the
localization of M at the multiplicative closed set U = R \ p.

Similarly to the Koszul complex, the Čech complex is another central chain complex in algebraic
geometry.

Definition 2.9.5 (Čech complex). [Bus06, Def. 3.1.3] Let R be a ring, f := (f1, . . . , fr) be a sequence
of elements in R and M a R-module. The Čech complex of f over M is the complex C•(f ;M) whose
modules are

C0(f ,M) := M and Ci(f ,M) :=
⊕

1≤j1<···<ji≤r
M

( i∏
s=1

fjs

)−1
 (1 ≤ i ≤ r)
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and the maps di : Ci(f ;M)→ C(i+1)(f ;M) are

d0(m) =
r∑
i=1

m

1
and di(mj1,...,ji) =

∑
k 6∈{j1,...,ji}

(−1)τ(k)φk(mj1,...,ji)

where mj1,...,ji ∈ M
[(∏i

s=1 fjs

)−1
]

, φk(mj1,...,ji) ∈ M
[(
fk
∏i
s=1 fjs

)−1
]

, and τ(k) is such that

jτ(k) < k < jτ(k)+1.

Definition 2.9.6 (Local cohomology). The i-th local cohomology R-module with support in 〈f〉 is the i-
th cohomology R-module H i

〈f〉(M) = Ker(di)/Im(d(i−1)) (H0
〈f〉(M) = Ker(d0)) of the Čech complex

C•(f ;M).

The local cohomology encodes geometric information of the variety defined by 〈f〉. Hence,H i
〈f〉(M)

is independent of the generators of 〈f〉 that we choose to construct the Čech complex and only depends
on the radical of the ideal 〈f〉. Hence, we will write the local cohomologiesH i

I(M) without specifying a
particular set of generators of I . In this thesis we only use some basic properties of the local cohomology;
we refer the reader to [BS13], [BH98, Chp. 3.5], and [Har77, Sec. III.4] for a detailed representation.

Proposition 2.9.7. [Bus06, Prop. 3.5] Consider two ideals overR, I = 〈f1, . . . , fr〉 and J = 〈g1, . . . , gs〉,
such that

√
I =
√
J . Then H i

I(M) ∼= H i
J(M).

The 0-th local cohomology of I over R/J is isomorphic the saturation of J with respect to I .

Proposition 2.9.8. [Bus06, Eq. (1.1)] The 0-th local cohomology module is the set of elements in M
annihilated by a power of the ideal I = {f1, . . . , fr}, that is

H0
I (M) = {m ∈M s.t. ∃k ∈ N : fki m = 0 in M for all i = 1 . . . r}

When M = R/J , then the 0-th local cohomology is the saturation of the ideal J with respect to I ,
that is H0

I (R/J) = (J : I∞).

Given a Z-graded finitely generated K[x]-modules M , the local cohomologies of 〈x1, . . . , xn〉 over
M vanish at big degrees.

Proposition 2.9.9. [BS13, Thm. 16.1.5] Consider the ideal B = 〈x1, . . . , xn〉 ∈ K[x] and a Z-graded
finitely generated K[x]-module M with respect to the standard grading, see Ex. 2.3.3. Then

• For every i ∈ N and d ∈ Z, the K-module H i
B(M)d is finitely generated.

• There is a d0 ∈ Z such that H i
B(M)d = 0 for every i ∈ N and d ≥ d0.

The difference between the Hilbert function and the Hilbert polynomial is given by the local coho-
mologies.
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Proposition 2.9.10 (Hilbert function and local cohomology). [BH98, Thm. 4.4.3] Consider the ideal
B = 〈x1, . . . , xn〉 ∈ K[x] and a quotient ring M = K[x]/J , where J is a homogeneous ideal and
the Krull dimension of M is t. The Hilbert function of M is the sum of its Hilbert polynomial and the
alternating sums of the dimensions of the local cohomologies as K-vector spaces, that is, for all d ∈ N
we have

HFM (d) = HPM (d) +

t∑
i=0

(−1)i dimK(H i
B(M)d).

Local cohomology give us another way of defining the Castelnuovo-Mumford regularity for the Z-
graded ring K[x].

Proposition 2.9.11 (Castelnuovo-Mumford regularity using local cohomology). [BS13, Thm. 16.3.7]
Consider the ideal B = 〈x1, . . . , xn〉 ∈ K[x] and a finitely generated Z-graded K[x]-module generated
M , see Ex. 2.3.2. Let ai be the maximum degree at which H i

B(M) does not vanish, that is

ai(M) :=

{
max({j : (H i

B(M))j 6= 0}) if H i
B(M) 6= 0,

−∞ otherwise.

The Castelnuovo-Mumford regularity is

regCM(M) = max
i

(ai(M) + i).

The previous propositions provides a different proof of Cor. 2.8.4.

2.10 Multihomogeneous polynomials and multiprojective varieties

In this section we discuss about systems of multihomogeneous polynomial equations and their relation to
the multiprojective space, that is, the Cartesian product of projective spaces. Multihomogeneous systems
arise when we consider the tensor product of homogeneous polynomials. Geometrically, the solution set
of such systems belongs to the Cartesian product of projective spaces. They are the easiest examples,
besides monomial ideals, of multigraded systems.

Definition 2.10.1 (Multihomogeneous polynomials). We consider q blocks of variables x1, . . . ,xq,
where xi = {xi,0, . . . , xi,ni}, for each 1 ≤ i ≤ q. We consider the polynomial algebra K[x1, . . . ,xq] :=
K[x1]⊗ · · · ⊗K[xq], that is multigraded with respect to Zq, thus

K[x1, . . . ,xq] =
∑

(d1,...,dq)∈Zq
K[x1]d1 ⊗ · · · ⊗K[xq]dq .

Given d ∈ Zq, we denote by K[x1, . . . ,xq]d the d-graded part of K[x1, . . . ,xq]. Given a polynomial
f ∈ K[x1, . . . ,xq]d, we say that it has multidegree deg(f) = d.

When it is clear from context, we refer to the multidegree of a multihomogeneous polynomial as its
degree.



54 CHAPTER 2. COMMUTATIVE ALGEBRA AND ALGEBRAIC GEOMETRY

Example 2.10.2 (Multilinear polynomial). Consider two blocks of variables x = {x0, x1} and y =
{y0, y1}. The polynomials f1 := x0 y0 + x0 y1 − x1 y0 and f2 := x0 + x1 are multihomogeneous
polynomials in K[x,y]. Moreover, f1 ∈ K[x,y](1,1) and f2 ∈ K[x,y](1,0). When the multidegree of a
multihomogeneous polynomial is such that every block of variables has degree at most 1, we say that it
is a multilinear polynomial. Both f1 and f2 are multilinear polynomials.

A multihomogeneous ideal is a Zq-graded ideal in K[x1, . . . ,xq].

Definition 2.10.3 (Multihomogeneous ideal). An ideal in K[x1, . . . ,xq] is multihomogeneous if it is
homogeneous with respect to the grading Zq (see Def. 2.3.5).

Similarly to the case of homogeneous ideals, see Def. 2.3.7, if I ∈ K[x1, . . . ,xq] is a multiho-
mogeneous ideal, then K[x1, . . . ,xq]/I is a Zq-graded module and we can define its Hilbert function.
Moreover, there is a multigraded version of the Hilbert polynomial, see Prop. 2.3.18.

In the following, given two vectors d,d0 ∈ Zq, we say that d is component-wise bigger than d0, and
write it as d ≥ d0, if and only if d− d0 ∈ Nq.

Proposition 2.10.4 (Hilbert Polynomial and Series). [Rém01, Thm. 2.10] Let I ⊂ K[x1, . . . ,xq] be a
multihomogeneous ideal. We define the multigraded Hilbert function of K[x1, . . . ,xq]/I as

HFK[x1,...,xq ]/I(d) = dimK((K[x1, . . . ,xq]/I)d).

There is a unique multivariate polynomial HPK[x1,...,xq ]/I ∈ Q[t1, . . . , tq] and a d0 ∈ Zq such
that for d ≥ d0 (component-wise) the multigraded Hilbert function of K[x1, . . . ,xq]/I agrees with the
polynomial, that is

HPK[x1,...,xq ]/I(d) = HFK[x1,...,xq ]/I(d).

We call HPK[x1,...,xq ]/I the multigraded Hilbert polynomial of K[x1, . . . ,xq]/I .

Proposition 2.10.5. The Hilbert polynomial of K[x1, . . . ,xq] is

HPK[x1,...,xq ](d1, . . . , dq) =

q∏
i=1

(
di + ni
ni

)
.

Example 2.10.6. Consider two blocks of variables x = {x0, x1, x2} and y = {y0, y1, y2}. The Hilbert
polynomial of K[x,y] = K[x]⊗K[y] is,

HPK[x,y](i, j) =

(
i+ 2

2

)(
j + 2

2

)
.

Consider the multihomogeneous ideal

I := 〈−x2
0 y0 y2 + x0 x1 y0 y1, x

2
1 y

2
1 − x1 x2 y0 y1,−x0 x1 y

2
2 + x1 x2 y

2
2〉,

generated by polynomials in K[x,y](2,2) = K[x]2 ⊗K[y]2. The Hilbert function of K[x,y]/I is

HFK[x,y](i, j) =


1
2 i

2 + 2 i j + j2 + 27
2 i+ 11 j − 32 i ≥ 3 and j ≥ 3 (X)

3
2 i

2 + 21
2 i+ 6 i ≥ 2 and j = 2 (�)

3
2 j

2 + 21
2 j + 6 i = 2 and j > 2 (•)

1
4 (i+ 1) (i+ 2) (j + 1) (j + 2) i ≤ 1 or j ≤ 1 (◦)
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The following table illustrates the multidegrees corresponding to the different formulas of the Hilbert
function,

j
...

...
...

...
...

...
...

6 ◦ ◦ • X X X X · · ·
5 ◦ ◦ • X X X X · · ·
4 ◦ ◦ • X X X X · · ·
3 ◦ ◦ • X X X X · · ·
2 ◦ ◦ � � � � � · · ·
1 ◦ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
0 ◦ ◦ ◦ ◦ ◦ ◦ ◦ · · ·

0 1 2 3 4 5 6 i

(2.3)

The Hilbert polynomial of K[x,y]/I is given by the case (X) and the vector d0 is (3, 3). Thus,

HPK[x,y](i, j) =
1

2
i2 + 2 i j + j2 +

27

2
i+ 11 j − 32.

Note that HPK[x,y](i, 2) 6= HFK[x,y](i, 2), for any value of i ∈ Z, no matter how big i is.

In Prop. 2.10.4 we mentioned that the Hilbert polynomial is unique and that there is d0 ∈ Zq such
that for d ≥ d0 the Hilbert function agrees with the Hilbert polynomial. When we write that d0 ≥ d,
we mean that the inequality holds coordinate-wise. Using this definition, contrary to the case of the
Z-graded modules,

• with respect to the partial order d ≥ d0 if and only if d − d0 ∈ Nq, there is no minimal vector
d0 ∈ Zq such that the Hilbert polynomial and function agree, and

• the area at which the Hilbert polynomial and Hilbert function agree might not be bounded.

An example of the last case appears in Ex. 2.10.6. We will study further this relation in Sec. 2.11.
Geometrically speaking, the multihomogeneous ideals correspond to multiprojective varieties.

Definition 2.10.7 (Multiprojective variety). Given an multihomogeneous ideal I ⊂ K[x1, . . . ,xq], we
define the multiprojective variety as

VPn1×···×Pnq (I) := {p ∈ Pn1 × · · · × Pnq : (∀ multihomogeneous f ∈ I) f(p) = 0}.
A multiprojective variety is a subvariety of the multiprojective space Pn1 × · · · × Pnq .

The dimension of a multihomogeneous variety V corresponds to the supremum of all the integers
m ≥ 0 such that there is a chain W0 ⊂ W1 ⊂ · · · ⊂ Wm ⊆ V of different irreducible multiprojective
varieties contained in V . In contrast to what happened with the affine and projective varieties, it is not
possible to relate this dimension with the Krull dimension of its multihomogeneous coordinate ring.

The concept of degree (Def. 2.5.20) extends to multiprojective varieties but as a vector and not as
a number. We are not going to enter into details and we refer to the interested reader to [vdW78]. For
our purposes, we want to know the degree of a zero-dimensional multiprojective variety to estimate the
number of solutions. Generically, we can compute this number as a coefficient of a polynomial.
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Definition 2.10.8 (Square multihomogeneous system). Let N = n1 + · · · + nq. A system of equations
defined by the polynomials f1, . . . , fN ∈ K[x1, . . . ,xq] is a square multihomogeneous system if it is
defined by N multihomogeneous polynomials.

We can generalize the Bézout bound, see Cor. 2.7.15, to the case of a square multihomogeneous
system.

Proposition 2.10.9 (Multihomogeneous Bézout bound). [Sha13, Example 4.9] Consider a square mul-
tihomogeneous system {f1, . . . , fN} of multidegrees d1, . . . ,dN ∈ Nq. If the system has a finite number
of solutions over Pn1 × · · · × Pnq , then their number, counted with multiplicities, see [CLO06, Sec. 4.2],
is the coefficient of the monomial

∏
i t
ni in the polynomial

N∏
j=1

q∑
i=1

dj,i ti.

When we consider the number of solutions of {f1, . . . , fN} without taking into account their multiplic-
ities, this coefficient is an upper bound. We refer to this coefficient as the multihomogeneous Bézout
bound and we will write it as MHB(d1, . . . ,dN ).

The multihomogeneous Bézout bound is tight for systems with generic coefficients, see Sec. 2.13.

Proposition 2.10.10 ([DKS13, Thm. 1.11]). Let d1, . . . ,dN be multidegrees in Nq. There is an open
subset with respect to the Zariski topology O ⊂ K[x1, . . . ,xq]d1 × · · · × K[x1, . . . ,xq]dN such that
for every square multihomogeneous system (f1, . . . , fN ) ∈ O, the number of its solutions, counted with
multiplicities, is exactly the multihomogeneous Bézout bound, MHB(d1, . . . ,dN ).

2.11 Multigraded Castelnuovo-Mumford regularity

The results of this section come mainly from [Bot11, Ch. 6], [MS04] and [ACG05].
Our interest in local cohomology emanates from the extension of the Castelnuovo-Mumford regular-

ity in the context of multigraded algebras. We are interested in the multigraded Castelnuovo-Mumford
regularity of modules related to zero-dimensional multiprojective varieties defined by square systems.

In the multigraded case, as we observed with the multigraded Hilbert Series, the regularity it is not a
point, but is a non-bounded region in Zq where some property holds. Following [MS04, Bot11, BC17],
the multigraded Castelnuovo-Mumford regularity will be the region of multidegrees at which the local
cohomology modules vanish.

Consider the Zq-multigraded algebra K[x1, . . . ,xq] as in Sec. 2.10. Consider N := n1 + · · · + nq
and let {e1, . . . , eq} be the standard (canonical) basis of the vector space Kq. Let B be the ideal given
by the intersections of all the monomials in each block, that is

B :=

q⋂
i=1

〈xi,0, . . . , xi,ni〉 =

〈
q∏
i=1

xi,ji : 0 ≤ ji ≤ ni
〉
.

There is a multigraded version of Prop. 2.9.10, that relates the local cohomology and the multigraded
Hilbert polynomial (see Prop. 2.10.4).
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Proposition 2.11.1. [CN08, Prop. 2.4.3] Let M be a finitely generated and Zq graded K[x1, . . . ,xq]-
module. For each m ∈ Nq and i ∈ N, H i

B(M)m is a finite dimensional K-vector space, and the
multigraded Hilbert function of M is the Hilbert polynomial plus the alternating sums of the dimensions
of the local cohomologies. That is, for eachm ∈ Nq, it holds

HFM (m) = HPM (m) +
∑
i

(−1)i dimK(H i
B(M)m).

In the following, we introduce the notion of multigraded Castelnuovo-Mumford regularity as defined
in [MS04, Def. 1.1] and [BC17, Def. 4.2]. Recall that given two vectors γ,m ∈ Zq, we say that γ is
component-wise bigger thanm, and write it as γ ≥m, if and only if γ −m ∈ Nq.

Definition 2.11.2 (Multigraded Castelnuovo-Mumford regularity). Let M be a finitely generated Zq-
graded K[x1, . . . ,xq]-module. Given m ∈ Zq, we say that M is m-regular if for every γ ∈ Zq such
that γ ≥m (component-wise), it holds

• (H0
B(M))γ+ek = 0 for every 1 ≤ k ≤ q, and

• (H i
B(M))γ+

∑q
k=1 λkek

= 0, for every i ≥ 1 and λ1, . . . , λq ∈ N such that
∑q

k=1 λk = i− 1.

The regularity of M is the subset of Zq where M is regular, that is

regCM(M) := {m ∈ Zq : M ism-regular}.
Remark 2.11.3. Note that if M is m-regular, then for every γ ≥ m, M is γ-regular, that is γ ∈
regCM(M)

Using Prop. 2.11.1, Cor. 2.8.4 extends to the multigraded case.

Corollary 2.11.4. [BC17, Cor. 4.27] Let M be a finitely generated Zq-graded K[x1, . . . ,xq]-module
such that M is m-regular. Then, for m ∈ regCM(M), the Hilbert polynomial and the Hilbert function
agree, that is

HFM (m) = HPM (m).

Our goal is to extend the Macaulay bound, see Prop. 2.8.5, to the case of multigraded algebras. This
bound give us the Castelnuovo-Mumford regularity of a quotient ring related to a regular sequence. Be-
fore introducing a multigraded version of the Macaulay bound, we need to review the regular sequences.
When we work over the Z-graded algebra K[x], we can consider homogeneous regular sequences. But,
when we work over the Zq-multigraded algebra K[x1, . . . ,xq], there might not be multihomogeneous
regular sequences.

Example 2.11.5. [SDC07, Sec. 3.1.2] Consider two blocks of variables x = {x0, x1} and y = {y0, y1},
and the Z2-graded algebra K[x,y] =

⊕
(i,j)∈Z2 K[x]i⊗K[y]j . Consider three polynomials f1, f2, f3 ∈

K[x,y] of bidegrees strictly bigger than zero. If f1, f2, f3 is a regular sequence, by Prop. 2.7.13, then
the Krull dimension of K[x,y]/〈f1, f2, f3〉 should be 4 − 3 = 1. But this is not possible because, as
〈f1, f2, f3〉 ⊂ 〈x0 y0, x1 y0, x0 y1, x1 y1〉, it holds

2 = dimKrull(K[x,y]/〈x0 y0, x1 y0, x0 y1, x1 y1〉) ≤ dimKrull(K[x,y]/〈f1, f2, f3〉).
Hence, there are not three multihomogeneous polynomials f1, f2, f3 ∈ K[x,y] with bidegrees strictly
bigger than zero such that (f1, f2, f3) is a regular sequence.
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Definition 2.11.6 (Regular sequence outside B). Consider multihomogeneous polynomials f1, . . . , fr ∈
K[x1, . . . ,xq]. We say that (f1, . . . , fr) is a regular sequence outside B if for every prime ideal p ⊂
K[x1, . . . ,xq], such that p 6⊂ B, (f1, . . . , fr) form a regular sequence over K[x1, . . . ,xq]p, the local-
ization of K[x1, . . . ,xq] at p Def. 2.9.4.

Such sequences are related to the filter regular sequences [Tru98, Sec. 2] and sequences of “almost”
nonzero divisors [MS04, Sec. 3], [SVT06, Sec. 2].

If (f1, . . . , fr) is a regular sequence outsideB, then the multihomogeneous variety VPn1×···×Pnq (f1, . . . , fr) ⊂
Pn1 × · · · × Pnq has dimension

∑q
i=1 ni − r.

Consider multidegrees d1, . . . ,dr ∈ Nq, for r ≤ ∑q
i=1 ni such that, for every i, di has all its

coordinates strictly positive, that is, di − (1, . . . , 1) ∈ Nq. A generic sequence of multihomogeneous
polynomials (f1, . . . , fr) of degrees d1, . . . ,dr, see Sec. 2.13, is a regular sequence outside B, see
[ACG05, Sec. 4].

When we have a regular sequence outside B, its Koszul homologies are B-torsion. This proposition
follows from considering the spectral sequence of the double complex given by the Koszul complex and
the Čech complex of f1, . . . , fr over B, when f1, . . . , fr is a regular sequence outside B, see [ACG05,
Sec. 4].

Proposition 2.11.7. Let (f1, . . . , fr) be a multihomogeneous regular sequence outside B. Consider the
Koszul complex of K(f1, . . . , fr) and let Hi(f1, . . . , fr) be its i-th homology, see Def. 2.7.5. Then, for
every j > 0, the j-th Koszul homology is B-torsion, that is, H0

B(Hj(f1, . . . , fr)) = Hj(f1, . . . , fr). In
particular, if i > 0 and j > 0, it holds H i

B(Hj(f1, . . . , fr)) = 0.

Given a Zq-graded K[x1, . . . ,xq]-module M , we define sp(M) := {d ∈ Zq : (M)d 6= 0} as
the set of multidegrees where the module is not zero. Note that, given a finitely generated Zq-graded
K[x1, . . . ,xq]-module M , the multidegrees in sp(H i

B(M)) are related to the multidegrees in the com-
plement of regCM(M). Hence, we will deduce bounds for regCM(M) in terms of of sp(H i

B(M)).
Consider α ⊆ {1, . . . , q}. We define the Qα ⊂ Zq as the set of integer points in the polyhedron

defined by the points (v1, . . . , vq) ∈ Rq such that for every i ≤ q,{
vi ≤ −ni − 1 if i ∈ α,
vi ≥ 0 otherwise.

Given v ∈ Zq and a set Q ⊂ Zq, we define Q + v := {w + v ∈ Rq : w ∈ Q}. If Q = ∅, then
Q+ v := ∅. For α ⊂ {1, . . . , q}, consider the map in?α : {1, . . . , q} → {0, 1} such that, for all i ∈ α,
in?α(i) = 0, and, for all i 6∈ α, in?α(i) = 1. Then, we can think Qα as

((−1)in?α(1)N× · · · × (−1)in?α(q)N)− (in?α(1) (n1 + 1), . . . , in?α(q) (nq + 1)).

Let Nα :=
∑

i∈α ni.

Proposition 2.11.8. [Bot11, Lem. 6.4.4 & Lem. 6.4.7] For each i ≥ 0, the degrees at which the i-th local
cohomology of K[x1, . . . ,xq] over B does not vanishes are

sp(H i
B(K[x1, . . . ,xq])) =

⋃
α⊂{1,...,q}
Nα+1=i
α 6=∅

Qα.
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Example 2.11.9. [Bot11, Ex. 6.4.11] Consider two blocks of variablesx = {x0, x1} and y = {y0, y1, y2, y3}.
Let K[x,y] := K[x]⊗K K[y] and consider B := 〈xi yj : xi ∈ x, yj ∈ y〉. By Prop. 2.11.8, it holds

• sp(H2
B(K[x,y])) = Q{1} = (−N× N) + (−2, 0).

• sp(H4
B(K[x,y])) = Q{2} = (N×−N) + (0,−4).

• sp(H5
B(K[x,y])) = Q{1,2} = (−N×−N) + (−2,−4).

• sp(H i
B(K[x,y])) = ∅, for i 6∈ {2, 4, 5}.

The gray area in Fig. 2.1 represents the multidegrees (dx, dy) at which a local cohomology of K[x,y]
does not vanish. Hence, the ring K[x,y] is (−1,−3)-regular (the shaded area does not intersect with
the gray ones).

dx

dy
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1

2
sp(H2

B(K[x,y]))

sp(H4
B(K[x,y]))sp(H5

B(K[x,y]))

•
−(1,3)∈regCM(K[x,y])

Figure 2.1: Degrees (dx, dy) at which a local cohomology of K[x,y] does not vanish. The ring K[x,y]
is (−1,−3)-regular.

Given a multihomogeneous system (f1, . . . , fr), consider the set

Σ(i) :=

∑
j∈I

deg(fj) : I ⊂ {1 . . . r},#I = i

 (2.4)

containing the sums of the degrees of i (different) polynomials from the set {f1, . . . , fr}.

Proposition 2.11.10 (Bounds for the multihomogeneous Castelnuovo-Mumford regularity). [MS04,
Thm. 7.2] [Bot11, Rmk 6.4.10], [ACG05, Cor. 4.3] Let (f1, . . . , fr) be a multihomogeneous regular
sequence outside B. For every i, j, it holds

sp(H i
B(Hj(f1, . . . , fr))) ⊂

⋃
t∈Z

⋃
v∈Σ(t+j−i)

(
sp(Ht

B(K[x1, . . . ,xq])) + v
)
.
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Note that Σ(t+ j − i) 6= ∅ ⇐⇒ 0 ≤ t+j−i ≤ r. By Prop. 2.11.8, the previous equation is equivalent
to

sp(H i
B(Hj(f1, . . . , fr))) ⊂

r+j−i⋃
t=0

⋃
v∈Σ(t+j−i)

⋃
α⊂{1,...,q}
Nα+1=t
α 6=∅

(Qα + v)

⊂
⋃

α⊂{1,...,q}
Nα+1+j−i≤r

α 6=∅

⋃
v∈Σ(Nα+1+j−i)

(Qα + v) .

(2.5)

AsH0(f1, . . . , fr) = K[x1, . . . ,xq]/〈f1, . . . , fr〉, when (f1, . . . , fr) is a multihomogeneous regular
sequence outside B, we can compute bounds for the multigraded Castelnuovo-Mumford regularity of
K[x1, . . . ,xq]/〈f1, . . . , fr〉.

Example 2.11.11 (Continuation of Ex. 2.11.9). Let (f1, . . . , f4) be a multihomogeneous regular se-
quence outside B such that deg(f1) = (1, 2) and deg(f2) = deg(f3) = deg(f4) = (2, 1). We want to
study when the local cohomology H i

B(K[x,y]/〈f1, . . . , f4〉) vanishes. By Prop. 2.11.8, it holds

sp(H i
B(K[x,y]/〈f1, . . . , f4〉)) ⊂

⋃
t∈Z

⋃
v∈Σ(t−i)

(
sp(Ht

B(K[x,y])) + v
)
.

According to Prop. 2.11.10, see Ex. 2.11.9, it holds

sp(H i
B(K[x,y]/〈f1, . . . , f4〉)) ⊂

⋃
v∈Σ(2−i)

((−N× N) + (−2, 0) + v) ∪⋃
v∈Σ(4−i)

((N×−N) + (0,−4) + v) ∪⋃
v∈Σ(5−i)

((−N×−N) + (−2,−4) + v) .

Note that if 4 > s > 0, then Σ(s) = {(1, 2) + (s − 1) (2, 1), s (2, 1)} and Σ(4) = {(1, 2) + 3 (2, 1)}.
Hence, for i = 0,

sp(H0
B(K[x,y]/〈f1, . . . , f4〉)) ⊂ ((−N× N) + (1, 3)) ∪ ((−N× N) + (2, 2))∪

((N×−N) + (7, 1)) ∪ ((N×−N) + (8, 0))∪
((−N×−N) + (7, 2)) ∪ ((−N×−N) + (8, 1)) .

The gray area in Fig. 2.2 shows the degrees (dx, dy) at which the local cohomology ofH0
B(K[x,y]/〈f1, . . . , f4〉)

might not vanish.

2.12 Semigroup algebras and toric geometry

The results of this section come mainly from [CLS11, Ch. 1], [MS05, Ch. 7] and [CLS11, Ch. 1,2,3,4].



2.12. SEMIGROUP ALGEBRAS AND TORIC GEOMETRY 61
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Figure 2.2: The white area represents the degrees (dx, dy) at which the local cohomology of
H0
B(K[x,y]/〈f1, . . . , f4〉) vanishes.

Definition 2.12.1 (Affine semigroup). An affine semigroup S is a finitely generated additive subsemi-
group of Zn, for some n ∈ N, such that it contains 0 ∈ Zn.

Given a finite set A ⊂ Zn, we define the affine semigroup NA as the subsemigroup of Zn generated
by A, that is, NA :=

{∑
v∈A λvv : (∀v ∈ A)λv ∈ N

}
.

Given a semigroup S, generated by a finite set A, we consider the smallest subgroup of Zn that
contains S, that is, the subgroup ZA generated by A, where

ZA :=

{∑
v∈A

λvv : (∀v ∈ A)λv ∈ Z

}
. (2.6)

We consider special classes of affine semigroups, the pointed affine semigroups.

Definition 2.12.2 (Pointed affine semigroup). [MS05, Def 7.8] An affine semigroup S is pointed if it does
not contain non-zero invertible elements, that is, for all α,β ∈ S \ {0}, α+ β 6= 0.

In the following, when we refer to semigroups, we always mean pointed affine semigroups.

Definition 2.12.3 (Convex set and convex hull). A set ∆ ⊂ Rn is convex if every line segment connecting
two elements of ∆ also lies in ∆; that is, for everyα,β ∈ ∆ and 0 ≤ λ ≤ 1 it holds λα+(1−λ)β ∈ ∆.
The convex hull of ∆ is the unique minimal, with respect to inclusion, convex set that contains ∆.

Definition 2.12.4 (Pointed rational polyhedral cones). A cone C is a convex subset of Rn such that 0 ∈ C
and for every α ∈ C and λ > 0, λα ∈ C. The dimension of a cone is the dimension of the vector
space spanned by the cone. A cone is pointed (or strongly convex) if does not contain any line; that is,
if 0 6= α ∈ C, then −α 6∈ C. A ray is a pointed cone of dimension one. A ray is rational if it contains a
non-zero point of Zn. A rational polyhedral cone is the convex hull of a finite set of rational rays. For a
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set of points ∆ ⊂ Rn, let C∆ be the cone generated by the elements in ∆. If ∆ is (the convex hull of) a
finite set of integer points, then C∆ is a rational polyhedral cone.

In the following, when we refer to a cone, we always mean a pointed rational polyhedral cone.
Cones and affine semigroups are related in the following way.

Proposition 2.12.5 (Gordan’s Lemma). [MS05, Thm. 7.16] Let C ∈ Rn be a pointed rational polyhedral
cone and G ⊂ Zn a subgroup of Zn. then C ∩G is an affine semigroup.

In particular, a rational polyhedral cone C defines the affine semigroup C ∩ Zn, which is pointed if
and only if the cone is pointed.

Every affine semigroup has a unique minimal set of generators, known as its Hilbert basis.

Proposition 2.12.6 (Hilbert basis). [MS05, Prop. 7.15] Let S be a pointed affine semigroup. Then, there
is a unique and finite minimal set A ⊂ S such that NA = S. We call the set A the Hilbert basis of S.

Given a strongly convex rational polyhedral cone C ⊂ Rn, we define its Hilbert basis as the Hilbert
basis of C ∩ Zn.

The main objects of this section are the semigroup algebras, which generalize the standard polyno-
mial algebra K[x].

Definition 2.12.7 (Semigroup algebra). Given an affine semigroup S (not necessarily pointed), the
semigroup algebra K[S] is the K-algebra generated by the monomials {Xα : α ∈ S} such that
Xα ·Xβ = Xα+β.

Example 2.12.8 (Standard polynomial algebra). We can identify the standard polynomial algebra K[x1, . . . , xn]
with K[Nn], where we identify the monomials xα1

1 · · ·xαnn ∈ K[x1, . . . , xn] withX(α1,...,αn) ∈ K[Nn].

Example 2.12.9 (Laurent polynomials). A Laurent polynomial is a finite K-linear combination of mono-
mials Xα, where α ∈ Zn. In other words, a Laurent polynomial is a polynomial that can have mono-
mials of negative degree; for example 2x−2 + x3. The Laurent polynomials form a K-algebra, K[Zn],
that corresponds to the semigroup algebra of Zn generated by {xα : α ∈ Z}.

Remark 2.12.10. As S is a subsemigroup of Zn, the semigroup algebra K[S] is a subalgebra of the
K-algebra of the Laurent polynomials K[Zn].

Proposition 2.12.11. [MS05, Thm. 7.4] Given an affine semigroup S, the semigroup algebra K[S] is an
integral domain, that is, it has no zero divisors (Def. 2.2.20).

Definition 2.12.12 (Lattice ideal). [MS05, Thm. 7.4] Let A := {a1, . . . , ar} ⊂ Zn and e1 . . . er the
canonical basis of Zr. Consider the group homomorphism ρ : Zr → ZA that sends ei to ai, for
1 ≤ i ≤ r. We define the lattice ideal IA ⊂ K[Nr] as,

IA := 〈Xα −Xβ : α, β ∈ Nr and ρ(α− β) = 0〉.

This ideal is prime.

We can think the semigroup algebras as quotient rings of the standard algebra K[x1, . . . , xr] ∼=
K[Nr].
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Proposition 2.12.13. [MS05, Thm. 7.3] Consider the affine semigroup NA, whereA := {a1, . . . , ar} ⊂
Zn. The semigroup algebra K[NA] is isomorphic to the quotient ring K[Nr]/IA.

We consider semigroup algebras related to polytopes.

Definition 2.12.14 (Integer polytopes). A integer polytope ∆ ⊂ Rn is the convex hull of a finite set of
(integer) points in Zn, that is,

∆ =

{
r∑
i=1

λiαi : (∀i)λi ∈ R≥0 and
∑
i

λi = 1

}
, for α1, . . . ,αr ∈ Zn.

Example 2.12.15 (Simplex). Let {e1, . . . , en} ⊂ Rn be the standard basis of Rn, that is, the basis where
each ei has one in the i-th position and zero elsewhere. The n-simplex δ ⊂ Rn is the lattice polytope
generated by {0, e1, . . . , en}.

Definition 2.12.16 (Minkowski sum). The Minkowski sum of two integer polytopes ∆1 and ∆2 is

∆1 + ∆2 = {α+ β : α ∈ ∆1,β ∈ ∆2}

For each polytope ∆ and k ∈ N, we denote by k·∆ the dilation by k of ∆, that is, the Minkowski sum of
k copies of ∆,

k ·∆ :=

k times︷ ︸︸ ︷
∆ + · · ·+ ∆ .

Toric varieties relate semigroup algebras with the torus (C∗)n. A toric variety is an irreducible variety
X that contains (C∗)n as an open subset such that the action of (C∗)n on itself extends to an algebraic
action of (C∗)n on X [CLS11, Def. 3.1.1]. Semigroup algebras correspond to the coordinate rings of the
affine pieces of X .

Given an integer polytope ∆, we can define a projective complete normal irreducible toric variety X
associated to it [CLS11, Sec. 2.3]. Likewise, given a polynomial system (f1, . . . , fm), we can define a
projective toric variety X associated to the Minkowski sum of the corresponding Newton polytopes. We
can homogenize these polynomials in a way that they belong to the total coordinate ring of X [CLS11,
Sec. 5.4]. This homogenization is related to the facets of the polytopes.

Definition 2.12.17 (Newton polytope). Given a Laurent polynomial f :=
∑
α cαx

α ∈ K[Zn], see
Ex. 2.12.9, its support is the set of monomials with non-zero coefficients, that is,

Supp(f) := {xα : cα 6= 0}.

The Newton polytope of f is the integer polytope generated by the set of the exponents α of the
support of f ; that is,

NP(f) := Convex Hull({α ∈ Zn : xα ∈ Supp(f)}).

When we have a zero-dimensional square system, the Bernstein-Kushnirenko-Khovanskii (BKK)
theorem [Ber75, Kus76, Kho78] counts the number of solutions of the homogenization of the system
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over X . This number (called BKK bound) bounds the (finite) number of solutions of a square system of
sparse Laurent polynomials over the torus (C∗)n, where

C∗ := C \ {0}. (2.7)

The BKK bound is given in terms of the volumes of the polytopes, and more precisely, their mixed vol-
ume. It generalizes the Bézout bound (Cor. 2.7.15) and the multihomogeneous Bézout bound (Prop. 2.10.9).

Definition 2.12.18 (Mixed volume). Let ∆1, . . . ,∆n ∈ Rn be integer polytopes. Their mixed volume,
MV(∆1, . . . ,∆n), is the alternating sum of the number of integer points of the polytopes obtained by all
possible Minkowski sums, that is

MV(∆1, . . . ,∆n) = (−1)n +

n∑
k=1

(−1)n−k

 ∑
I⊂{1,...,n}

#I=k

# ((∆I1 + · · ·+ ∆Ik) ∩ Zn)

 . (2.8)

Theorem 2.12.19 (BKK bound). [CLO06, Thm 7.5.4] Let f1, . . . , fn be a system of polynomials with
Newton polytopes ∆1, . . . ,∆n having a finite number of solutions over (C∗)n. The mixed volume
MV(∆1, . . . ,∆n) upper bounds the number of solutions of the system over the torus (C∗)n. If the
non-zero coefficients of the polynomials are generic (Sec. 2.13), then the bound is tight.

2.13 Genericity

In this thesis, we will discuss many properties that hold in general, meaning that they fail only in degen-
erate situations. To formalize this notion, we use the Zariski topology.

Definition 2.13.1. A propertyP (u1, . . . , um) is a logic proposition involvingm free variables u1, . . . , um.

Definition 2.13.2 (Genericity). A property P (u1, . . . , um) is true generically if there is a non-zero open
subset of O ⊂ Km such that P (c1, . . . , cm) is true for every point (c1, . . . , cm) ∈ O.

Example 2.13.3. Consider the matrix
[ u1,1 u1,2
u2,1 u2,2

]
. Generically, if we evaluate the matrix on K4 it is

invertible. This holds because the matrix is singular if and only if its determinant vanishes. But the
determinant is the non-zero polynomial u1,1 u2,2 − u2,1 u1,2 ∈ K[u1,1, u1,2, u2,1, u2,2] and the points
where it vanishes are VKn(〈u1,1 u2,2 − u2,1 u1,2〉), which is a closed subset of K4.

Observation 2.13.4. Over the Zariski topology, the proper closed subsets of Km have measure zero.
Hence, a generic property holds for all the points of Km, with exception of a measure zero subset.



Chapter 3

Resultants

Roughly speaking, the resultant of a system of n+1 polynomial equations in n unknowns is a polynomial
in the coefficients of the input polynomials, which vanishes if and only if the system has a solution over
a variety. It is also a tool to solve square systems [Stu02, CLO06]. In this chapter we will discuss two
kind of resultants: the projective and the multiprojective one. Besides their theoretical aspects, we will
focus on how we can efficiently compute them. Normally, we can compute resultants as a quotient of
determinants of matrices [Cha93, DD01, D’A02, Bus06] and, in some cases, as the determinant of only
one matrix. In the latter case, we say that we have a determinantal formula. Such a formula does not
exist in general and it is an open problem to determine when it does. We will study the Weyman complex,
which is a useful tool to derive determinantal formulas [WZ94, DE03, EM12, BMT17].

3.1 The determinant

We start this chapter by studying the resultant of a linear system, that is, a system of linear polynomials.
Consider homogeneous linear polynomials (linear forms) f1, . . . , fn ∈ K[x]1, where fi =

∑n
j=1 ci,jxj ,

with ci,j ∈ K. The equations f1, . . . , fn are linear independent if and only if 0 ∈ Kn is the only solution
of the system. The latter corresponds to the projective variety VPn(〈f1, . . . , fn〉) ⊂ Pn−1 being empty.

We can decide if the linear forms are linearly independent by constructing the matrix (ci,j)1≤i,j≤n
and by checking if its determinant is non-zero. The determinant of a matrix is a multilinear polynomial
in the elements of the matrix, and in our case, it is multilinear in the coefficients of the linear forms.
Hence, we can use it to parameterize all the square linear polynomial systems in K[x] that have solutions
different to 0 ∈ Kn.

To do so, we define the ring of parameters K[ui,j : 1 ≤ i, j ≤ n] and consider a square polynomial
system over this ring, say {F1, . . . , Fn} ⊂ K[ui,j : 1 ≤ i, j ≤ n][x] where Fi :=

∑n
j=1 ui,jxj . Let

Det be the determinant of the matrix (ui,j)1≤i,j≤n ∈ K[ui,j : 1 ≤ i, j ≤ n]n×n. Det is a multilinear
polynomial in K[ui,j : 1 ≤ i, j ≤ n]. Let V ∈ Kn2

be the affine variety associated to Det. For each
c ∈ V , we consider the morphism that specializes the coefficients of the polynomials at c, that is the
morphism spc : K[ui,j : 1 ≤ i, j ≤ n]→ K, where sp(ui,j) := ci,j . Then, we can use this morphism to
describe every square linear system that vanishes over Pn−1,

{(spc(F1), . . . , spc(Fn)) : c ∈ V } = {(f1, . . . , fn) ∈ K[x]n1 : ∃p ∈ Pn, f1(p) = · · · = fn(p) = 0}.

65
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In conclusion, we can tell when an linear square system has a solution over Pn−1 by checking when
a polynomial vanishes. The resultant theory generalizes this condition beyond linear forms.

3.2 The projective resultant

The results of this sections come mainly from [Bus06, Ch. 2 & Ch. 3], [CLO06, Ch. 3], [Jou91], and
[SS01, Ch. 15].

Consider the Z-graded polynomial algebra K[x]. To simplify the notation, throughout this section
we fix d1, . . . , dn to be elements in Z.

Definition 3.2.1 (Generic system). [Bus06, Sec. 3.1.2] For fix d1, . . . , dn, we consider the ring Z[u] :=
Z[ui,α : 1 ≤ i ≤ n,xα ∈ K[x]di ], where u := {ui,α : 1 ≤ i ≤ n,xα ∈ K[x]di} is a set of fresh
variables that parametrizes the coefficients of a list of n homogeneous polynomials of degrees d1, . . . , dn,
respectively.

We define the polynomial ring Z[u][x] as the ring of polynomials whose coefficients belong to the
ring Z[u], that is,

Z[u][x] := (Z[u])[x1, . . . , xn].

If K[x] is L-graded, then Z[u][x] inherits this grading, that is, we consider Z[u][x] as an L-graded
ring, that is,

Z[u][x] =
⊕
m∈L

(Z[u]⊗Z K[x]m).

The generic polynomial system is the system F := {F1, . . . , Fn} ⊂ Z[u][x], where

Fi :=
∑

xα∈K[x]di

ui,αx
α.

We warn the reader that the notion of generic systems and genericity (see Sec. 2.13), even though
they are related, they are not the same and they should not be confused. Sometimes, generic systems are
called systems of “universal” polynomials [CLO06, Sec. 3.2].

Definition 3.2.2 (Specialization morphism). The specialization morphism specializes the elements of
Z[u] to elements in K. That is, for each c ∈ K#u, we define spc : Z[u]→ K such that spc(ui,α) = ci,α.

To simplify the notation, given an element g ∈ Z[u] and a polynomial system (f1, . . . , fn) such
that (spc(F1), . . . , spc(Fn)) = (f1, . . . , fn), for some c ∈ K#u, we write g(f1, . . . , fn) to refer to the
specialization spc(g).

Proposition 3.2.3 (Projective resultant). [Bus06, Thm. 3.8] There is a unique irreducible polynomial
res ∈ Z[u], called the projective resultant, that has the following properties:

• VPn−1(f1, . . . , fn) 6= ∅ if and only if res(f1, . . . , fn) = 0, and

• res(xd1
1 , . . . , x

dn
n ) = 1.
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By Cor. 2.5.19, a system of homogeneous polynomials given by (f1, . . . , fr), with r < n, has always
solutions over Pn−1, so it makes no sense to define the resultant in this case. However, when r > n,
we can ask ourselves when the overdetermined system has solutions. It turns out that we can define
a mathematical object similar to the resultant, but it is not a single polynomial anymore. It consist of
a set of polynomials, that we call the resultant system. We will not go in this direction, but we refer
the interested reader to [vdW91, Sec. 16.5] or [Jou91]. The reason we talk about the resultant as a
polynomial in the case when n = r is because the resultant system spans a principal ideal, and so we can
reduce it to only one polynomial, which we call the resultant. For a proof of this statement, see [Bus06,
Sec. 3].

Proposition 3.2.4 (Degree of the resultant). Let u1, . . . ,un be a partition of the variables in Z[u] where
ui := {ui,α : xα ∈ K[x]di}. The projective resultant res is a multihomogeneous polynomial with
respect to this partition, see Sec. 2.10. The degree of res with respect to the block of variables ui is the
Bézout bound of a square system of polynomials with degrees d1, . . . , di−1, di+1, . . . , dn, that is,

∏
j 6=i dj

(Cor. 2.7.15).

3.2.1 Computation

In general, when we talk about computing the resultant of a system, we refer to the following two cases:

• We want to compute the polynomial res ∈ Z[u].

• Given a system (f1, . . . , fn), we want to check if res(f1, . . . , fn) is zero.

Both questions have been addressed extensively. We will concentrate in methods that involve linear
algebra. Either we will compute res ∈ Z[u] as a determinant (or a quotient of determinants) of a matrix,
or we will check if res(f1, . . . , fn) 6= 0, by computing the rank of a matrix. To do so, we will exploit
the relation between the systems (f1, . . . , fn) such that res(f1, . . . , fn) 6= 0 and the regular sequences,
see Sec. 2.7.

Proposition 3.2.5 (Macaulay resultant formula). [CLO06, Thm. 3.4.9] For each 1 ≤ i ≤ n, we define
the set

Pi := {xα ∈ K[x]MB s.t. xdii |xα and (∀j < i) xα 6∈ Pj},
where MB denotes the Macaulay bound for a system of polynomials of degrees d1, . . . , dn, that is,∑

i≥1 di − n + 1, see Prop. 2.8.5. The sets P1, . . . , Pn form a partition of the set of monomials in
K[x]MB.

Consider a matrixM ∈ Z[u]dimK(K[x]MB)×dimK(K[x]MB) whose the columns and rows are indexed by
the monomials in K[x]MB. For each element in the matrix, the element in the row indexed by xα and
column indexed by xβ corresponds to the coefficient of the monomial xβ in the polynomial x

α

x
di
i

Fi, where

xα ∈ Pi.
Let |M be a submatrix of M obtained from M by taking its rows and columns indexed by the

monomials in the set

{xα ∈ K[x]MB : ∃i 6= j such that xdii |xα and xdjj |xα}. (3.1)
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If the set described in Eq. (3.1) is empty, we consider |M = 1.
Then, we can compute the projective resultant as a quotient of determinants as,

res =
det(M)

det( |M)
.

Example 3.2.6. Consider a system of polynomials of degrees (d1, d2, d3) = (1, 1, 2) in K[x, y, z]. The
system of generic polynomials is as follows:

F1 := u1,x x+ u1,y y + u1,z z,
F2 := u2,x x+ u2,y y + u2,z z,
F3 := u3,x2 x2 + u3,x y x y + u3,x z x z + u3,y2 y2 + u3,y zy z + u3,z2 z2.

(3.2)

The Macaulay bound is MB = (1+1+2)−3+1 = 2. To compute the resultant we consider the following
partition of the set of monomials in K[x, y, z]2,

P1 = {x2, x y, x z},
P2 = {y2, y z}, and
P3 = {z2}.

(3.3)

Note that the only monomial in K[x, y, z]2 related to |M is the monomial xy as xd1 |x y and yd2 |x y.
Hence, the matricesM and |M are as follows:

M =

x2 x y x z y2 y z z2

x2 u1,x u1,y u1,z

x y u1,x u1,y u1,z

x z u1,x u1,y u1,z

y2 u2,x u2,y u2,z

y z u2,x u2,y u2,z

z2 u3,x2 u3,x y u3,x z u3,y2 u3,y z u3,z2

and |M =
[
u1,x

]
.

The resultant of the system is the quotient of the determinants of M and |M , that is,

res =
det(M)

det( |M)
=

1

u1,x
u1,x (u2

1,x u
2
2,y u3,z2 − u2

1,x u2,y u2,z u3,y,z + u2
1,x u

2
2,z u3,y2 −

2u1,x u1,y u2,x u2,y u3,z2 + u1,x u1,y u2,x u2,z u3,y,z +

u1,x u1,y u2,y u2,z u3,x,z − u1,x u1,y u
2
2,z u3,x,y +

u1,x u1,z u2,x u2,y u3,y,z − 2u1,x u1,z u2,x u2,z u3,y2 −
u1,x u1,z u

2
2,y u3,x,z + u1,x u1,z u2,y u2,z u3,x,y + u2

1,y u
2
2,x u3,z2 −

u2
1,y u2,x u2,z u3,x,z + u2

1,y u
2
2,z u3,x2 − u1,y u1,z u

2
2,x u3,y,z +

u1,y u1,z u2,x u2,y u3,x,z + u1,y u1,z u2,x u2,z u3,x,y −
2u1,y u1,z u2,y u2,z u3,x2 +u2

1,z u
2
2,x u3,y2−u2

1,z u2,x u2,y u3,x,y+

u2
1,z u

2
2,y u3,x2).

A classical method to compute resultants involves the study of the exactness of the Koszul complex
(Def. 2.7.5). This method, that we called the Cayley method, allows us to compute resultants as the
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determinant of Koszul complexes [GKZ08, Sec. 3.4.A]1. This approach works for a general kind of
resultants, which include the projective one. The next proposition relates the exactness of the Koszul
complex with the projective resultant. For more details about this relation we refer the reader to [Cha93].

Proposition 3.2.7 (Resultant and the Koszul complex). [SS01, Thm. 15.4] Given n homogeneous poly-
nomials f1, . . . , fn ∈ K[x], the following three assertions are equivalent:

• res(f1, . . . , fn) 6= 0,

• (f1, . . . , fn) is a regular sequence, and

• The Koszul complex K•(f1, . . . , fn) is exact.

When (f1, . . . , fn) is a regular sequence, its Castelnuovo-Mumford regularity (Def. 2.8.3) is the
Macaulay bound, see Prop. 2.8.5. We can use this fact to restate the previous proposition in terms of a
strand of the Koszul complex, see Def. 2.6.8. By doing so, we can decide if the resultant of a system of
polynomial equations vanishes by studying the exactness of a complex of vector spaces.

Proposition 3.2.8 (Exactness of a strand of the Koszul complex). [GKZ08, Thm. 3.4.2] Given n homo-
geneous polynomials f1, . . . , fn ∈ K[x], the following statements are equivalent:

• res(f1, . . . , fn) 6= 0, and

• Any strand of the Koszul complex K•(f1, . . . , fn) of degree v ≥ MB =
∑

i di − n+ 1 is exact.

Using the previous proposition and Prop. 2.7.8, we can decide if res(f1, . . . , fn) 6= 0 by studying
the first map of a strand of the Koszul complex.

Proposition 3.2.9. [Mas16, Thm. 3.C] Given a system of homogeneous polynomials f1, . . . , fn, its re-
sultant does not vanish, res(f1, . . . , fn) 6= 0, if and only if the first map of the strand of the Koszul
complex of degree MB (Prop. 2.8.5) is surjective, that is, if and only if the following map is surjective,

δ1 :
⊕n

i=1 K[x]MB−di → K[x]MB
(g1, . . . , gn) 7→ δ1(g1, . . . , gn) :=

∑
i gi fi

As a corollary of the previous proposition, we reduce the question of the vanishing of the resultant to
the problem of computing the rank of a matrix.

Corollary 3.2.10. With the same notation as in Prop. 3.2.9, letM be the matrix representing the map
δ1. The matrixM is full-rank if and only if res(f1, . . . , fn) 6= 0.

Remark 3.2.11 (Sylvester map). We call the maps of the form (g1, . . . , gk) 7→
∑

i gi fi, as δ1 in
Prop. 3.2.9, Sylvester maps.

Following Prop. 3.2.9, we can compute the resultant (which is a polynomial res ∈ Z[u]) as a factor
of the determinant of a matrix with elements in Z[u].

1The determinant of a complex is a generalization of the determinant of a matrix. The determinant of a complex vanishes if
and only if the complex is not exact. For an introduction to the subject see [GKZ08, App. A].
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Corollary 3.2.12. Consider the map δ1 to be the first map of the strand of the Koszul complex of the
generic systems (F1, . . . , Fn) at degree MB, that is

δ1 :
⊕n

i=1 Z[u][x]MB−di → Z[u][x]MB
(g1, . . . , gn) 7→ δ1(g1, . . . , gn) :=

∑
i gi fi

Let W be a free Z[u]-submodule of
⊕n

i=1 Z[u][x]MB−di of rank equals Rank(Z[u][x]MB) =
(
MB+(n−1)
n−1

)
such that δ1(W ) = Z[u][x]MB. Consider bases for the free Z[u]-modules W and Z[u][x]MB and consider

the matrix M ∈ Z[u](
MB+(n−1)
n−1 )×(MB+(n−1)

n−1 ) representing the restriction of δ1 to W . Then, the resultant
res ∈ Z[u] is a factor of det(M), that is, there is a polynomial E ∈ Z[u], that we call the extraneous
factor, such that,

det(M) = E · res.

Example 3.2.13. The Macaulay resultant formula (Prop. 3.2.5) is a particular case of Cor. 3.2.12 where
the extraneous factor is the determinant of a submatrix ofM.

For some particular systems, we can compute its resultant as the determinant of a matrix, that is, we
have no extraneous factors.

Definition 3.2.14 (Determinantal formula). We say that a matrixM ∈ Z[u]t×t is a determinantal for-
mula for res if res = t · det(M), for t ∈ Z \ {0}. The degree of the formula is the maximal degree of
the elements inM, as polynomials in Z[u].

Example 3.2.15. The determinant of a matrix is a determinantal formula for the resultant of the system
of linear forms defined by its columns, see Sec. 3.1.

Example 3.2.16 (Sylvester matrix). Consider the Macaulay resultant matrix (Prop. 3.2.5) for a system
of two generic homogeneous equations f, g ∈ K[f0, f1, . . . , fdf , g0, . . . , gdg ][x, y] of degrees df and dg,

where f =
∑df

i=0 fix
iydf−i and g =

∑dg
i=0 gix

iydg−i. To construct the Macaulay resultant matrixM
we partition the set of monomials of degree df + dg − 1 in two sets, Px and Py. These are{

Px = {xd1 · xα : xα ∈ K[x, y]d2−1} and
Py = {xd2 · xα : xα ∈ K[x, y]d1−1}.

The matrixM has row/column dimension df + dg. For df = 4 and dg = 3, it is

M =

x6 x5 y x4 y2 x3 y3 x2 y4 x y5 y6

x2 f f4 f3 f2 f1 f0

x y f f4 f3 f2 f1 f0

y2 f f4 f3 f2 f1 f0

x3 g g3 g2 g1 g0

x2 y g g3 g2 g1 g0

x y2 g g3 g2 g1 g0

y3 g g3 g2 g1 g0
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Note that xd1 does not divide any monomial in P2 and yd1 does not divide any monomial in P2.
Hence, the matrix |M equals 1 and so, the resultant of the system is the determinant of the matrixM,
that is,M is a determinantal formula for res,

det(M) = res.

This determinantal formula is given by a Sylvester map. We call Sylvester formulas the formulas due
to Sylvester maps. The degree of the Sylvester formulas is one, as the elements of the associated matrices
are the coefficients of the polynomials.

There other ways for computing the projective resultant that we do not cover in this chapter, for
example, the ones involving Morley forms [Jou91], Bézoutians [EM98] and Dixon matrices [KSY94].
We refer to [EM99b] for a survey on these methods. We refer the reader to [SZ94, WZ94, DD01]
for some works on the existence of determinantal formulas. In particular, [DD01] also introduces a
complete framework to study different ways of computing the resultant, which generalizes most of the
known methods.

3.3 The multiprojective resultant

The results of this sections come mainly from [Rém01, DKS13, DS15].
We can extend the definition of projective resultant to the multiprojective settings, see Sec. 2.10. The

multiprojective resultant is a polynomial in the coefficients of a multihomogeneous polynomial system
that vanishes if and only if the system has a solution over the multiprojective space. Contrary to the
projective case, the multiprojective resultant is not defined in a unique, or rather uniform, way. Its
definition depends on whether we ask the resultant to be an irreducible polynomial [GKZ08] or if we ask
its degree to be related to the number of solutions of the system [Rém01, DKS13, DS15]. In many cases,
these definitions are the same [DKS13, Rmk. 1.39]. In this section, we follow the second definition.

Following the notation of Sec. 2.10, we consider the Zq-graded polynomial algebra K[x1, . . . ,xq].
We identify the monomials of K[x1, . . . ,xq] with vectors in Zn1+1 × · · · × Znq+1 and, for each α =
(α1, . . . ,αq) ∈ Zn1+1 × · · · × Znq+1, we set

xα :=

q∏
i=1

xi
αi .

For each multidegree d ∈ Zq, we denote by A(d) the set of exponents of the monomials of multidegree
d, that is

A(d) = {α ∈ Zn1+1 × · · · × Znq+1 : xα ∈ K[x1, . . . ,xq]d}.
The cardinality of A(d) is

#A(d) =

q∏
i=1

(
di + ni
ni

)
.

We fix N = n1 + · · ·+nq. In this section, we will work over the multiprojective space Pn1 × · · · ×Pnq .
To simplify the notation, throughout this section we fix d0, . . . ,dN to be elements in Zq. Following
Def. 3.2.1, we introduce generic multihomogeneous polynomials systems.
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Definition 3.3.1 (Generic multihomogeneous system). Consider the set of variables u := {uk,α : 0 ≤
k ≤ N and α ∈ A(dk)} and the ring Z[u]. A generic multihomogeneous polynomial system is the
system F := {F0, . . . , FN} ⊂ Z[u][x1, . . . ,xq], where

Fk :=
∑

α∈A(dk)
uk,αx

α. (3.4)

The generic multihomogeneous system F parameterizes every overdetermined multihomogeneous
system with polynomials of multidegrees d0,d1, . . . ,dN , respectively. Following Def. 3.2.2, for each
c = (ck,α)0≤k≤N,α∈A(dk) ∈ P#A(d0)−1 × · · · × P#A(dN )−1, the specialization of F at c, that we write
as F (c), is a multihomogeneous polynomial system in K[x1, . . . ,xq], say (f0, . . . , fN ), where

fk := Fk(c) =
∑

α∈A(dk)
ck,αx

α. (3.5)

Let Ω be the algebraic variety containing the overdetermined multihomogeneous systems that have
solutions over Pn1 × · · · × Pnq and their solutions. We call Ω the incidence variety.

Ω =
{

(p, c) ∈ Pn1 × · · · × Pnq × P#A(d0)−1 × · · · × P#A(dN )−1 : (∀k ∈ [N ])Fk(c)(p) = 0
}
.

Let π be the projection map,

π : Pn1 × · · · × Pnq × P#A(d0)−1 × · · · × P#A(dN )−1 → P#A(d0)−1 × · · · × P#A(dN )−1

(p, c) 7→ π(p, c) = c
.

(3.6)

We can think π(Ω) as the set of overdetermined multihomogeneous polynomial systems with solutions
over Pn1 × · · · × Pnq . This set is an irreducible hypersurface [GKZ08, Prop. 3.3.1]. Its defining ideal in
Z[u] is principal and it is generated by an irreducible polynomial elim ∈ Z[u] [GKZ08, Prop 8.1.1]. In
particular,

The system F (c) has a solution over Pn1 × · · · × Pnq ⇐⇒ c ∈ π(Ω) ⇐⇒ elim(c) = 0.

Following [Rém01, DKS13, DS15], we call elim ∈ Z[u] the eliminant. We warn the reader that in
[GKZ08], the polynomial elim ∈ Z[u] is called the resultant. We reserve the word resultant for a power
of elim. More precisely, the resultant res is a polynomial in Z[u] such that

res = ±elimD,

where D is the degree of the restriction of π to the incidence variety Ω, see [DS15, Def. 3.1]. Conse-
quently,

The system F (c) has a solution over Pn1 × · · · × Pnq ⇐⇒ res(c) = 0. (3.7)

Proposition 3.3.2 ([Rém01, Prop. 3.4]). Let uk be the blocks of variables in u related to the polynomial
Fk, that is

uk = {uk,α}α∈A(di).
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The resultant res ∈ Z[u] is a multihomogeneous polynomial with respect to the blocks of variables
u0, . . . ,uN . The degree of res with respect to the variables uk is the multihomogeneous Bézout bound
(Prop. 2.10.9) of a square system with multidegrees d0, . . . ,dk−1,dk+1, . . . ,dN , that is

degree(res,uk) = MHB(d0, . . . ,dk−1,dk+1, . . . ,dN ).

The total degree of the resultant is

degree(res) =

N∑
k=0

degree(res,uk) =

N∑
k=0

MHB(d0, . . . ,dk−1,dk+1, . . . ,dN ).

3.3.1 Computation

We can generalize many of the ideas from Sec. 3.2.1 to the multihomogeneous case. Nevertheless, in
this section, we follow a different approach and introduce the Weyman complex, that also allows us
to construct determinantal formulas (Def. 3.2.14) for the multiprojective resultant. The results of this
section come mainly from [WZ94, Wey03].

The Weyman complex [Wey94, WZ94, Wey03] of an overdetermined multihomogeneous system
f = (f0, . . . , fN ) in K[x1, . . . ,xq] is a bounded complex (see Sec. 2.6) that is exact if and only if
the system f has no solutions over Pn1 × · · · × Pnq . More precisely, the determinant of the Weyman
complex of the multihomogeneous generic system F (see Def. 3.3.1) is well-defined and it is equal to the
multihomogeneous resultant [Wey03, Prop. 9.1.3]. If the Weyman complex involves only two non-zero
vector spaces, then the resultant of F is the determinant of the map between these spaces. Thus, in this
case, there is a determinantal formula for the resultant.

Definition 3.3.3 (Weyman complex). Let F = (F0, . . . , FN ) in Z[u][x1, . . . ,xq] be a generic multiho-
mogeneous system having multidegrees d0, . . . ,dN , respectively (see Def. 3.3.1). Given a degree vector
m ∈ Zq, the Weyman complex, K•(m), of F is

K•(m) : 0→ KN+1(m)
δN+1(m)−−−−−−→ · · · → K1(m)

δ1(m)−−−−→ K0(m)
δ0(m)−−−−→ · · · → K−N (m)→ 0.

For each v ∈ {−N, . . . , N + 1} each the Z[u]-module Kv(m) is

Kv(m) :=
N+1⊕
p=0

Kv,p(m)⊗Z Z[u], whereKv,p(m) :=
⊕

I⊂{0,...,N}
#I=p

Hp−v
P (m−

∑
k∈I

dk)⊗
∧
k∈I

ek. (3.8)

The term Hp−v
P (m−∑k∈I dk) is the (p− v)-th cohomology of Pn1 × · · · × Pnq with coefficients in the

sheaf O(m −∑k∈I dk) whose global sections are K[x1, . . . ,xq]m−
∑
k∈I dk

(see [Har77, Sec. II.5]).
The element

∧
k∈I ek is the singleton {eI1 ∧ · · · ∧ eIp}, where I1 < · · · < Ip are the elements of I ,

e0, . . . , eN is the standard basis of KN+1, and ∧ is the wedge (exterior) product (see Def. 2.2.33).
For a multihomogeneous system f = (f0, . . . , fN ) in K[x1, . . . ,xq] that is the specialization of F

at c, see Eq. (3.5), the Weyman complex K•(m;f) is the Weyman complex K•(m) where we specialize
each variable uk,α at ck,α ∈ K.
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Proposition 3.3.4. [WZ94, Prop. 2.1] The vector spacesKv(m,f) are independent of the specialization
of the variables u, in particular

Kv(m,f) =
N+1⊕
p=0

Kv,p(m).

Hence, the rank of Kv(m) as a Z[u]-module equals the dimension of Kv(m,f) as a K-vector space.
The differentials δv(m,f) depend on the coefficients of f .

In this thesis, we will not introduce sheaf cohomology and instead we follow [WZ94] to rewrite the
previous cohomologies in terms of polynomials. Nevertheless, it worths to mention that the sheaf coho-
mology is “naturally” isomorphic to the local cohomology (see Sec. 2.9) in the context of multiprojective
varieties [Har77, Thm. III.4.5]. For a complete introduction to sheaf cohomology we refer the reader to
[Har77, Ch. III].

Before simplifying the cohomologies in Eq. (3.8), we need to introduce some extra notation. For
this, we exploit the relation between symmetric algebras and polynomials.

For each m ∈ N, let (Km)∗ be the dual of the vector space Km. For each 1 ≤ i ≤ q, we consider
new sets of ni + 1 variables

∂xi := {∂xi,0, . . . , ∂xi,ni}.
As we did in Ex. 2.2.36, where we identified the polynomial algebra K[xi] with the symmetric algebra
of the vector space Kni+1, we will identify the algebra K[∂xi] with the symmetric algebra S(Kni+1)∗.
In the following, we will write the Z-graduated algebras K[xi] and K[∂xi] as

K[xi] ∼= S
(
Kni+1

)
=
⊕
d∈Z

Si(d) and K[∂xi] ∼= S
(
(Kni+1)∗

)
=
⊕
d∈Z

S∗i (d).

For each i, Si(d) corresponds to the K-vector space of polynomials in K[xi] of degree d and S∗i (−d) to
the K-vector space of polynomials in K[∂xi] of degree d. Note that if d < 0, then Si(d) = S∗i (−d) = 0.

As we did with the monomials in K[xi], we identify the monomial of K[∂xi] with vectors in Zni+1.
For each α = (α0, . . . , αni) ∈ Zni+1 we set

∂xi
α :=

ni∏
j=0

∂x
αj
i,j .

When Pn1 × · · · × Pnq is a product of projective spaces, using Künneth’s formula (Prop. 3.3.5), we
can write the cohomologies in Eq. (3.8) as a product of cohomologies of projective spaces, that in turn
we can identify with the symmetric algebras of S(Knk+1) and S((Knk+1)∗) for 1 ≤ k ≤ q.

Proposition 3.3.5 (Künneth Formula). The cohomologies of the product of projective spaces in each
Kv,p(m) of Eq. (3.8) are the direct sum of the tensor product of the cohomologies of each of the q
projective spaces related to each block of variables, that is

Hp−v
P

(
m−

∑
k∈I

dk

)
=

⊕
r1+···+rq=p−v

q⊗
i=1

Hri
Pni

(
mi −

∑
k∈I

dk,i

)
. (3.9)
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By combining Bott formula and Serre’s duality, see [OSS80, Sec. 1.1], we can identify the coho-
mologies of the previous proposition with the rings K[xi] and K[∂xi]. Moreover, for each p − v, there
is at most one set of values for (r1, . . . , rq) such that the right hand side of the previous equation does
not vanish.

Proposition 3.3.6. For each 1 ≤ i ≤ q, a ∈ Z, it holds

• H0
Pni (a) ∼= Si(a), that is the K-vector space of the polynomials of degree a in the polynomial

algebra K[xi].

• Hni
Pni (a) ∼= S∗i (a+ ni + 1), that is the K-vector space of the polynomials of degree a+ ni + 1 in

the polynomial algebra K[∂xi].

• If ri 6∈ {0, ni}, then Hri
Pni (a) ∼= 0.

Corollary 3.3.7. For each 1 ≤ i ≤ q, if Hri
Pni (a) 6= 0, then ri ∈ {0, ni}. Moreover,

• If a > −ni − 1, then
Hri

Pni (a) 6= 0 ⇐⇒ ri = 0 and a ≥ 0.

• If a < 0, then
Hri

Pni (a) 6= 0 ⇐⇒ ri = ni and a ≤ −ni − 1.

We obtain the dual complex of a complex by dualizing the vector spaces and the maps. The dual of
the Weyman complex, is again a Weyman complex. By exploiting Serre’s duality, we can construct the
degree vectors of a dual Weyman complex from the degree vector of the primal.

Proposition 3.3.8. [Wey03, Thm. 5.1.4] Let m and m̄ be any degree vectors such that m + m̄ =∑
i di− (n1 + 1, . . . , nq + 1). Then, Kv(m) ∼= K1−v(m̄)∗ for all v ∈ Z and K•(m) is dual to K•(m̄).

The maps δv(m) between the modules of the Weyman complex are complicated to describe, and
so we will only present them in a particular (alas important) case. Our goal is to obtain determinantal
formulas given by matrices whose elements are linear forms in the coefficients of the input polynomials,
that is linear in u, see Eq. (3.4). To exploit the Weyman complex for this task, by [Wey03, Prop. 5.2.4],
we have to choose a degree vectorm so that the Weyman complex reduces to

K•(m) : 0→ Kv,p+v(m)⊗K[u]
δv(m)−−−−→ Kv−1,p+v−1(m)⊗K[u]→ 0 , (3.10)

where p =
∑

k∈I nk, for some set I ⊂ {1, . . . , q}. That is, for all t 6∈ {v − 1, v}, it holds Kt(m) = 0,
Kv(m) = Kv,p+v(m) and Kv−1(m) = Kv−1,p+v−1(m).

We will describe the map δv(m) through an auxiliary map µ that acts like multiplication. For this,
we need to introduce some additional notation. Let R be a ring; for example R = Z[u] or R = K.
For each 1 ≤ i ≤ q, the polynomial ring R[xi], respectively R[∂xi], is a free R-module with basis
{xα : α ∈ A(d), d ∈ Z}, respectively {∂xα : α ∈ A(d), d ∈ Z}. We define the bilinear map

µ(i) : R[xi]× (R[xi]⊕R[∂xi])→ R[xi]⊕R[∂xi], (3.11)
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which acts as follows: for each d1, d2 ∈ Z, α ∈ A(d1) and β,γ ∈ A(d2),we have

µ(i)(x
α,xγ) = xα+γ and µ(i)(x

α,∂xβ) =

{
∂xβ−α if dα ≤ dβ and β −α ∈ A(d1 − d2)
0 otherwise

.

The map µ(i) is graded in the following way, for f ∈ Si(d) it holds

µ(i)(f, Si(D)) ⊆ Si(D + d) and µ(i)(f, S
∗
i (D)) ⊆ S∗i (D + d).

Remark 3.3.9. If we restrict the domain of µ(i) to R[xi] × R[xi], then µ(i) acts as multiplication, that
is for every f, g ∈ R[xi] it holds

µ(i)(f, g) = f g.

Example 3.3.10. Consider x2
0 + x0 x1 ∈ K[x0, x1]2 and 2 ∂x2

0 ∂x1 − ∂x0 ∂x
2
1 ∈ K[∂x0, ∂x1]−3. We

want to compute µ(x)(x
2
0 + x0 x1, 2 ∂x

2
0 ∂x1 − ∂x0 ∂x

2
1) ∈ K[∂x0, ∂x1]−1. As µ(x) is bilinear, we can

rewrite the previous equation as,

2 µ(x)(x
2
0, ∂x

2
0 ∂x1) + 2 µ(x)(x0 x1, ∂x

2
0 ∂x1) − µ(x)(x

2
0, ∂x0 ∂x

2
1) − µ(x)(x0 x1, ∂x0 ∂x

2
1) =

2 ∂x1 + 2 ∂x0 − 0 − ∂x1 = 2 ∂x0 + ∂x1.

We define the bilinear map

µ : (

q⊗
i=1

R[xi])×
q⊗
i=1

(R[xi]⊕R[∂xi])→
q⊗
i=1

(R[xi]⊕R[∂xi]), (3.12)

such that, if (
⊗q

i=1 x
αi
i ) ∈ (

⊗q
i=1R[xi]) and, for each 1 ≤ i ≤ q, gi ∈ (R[xi]⊕R[∂xi]), the map acts

on (
⊗q

i=1 x
αi
i ,
⊗q

i=1 gi) as follows

µ(⊗qi=1x
αi
i ,

q⊗
i=1

gi) =

q⊗
i=1

µ(i)(x
αi
i , gi).

Example 3.3.11. Consider g = (∂x2
1,0⊗x2

2,0 x2,1−∂x1,0 ∂x1,1⊗x3
2,1) ∈ K[∂x1,0, ∂x1,1]2⊗K[x2,0, x2,1]3

and f = x1,0 x2,1 + x1,1 x2,0 ∈ K[x1,0, x1,1]1 ⊗K[x2,0, x2,1]1.
Then µf (g) = ∂x1,0 ⊗ (x2

2,0 x
2
2,1 + x2,0 x

3
2,1) + ∂x1,1 ⊗ x4

2,1 ∈ K[∂x1,0, ∂x1,1]1 ⊗K[x2,0, x2,1]4, as

µ(f, g) = µ(x1,0 x2,1, g) +µ(x1,1 x2,0, g)

=
(
µ(x1,0 x2,1, ∂x

2
1,0 ⊗ x22,0 x2,1) − µ(x1,0 x2,1, ∂x1,0 ∂x1,1 ⊗ x32,1)

)
+µ(x1,1 x2,0, g)

=
(
µ(1)(x1,0, ∂x

2
1,0)⊗ µ(2)(x2,1, x

2
2,0 x2,1) − µ(x1,0 x2,1, ∂x1,0 ∂x1,1 ⊗ x32,1)

)
+µ(x1,1 x2,0, g)

=
(
∂x1,0 ⊗ x22,0 x22,1 − µ(x1,0 x2,1, ∂x1,0 ∂x1,1 ⊗ x32,1)

)
+µ(x1,1 x2,0, g)

...
= (∂x1,0 ⊗ x22,0 x22,1 − ∂x1,1 ⊗ x42,1) + (0 + ∂x1,0 ⊗ x2,0 x32,1)

Remark 3.3.12. If we restrict the domain of µ to (
⊗q

i=1R[xi]) × (
⊗q

i=1R[xi]), then µ acts as multi-
plication, that is for multihomogeneous polynomials f, g ∈ (

⊗q
i=1R[xi]), it holds

µ(f, g) = f g.
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Given f ∈ (
⊗q

i=1R[xi]), we define the linear map

µf :
⊗q

i=1(R[xi]⊕R[∂xi])→
⊗q

i=1(R[xi]⊕R[∂xi])
g 7→ µf (g) = µ(f, g).

Using the isomorphisms of Prop. 3.3.5 and Prop. 3.3.6, for d ∈ Nq and f ∈ K[x1, . . . ,xq]d, if we
restrict the map µf to Hr

P(m), for r ∈ N, and then

µf : Hr
Pn1×···×Pnq (m)→ Hr

Pn1×···×Pnq (m+ d).

Proposition 3.3.13. [WZ94, Prop. 2.6] Consider a generic multihomogeneous systemF ⊂ Z[u][x1, . . . ,xq]
with polynomials of multidegrees d0, . . . ,dN , respectively. Given a degree vector m ∈ Zq, we consider
the Weyman complex K•(m). If there is v ∈ {−N + 1, . . . , N + 1} and p ∈ {0, . . . , N + 1} such that

Kv(m) = Kv,p(m)⊗ Z[u] and Kv−1(m) = Kv−1,p−1(m)⊗ Z[u],

then the map δv(m) : Kv(m)→ Kv−1(m) is

δv(m) =
N∑
k=0

µFk ⊗ Φk,

where µFk ⊗ Φk denotes the tensor product of the maps µFk and Φk from Def. 2.7.3.

Definition 3.3.14 (Koszul-type determinantal formula). With the notation of Prop. 3.3.13, when the
Weyman complex reduces to

K•(m) : 0→ K1,p+1(m)⊗K[u]
δ1(m)−−−−→ K0,p(m)⊗K[u]→ 0 , (3.13)

we say that the map δ1(m) is a Koszul-type determinantal formula.

Example 3.3.15. Consider the blocks of variables x1 := {x1,0, x1,1} and x2 := {x2,0, x2,1}, and the
systems f := (f0, f1, f2) of multidegrees d0 = d1 = d2 = (1, 1). That is,

f0 = (a0,0 x1,0 + a1,0 x1,1)x2,0 + (a0,1 x1,0 + a1,1 x1,1)x2,1

f1 = (b0,0 x1,0 + b1,0 x1,1)x2,0 + (b0,1 x1,0 + b1,1 x1,1)x2,1

f2 = (c0,0 x1,0 + c1,0 x1,1)x2,0 + (c0,1 x1,0 + c1,1 x1,1)x2,1.

(3.14)

As in [EMT16, Lem. 2.2], consider the degree vectorm = (−1, 2). Then, the Weyman complex is

K•(m,f) : 0→ K1,2(m,f)
δ1(m,f)−−−−−→ K0,1(m,f)→ 0,

where  K1,2(m) = S1(0)⊗ S2(1)∗ ⊗
(
{e0 ∧ e1} ⊕ {e0 ∧ e2} ⊕ {e1 ∧ e2}

)
K0,1(m) = S1(1)⊗ S2(0)∗ ⊗

(
{e0} ⊕ {e1} ⊕ {e2}

)
.
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If we consider monomial bases forK1,2(m,f) andK0,1(m,f), then we can represent δ1(m,f) with the
matrix that follows. Note that, the element ∂1 ∈ K[∂x1,∂x1] corresponds to the dual of 1 ∈ K[x1,x2].

x1,0 ⊗ ∂1⊗ e0 x1,1 ⊗ ∂1⊗ e0 x1,0 ⊗ ∂1⊗ e1 x1,1 ⊗ ∂1⊗ e1 x1,0 ⊗ ∂1⊗ e2 x1,1 ⊗ ∂1⊗ e2
1⊗ ∂x2,0 ⊗ (e0 ∧ e1) −b0,0 −b1,0 a0,0 a1,0 0 0
1⊗ ∂x2,1 ⊗ (e0 ∧ e1) −b0,1 −b1,1 a0,1 a1,1 0 0
1⊗ ∂x2,0 ⊗ (e0 ∧ e2) −c0,0 −c1,0 0 0 a0,0 a1,0

1⊗ ∂x2,1 ⊗ (e0 ∧ e2) −c0,1 −c1,1 0 0 a0,1 a1,1

1⊗ ∂x2,0 ⊗ (e1 ∧ e2) 0 0 −c0,0 −c1,0 b0,0 b1,0
1⊗ ∂x2,1 ⊗ (e1 ∧ e2) 0 0 −c0,1 −c1,1 b0,1 b1,1

As we saw in the previous example, once we have fixed a basis for the map in Prop. 3.3.13, we can
represent the Koszul-type determinantal formula by the determinant of a matrix. We refer to this matrix
as a Koszul resultant matrix.

Corollary 3.3.16. [Wey03, Prop. 5.2.4] Let F be a generic multihomogeneous system of polynomials
with multidegrees d0, . . . ,dN , respectively. Letm ∈ Zq be a degree vector so that the Weyman complex
K•(m) becomes

K•(m) : 0→ Kv,p+v(m)⊗K[u]
δv(m)−−−−→ Kv−1,p+v−1(m)⊗K[u]→ 0 .

Then, the map δv(m) of Prop. 3.3.13 is linear in the coefficients of F and so each element in any matrix
representing δv(f) is a polynomial in K[u] of degree one. Moreover, as the determinant of the complex
is the resultant, the rank of both Kv(m) and Kv+1(m), as K[u]-modules, equals the degree of the
resultant (Prop. 3.3.2), which is

degree(Res) =
N∑
k=0

MHB(d0, . . . ,dk−1,dk+1, . . . ,dN ).

Remark 3.3.17. Under the assumptions of Prop. 3.3.13, if p = 1 and v = 0, the map δv(f) acts as a
Sylvester map (Rem. 3.2.11), that is (g0, . . . , gN ) 7→∑N

k=0 gk Fk. In this case

δv(m)(g0 ⊗ e0 + · · ·+ gN ⊗ eN ) =
( N∑
k=0

gk Fk

)
⊗ 1.

Determinantal formulas for the multiprojective resultant of unmixed systems, that is systems where
the multidegree of each polynomial is the same, where extensively studied by several authors [SZ94,
WZ94, CK04, DE03]. In [WZ94], the authors derive determinantal formulas using the Weyman complex.
Moreover, they classify all the unmixed systems for which we can construct such formulas and describe
the corresponding degree vectors. We will not introduce the notation needed to describe their result, but
we refer the reader to the formulas of type 1 and 4 in [WZ94, Sec. 4] for further details.

Proposition 3.3.18. [WZ94, Prop. 3.7] Consider a system f = (f0, . . . , fN ) in K[x1, . . . ,xq] with
multidegrees d0, . . . ,dN , respectively, such that d0 = · · · = dN = (d1, . . . , dq). If there is a degree
vector m such that Weyman complex give us a Koszul-type determinantal formula then, for each 1 ≤
i ≤ q, min(di, ni) = 1.
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There are very few results about determinantal formulas for mixed multihomogeneous systems, that
is, when the supports are not the same. We know such formulas for scaled multihomogeneous systems
[EM12], that is when the supports are scaled copies of one of them, and for bivariate tensor-product
polynomial systems [MT17, BMT17]. In Sec. 6.1, we use the Weyman complex to derive new formulas
for families of mixed multilinear systems.

3.4 The sparse resultant

The sparse resultant generalizes the resultant to the context of toric varieties, see Sec. 2.12. In this
section, we will just mention some references related to this object and we refer the reader to [CLO06,
Ch. 7] for a general introduction to the subject and to [Emi05] for a more concise introduction with a
focus on applications.

Theorem 3.4.1 (Sparse resultant). [CLO06, Thm. 7.6.2] Given n+1 full-dimensional polytopes ∆0, . . . ,∆n,
we define the ring Z[u] generated by the variables

{ui,α : 0 ≤ i ≤ n and α ∈ ∆i ∩ Zn},

and the generic system (F0, . . . , Fn) such that, for each i,

Fi :=
∑

α∈∆i∩Zn
ui,αX

α.

Let sp be the specialization morphism, see Def. 3.2.2, and consider Fi(c) := spc(Fi).
The sparse resultant is a polynomial, res ∈ Z[u], such that

res(c) 6= 0 =⇒
{

The system (F0, . . . , Fn)(c) ∈ K[Zn]n+1

has no solutions over the torus (C∗)n
}
.

Moreover, following the notation from the discussion in page 63, if res(c) = 0, then the homoge-
nization of the system (F0, . . . , Fn)(c) ∈ K[Zn]n+1 has a solution over the projective toric variety X
associated to ∆0, . . . ,∆n, see [CLO06, Sec. 7.3].

Proposition 3.4.2 (Degree of the sparse resultant). [CLO06, Ch. 7] With the same notation as in Thm. 3.4.1,
for each i, consider the sets of variables

ui := {ui,α : α ∈ ∆i ∩ Zn}.

Then, the resultant res ∈ Z[u], is a multihomogeneous polynomial with respect to the blocks of variables
u0, . . . ,un. Its degree with respect to the block of variables ui is the mixed volume (Def. 2.12.18) of
∆0, . . . ,∆i−1,∆i+1, . . . ,∆n. That is,

degui(res) = MV(∆0, . . . ,∆i−1,∆i+1, . . . ,∆n).
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A classical way of computing the sparse resultant is as a factor of the determinant of a matrix [Stu94,
CE93, CE00]. This matrix is related to a Sylvester map, see Rem. 3.2.11. To construct the matrix, we
compute a mixed subdivision of the Minkowski sum of the polytopes, ∆0 + · · · + ∆n, see [CLO06,
Sec. 7.6]. Hence, the complexity of this approach is related to the number of integer points in this
Minkowski sum [Emi96]. There are also incremental constructions of the resultant, see [EC95] and
[Emi05, Sec. 7.2.2], which in some cases results in smaller matrices, for example, for multihomogeneous
systems [DE03]. We can also compute the sparse resultant as a quotient of determinants [D’A02]. Also,
in some cases, we have determinantal formulas (Def. 3.2.14) for the sparse resultant, see for example
[CDS98, CK00, Khe02, Wey03].

Other kinds of resultants Before finishing this chapter, we should mention that besides the three re-
sultants presented before, resultant theory was extended to various areas, giving birth to different kind
of resultants as, for example, resultants over unirational algebraic varieties [BEM00], residual resul-
tants [BEM01, Bus01], determinantal resultants [Bus04], differential resultants [Rit32, Cha91], sparse
differential resultants [LGY11] and multivariate subresultants [GV91, Cha95, Sza10].



Chapter 4

Gröbner basis

Gröbner bases are at the heart of most nonlinear algebra algorithms [BW98]. We use them to compute
geometric and algebraic properties of ideals and modules. For example, Gröbner bases gives us a way
to solve the Ideal Membership Problem, that is, to decide when a polynomial belong to certain ideal.
Moreover, they allow us to do computations efficiently over quotient rings. It is also a tool to solve
polynomial systems. In this chapter, we introduce some basic properties of Gröbner bases together with
algorithms to efficiently compute them. Also, we will present bounds for the arithmetic complexity of
these algorithms. The bounds rely on algebraic invariants of the ideals, as the Castelnuovo-Mumford
regularity (Def. 2.8.3).

4.1 Gröbner basics1

The results from this section come mainly from [CLO15, Ch. 2].
A monomial is a product of variables in K[x]. We will write the monomial xα1

1 · · · xαnn as xα where
α = (α1, . . . , αn) ∈ Nn (see Ex. 2.12.8). The degree of a monomial is deg(xα) =

∑
i αi. We say that

a monomial xα divides a second monomial xβ if there is a third monomial xγ such that xα · xγ = xβ.
In this case, we write xα|xβ. We can think the polynomials in K[x] as finite K-linear combinations of
the monomials in K[x]. We consider a particular kind of total order for the monomials in K[x], called
monomial ordering.

Definition 4.1.1 (Monomial ordering). A monomial ordering > is a total order for Nn such that

• It is a well-ordering for Nn, that is, for every nonempty subset of Nn, there is a minimal element
with respect to >.

• Its compatible with the addition, that is, if α > β, then ∀γ ∈ Nn, αγ > β γ.

We abuse of the notation and we write xα > xβ to refer to α > β.
1I took this wordplay from Svartz’s PhD thesis [Sva14], which copied it from Sturmfels’ book [Stu96]. As we say in

Spanish: “A thief that steals from another thief has one hundred years of forgiveness” (“Ladrón que roba a ladrón tiene cien
años de perdón”).

81
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Lemma 4.1.2. [CLO15, Ex. 2.3.7] Let > be any monomial ordering and consider two monomials xα

and xβ such that xβ divides xα. Then, xα > xβ.

The two main monomial orders that appear in practice are Lex and GRevLex.

Definition 4.1.3. Consider a monomial ordering > such that x1 > x2 > · · · > xn.

• The order > is a lexicographical ordering (Lex) if xα > xβ if and only if, there is a k ≤ n such
that, {

(∀i < k) αi = βi
αk > βk

Roughly speaking, this order is equivalent to the one that we use in a dictionary.

We write this order as >Lex.

• The order > is a graded reverse lexicographical monomial ordering (GRevLex) if xα > xβ if
and only if, 

∑
i αi >

∑
i βi or∑

i αi =
∑

i βi and ∃k such that (∀i > k) αi = βi
and αk < βk

that is, xα > xβ if the degree of xα is bigger than the one of xβ, or they have the same degree
and the degree of the smallest variable (with respect to >) such that its degree in xα is different
from its degree in xβ, is smaller in xα than in xβ.

We write this order as >GRevLex.

Example 4.1.4. Consider the Lexicographical order>Lex on K[x, y], such that x >Lex y. Then, x2 >Lex

x y, x >Lex y
100 and x y2 >Lex x y.

Consider the Graded Reverse Lexicographical order >GRevLex on K[x, y, z], such that x >GRevLex

y >GRevLex z. Then, x y2 >GRevLex x
2 z and y100 >GRevLex x.

In whats follows, we say that a monomial appears in a polynomial, if the coefficient associated to
the monomial in the polynomial is not zero.

Definition 4.1.5 (Leading monomial, coefficient and term). Consider > a monomial ordering and a
polynomial non-zero f =

∑
α∈Nn cαx

α ∈ K[x].

• The leading monomial of f with respect to >, LM>(f), is the biggest monomial (with respect to >)
that appears in f , that is,

LM>(f) := max
>
{xα : cα 6= 0}.

• The leading coefficient of f with respect to >, LC>(f), is the coefficient associated to the leading
monomial of f , that is,

LC>(f) := cα such that LM>(f) = xα.

• The leading term of f is the product of the leading monomial and coefficient of f , that is,

LT>(f) := LC>(f) LM>(f).
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We can extend the notion of leading monomials to ideals.

Definition 4.1.6 (Initial ideal). Let > be a monomial ordering and I ⊂ K[x] an ideal. The initial ideal
of I is the ideal generated by all the leading monomials of the polynomials in I , that is,

LM>(I) := 〈{LM>(f) : f ∈ I}〉.

The initial ideal is a monomial ideal, see Def. 2.3.10.

We use the notion of initial ideal to define Gröbner bases.

Definition 4.1.7 (Gröbner basis). Let > be a monomial ordering and I ⊂ K[x] an ideal. A Gröbner
basis of I with respect to > is a set G ⊂ I such that

LM>(I) = 〈{LM>(g) : g ∈ G}〉.

Equivalently,G is a Gröbner basis if, for every f ∈ I , there is a g ∈ G such that LM>(g) divides LM>(f).

Proposition 4.1.8. [CLO15, Cor. 2.5.6] A Gröbner basis G of I is also a basis of I , that is, 〈G〉 = I .

Gröbner bases are not unique, neither necessarily finite. To make them unique and finite, we define
reduced Gröbner bases.

Definition 4.1.9 (Reduced Gröbner basis). We say that a Gröbner basis G is a reduced Gröbner basis if
and only if,

• every polynomial in G is monic, that is, for all g ∈ G, LC>(g) = 1, and

• for all g ∈ G, no monomial appearing in g belongs to LM>(G \ {g}).

Proposition 4.1.10. [CLO15, Thm. 2.7.5] Let > be a monomial ordering and I ⊂ K[x] an ideal. Then,
there is an unique reduced Gröbner basis G for I with respect to > and it is finite.

We mention that Gröbner basis were generalized to modules, but we will not discuss this subject in
the thesis; we refer the reader to [CLO06, Sec. 5.2] and references there in.

4.2 Normal forms, division algorithm and Buchberger

The results from this section come mainly from [CLO15, Ch. 2].

Proposition 4.2.1 (Normal form). [CLO15, Prop. 2.6.1] Let > be a monomial ordering, I ⊂ K[x] an
ideal and G a Gröbner basis of I with respect to >. Consider f ∈ K[x]. Then, there are unique g ∈ I
and r ∈ K[x], such that f = g+ r and no monomial appearing in r belongs to LM>(I). The polynomial
r is called the normal form of g with respect of I and >. We denote r by NF>,I(f).

We can check if a polynomial belongs to an ideal by regarding its normal form.

Corollary 4.2.2. [CLO15, Cor. 2.6.2] Consider a polynomials f, g ∈ K[x]. Then, NF>,I(f) = NF>,I(g)
if and only if f − g ∈ I . In particular, f ∈ I if and only if NF>,I(f) = 0, and f − NF>,I(f) ∈ I .
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Algorithm 1 Division algorithm

Input: A polynomial f , a list of polynomials (g1, . . . , gs) and a monomial ordering >.
Output: Polynomials r (remainder) and q1, . . . , qs (cofactors) such that f =

∑
i qi gi + r and none

of the monomials appearing in r are divisible by any LM<(gi), for 1 ≤ i ≤ s (or r = 0).
1: r, q1, . . . , qs ← 0, 0, . . . , 0
2: p← f
3: while p 6= 0 do
4: if ∃gi ∈ G such that LM>(gi) divides LM>(p) then
5: j ← minimal i such that LM>(gi) divides LM>(p)

6: qi ← qi + LT>(p)
LT>(gj)

7: p← p− LT>(p)
LT>(gj)

gj
8: else
9: r ← r + LT>(p)

10: p← p− LT>(p)
11: end if
12: end while
13: return r, q1, . . . , qs

There is an algorithmic way of computing normal forms which involves Gröbner basis and the divi-
sion algorithm.

We call the polynomial r from Alg. 1 the remainder of the division of f by (g1, . . . , gs with respect
to >.

Proposition 4.2.3. [CLO15, Thm. 2.3.3] The division algorithm always terminates and it is correct.

Even if the division algorithm always terminates, its remainder might depend on the order of the
polynomials (g1, . . . , gr).

Example 4.2.4. Consider a lexicographical order >Lex such that x >Lex y. We consider the division of
the polynomial xy by the list (x y + y, x) with respect to >Lex. As LM>Lex(x y + y) divides xy, we use
(x y+y) to reduce xy and obtain−y. As we can not reduce−y any further, the remainder of the division
is r = −y. We swap the elements in the list (x y + y, x) and consider the division of the polynomial x y
by the list (x, x y + y) with respect to >Lex. As x divides x y, the remainder of the division is r = 0.

As we see in Ex. 4.2.4, the remainder of the division algorithm is sensitive to the order of the poly-
nomials in the list (g1, . . . , gr). However, when (g1, . . . , gr) is a Gröbner basis, their order does not
matter.

Proposition 4.2.5. [CLO15, Prop. 2.6.1] If G is a Gröbner basis of I with respect to a monomial order-
ing >, then the remainder of the division of f ∈ K[x] by G (sorted in any order) with respect to >, that
is, the polynomial r in Alg. 1, equals NF>,I(f), and so it is unique.

We can use the division algorithm to compute Gröbner bases.
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Proposition 4.2.6 (Least common multiple). [CLO15, Prop. 4.3.13] Given two monomials xα,xβ ∈
K[x], consider the intersection of the ideals generated by these monomials, 〈xα〉 ∩ 〈xβ〉. This ideal
is a principal (Def. 2.2.8) monomial ideal, that is, there is a monomial, that we call the least common
multiple of xα and xβ and denote by LCM(xα,xβ) ∈ K[x], such that

〈LCM(xα,xβ)〉 = 〈xα〉 ∩ 〈xβ〉.

We can compute the least common multiple of xα and xβ as

LCM(xα,xβ) := x(max(α1,β1),...,max(αn,βn)).

Definition 4.2.7 (S-polynomial). Consider two polynomial f, g ∈ K[x] and a monomial ordering >.
The S-polynomial of f and g, Spol(f, g), is a particular polynomial combination of f and g defined by

Spol>(f, g) :=
LT>(g)

LCM(LM>(f), LM>(g))
f − LT>(f)

LCM(LM>(f), LM>(g))
g.

An important property of the S-polynomial Spol>(f, g) is that its leading monomial with respect
to > is smaller than LCM(LM>(f), LM>(g)), see [CLO15, Ex. 2.6.7]. We use S-polynomials to compute
Gröbner bases.

Algorithm 2 Buchberger’s algorithm

Input: List of polynomials (f1, . . . , fs) and a monomial ordering >.
Output: Gröbner basis G of 〈f1, . . . , fs〉 with respect to >.

1: G← {f1, . . . , fs}
2: G′ ← {}
3: while G 6= G′ do
4: G′ ← G
5: L← List (G′) (we sort the elements of G′ with respect to an arbitrary order).
6: for each pair f, g ∈ G′ such that f 6= g do
7: r ← Remainder of the division algorithm of Spol(f, g) with respect to L and >.
8: if r 6= 0 then
9: G← G ∪ {r}

10: end if
11: end for
12: end while
13: return G

Theorem 4.2.8 (Buchberger’s Criterion). [CLO15, Thm. 2.6.6] Given an ideal I , a monomial order >
and a finite set G ⊂ I such that for each pair of different polynomials f, g ∈ G the remainder of the
division algorithm of the Spol>(f, g) with respect to G and > is zero, then G is a Gröbner basis of I
with respect to >.

Corollary 4.2.9. Buchberger’s algorithm (Alg. 2) is correct.
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Example 4.2.10 (Continuation of Ex. 4.2.4). If we consider the list (x y + y, x), then

Spol>(x y + y, x) =
x

x
(x y + y)− x y

x
(x) = y.

By Buchberger’s criterion, the set G := {x y+ y, x, y} is a Gröbner basis for the ideal 〈x y+ y, x〉 with
respect to >, because

Spol>(x y + y, y) = y
y (x y + y)− x y

y (y) = y ∈ G, and
Spol>(x, y) = y

x y (x)− x
x y (y) = 0.

Proposition 4.2.11 (Termination of Buchberger’s Algorithm). [CLO15, Thm. 2.7.2] As K[x] is a Noethe-
rian ring, see Prop. 2.2.4, Buchberger’s algorithm terminates in a finite number of step.

4.3 Properties of the monomial order GRevLex

The results from this section come mainly from [CLO15, Ch. 8].
We study some properties of the monomial order GRevLex (Def. 4.1.3). We show how it allow us

to transform an affine variety, that is, the solution set of an arbitrary polynomial system (Sec. 2.4), into
a closely related projective variety, that is, the solution set of a system of homogeneous polynomials
(Sec. 2.5).

Definition 4.3.1 (Homogenization). [CLO15, Prop. 8.4.2] Consider a polynomial f ∈ K[x] of degree
d. We define fh ∈ K[x][x0] as the homogeneous polynomial fh := xd0 f(x1

x0
, . . . , xnx0

). This polynomial
has degree d.

Given an ideal I ⊂ K[x], we define the homogenization of the ideal I , Ih ⊂ K[x][x0], as the
homogeneous ideal in K[x][x0] generated by the homogenization of all the polynomials in I , that is,
Ih := 〈{fh : f ∈ I}〉. The ideal Ih is a homogeneous ideal, see Def. 2.3.5.

We can write the homogeneous polynomials in Ih as the product of a power of x0 and the homoge-
nization of a polynomial in I .

Proposition 4.3.2. [CLO15, Prop. 8.2.7.iv] Consider an ideal I ⊂ K[x] and a homogeneous polynomial
f̄ ∈ Ih. Let d be the maximal number such that xd0 divides f̄ . Then, there is f ∈ I such that

f̄ = xd0 · fh.

The homogenization of an ideal contains any ideal generated by the homogenization of a set of its
generators.

Proposition 4.3.3. Consider an ideal 〈f1, . . . , fr〉 = I generated by r polynomials, then the homoge-
nization of the ideal contains the ideal generated by the homogenization of its r generators, that is,

〈fh1 , . . . , fhr 〉 ⊆ Ih

However, in general, the homogenization of an ideal differs from an ideal generated by the homoge-
nization of a set of its generators.
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Example 4.3.4 (Continuation of Ex. 4.2.4). We consider x y + y ∈ K[x, y], whose homogenization in
K[x, y, z] is z2(xz

y
z + y

z ) = x y + y z. The homogenization of x ∈ K[x, y, z] is z(xz ) = x. Note that
the ideal 〈{x y + y z, x}〉 ⊂ K[x, y, z], obtained by homogenizing the set of generators of {x y + y, x},
is different from the homogenization 〈{x y + y, x}〉h ⊂ K[x, y, z]. We already proved that y ∈ 〈{x y +
y z, x}〉, and so, its homogenization, z (yz ) = y, belongs to 〈{x y+y, x}〉h. However, y 6∈ 〈{x y+y z, x}〉
because every polynomial of degree one in 〈{x y + y z, x}〉 is divisible by x. Nevertheless, note that
y z = 1 (x y + y z)− y (x) belongs to 〈{x y + y z, x}〉 ⊂ K[x, y, z].

To generalize our last observation in Ex. 4.3.4, we need to introduce the dehomogenization homo-
morphism.

Definition 4.3.5 (Dehomogenization). Given a polynomial g ∈ K[x][x0], its dehomogenization, χ(g),
corresponds to the specialization of the variable x0 in g to 1. The dehomogenization is a surjective ring
homomorphism, χ : K[x][x0]→ K[x], and, if J ⊂ K[x][x0] is an ideal, χ(J) ⊂ K[x] is an ideal too. If
we restrict the domain of χ to a graded piece of K[x][x0], K[x][x0]d, then χ is an injective map.

By Prop. 4.3.2, we can think about the dehomogenization as the “anti-homogenization”.

Proposition 4.3.6. Given an ideal I ⊂ K[x], then

I = χ(Ih).

Moreover, the affine variety defined by the dehomogenization of a homogeneous ideal J ⊂ K[x][x0],
VKn(χ(J)), is isomorphic to the affine piece VPn(J) ∩ U0 of VPn(J), see Prop. 2.5.11.

The dehomogenization of the intersection of two homogeneous ideals equals the intersection of the
dehomogenization of the two ideals, see discussion after [CLO15, Prop. 8.2.7].

Proposition 4.3.7. Given two homogeneous ideals Ī , J̄ ⊂ K[x][x0], then,

χ(Ī) ∩ χ(J̄) = χ(Ī ∩ J̄).

In particular, given two ideals I, J ⊂ K[x], then

I ∩ J = χ((I ∩ J)h) = χ(Ih ∩ Jh).

Whenever we have a principal ideal and we know its unique generator, we can compute easily its
homogenization.

Lemma 4.3.8. The homogenization of a principal ideal 〈f〉 ⊂ K[x], see Def. 2.2.8, equals the ideal
generated by the homogenization of its generator f , that is, 〈f〉h = 〈fh〉.

Corollary 4.3.9. Consider the ideal I = 〈f1, . . . , fr〉 ⊂ K[x]. Then, the dehomogenization of Ih is
equal to the dehomogenization of 〈fh1 , . . . , fhr 〉 ⊂ K[x][x0], that is χ(Ih) = χ(〈fh1 , . . . , fhr 〉).

We can homogenize an ideal by computing its Gröbner basis with respect to the monomial ordering
GRevLex, which is a graded monomial ordering.
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Definition 4.3.10 (Graded monomial ordering). We say that a monomial ordering > is graded if, for
every two monomials of different degrees, the biggest monomial with respect to > corresponds to the one
with bigger degree. That is, given two monomials xα,xβ,

deg(xα) > deg(xβ) =⇒ xα > xβ.

We can extend graded monomial orderings on K[x] to graded monomial orderings on K[x][x0].

Proposition 4.3.11. [CLO15, Ex. 8.4.4] Given a graded monomial orderings > for K[x], we can extend
it to the graded monomial ordering >h on K[x][x0] such that for xα,xβ ∈ K[x][x0] it holds,

xα >h x
β ⇐⇒

{
deg(xα) > deg(xβ), or
deg(xα) = deg(xβ) and χ(xα) > χ(xβ).

We can define the monomial ordering GRevLex using Prop. 4.3.11. In what follows, we write
GRevLex(x1 < · · · < xn) to refer to the GRevLex monomial ordering<GRevLex such that x1 <GRevLex

· · · <GRevLex xn.

Example 4.3.12. Consider the monomial ordering GRevLex(x1 < · · · < xn) on K[x]. Then, its
extension, as defined in Prop. 4.3.11, corresponds to the monomial ordering GRevLex(x0 < x1 <
· · · < xn) on K[x][x0].

The main property of the graded monomial orderings is that, when we homogenize a polynomial,
they preserve its leading monomials, see [CLO15, Lem. 8.4.5]. That is, for every f ∈ K[x],

LM<(f) = LM<h(fh).

This allow us to transform Gröbner bases from K[x][x0] to K[x] and vice-versa.

Proposition 4.3.13. [CLO15, Ex. 8.4.4] Consider an ideal I ⊂ K[x] and let G by a Gröbner basis of
I with respect to a monomial ordering > GRevLex(x1 < · · · < xn). Let Gh := {gh : g ∈ G} be the
homogenization of the polynomials in G. Then, Gh is a Gröbner basis for Ih ⊂ K[x][x0] with respect to
GRevLex(x0 < x1 < · · · < xn).

Proposition 4.3.14. [FSS14, Prop. 3.5] Let Ī ⊂ K[x][x0] be a homogeneous ideal and let Ḡ be a finite
set of homogeneous polynomials forming a Gröbner basis of Ī with respect to GRevLex(x0 < x1 <
· · · < xn). Let G := {χ(ḡ) : ḡ ∈ Ḡ} be the dehomogenization of the elements in Ḡ. Then, G is a
Gröbner basis for the ideal χ(I) ⊂ K[x] with respect to GRevLex(x1 < · · · < xn).

We can extend the previous propositions to extended graded monomial orderings, see the proof of
[CLO15, Thm. 8.4.4].

4.4 Computing Gröbner bases for homogeneous ideals

In the previous section we observed the following:
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• By Cor. 4.3.9, given a finite set of generators of an ideal, 〈f1, . . . , fr〉 = J ⊂ K[x], we can
construct a homogeneous ideal I = 〈fh1 , . . . , fhr 〉 ⊂ K[x][x0] such that its dehomogenization is
the original ideal, that is, J = χ(I).

• By Prop. 4.3.14, from a Gröbner basisG for a homogeneous ideal I with respect to GRevLex(x0 <
x1 < · · · < xn), we can recover a Gröbner basis for χ(I) with respect to GRevLex(x1 < · · · <
xn) from the dehomogenization of G, that is, the set {χ(g) : g ∈ G}.

Hence, to compute Gröbner bases with respect to GRevLex, and more in general with respect to graded
monomial orderings, we only need an algorithm that computes Gröbner bases for homogeneous ideals.
In this section, we discuss such an algorithm.

Our presentation follows the linear algebra approach introduced by Lazard [Laz83] and further de-
veloped by Faugère [Fau99, Fau02]. We introduce simplified versions of the algorithms that are imple-
mented in practice. We refer the reader to [CLO15, Ch. 10] and [EF17] and references there in for more
details.

Definition 4.4.1 (d-Gröbner basis). Let> be a graded monomial ordering, I ⊂ K[x][x0] a homogeneous
ideal and consider d ∈ N. A d-Gröbner basis for I with respect to > is a finite set G ⊂ I such that for
every f ∈ I of degree at most d, LM>(f) ∈ 〈{LM>(g) : g ∈ G}〉.

As every ideal in K[x][x0] has a finite Gröbner bases (Prop. 4.1.10), there is a d such that the d-
Gröbner basis is a Gröbner basis.

Theorem 4.4.2 (Degree of regularity). [Laz83, Sec. III.B]. For each ideal I ⊂ K[x][x0] and each graded
monomial ordering >, there is a d such that the d-Gröbner basis of I with respect to > is a Gröbner
basis of I with respect to >. The degree of regularity of I with respect to > is the minimal d with this
property.

Using Thm. 4.4.2, we reduce the computation of a Gröbner basis to the computation of triangular
bases of K-vector spaces. To do so, we introduce the Macaulay matrix, a generalization of Sylvester’s
matrix (Ex. 3.2.16).

Definition 4.4.3 (Macaulay matrix). Let > be a monomial ordering, f = (f1, . . . , fr) a list of homoge-
neous polynomials in K[x][x0] of degrees d1, . . . , dr, respectively. The Macaulay matrix of f in degree

d ∈ N is the matrixM>,d(f) ∈ K
(∑

i (
n+d−di
d−di

)
)
×(n+d

d ) where

• The matrixM>,d(f) has
(
n+d
d

)
columns. We index each column by a monomial in K[x][x0]d. We

sort the columns in decreasing order with respect to the monomial ordering >.

• The matrix M>,d(f) has
∑

i

(
n+d−di
d−di

)
rows. We index each row by a pair (i,xα), where i ∈

{1, . . . , r} and xα ∈ K[x][x0]d−di . We sort the rows in increasing order with respect to the
following order for their indices,

(i,xα) < (j,xβ) ⇐⇒ (i < j) or (i = j and xα < xβ).

We refer to the pair (i,xα) as the signature of the row.
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• The element in the row with signature (i,xα) and column indexed by xβ corresponds to the
coefficient of the monomial xβ in the polynomial xα fi.

From a commutative algebra point of view, the matrix M>,d(f) represents the Sylvester map
(Rem. 3.2.11) (g1, . . . , gr) 7→

∑
i gi fi, where each gi ∈ K[x][x0]d−di . This map corresponds to the

first map of the strand of degree d of the Koszul complex K(f1, . . . , fr), see Def. 2.7.5. As we explain
at the end of the section, this relation is a key ingredient to improve the efficiency of our algorithms to
compute Gröbner bases.

From a linear algebra point of view, a linear combination of the rows of M>,d(f) represents a
polynomial f of degree d in the ideal generated by f , that is, f ∈ 〈f〉d. More precisely, if we multiply a
non-zero constant c by a row with signature (i,xα), we obtain a row whose elements correspond to the
coefficients of cxαfi. If we add two rows with signatures (i,xα) and (j,xβ) we obtain a row whose
elements correspond to the coefficients of xαfi + xβfj . Let v(d) ∈ (K[x][x0]d)

(n+d
d )×1 be a vector

whose elements are the monomials in K[x][x0]d sorted in decreasing order with respect to <. Consider
a matrix M̃>,d(f) corresponding to a Macaulay matrixM>,d(f) on which we performed linear algebra
operations on its rows. The elements of the vector M̃>,d(f) · v(d) correspond to polynomials in 〈f〉d.
Hence, we say that the rows of M̃>,d(f) represent polynomials in 〈f〉d.

Lazard’s approach to compute a Gröbner basis of f with respect to > [Laz83] is to compute it from
the matrices corresponding to the row echelon form of M>,1(f), . . . ,M>,dreg(f), say
M̃>,1(f), . . . ,M̃>,dreg(f), where dreg is the degree of regularity of f (Thm. 4.4.2). As this strat-
egy constructs the Gröbner bases incrementally by computing d-Gröbner bases, we say that is follows a
degree-by-degree strategy. For each d, let Pd be the set of non-zero polynomials represented by the rows
of M̃>,d(f). As we sorted the columns ofM>,d(f) and M̃>,d(f) in decreasing order with respect to
>, the set Pd is a maximal subset of fd whose elements have different leading monomials. Hence, the
polynomials of degree d in a d-Gröbner basis of f are contained in this maximal subset. We are not
going to introduce linear algebra concepts as (reduced) row echelon forms or Gaussian elimination; we
refer the reader to [Mey08, Ch. 2].

Theorem 4.4.4. [Laz83, Sec. III.B] Consider a homogeneous system f and let Gd−1 be a (d − 1)-
Gröbner basis for f with respect to a graded monomial ordering >. Let M̃>,d(f) be the reduced row
echelon form of the Macaulay matrixM>,d(f). Let Pd be the set of non-zero polynomials represented by
the rows of M̃>,d(f). Let Gd be the union of Gd−1 and the polynomials in Pd whose leading monomials
are not divisible by the leading monomials of the polynomials in Gd−1, that is,

Gd := Gd−1 ∪ {g ∈ Pd such that (∀h ∈ Gd−1) LM>(h) does not divide LM>(g)}

Then, Gd is a d-Gröbner basis of f with respect to >.

Hence, for every ideal I ⊂ K[x][x0] and a monomial order >, if we know the degree of regularity of
I with respect to > (Thm. 4.4.2) we can compute its Gröbner basis using linear algebra.

Example 4.4.5. We want to compute a Gröbner basis for a homogeneous ideal generated by f :=
{x + y + 2 z, x, 3x2 + z y + z2} ∈ K[x, y, z], with respect GRevLex(x > y > z). As we will explain
in Prop. 4.5.4, the degree of regularity of the ideal 〈f〉 with respect to this monomial ordering is 2.
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Algorithm 3 Lazard’s algorithm

Input: A list of homogeneous polynomials f := (f1, . . . , fr), a monomial ordering >, and a degree d.
Output: The set G is a d-Gröbner basis of 〈f〉 with respect to >.

If d is the degree of regularity, then G is a Gröbner basis of 〈f〉.
1: G0 ← {}
2: for d from 1 to d do
3: M>,d(f)←Macaulay matrix for f with respect to > at degree d (Def. 4.4.3).
4: M̃>,d(f)← Reduced row echelon form ofM>,d(f).
5: Pd ← Non-zero polynomials represented by the rows of M̃>,d(f).
6: Gd ← Gd−1 ∪ {g ∈ Pd : (∀h ∈ Gd−1) LM>(h) does not divide LM>(g)}.
7: end for
8: return Gd.

We consider the Macaulay matrixM>,1(f) and its reduced row echelon form M̃>,1(f),

M>,1(f) =

x y z

1 1 2 (1, 1)
1 0 0 (2, 1)

−→ M̃>,1(f) =

x y z

1 0 0
0 1 2

(4.1)

Hence, the 1-Gröbner basis of 〈f〉 is G1 := {x, y + 2 z}.
Then, we consider the Macaulay matrixM>,2(f) and its reduced row echelon form M̃>,2(f),

M>,2(f) =

x2 x y y2 x z y z z2

0 0 0 1 1 2 (1, z)
0 1 1 0 2 0 (1, y)
1 1 0 1 0 0 (1, x)
0 0 0 1 0 0 (2, z)
0 1 0 0 0 0 (2, y)
1 0 0 0 0 0 (2, x)
3 0 0 0 1 1 (3, 1)

↓

M̃>,2(f) =

x2 x y y2 x z y z z2

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0

(4.2)

Hence, the 2-Gröbner basis of 〈f〉 is G2 := {x, y + 2 z, z2}. As 2 is the degree of regularity of 〈f〉 with
respect to >, then G2 := {x, y + 2 z, z2} is the Gröbner basis of 〈f〉 with respect to >. Note that the
last row of M̃>,2(f) equals zero, and so, the rows ofM>,2(f) are not linearly independent.
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As we observed in the previous example, Lazard’s algorithm (Alg. 3) has a computational disad-
vantage: many of the rows reduce to zero in the Gaussian elimination step. So, we perform redundant
computations when we reduce these rows. This phenomena is not exclusive of Lazard’s approach. For
example, in Buchberger’s algorithm (Alg. 2), we perform redundant computations when we execute the
division algorithm to reduce a S-polynomial whose remainder is zero. In the context of Gröbner bases,
when we have an algorithm which, as part of its intermediate steps, consider polynomials which, after
performing some computations, reduce to zero we say that the algorithm performs reductions to zero.

Reductions to zero have a strong impact in the practical efficiency of the algorithms to compute
Gröbner bases, and so it is really important to try to avoid as much as them as we can. There are several
ways to predict reductions to zero, see for example [Buc79, GM88, Tra89, Fau02, Mor03, EF17]. In this
thesis, we concentrate in the F5 criterion [Fau02].

As the ring K[x][x0] is commutative, many reductions to zero appearing in our computations come
from the identity f g − g f = 0. The idea of the F5 criterion is to use the signatures of the rows of the
Macaulay matrix to prevent these reductions. It turns out that, when our system is a regular sequence
(Sec. 2.7), the F5 criterion identifies every reduction to zero appearing in Lazard’s algorithm (Alg. 3).
The F5 criterion is a particular, and the first, example of the so-called signature-based algorithms for
computing Gröbner bases. We are only going to discuss a simplified version of F5, applied to the degree-
by-degree strategy of Lazard’s algorithm, known as Matrix-F5 [BFS15]. In the language of signature-
based algorithms, this algorithm uses a <d-pot module monomial ordering. We refer the reader to the
chapter [CLO15, Ch. 10.4], the PhD thesis [Ede12] and the survey [EF17] for more information about
this family of algorithms.

Proposition 4.4.6 (Matrix-F5 criterion). [BFS15, Prop. 8] Consider a system f := {f1, . . . , fr} given
by homogeneous polynomials of degree d1, . . . , dr, respectively. Let (i,xα) be the signature of a row
inM>,d(f) such that xα ∈ LM>(〈f1, . . . , fi−1〉), then this row is a linear combination of the rows in
M>,d(f) with smaller signature, see Def. 4.4.3.

Observation 4.4.7. As the polynomials are homogeneous, we can check if xα ∈ LM>(f1, . . . , fi−1) by
computing a (d− di)-Gröbner basis of 〈f1, . . . , fi−1〉.

The Matrix-F5 algorithm (Alg. 4) avoids every reduction to zero when the input list of homogeneous
polynomials forms a regular sequence.

Proposition 4.4.8. [BFS15, Prop. 9] If (f1, . . . , fr) is a homogeneous regular sequence, then the
Matrix-F5 algorithm (Alg. 4) performs no reductions to zero.

The F5 criterion and the Koszul complex As we mentioned before, each Macaulay matrixM>,d(f)
represents a Sylvester map, see Rem. 3.2.11, and so the first map δ1 of the strand of the Koszul complex
K(f)d. Each row in the Macaulay matrix can be thought as an element in the image of the map δ1.
More specifically, each row obtained from the matrix by performing linear algebra operations on its
rows represents the image of δ1 at an element of

⊕
iK[x][x0]d−di . Hence, when we have a reduction

to zero, that is, a linear combination of rows resulting in zero, we are considering an element g ∈⊕
iK[x][x0]d−di such that δ1(g) = 0. Therefore, the reductions to zero appearing in the Gaussian

elimination step of the previous algorithms correspond to elements in the first module of syzygies of
the map δ1. As the Koszul complex is a complex, the image of the map δ2 of K(f)d belongs to the
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Algorithm 4 Matrix-F5

Input: A list of homogeneous polynomials f := (f1, . . . , fr) of degrees d1, . . . , dr, respectively,
a graded monomial ordering >, and the degree of regularity dreg of 〈f〉 with respect to >
(Thm. 4.4.2).

Output: The set G is a Gröbner basis of 〈f〉 with respect to >.
1: G0,0, . . . , G0,dreg ← {}, . . . , {}.
2: for d from 1 to dreg do
3: for i from 1 to r do
4: M>,d(f1, . . . , fi)←Macaulay matrix for (f1, . . . , fi) with respect to> at degree d, see

Def. 4.4.3.
5: MF5

>,d(f1, . . . , fi)← Empty matrix.
6: for each (j,xα) signature ofM>,d(f1, . . . , fi) do
7: if dj > d or for all g ∈ Gj−1,d−dj , LM>(g) does not divide xα then
8: Add toMF5

>,d(f1, . . . , fi) the row fromM>,d(f1, . . . , fi) with signature (j,xα).
9: end if

10: end for
11: M̃>,d(f)← Reduced row echelon form ofMF5

>,d(f).

12: Pi,d ← Non-zero polynomials in the rows of M̃>,d(f).
13: Gi,d ← Gi,d−1 ∪ {g ∈ Pi,d : (∀h ∈ Gi,d−1) LM>(h) does not divide LM>(g)}.
14: end for
15: end for
16: return Gr,dreg .
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kernel of δ1. The syzygies generated by δ2 are called trivial syzygies or Koszul syzygies. It turns out
that, when there are non-trivial syzygies, the F5 criterion fails to predict all the syzygies. Hence, the F5
criterion avoids every reduction to zero only when the Koszul complex of the system is exact, and so, by
Prop. 2.7.8, only when the system is a regular sequence.

4.5 Complexity

In this section we study the arithmetic complexity of computing Gröbner bases. Our complexity model
is the standard arithmetical model, see [GG13, Ch. 2]. We relate the complexity of computing a Gröbner
basis for a homogeneous ideal with respect to to a GRevLex monomial ordering with the Castelnuovo-
Mumford regularity (Def. 2.8.3) of its initial ideal (Def. 4.1.6). Under some assumptions, this regularity
is the same as the one of the original ideal.

To bound the complexity of computing Gröbner bases, we study the Matrix-F5 algorithm (Alg. 4).
There are two aspects to consider,

• The size and structure of the matrices on which we have to perform Gaussian elimination.

• The maximal degree up to which we have to compute these matrices, that is, the degree of regu-
larity (Thm. 4.4.2).

In this section we will only focus on the second aspect. About the first aspect, we will just consider
it superficially. We do not consider the structure of the Macaulay matrices and we bound the arithmetic
complexity of the Gaussian elimination step by a general worst-case bound, see [Sto00]. Nevertheless,
we emphasize that this aspect is extremely important from theoretical and practical reasons:

• Complexity-wise, in [BFS15] the authors proved that asymptotically, under regularity assump-
tions, the complexity of (a slightly modified version of) Matrix-F5 (Alg. 4) is lower than what we
present in this section.

• From a practical point of view, the library FGb [Fau10], Maple’s state-of-the-art software to com-
pute Gröbner bases, uses a dedicated library to exploit the structure of the matrices in the Gaussian
elimination step, see [BEF+16].

When we know the degree of regularity of a homogeneous ideal with respect to a graded monomial
ordering, we can estimate the complexity of Lazard’s algorithm (Alg. 3).

Proposition 4.5.1. [BFS15, Prop. 1] Consider a homogeneous system f := (f1, . . . , fr) and a graded
monomial ordering >. Let dreg be the degree of regularity of 〈f〉 ⊂ K[x][x0] with respect to >, see
Thm. 4.4.2. Then, the complexity of computing a Gröbner basis of f with respect to > using Lazard’s al-
gorithm (Alg. 3), or Matrix-F5 (Alg. 4), is upper bounded byO(r dreg

(
n+dreg

n

)ω
) arithmetic operations,

where ω < 2.38 is the exponent of matrix multiplication [GG13, Sec. 12.1].

Let dreg be the degree of regularity of an ideal I with respect to a graded monomial ordering >.
Let Gdreg−1, respectively Gdreg , be the (dreg − 1)-Gröbner basis, respectively dreg-Gröbner basis, of I .
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By definition of degree of regularity (Thm. 4.4.2), Gdreg is a Gröbner basis of I with respect to >, but
Gdreg−1 it is not. By definition of Gröbner basis (Def. 4.1.7), it holds,

LM>(I) 6= 〈{LM>(g) : g ∈ Gdreg−1}〉 but LM>(I) = 〈{LM>(g) : g ∈ Gdreg}〉.

Hence, the degree of regularity of I with respect to> is the maximal degree of a minimal set of generators
of the ideal LM>(I), and so, it is bounded by the Castelnuovo-Mumford regularity of the initial ideal
LM>(I) (Def. 2.8.3).

Proposition 4.5.2. [BM92, Sec. 3] Consider a homogeneous system f := (f1, . . . , fr) and a graded
monomial ordering >. Let dreg be the degree of regularity of 〈f〉 ⊂ K[x][x0] with respect to >
(Thm. 4.4.2). Then,

dreg ≤ regCM(LM>(I)).

Corollary 4.5.3. The complexity of computing a Gröbner bases for a homogeneous system
f := (f1, . . . , fr) with respect to a graded monomial ordering > is upper bounded by

O
(
r (regCM(LM>(I)))

(
n+ (regCM(LM>(I)))

n

)ω)
arithmetic operations,

where ω < 2.38 is the exponent of matrix multiplication [GG13, Sec. 12.1].

For a further discussion about the bounds on the degree of regularity, we refer to [BM92, Sec. 3] and
[Cha03].

When we consider Gröbner bases with respect to GRevLex monomial orderings, under some as-
sumptions, we can replace, in Cor. 4.5.3, the Castelnuovo-Mumford regularity of the initial ideal by the
regularity of the ideal.

Proposition 4.5.4 (Zero-dimensional case). [Cha03, Cor. 3] Consider a homogeneous ideal I ⊂ K[x][x0]
such that dim(VPn(I)) = 0, that is, dimKrull(K[x][x0]/I) = 1, see Prop. 2.5.17. Then, the Castelnuovo-
Mumford regularity of the initial ideal of I with respect to a GRevLex monomial ordering is the same
as the regularity of the ideal, that is,

regCM(LM>GRevLex(I)) = regCM(I).

Corollary 4.5.5. The complexity of computing a Gröbner bases for a homogeneous system
f := (f1, . . . , fr) with respect to a graded monomial ordering > such that dim(VPn(〈f〉)) = 0 is
upper bounded by

O
(
r (regCM(I))

(
n+ (regCM(I))

n

)ω)
arithmetic operations.

In particular, when we have a square system defined by a regular sequence, it describes a zero-
dimensional projective variety Prop. 2.7.13. In this case, we can bound the complexity of computing a
Gröbner basis with respect to GRevLex using the Macaulay bound, see Prop. 2.8.5.
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Corollary 4.5.6 (Complexity of computing a Gröbner basis for square regular sequence). Consider
a homogeneous square system f := (f1, . . . , fn) in K[x][x0] given by regular sequence of degrees
d1, . . . , dn, respectively. Then, the complexity of computing a Gröbner basis for f with respect to
GRevLex is upper bounded by

O
(
n ·
(∑

i

di − n+ 1

)(
(
∑

i di) + 1

n

)ω)
arithmetic operations.

When the variety defined by our ideal is not zero dimensional, we need some extra assumptions
to extend the previous result. These assumptions are related to generic coordinates, and their relation
to GRevLex was studied by Galligo [Gal74, Gal79], Giusti [Giu84], and Bayer and Stillman [BS87b,
BS87a], among others.

Definition 4.5.7 (Linear change of coordinates). A linear change of coordinates is an 0-graded automor-
phism A : K[x][x0]→ K[x][x0], that is, an invertible morphism from K[x][x0] to itself.

Proposition 4.5.8. [BS87a, Prop. 2.11] Consider a homogeneous system f := (f1, . . . , fr) and consider
a generic linear change of coordinates A : K[x][x0] → K[x][x0], see Sec. 2.13. Consider the system
f̄ := (f1 ◦ A, . . . , fr ◦ A). Then, the Castelnuovo-Mumford regularity of the initial ideal of 〈f̄〉 with
respect to a GRevLex monomial ordering is the same as the regularity of the ideal, that is,

regCM(LM>GRevLex(〈f̄〉)) = regCM(〈f̄〉).

4.6 Gröbner bases over semigroup algebras

We recall some definitions related to Gröbner bases over semigroup algebras from [FSS14]. Let S be
a pointed affine semigroup (Def. 2.12.1) and consider its associated pointed semigroup algebra K[S]
(Def. 2.12.7).

Definition 4.6.1 (Monomial order). A monomial order for a pointed semigroup algebra K[S], say <, is
a total order for the monomials in K[S] such that:

• For any α ∈ S \ {0}, it holdsX0 <Xα.

• For every α,β,γ ∈ S, ifXα <Xβ thenXα+γ <Xβ+γ .

Observation 4.6.2. Monomial orders always exist for pointed affine semigroups. To construct them, first
we embed any pointed affine semigroup of dimension n in a pointed rational cone C ⊂ Rn (Def. 2.12.4).
Then, we choose n linearly independent forms l1, . . . , ln from the dual cone of C, which is

{l : Rn → R | ∀α ∈ C, l(α) ≥ 0}.

We define the monomial order < so thatXα <Xβ if and only if there is a k ≤ n such that for all i < k
it holds li(α) = li(β) and lk(α) < lk(β).

If our semigroup algebra is not pointed, we can not define monomial orders.
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Definition 4.6.3 (Leading monomial). Given a monomial order< for a pointed affine semigroup algebra
K[S] and a polynomial f ∈ K[S], its leading monomial, LM<(f), is the biggest monomial appearing in
f with respect to the monomial order <.

Note that the exponent of the leading monomial of f always corresponds to a vertex of the Newton
polytope of f (Def. 2.12.17).

Definition 4.6.4 (Gröbner basis). Let K[S] be a pointed affine semigroup algebra and consider a mono-
mial order < for K[S]. For an ideal I ⊂ K[S], a set G ⊂ I is a Gröbner basis of I if

〈{LM<(g) : g ∈ G}〉 = 〈{LM<(f) : f ∈ I}〉.

In other words, if for every f ∈ I , there is g ∈ G andXα ∈ K[S] such that LM<(f) = Xα LM<(g).

Proposition 4.6.5. As S is finitely generated, the algebra K[S] is a Noetherian ring [Gil84, Thm. 7.7].
Hence, for any monomial order and any ideal in K[S], there is a finite Gröbner basis.
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Chapter 5

Solving polynomial systems

In this chapter, we discuss different strategies to solve affine systems of polynomial equations having a
finite set of solutions, that is, systems that define a zero-dimensional variety. We present two different
strategies:

• Solving systems by extending the solutions of a univariate polynomial.

• Solving systems by inverting a monomial map.

For the first strategy, we compute a Gröbner basis with respect to a lexicographical monomial ordering
(Lex). For the second one, we compute the eigenvectors of a matrix associated to the system, this is the
multiplication map. The results of this chapter come mainly from [CLO06, Ch. 2].

We will not discuss other techniques to solve polynomial systems, and we refer the reader to [DE05]
and references there in.

5.1 Lexicographical monomial orderings (Lex)

In this section, we study some properties of the Gröbner bases related to lexicographical monomial
orderings (Lex), see Def. 4.1.3. These properties relate Lex to elimination theory. The results of this
section come mainly from [CLO15, Ch. 3] and [CLO06, Sec. 2.1].

Proposition 5.1.1 (Elimination property of Lex). [CLO15, Thm. 3.1.2] Let >Lex be a lexicographical
monomial ordering such that x1 >Lex · · · >Lex xn and G a Gröbner basis of an ideal I with respect to
this order. Then, for each 1 ≤ k ≤ n,G∩K[xk, . . . , xn] is a Gröbner basis of the ideal I∩K[xk, . . . , xn]
with respect to same order.

Theorem 5.1.2 (Extension theorem). [CLO15, Thm. 3.1.3] Consider the ideal I := 〈f1, . . . , fr〉 ⊂ K[x]
and I ∩K[x2, . . . , xn]. For each 1 ≤ i ≤ r, we write fi as,

fi = ci(x2, . . . , xn)xNi1 + terms in which x1 has degree < Ni.

where Ni > 0 and ci ∈ K[x2, . . . , xn] is non-zero.

99
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Suppose that there is a partial solution of I∩K[x2, . . . , xn], that is, a point (a2, . . . , an) ∈ VKn−1(I∩
K[x2, . . . , xn]). If (a2, . . . , an) 6∈ VKn−1(〈c1, . . . , cr〉), that is, if all the ci do not vanish simultaneously
at the point, then there is an a1 ∈ K such that (a1, a2, . . . , an) ∈ VKn(I), that is, there is a solution for
the original system.

Observation 5.1.3. For each partial solution (a2, . . . , an) ∈ Kn−1 that extends to a solution
(a1, . . . , an) ∈ Kn, we can recover the value a1 as the solution of the system of univariate polynomials.

f1(x1, a2, . . . , an) = 0
...

fr(x1, a2, . . . , an) = 0

Solving a system of univariate polynomials is equivalent to solve the univariate polynomial given by the
Greatest Common Divisor of the generators of the system (recall that K[x1] is a principal ideal, see
Def. 2.2.8). Hence, the extension theorem tell us that, when we have a partial solution such that the
coefficients ci(x2, . . . , xn) do not vanish all at the same time, then the Greatest Common Divisor of the
partial evaluation of the generators of the system is not 1.

When we have a zero-dimensional system, the Gröbner basis of the ideal contains a univariate poly-
nomial. Hence, we can solve this polynomial and, recursively, use the extension theorem to recover a
solution of the original system.

Proposition 5.1.4. Consider the variety V = VKn(f1, . . . , fr) such that V is zero-dimensional. The
reduced Gröbner basis of I with respect to a lexicographical order, such that x1 > · · · > xn, can be
written as a disjoint union of sets G1, . . . , Gn such that, for i < n, Gi ⊂ K[xi, . . . , xn] and Gi 6⊂
K[xi−1, . . . , xn], and Gn = {gn} ⊂ K[xn].

Example 5.1.5. We want to solve the system of (f1, f2), where{
f1(x1, x2) := x2

1 + x2
2 − 2

f2(x1, x2) := 2x1 x2 − 1.

The Gröbner basis of 〈f1, f2〉 with respect to >Lex, such that x1 >Lex x2, is {4x2
4 − 8x2

2 +
1, 2x2

3 − 4x2 + x1}. The univariate polynomial 4x2
4 − 8x2

2 + 1 has four solutions:

a
(1)
2 =

1 +
√

3

2
, a

(2)
2 =

1−
√

3

2
, a

(3)
2 =

−1 +
√

3

2
, a

(4)
2 =

−1−
√

3

2

As the coefficient of x1 in 2x2
3 − 4x2 + x1 is a constant, we can extend all four solutions. For

example, the solution a(1)
2 ∈ VK(4x2

4 − 8x2
2 + 1) extends to a solution (a

(1)
1 , a

(1)
2 ) ∈ VK2(f1, f2)

where (a
(1)
1 , a

(1)
2 ) = (−1+

√
3

2 , 1+
√

3
2 ).

In the previous example, we could apply the Extension theorem because the coefficients of the mono-
mials xNi1 in ci(x2), see Ex. 5.1.5, do not vanish all at the same time, as some of them are constants. In
particular, this ideal is in shape position.
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Definition 5.1.6 (Shape position). We say that an ideal is in shape position when its reduced Gröbner
basis with respect to a lexicographical monomial ordering >Lex, such that x1 >Lex · · · >Lex xn, is

g1(xn)− x1

...
gn−1(xn)− xn−1

gn(xn)

 .

Theorem 5.1.7. Let (f1, . . . , fr) be a radical zero-dimensional system. ConsiderA to be a generic linear
change of coordinates, see Def. 4.5.7 and Sec. 2.13. Then, the reduced Gröbner basis of (f1 ◦A, . . . , fr ◦
A) with respect to the lexicographical monomial ordering >Lex, such that x1 >Lex · · · >Lex xn, is in
shape position.

For a proof of a stronger version of the previous theorem, see [BMMT94].
We can solve an ideal in shape position by solving a univariate polynomial gn ∈ K[xn]. The solution

set of an ideal I in shape position is given by the parameterization

{(g1(p), . . . , gn−1(p),p) : p ∈ VK(gn)}.

5.2 Quotient rings and multiplication maps

Following Prop. 2.2.19, if I is an ideal such that K[x]/I is zero-dimensional, then the quotient ring
K[x]/I is a finite dimensional K-vector space. In this section, we use this finite dimensional K-vector
space to solve polynomial systems using linear algebra techniques, in particular eigenvalues and eigen-
vectors computations.

In what follows, we consider a fixed ideal I ⊂ K[x] such that the quotient ring K[x]/I is zero-
dimensional. Let D be the dimension, as a finite dimensional K-vector space, of K[x]/I , that is,

D := dimK(K[x]/I).

Proposition 5.2.1 (Monomial basis). [CLO06, Pg. 38] There is a set of monomials {xα1 , . . . ,xαD}
that is a basis of the K-vector space K[x]/I . This set is not unique and we call it monomial basis.

Definition 5.2.2 (Multiplication map). For each f ∈ K[x], we define the multiplication map ∗f :
K[x]/I → K[x]/I as the map that multiplies g ∈ K[x]/I by f . If for a fixed monomial basis
xα1 , . . . ,xαD of K[x]/I , let Mf ∈ KD×D be the matrix that represents ∗f in this basis.

In the following, we fix the monomial basis of K[x]/I , say {xα1 , . . . ,xαD}.

5.2.1 Eigenvalues and eigenvectors of the multiplication maps

We can recover information of the solutions in VKn(I) by performing eigenvalue and eigenvector com-
putations with multiplication maps. Our presentation follows [Cox05, Sec. 2.1] and [CLO06, Sec. 2.4].
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Proposition 5.2.3 (Eigenvalue criterion). [Cox05, Thm. 2.1.4] The eigenvalues of the matrix Mf are the
evaluations of f at the points of VKn(I). That is,

λ is a eigenvalue of Mf ⇐⇒ λ = f(α), for α ∈ VKn(I).

This criterion was proposed for the first time in [Laz81]. We generalize it in Sec. 6.2.

Proposition 5.2.4 (Eigenvector criterion). [Cox05, Thm. 2.1.4] For each p ∈ VKn(I), the vector
(xα1(p), . . . ,xαD(p)) ∈ KD, that is, the vector of evaluations of the monomial basis at the solution p,
is a right eigenvector of Mf , associated to the eigenvalue f(p).

This criterion was proposed for the first time in [AS88]. We generalize it in Sec. 6.3.
When the matrix Mf is non-derogatory, that is, when the dimension of each eigenspace of Mf is 1,

we can compute each eigenvector and recover the solutions of the system. For this, we need to invert a
monomial map. If all the solutions of I are curvilinear [Cox05, Def. 2.1.9], for example this happens
when I is radical, then, for generic choices of f , Mf is non-derogatory, see [Cox05, Thm. 2.1.11]. If
this is not the case, then we have to apply more sophisticated techniques to recover the solution; see the
discussion at the end of [Cox05, Sec. 2.1.3] and references there in.

5.2.2 Computing Gröbner bases using multiplication maps (FGLM)

Besides using the multiplication maps to solve a system by computing eigenvalues and eigenvectors, we
can use them to compute Gröbner bases. We present the FGLM algorithm [FGLM93], which allow us to
perform such a computation. We refer the reader to [CLO06, Sec. 2.3] for a more detailed presentation.

We can use multiplication maps to test if a polynomial belongs to an ideal.

Proposition 5.2.5. [CLO06, Prop. 2.4.1] The map from K[x]/I to Mf ∈ KD×D that maps f ∈
K[x]/I 7→ Mf ∈ KD×D is an injective linear map. Hence, for every f ∈ K[x], f ∈ I ⇐⇒ Mf = 0.

Given the multiplication maps Mx1 , . . . ,Mxn , we can compute any multiplication map Mf .

Proposition 5.2.6. [CLO06, Prop. 2.4.2] Consider f, g ∈ K[x] and λ ∈ K, then

Mλ = λ Id, Mf+g = Mf + Mg and Mg f = Mg Mf .

In particular,
Mf = f(Mx1 , . . . ,Mxn).

The idea of the FGLM algorithm is to use the multiplication maps to construct incrementally poly-
nomials in the ideal. By doing this incremental construction following a monomial ordering, we ob-
tain a Gröbner basis. We emphasize that this algorithm terminates because the quotient ring is zero-
dimensional.

Theorem 5.2.7. [CLO06, Sec. 2.3] Let Mx1 , . . . ,Mxn be the multiplication maps of the quotient ring
K[x]/I with respect to a monomial basis {xα1 , . . . ,xαD}. Let e ∈ KD be a vector representing the
element 1 ∈ K[x]/I . Then, for any monomial ordering >, FGLM (Alg. 5) always terminates and returns
a Gröbner basis for I with respect to >.
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Algorithm 5 FGLM [FGLM93]

Input: Multiplication maps Mx1 , . . . ,Mxn , an element e ∈ KD representing 1 ∈ K[x]/I and a mono-
mial ordering >.

Output: Gröbner basis of I with respect to >.
L← {xα ∈ K[x]}.
B ← {(e, 1)} ⊂ KD ×K[x].
G← ∅.
while L 6= ∅ do
xα ← minimal element in L with respect to >.
if ∃f ∈ K[x] s.t. (Mxα e, f) belongs to the K-linear space generated by B then
G← G ∪ {xα − f}.
L← L \ {xβ ∈ K[x] : xα divides xβ}.

else
B ← B ∪ {(Mxα e,x

α)}.
end if

end while
return G.

The complexity of FGLM is polynomial in the number of solutions.

Proposition 5.2.8. [FGLM93, Prop. 3.1] The arithmetic complexity of FGLM (Alg. 5) is upper bounded
by O(nD3) operations.

The previous complexity bound can be improved [FGHR13] and, in practice, there are many efficient
implementations of variants of this algorithm, see [FM17].

5.3 Computing multiplication maps

We can compute multiplication maps using Gröbner bases or, under genericity assumptions, using the
formulas to compute resultants from Sec. 3.2.1.

5.3.1 Multiplication maps through Gröbner bases

We can use the Gröbner basis of I to compute a monomial basis of the quotient ring K[x]/I . For this, we
use normal forms, see Sec. 4.2. The normal form NF>,I(f) equals zero if and only if f ∈ I (Cor. 4.2.2).
The normal form of a monomial not contained in the initial ideal LM>(I) (Def. 4.1.6) equals to itself,
that is,

For all xα 6∈ LM>(I) it holds NF>,I(xα) = xα.

Hence, the monomials not belonging to the initial ideal of I with respect to > are linearly independent
over K[x]/I . Moreover, every polynomial f ∈ K[x] is equivalent to a polynomial g ∈ K[x] such that
every monomials appearing in g does not belong to LM>(I) (Prop. 4.2.1 and Cor. 4.2.2). Hence, the
monomials not belonging to LM>(I) form a monomial basis of K[x]/I . This monomial basis is called
standard basis.
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Proposition 5.3.1 (Standard basis). Let I ⊂ K[x] be an ideal and > a monomial ordering, then the set
of monomials B := {xα ∈ K[x] : xα 6∈ LM>(I)} form a monomial basis of K[x]/I . We say that the set
B is a standard basis of K[x]/I .

For every f ∈ K[x], it holds NF>,I(f) ∈ 〈B〉K, that is, the normal form of f belongs to the linear
span of B. Hence, the coordinates of f ∈ K[x]/I with respect to the standard basis B correspond to the
coefficients of NF>,I(f).

We can use Gröbner bases to compute multiplication maps with respect to a standard basis.

Corollary 5.3.2. Let I ⊂ K[x] be an ideal such that K[x]/I is zero-dimensional. Consider a monomial
ordering > and the standard basis B := {xα1 , . . .xαD} defined in Prop. 5.3.1. For each f ∈ K[x], let
Mf be the multiplication map of f in K[x]/I with respect to the monomial basis B. Then, the element
of Mf in the position (i, j) corresponds to the coefficient of xαi in the polynomial NF>,I(xαj f),

Example 5.3.3 (Continuation of Ex. 5.1.5). The set G := {4x2
4 − 8x2

2 + 1, 2x2
3 − 4x2 + x1} is the

reduced Gröbner basis of the ideal I , with respect to >Lex, such that x1 >Lex x2. The monomials not
belonging to the initial ideal of I with respect to >Lex are {1, x2, x

2
2, x

3
2}. They form a standard basis of

K[x]/I .
To compute Mx1 , we need to compute,

NF>,I(1 · x1) = −2x3
2 + 4x2

NF>,I(x2 · x1) = 1
2

NF>,I(x
2
2 · x1) = 1

2 x2

NF>,I(x
3
2 · x1) = 1

2 x
2
2

Hence,

Mx1 =


1 0 1

2 0 0
x2 4 0 1

2 0
x2

2 0 0 0 1
2

x3
2 −2 0 0 0

 .
Note that a(1)

1 = −1+
√

3
2 is an eigenvalue of Mx1 and its associated eigenvector is

(1, a
(1)
2 , (a

(1)
2 )2, (a

(1)
2 )3, ) =

(
1,

1 +
√

3

2
,
(1 +

√
3)2

4
,
(1 +

√
3)3

8

)
.

Change of ordering

The original motivation of the FGLM algorithm (Alg. 5) is to perform change of orderings for Gröbner
bases, that is, to use an already computed Gröbner basis with respect to a monomial order>1, to compute
a Gröbner basis for the same ideal with respect to >2. We can do so by using the Gröbner basis with
respect to >1 to compute multiplication maps as we detailed previously. In general, we follow this
approach when it is easier to compute a Gröbner basis with respect to >1 and then change the ordering,
than computing directly the Gröbner basis with respect to >2. In practice, we follow this approach to
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solve efficiently polynomial systems. We compute a Gröbner basis with respect to a GRevLex ordering,
whose complexity we know is low, see discussion in Sec. 4.5, and then we use the FGLM algorithm to
recover a lexicographical Gröbner basis. Hence, using this approach, we can bound the complexity of
solving generic square systems.

Proposition 5.3.4 (Complexity of solving generic square systems). Consider a system of affine polyno-
mials given by (f1, . . . , fn) in K[x] of degrees d1, . . . , dn, respectively. Assume that

• K[x]/〈f1, . . . , fn〉 is zero-dimensional,

• the Bézout bound (Cor. 2.7.15) is tight, that is, VKnf1, . . . , fn contains different
∏
i di points, and

• the sequence (fh1 , . . . , f
h
n ), that is, the homogenization of the polynomials over K[x][x0]

(Def. 4.3.1), is a regular sequence.

Then, we can compute a Gröbner basis for 〈f1, . . . , fn〉 with respect to >Lex in

O

n ·(∑
i

di − n+ 1

)(
(
∑

i di) + 1

n

)ω
+ n

(
r∏
i=1

di

)3
 arithmetic operations.

5.3.2 Multiplication maps through the Macaulay resultant formula

In this section, we present how to use the Macaulay resultant formula (Prop. 3.2.5) to compute multi-
plication maps for ideals generated by generic square systems, see Sec. 2.13. The results of this section
come mainly from [CLO06, Sec. 3.6]. We mention that the techniques discussed in this section were
successfully extended to the sparse case, see [ER94, PS96, Emi96].

We follow the same notation as in Sec. 3.2, but instead of working over K[x], we work over K[x][x0].
We fix degrees d0, d1, . . . , dn and, mutatis mutandis from Def. 3.2.1, we introduce the generic polyno-
mial system F := {F0, F1, . . . , Fn} ⊂ Z[u][x][x0], where

Fi :=
∑

xα∈K[x][x0]di

ui,αx
α.

We consider the Macaulay resultant matrix from Prop. 3.2.5 but we reorder the variables in the
construction. We consider x1 > · · · > xn > x0. Hence, the sets P1, . . . , Pn, P0 required for the
construction of the matrix are as follows:

Pi :=

{
{xα ∈ K[x][x0]MB s.t. xdii |xα and (∀1 ≤ j < i) xα 6∈ Pj} for i > 0,
{xα ∈ K[x][x0]MB s.t. xd0

0 |xα and (∀j > 0) xα 6∈ Pj} for i = 0,

where MB :=
∑n

i=0 di − (n+ 1) + 1 is the Macaulay bound, see Prop. 2.8.5.
We consider the Macaulay resultant matrix M ∈ Z[u]dimK(K[x][x0]MB)×dimK(K[x][x0]MB) from

Prop. 3.2.5 related to the partition P1, . . . , Pn, P0, but we will consider a particular order for some of
its columns and rows.
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We fix some monomial ordering > for K[x][x0] and write the Macaulay resultant matrix as

M =

[
M1,1 M1,2

M2,1 M2,2

]
,

where

• Both the columns of
[
M1,1

M2,1

]
and the rows of [M1,1 M1,2 ] are indexed by the monomials in P1 ∪

· · · ∪ Pn sorted in decreasing order with respect to >.

• Both the columns of
[
M1,2

M2,2

]
and the rows of [M2,1 M2,2 ] are indexed by the monomials in P0

sorted in decreasing order with respect to >.

• For each element in the matrixM, the element in the row indexed by xα and column indexed by
xβ corresponds to the coefficient of the monomial xβ in the polynomial x

α

x
di
i

Fi, where xα ∈ Pi.

Given an homogeneous system f0 := (f1, . . . , fn, f0) and a matrix M ∈ Z[u]K×K, we define
M(f0) ∈ KK×K as the matrix that we obtain by specializing the elements of Z[u] in the matrix M to
the coefficients of f0, see Def. 3.2.2.

Consider a zero-dimensional affine system f := (f1, . . . , fn) in K[x] defined by polynomials of de-
grees d1, . . . , dn. Let fh := (fh1 , . . . , f

h
n ) be the system obtained by homogenizing each fi in K[x][x0],

see Def. 4.3.1. Consider an affine polynomial f0 ∈ K[x] of degree d0 and let fh0 ∈ K[x][x0]d0 be its
homogenization. Then, we have the homogeneous system fh0 := (fh1 , . . . , f

h
n , f

h
0 ). IfM1,1(fh0 ) is in-

vertible, then we can read the multiplication map of f0 in K[x]/〈f1, . . . , fn〉 from the Schur complement
ofM(fh0 ).

Definition 5.3.5 (Schur complement). Given a block matrix M :=
[M1,1 M1,2

M2,1 M2,2

]
∈ KK×K such that M1,1

is invertible, its Schur complement is the matrix

M2,2 −M2,1 · (M1,1)−1 ·M1,2.

Theorem 5.3.6. [CLO06, Thm. 3.6.7] Consider a zero-dimensional affine system f := (f1, . . . , fn) in
K[x] defined by polynomials of degrees d1, . . . , dn, respectively. Let fh := (fh1 , . . . , f

h
n ) be the system

obtained by homogenizing each fi in K[x][x0], see Def. 4.3.1. Consider an affine polynomial f0 ∈ K[x]
of degree d0 and let fh0 ∈ K[x][x0]d0 be its homogenization. We consider the homogeneous system
fh0 := (fh1 , . . . , f

h
n , f

h
0 ). IfM1,1(fh0 ) is invertible, then

• The set B given by the dehomogenization of P0, see Def. 4.3.5, is a monomial basis of
K[x]/〈f1, . . . , fn〉, where

B := {χ(xα) : xα ∈ P0}.

• The Schur complement ofM(fh0 ), that is,

M2,2(fh0 )−M2,1(fh0 ) · (M1,1(fh0 ))−1 · M1,2(fh0 ),

is the matrix of the multiplication map of f0 in K[x]/〈f1, . . . , fn〉, with respect to the monomial
basis B.
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Observation 5.3.7. Note that the specializationM1,1(fh0 ) does not depend on the value of the polyno-
mial fh0 ∈ K[x][x0]d0 . The existence of an f0 such that the M1,1(fh0 ) is invertible is independent of
f0. Moreover, if there is an f0 such thatM1,1(fh0 ) is invertible, then we can compute any multiplication
map with respect to a polynomial f0 of degree d0.

Consider a square system (f1, . . . , fn). It is problematic to use Thm. 5.3.6 to compute the multipli-
cation maps for K[x]/〈f1, . . . , fn〉 in the following cases,

• when the system (fh1 , . . . , f
h
n ) has more solutions over Pn than (f1, . . . , fn) over Kn, or

• when the specialization of the extraneous factor |M at (fh0 ), |M1,1(fh0 ), is not invertible,

In these cases, the matrixM1,1(fh0 ) will not be invertible and so we cannot use this method to compute
the multiplication maps. We refer the reader to the discussion at the end of [CLO06, Sec. 3.6], and
references there in, for some techniques to avoid these problems.
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Chapter 6

Determinantal formulas and algorithms to
solve mixed multilinear systems

Effective computation of resultants is a central problem in elimination theory and polynomial system
solving, see Chapter 3. Commonly, we compute the resultant as a quotient of determinants of matrices,
see Sec. 3.2.1. We say that there exists a determinantal formula when we can express it as the determinant
of a matrix whose elements are the coefficients of the input polynomials, see Def. 3.2.14.

In Chapter 6, we consider mixed multilinear polynomial systems. On the one hand, this is the sim-
plest case of mixed multihomogeneous systems where no determinantal formula was known. On the
other hand, multilinear polynomial systems are common in applications, for example in the Multiparam-
eter Eigenvalue Problem related to mathematical physics [Atk72, Vol88].

In the first part of the chapter, Section 6.1, we study determinantal formulas for the multiprojec-
tive resultant of mixed multilinear polynomial systems. Following [WZ94], we use the Weyman com-
plex, see Def. 3.3.3, to introduce determinantal formulas for two kinds of mixed multilinear systems. If
X1, . . . ,XA and Y 1, . . . ,Y B are (A+B) different blocks of variables, then we consider the following
mixed multilinear systems (f1, . . . , fn):

1. Star multilinear systems: For each polynomial fk there is 1 ≤ jk ≤ B such that

fk ∈ K[X1]1 ⊗ · · · ⊗K[XA]1 ⊗K[Y jk ]1.

2. Bipartite bilinear systems: For each polynomial fk there are 1 ≤ ik ≤ A and 1 ≤ jk ≤ B such
that

fk ∈ K[Xik ]1 ⊗K[Y jk ]1.

We add an additional polynomial f0, linear or multilinear, and show that the resultant of the new system
is the determinant of a Koszul resultant matrix (related to the maps in the Koszul complex, Prop. 3.3.13).
As the size of the matrix, that is, the degree of the resultant, depends on the multidegree of f0, we derive
determinantal formulas for different choices of f0. We relate the size of the matrices to the number of
solutions of (f1, . . . , fn) (Sections 6.1.2 and 6.1.3). For example, in Lem. 6.1.12 we prove that, if we
consider a square star multilinear system (f1, . . . , fn) having Υ solutions and we introduce a multilinear

111



112 CHAPTER 6. RESULTANTS AND MIXED MULTILINEAR SYSTEMS

f0 ∈ K[X1]1 ⊗ · · · ⊗ K[XA]1, then the size of the matrix associated to the determinantal formula of
(f0, f1, . . . , fn) is

Υ ·
(

A∑
i=1

#Xi −A+ 1

)
.

Moreover, Υ is bigger than (
∑

i #Xi−A+1) and so, the size of the formula is polynomial in the number
of solutions.

In the second part of the chapter, Section 6.3, we exploit the structure of these Koszul resultant ma-
trices to solve square star multilinear systems and bipartite bilinear systems. For that, we generalize the
classical eigenvalue criterion for multiplication maps [Laz81], see Prop. 5.2.3. Our extension applies to a
general class of matrices (Def. 6.2.1), including the Sylvester and Koszul resultant matrices. Moreover, it
relies only on the degree and structure of the associated formula. We prove that if the matrix

[M1,1 M1,2

M2,1 M2,2

]
corresponds to a determinantal formula for (f0, f1, . . . , fn) such that the diagonal of the matrix M2,2

corresponds to the coefficient of the monomial xθ in f0, this coefficient only appears in this diagonal,
and the system (xθ, f1, . . . , fn) has no solutions, then the matrix M1,1 is invertible and eigenvalues of
the Schur complement of M2,2, M c

2,2 := M2,2 −M2,1M
−1
1,1 M1,2, correspond to the evaluation of f0

Xθ
at

every solution of (f1, . . . , fn). That is,

λ is an eigenvalue of M c
2,2 ⇐⇒ ∃α such that

{
f1(α) = · · · = fn(α) = 0 and

λ = f0

Xθ
(α)

.

In the third part of the chapter, Section 6.3, we extend the classical eigenvector criterion [AS88], see
Prop. 5.2.4, to the case of Koszul resultant matrices for 2-bilinear systems. These systems correspond to
the star multilinear systems where A = 1 and B = 2.

Finally, in Section 6.4, we merge all the tools that we introduce in the chapter to propose a new algo-
rithm to solve the Multiparameter Eigenvalue Problem. The complexity of our approach is polynomial
in the number of solutions.
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6.1 Determinantal formulas for some mixed multilinear systems

6.1.1 Mixed multilinear systems of interest

In this section we present the mixed multilinear polynomial systems for which we develop determinantal
formulas. We split the blocks of variables in two groups. For this and to simplify the presentation, we
change somewhat the notation we use for the polynomial systems in Sec. 2.10 and Sec. 3.3.

For s ∈ N, let [s] := {1, . . . , s}. We replace the blocks of variables xi byXi or Y j and the constants
ni, that correspond to the cardinalities of the blocks, by αi or βj . Let A,B ∈ N and q = A + B. Let
X̄ be the set of A blocks of variables {X1, . . . ,XA}. For each i ∈ [A], Xi := {xi,0, . . . , xi,αi}; so
the number of variables in each block is αi ∈ N. We also consider the polynomial algebra K[Xi] =⊕

d∈Z SXi(d), where SXi(d) is the K-vector space of polynomials of degree d in K[Xi].
Similarly, Ȳ is the set of B blocks of variables {Y 1, . . . ,Y B}. For each j ∈ [B],

Y j := {yj,0, . . . , yj,βj}; hence the number of variables in each block is βj ∈ N. Moreover, K[Y j ] =⊕
d∈Z SY j (d), where SY j (d) is the K-vector space of polynomials of degree d in K[Y j ].
Consider the Zq-multigraded algebra K[X̄, Ȳ ], given by

K[X̄, Ȳ ] :=
⊕

(dX1
,...,dXA ,dY 1

,...,dY B )∈Zq
SX1(dX1)⊗· · ·⊗SXA

(dXA
)⊗SY 1(dY 1)⊗· · ·⊗SY B

(dY B
).

For a multihomogeneous polynomial f of multidegree d ∈ Zq, we denote by dXi , respectively dY j ,
the degree of f with respect to the block of variablesXi, respectively Y j .

Let N =
∑A

i=1 αi +
∑B

j=1 βj . We say that a polynomial system is square if it has N equations and
overdetermined if it has N + 1. We work in the multiprojective space

P := Pα1 × · · · × PαA × Pβ1 × · · · × PβB .

For each group of indices 1 ≤ i1 < · · · < ir ≤ A and 1 ≤ j1 < · · · < js ≤ B, we denote
by K[Xi1 , . . . ,Xir ,Y j1 , . . . ,Y js ]1 the set of multilinear polynomials in K[X̄, Ȳ ] with multidegree
(dX1 , . . . , dXA

, dY 1 , . . . , dY B
), where

dXl
=

{
1 if l ∈ {i1, . . . , ir}
0 otherwise

and dY l
=

{
1 if l ∈ {j1, . . . , js}
0 otherwise.

.

Definition 6.1.1 (Star multilinear system). A square multihomogeneous system f = (f1, . . . , fN ) in
K[X̄, Ȳ ] with multidegrees d1, . . . ,dN ∈ Zq, respectively, is a Star multilinear systems if for every
k ∈ [N ], there is jk ∈ [B] such that

fk ∈ K[X1, . . . ,XA,Y jk ]1.

For each j ∈ [B], we denote by Ej the number of polynomials in f that belong to K[X1, . . . ,XA,Y j ]1.

We use the term star because we can represent such systems using a star graph. The vertices of the
graph are the algebras K[Y 1], . . . ,K[Y B] and K[X1, . . . ,XA]. For each dk there is an edge between
the vertices K[X1, . . . ,XA] and Y j whenever dk,Yj = 1. The graph is a star because every vertex is
connected to K[X1, . . . ,XA] and there is no edge between two vertices K[Y j1 ] and K[Y j2 ].
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Example 6.1.2. Let X1,X2,Y 1,Y 2,Y 3 be five blocks of variables. Consider the multihomogeneous
system (f1, f2, f3, f4) ⊂ K[X̄, Ȳ ] with the following (pattern of) multidegrees

( dk,X1 , dk,X2 , dk,Y1 , dk,Y2 , dk,Y3 )
d1 = ( 1, 1, 1, 0, 0 )
d2 = ( 1, 1, 1, 0, 0 )
d3 = ( 1, 1, 0, 1, 0 )
d4 = ( 1, 1, 0, 0, 1 )

It is a star multilinear system where E1 = 2, E2 = 1, and E3 = 1. The corresponding star graph is the
following:

K[X1, . . . ,XA]

K[Y 1]

K[Y 2]

K[Y 3]

E1 = 2

E2 = 1

E3 = 1

Definition 6.1.3 (Bipartite bilinear system). A square multihomogeneous system f = (f1, . . . , fN ) in
K[X̄, Ȳ ] with multidegrees d1, . . . ,dN ∈ Zq, respectively, is a bipartite bilinear system if for every
k ∈ [N ], there are ik ∈ [A] and jk ∈ [B] such that

fk ∈ K[Xik ,Y jk ]1.

For each i ∈ [A] and j ∈ [B], let Ei,j be the number of polynomials in K[Xi,Y j ]1.

We use the term bipartite because we can represent such systems using a bipartite graph. The vertices
of the graph are the algebras K[X1], . . . ,K[XA] and K[Y 1], . . . ,K[Y B]. For each dk there is an edge
between the vertices K[Xi] and K[Y j ] whenever dk,Xi = dk,Yj = 1. The graph is bipartite because we
can partition the vertices to two sets, {K[X1], . . . ,K[XA]} and {K[Y 1], . . . ,K[Y B]} such that there is
no edge between vertices belonging to the same set.

Example 6.1.4. Let X1,X2,Y 1,Y 2,Y 3 be five blocks of variables. Consider the multihomogeneous
system (f1, f2, f3, f4) ⊂ K[X̄, Ȳ ] with multidegrees

( di,X1 , di,X2 , di,Y1 , di,Y2 , di,Y3 )
d1 = ( 1, 0, 1, 0, 0 )
d2 = ( 1, 0, 0, 1, 0 )
d3 = ( 0, 1, 0, 1, 0 )
d4 = ( 0, 1, 0, 0, 1 )

This system is a bipartite bilinear system where E1,1 = 1, E1,2 = 1, E1,3 = 0, E2,1 = 0, E2,2 = 1 and
E2,3 = 1. The corresponding bipartite graph is the following:
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K[X1]

K[X2]

K[Y 1]

K[Y 2]

K[Y 3]

E1,1 = 1

E1,2 = 1

E2,2 = 1

E2,3 = 1
E1,3 = 0

E2,1
= 0

Remark 6.1.5. For each square bipartite bilinear system, it holds N =
∑A

i=1

∑B
j=1 Ei,j . Moreover, if

the system has a finite number of solutions, then for each i ∈ {1, . . . , A}, it holds
∑B

j=1 Ei,j ≥ αi and
for each j ∈ {1, . . . , B} it holds

∑A
i=1 Ei,j ≥ βj; see Prop. 2.10.9.

6.1.2 Determinantal formulas for star multilinear systems

We consider four different kinds of overdetermined multihomogeneous systems, related to star multilin-
ear systems (Def. 6.1.1) and we construct determinantal formulas for each of them. These formulas are
Koszul- and Sylvester-type determinantal formulas (Def. 3.3.14). We study overdetermined polynomial
systems (f0, f1, . . . , fN ) in K[X̄, Ȳ ] where (f1, . . . , fN ) is a square star multilinear system and f0 is a
multilinear polynomial.

We consider different types of polynomials f0. The obvious choice for f0 is to have the same structure
as one of the polynomials f1, . . . , fN ; still we also choose f0 to have a different support. This leads to
resultants of smaller degrees and so to matrices of smaller size. The following f0 lead to determinantal
formulas:

• Case 1: f0 ∈ K[X1, . . . ,XA]1.

• Case 2: f0 ∈ K[Y j ]1, for any j ∈ {1, . . . , B}.

• Case 3: f0 ∈ K[X1, . . . ,XA,Y j ]1, for any j ∈ {1, . . . , B},

• Case 4: f0 ∈ K[X1, . . . ,XA,Y j1 ,Y j2 ]1, for any j1, j2 ∈ {1, . . . , B} such that j1 6= j2.

We can interpret the various multidegrees of f0, d0 = (d0,X1 , . . . , d0,XA , d0,Y1 , . . . , d0,YB ), that lead
to determinantal formulas as solutions of the following system of inequalities:

(∀ 1 ≤ i ≤ A) 0 ≤ d0,Xi ≤ 1,

(∀ 1 ≤ j ≤ B) 0 ≤ d0,Y j ≤ 1,

(∀ 1 ≤ i1 < i2 ≤ A) d0,Xi1
= d0,Xi2

, and∑B
j=1 d0,Y j ≤ 1 + d0,X1 .

(6.1)

Definition 6.1.6. Consider a partition of {1, . . . , B} consisting of two sets P and D and a constant
c ∈ N. We say that the triplet (P,D, c) is determinantal data in the following cases:

• When f0 corresponds to cases 1 or 3: if it holds, 0 ≤ c ≤ A.
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• When f0 corresponds to case 2: if it holds,{
c = 0 if

∑
j∈P d0,Y j = 0, or

c = A if
∑

j∈D d0,Y j = 0.

• When f0 corresponds to case 4: if it holds,
0 ≤ c ≤ A,∑

j∈P d0,Y j ≤ 1, and∑
j∈D d0,Y j ≤ 1.

Equivalently, we say that the triplet (P,D, c) is determinantal data for the multidegree d0 if the
following conditions are true:

∑
j∈P d0,Y j ≤ 1∑
j∈D d0,Y j ≤ 1

0 ≤ c ≤ A if (∀ i ∈ [A]) it holds d0,Xi = 1,
c = 0 if (∀ i ∈ [A]) it holds d0,Xi = 0 and

∑
j∈P d0,Y j = 0,

c = A if (∀ i ∈ [A]) it holds d0,Xi = 0 and
∑

j∈D d0,Y j = 0.

(6.2)

Consider the set {0, . . . , N} that corresponds to generic polynomialsF = (F0, . . . , FN ) (Def. 3.3.1).
For each tuple s0, . . . , sB ∈ N, let Is0,s1,...,sB be the set of all the subsets of {0, . . . , N}, such that

• For 1 ≤ j ≤ B, the index sj indicates that we consider sj polynomials from F that belong to
Z[u][X1, . . . ,XA,Y j ]1.

• In addition, if s0 = 1, then 0 belongs to all the sets in Is0,s1,...,sB .

That is,

Is0,s1,...,sB :=
{
I : I ⊂ {0, . . . , n}, (0 ∈ I⇔s0 = 1) and (6.3)

(∀1 ≤ j ≤ B) sj = #{k ∈ I : Fk ∈ Z[u][X1, . . . ,XA,Y j ]1}
}
.

Notice that if I, J ∈ Is0,s1,...,sB , then I and J have the same cardinality and
∑

k∈I dk =
∑

k∈J dk,
as they correspond to subsets of polynomials of F with the same supports.

The following lemma exploits the sets Is0,s1,...,sB to rewrite the cohomologies of Eq. (3.8).

Lemma 6.1.7. Consider a generic overdetermined system F = (F0, . . . , FN ) in K[u][X̄, Ȳ ] of multi-
degrees d0, . . . ,dN (Def. 3.3.1), where (F1, . . . , Fn) is a square star multilinear system such that, for
every j ∈ {1, . . . , B}, Ej ≥ βj , and d0 is the multidegree of F0. Following Eq. (3.8) we can rewrite the
modules of the Weyman complex Kv(m) =

⊕N+1
p=0 Kv,p ⊗ Z[u] in the more detailed form

Kv,p(m) =
⊕

0≤s0≤1
0≤s1≤E1

...
0≤sB≤EB

s0+s1+···+sB=p

Hp−v
P

(
m− (

B∑
j=1

sj , . . . ,
B∑
j=1

sj , s1, . . . , sB)− s0 d0

)
⊗

⊕
I∈Is0,s1,...,sB

∧
k∈I

ek.
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Moreover, the following isomorphisms hold for the cohomologies:

Hp−v
P

(
m− (

B∑
j=1

sj , . . . ,

B∑
j=1

sj , s1, . . . , sB)− s0 d0

)
∼=

⊕
rX1

,...,rX1
,rY 1

,...,rY B∑
i rXi+

∑
j rY j=p−v

( A⊗
i=1

H
rXi
Pαi

(
mXi −

B∑
j=1

sj − s0 d0,X

)
⊗

B⊗
j=1

H
rY j

Pβj
(mY j − sj − s0 d0,Y j )

)
.

Proof. We notice that if for I, J ⊂ {0, . . . , N} it holds
∑

k∈I dk =
∑

k∈J dk, then(
Hp−v
P (m−

∑
k∈I

dk)⊗
∧
k∈I

ek

)
⊕
(
Hp−v
P (m−

∑
k∈J

dk)⊗
∧
k∈J

ek

)
∼=

Hp−v
P (m−

∑
k∈I

dk)⊗
( ∧
k∈I

ek ⊕
∧
k∈J

ek

)
.

Now, if I, J ⊂ Is0,s1,...,sB , then by definition
∑
k∈I
dk =

∑
k∈J

dk = (
∑B

j=1 sj , . . . ,
∑B

j=1 sj , s1, . . . , sB)+

s0 d0, and so

Hp−v
P (m−

∑
k∈I

dk) = Hp−v
P (m−

∑
k∈J

dk) = Hp−v
P

(
m− (

B∑
j=1

sj , . . . ,

B∑
j=1

sj , s1, . . . , sB)− s0 d0

)
.

By definition of E1, . . . , EB (Def. 6.1.1) the set Is0,s1,...,sB is not empty if and only if 0 ≤ s0 ≤ 1
and for all i ∈ {1, . . . , B} it holds 0 ≤ si ≤ Ei. Hence,

{I : I ⊂ {0, . . . , N},#I = p} =
⋃

0≤s0≤1
0≤s1≤E1

...
0≤sB≤EB

s0+s1+···+sB=p

Is0,s1,...,sB .

Thus, we can write each direct summand of Kv(m) =
⊕N+1

p=0 Kv,p ⊗K[u] as

Kv,p(m) =
⊕

0≤s0≤1
0≤s1≤E1

...
0≤sB≤EB

s0+s1+···+sB=p

Hp−v
P

(
m− (

B∑
j=1

sj , . . . ,
B∑
j=1

sj , s1, . . . , sB)− s0 d0

)
⊗

⊕
I∈Is0,s1,...,sB

∧
k∈I

ek. (6.4)

Finally, by means of Prop. 3.3.5, we have the isomorphism

Hp−v
P

(
m− (

B∑
j=1

sj , . . . ,
B∑
j=1

sj , s1, . . . , sB)− s0 d0

)
∼=

⊕
rX1

,...,rX1
,rY 1

,...,rY B∑
i rXi+

∑
j rY j=p−v

( A⊗
i=1

H
rXi
Pαi (mXi −

B∑
j=1

sj − s0 d0,X)⊗
B⊗
j=1

H
rY j

Pβj
(mY j − sj − s0 d0,Y j )

)
.
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The following theorem identifies the degree vectors that reduce the Weyman complex to have just
two elements and in this way it provides us a determinantal formula for square star multilinear systems.

Theorem 6.1.8. Consider a generic overdetermined system F = (F0, . . . , FN ) in Z[u][X̄, Ȳ ] of mul-
tidegrees d0, . . . ,dN (Def. 3.3.1), where (F1, . . . , Fn) is a square star multilinear system. For every
j ∈ {1, . . . , B} it holds Ej ≥ βj and the multidegree of F0, d0, is a solution of the system in Eq. 6.1.

For each determinantal data (P,D, c) (Def. 6.1.6) and a permutation σ : {1, . . . , A} → {1, . . . , A},
there is a degree vectorm = (mX1 , . . . ,mXA

,mY 1 , . . . ,mY B
), such that

mXi =
∑

j∈D βj +
∑σ(i)−1

k=1 ασ−1(k) + d0,Xi for 1 ≤ i ≤ A and σ(i) > c

mXi =
∑

j∈D βj +
∑σ(i)−1

k=1 ασ−1(k) − 1 for 1 ≤ i ≤ A and σ(i) ≤ c
mY j = Ej − βj + d0,Y j for j ∈ P
mY j = −1 for j ∈ D

so that the Weyman complex of K•(m) reduces to

K•(m) : 0→ K1,ω+1(m)⊗K[u]
δ1(m)−−−−→ K0,ω(m)⊗K[u]→ 0,

where ω =
∑c

i=1 ασ−1(i) +
∑

j∈D βj .
Hence, the map δ1(m) is a Koszul-type determinantal formula (Def. 3.3.14).

Proof. We rewrite Eq. (3.9) using Lem. 6.1.7 and consider

Hp−v
P

(
m− (

B∑
j=1

sj , . . . ,

B∑
j=1

sj , s1, . . . , sB)− s0 d0
)
∼=

⊕
rX1

,...,rX1
,rY 1

,...,rY B∑
i rXi+

∑
j rY j=p−v



⊗
j∈P

H
rY j

Pβj
(Ej − βj + d0,Y j − sj − s0 d0,Y j ) ⊗ [Case Y.1]⊗

j∈D
H
rY j

Pβj
(−1− sj − s0 d0,Y j ) ⊗ [Case Y.2]

c⊗
i=1

H
rXi

P
α
σ−1(i)

(∑
j∈D

βj +

i−1∑
k=1

ασ−1(k) − 1−
B∑
j=1

sj − s0 d0,X

)
⊗ [Case X.1]

A⊗
i=c+1

H
rXi

P
α
σ−1(i)

(∑
j∈D

βj +
i−1∑
k=1

ασ−1(k) + d0,Xi −
B∑
j=1

sj − s0 d0,Xi

)
[Case X.2]


(6.5)

We will study the values for p, v, s0, . . . , sB, rX1 , . . . , rXA
, rY 1 , . . . , rY B

such that Kv,p(m) does
not vanish. Clearly, if 0 ≤ s0 ≤ 1 and (∀i ∈ {1, . . . , B}) 0 ≤ si ≤ Ei, then the module⊕

I∈Is0,s1,...,sB

∧
k∈I ek is not zero. Hence, assuming 0 ≤ s0 ≤ 1 and (∀i ∈ {1, . . . , B}) 0 ≤ si ≤ Ei,

we study the vanishing of the modules in Eq. (6.5). We will study the cohomologies independently. By
Prop. 3.3.6, the modules in the right hand side of Eq. (6.5) are not zero only when, for 1 ≤ i ≤ A,
rXi ∈ {0, αi} and, for 1 ≤ j ≤ B, rY j ∈ {0, βj}. In the following we prove that if Eq. (6.5) does not
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vanish then, 
rY j = 0 for j ∈ P [Case Y.1]
rY j = βj for j ∈ D [Case Y.2]
rXi = αi for 1 ≤ i ≤ A and σ(i) ≤ c [Case X.1]
rXi = 0 for 1 ≤ i ≤ A and σ(i) > c [Case X.2]

(6.6)

Consider the modules related to the variables Y j , for j ∈ {1, . . . , B}.
Case (Y.1) We consider the modules that involve the variables in the block Y j , for j ∈ P . As

sj ≤ Ej and 0 ≤ s0, d0,Y j ≤ 1, it holds Ej − βj + d0,Y j − sj − s0 d0,Y j > −βj − 1. Hence, by
Cor. 3.3.7,

H
rY j

Pβj
(Ej−βj+d0,Y j−sj−s0 d0,Y j ) 6=0⇐⇒

(
rY j = 0 and Ej−βj+d0,Y j ≥ sj+s0 d0,Y j

)
. (6.7)

Case (Y.2) We consider the modules that involve the variables in the block Y j , for j ∈ D. As
sj , s0, d0,Y j ≥ 0, then −1− sj − s0 d0,Y j < 0. Hence, by Cor. 3.3.7,

H
rY j

Pβj
(−1− sj − s0 d0,Y j ) 6= 0 ⇐⇒

(
rY j = βj and sj + s0 d0,Y j ≥ βj

)
. (6.8)

Now we consider the cohomologies related to the blocks of variables Xi, for i ∈ {1, . . . , A}, as-
suming that the cohomologies related to the blocks of variables Y j do not vanish.

Case (X.1) We consider the modules related to the blocks Xσ−1(1) . . . ,Xσ−1(c). We only need to
consider this case if c > 0, so we assume c > 0. We prove by induction that for each 1 ≤ k ≤ c,
if the cohomologies related to the variables in the blocks Y j , for 1 ≤ j ≤ B, and the ones related to
Xσ−1(1) . . . ,Xσ−1(k−1), do not vanish, then

H
rX

σ−1(k)

P
α
σ−1(k)

(
mXσ−1(k)

−
B∑
j=1

sj − s0 d0,Xσ−1(k)

)
6= 0 ⇐⇒

rXσ−1(k)
= ασ−1(k) and

B∑
j=1

sj + s0 d0,Xσ−1(k)
≥
∑
j∈D

βj +

k∑
i=1

αXσ−1(i)
.

(6.9)

• Consider k = 1 and the cohomology related to the blockXσ−1(1),

H
rX

σ−1(1)

P
α
σ−1(1)

(∑
j∈D

βj − 1−
B∑
j=1

sj − s0 d0,Xσ−1(k)

)
.

As the cohomologies related to the blocks Y j , for each j ∈ {1, . . . , B} do not vanish, then

– For each j ∈ D, βj ≤ sj + s0 d0,Y j (Eq. (6.8)).

– For each j ∈ P , 0 ≤ sj .
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Adding these inequalities we conclude that,

B∑
j=1

sj + s0

∑
j∈D

d0,Y j ≥
∑
j∈D

βj . (6.10)

As we assumed that c > 0 and the triplet (P,D, c) is determinantal data (Def. 6.1.6), by defini-
tion either d0,Xσ−1(1)

= 1 or both d0,Xσ−1(1)
= 0 and

∑
j∈D d0,Y j = 0. Also, it holds 0 ≤

s0,
∑

j∈D d0,Y j ≤ 1. We conclude that,

∑
j∈D

βj − 1−
B∑
j=1

sj − s0 d0,Xσ−1(k)
≤ s0

∑
j∈D

d0,Y j − 1− s0 d0,Xσ−1(k)
< 0

Hence, by Cor. 3.3.7,

H
rX

σ−1(1)

P
α
σ−1(1)

(∑
j∈D

βj − 1−
B∑
j=1

sj − s0 d0,Xσ−1(1)

)
6= 0 ⇐⇒

rXσ−1(1)
= ασ−1(1) and

B∑
j=1

sj + s0 d0,Xσ−1(1)
≥
∑
j∈D

βj + αXσ−1(1)

• We proceed by induction, assuming that Eq. 6.9 holds for k − 1, we prove the property for k. We
consider the cohomology

H
rX

σ−1(k)

P
α
σ−1(k)

(∑
j∈D

βj − 1 +

k−1∑
i=1

ασ−1(i) −
B∑
j=1

sj − s0 d0,Xσ−1(k)

)
.

By definition (Eq. (6.1)), d0,Xσ−1(k−1)
= d0,Xσ−1(k)

, and by inductive hypothesis, if the cohomologies
related to the blocks Y 1, . . . ,Y B,Xσ−1(1), . . . ,Xσ−1(k−1) do not vanish, then

B∑
j=1

sj + s0 d0,Xσ−1(k)
=

B∑
j=1

sj + s0 d0,Xσ−1(k−1)
≥
∑
j∈D

βj +

k−1∑
i=1

αXσ−1(i)
.

Hence, by Cor. 3.3.7,

H
rX

σ−1(k)

P
α
σ−1(k)

(∑
j∈D

βj − 1 +

k−1∑
i=1

ασ−1(i) −
B∑
j=1

sj − s0 d0,Xσ−1(k)

)
6= 0 ⇐⇒

rXσ−1(k)
= ασ−1(k) and

B∑
j=1

sj + s0 d0,Xσ−1(k)
≥
∑
j∈D

βj +
k−1∑
i=1

ασ−1(i) + ασ−1(k).

Case (X.2) We consider the module related to the blocks Xσ−1(c+1) . . . ,Xσ−1(A). We only need to
consider this case if c < A, so we assume c < A.
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We prove by induction that for each c < k ≤ A, if the cohomologies related to the variables in the
blocks Y j , for 1 ≤ j ≤ B, and the ones related toXσ−1(k+1),Xσ−1(k+2), . . . ,Xσ−1(A), do not vanish,
then

H
rX

σ−1(k)

P
α
σ−1(k)

(∑
j∈D

βj +

k−1∑
i=1

ασ−1(i) + (1− s0) d0,Xσ−1(k)
−

B∑
j=1

sj

)
6= 0 ⇐⇒

rXσ−1(k)
= 0 and

∑
j∈D

βj +
k−1∑
i=1

ασ−1(i) ≥
B∑
j=1

sj + (s0 − 1) d0,Xσ−1(k)
.

(6.11)

• Consider k = A and the cohomology related to the blockXσ−1(A),

H
rX

σ−1(A)

P
α
σ−1(A)

(∑
j∈D

βj +
A−1∑
i=1

ασ−1(i) + (1− s0) d0,Xσ−1(A)
−

B∑
j=1

sj

)
.

As the cohomologies related to the blocks Y 1, . . . ,Y B do not vanish, we have

– For j ∈ P , Ej − βj + d0,Y j ≥ sj + s0 d0,Y j (Eq. (6.7)), and

– For each j ∈ D, Ej ≥ sj .

By definition, it holds N =
∑B

j=1 Ej =
∑A

i=1 αi +
∑

j∈P βj +
∑

j∈D βj . Hence, adding the inequal-
ities we obtain

A∑
i=1

αi +
∑
j∈D

βj =
B∑
j=1

Ej −
∑
j∈P

βj ≥
B∑
j=1

sj + (s0 − 1)
∑
j∈P

d0,Y j . (6.12)

As we assumed that c < A and the triplet (P,D, c) is determinantal data (Def. 6.1.6), either
d0,Xσ−1(A)

= 1 or both d0,Xσ−1(A)
= 0 and

∑
j∈P d0,Y j = 0. Also it holds 0 ≤ s0,

∑
j∈P d0,Y j ≤ 1,

we conclude that

∑
j∈D

βj +

A−1∑
i=1

ασ−1(i) + (1− s0) d0,Xσ−1(A)
−

B∑
j=1

sj ≥ −ασ−1(A)

Hence, by Cor. 3.3.7,

H
rX

σ−1(A)

P
α
σ−1(A)

(∑
j∈D

βj +

A−1∑
i=1

ασ−1(i) + (1− s0) d0,Xσ−1(A)
−

B∑
j=1

sj

)
6= 0 ⇐⇒

rXσ−1(A)
= 0 and

∑
j∈D

βj +
A−1∑
i=1

ασ−1(i) ≥
B∑
j=1

sj + (s0 − 1) d0,Xσ−1(A)
. (6.13)
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• We proceed by induction, assuming that Eq. (6.11) holds for k + 1, we prove the property for k > c.
We consider the cohomology

H
rX

σ−1(k)

P
α
σ−1(k)

(∑
j∈D

βj +

k−1∑
i=1

ασ−1(i) + (1− s0) d0,Xσ−1(k)
−

B∑
j=1

sj

)
.

By definition (Eq. (6.1)), d0,Xσ−1(k+1)
= d0,Xσ−1(k)

. So, if the cohomologies related to the blocks
Y 1, . . . ,Y B,Xσ−1(k+1), . . . ,Xσ−1(A) do not vanish, by induction hypothesis,

∑
j∈D

βj +

k∑
i=1

ασ−1(i) ≥ (s0 − 1) d0,Xσ−1(k+1)
+

B∑
j=1

sj = (s0 − 1) d0,Xσ−1(k)
+

B∑
j=1

sj

Equivalently,

∑
j∈D

βj +

k−1∑
i=1

ασ−1(i) + (1− s0) d0,Xσ−1(k)
−

B∑
j=1

sj ≥ −ασ−1(k).

Hence, by Cor. 3.3.7,

H
rX

σ−1(k)

P
α
σ−1(k)

(∑
j∈D

βj +
k−1∑
i=1

ασ−1(i) + (1− s0) d0,Xσ−1(k)
−

B∑
j=1

sj

)
6= 0 ⇐⇒

rXσ−1(k)
= 0 and

∑
j∈D

βj +

k−1∑
i=1

ασ−1(i) ≥
B∑
j=1

sj + (s0 − 1) d0,Xσ−1(k)
.

We proved that, if the cohomologies in Eq. (6.5) do not vanish then Eq. (6.6) holds. We study the
possible values for v such that Kv,p(m) does not vanish. From Eq. (6.4), it holds p =

∑B
j=1 sj + s0. By

Prop. 3.3.5, p− v =
∑A

i=1 rXi +
∑B

j=1 rY j . Hence, we deduce that, when Kv,p(m) does not vanish, it
holds,

v =

B∑
j=1

sj + s0 −
∑
j∈D

βj −
c∑
i=1

ασ−1(i).

We bound the values for v for which Kv,p(m) does not vanish.

• First we lower-bound v. Assume that c > 0. By Eq. (6.9), if we consider k = c,

B∑
j=1

sj + s0 d0,Xσ−1(c)
≥
∑
j∈D

βj +
c∑
i=1

αXσ−1(i)
.

Hence, as 0 ≤ s0, d0,Xσ−1(c+1)
≤ 1, we conclude

v = s0 +

B∑
j=1

sj −
∑
j∈D

βj −
c∑
i=1

ασ−1(i) ≥ s0 (1− d0,Xσ−1(c)
) ≥ 0.



6.1. DETERMINANTAL FORMULAS 123

If c = 0, then v =
∑B

j=1 sj + s0 −
∑

j∈D βj . As (P,D, c) is determinantal data, then 0 ≤∑
j∈D d0,Y j ≤ 1. Hence, by Eq. (6.10),

v ≥ s0 − s0

∑
j∈D

d0,Y j ≥ 0

• Finally we upper-bound v. Assume that c < A. By Eq. (6.11), if we consider k = c+ 1, then

∑
j∈D

βj +
c∑
i=1

ασ−1(i) ≥
B∑
j=1

sj + (s0 − 1) d0,Xσ−1(c+1)
.

Hence, as 0 ≤ s0, d0,Xσ−1(c+1)
≤ 1,

v = s0 +
B∑
j=1

sj −
∑
j∈D

βj −
c∑
i=1

ασ−1(i) ≤ s0 + (1− s0) d0,Xσ−1(c+1)
≤ 1.

If c = A, then v =
∑B

j=1 sj + s0−
∑

j∈D βj −
∑A

i=1 αi. As 0 ≤ s0,
∑

j∈P d0,Y j ≤ 1, by Eq. (6.12),

v ≤ s0 − (s0 − 1)
∑
j∈P

d0,Y j ≤ 1.

We conclude that the possible values for v, p, rX1 , . . . , rXA
, rY 1 , . . . , rY B

such that Eq. (6.5) is not
zero are v ∈ {0, 1}, the possible values for rX1 , . . . , rXA

, rY 1 , . . . , rY B
are the ones in Eq. (6.6) and

p =
∑c

i=1 ασ−1(i) +
∑

j∈D βj + v. Let ω =
∑c

i=1 ασ−1(i) +
∑

j∈D βj . Hence, our Weyman complex
looks like Eq. (3.10), where

δ1(m) : K1,ω+1(m)⊗K[u]→ K0,ω(m)⊗K[u]

is a Koszul-type determinantal formula.

Remark 6.1.9. Consider a degree vector m related to the determinantal data (P,D, c) and a permu-
tation σ. Then, the triplet (D,P,A − c) is also determinantal data and the map σ̄ such that σ̄(i) =
(A+ 1− σ(i)) is a permutation of {1, . . . , A}. Let m̄ be the degree vector associated to (D,P,A− c)
and σ̄, then, by Prop. 3.3.8, K•(m) is isomorphic to the dual complex of K•(m̄).

Corollary 6.1.10 (Sylvester-type formulas). Consider d0 such that d0,X1 = 1 and
∑

j∈D d0,Y j =
0 (Cases 1 and 3). Let σ : {1, . . . , n} → {1, . . . , n} be any permutation. Note that the triplet
({1, . . . , B}, ∅, 0) is determinantal data. In this case, the overdetermined systems from Thm. 6.1.8 have
a Sylvester-type formula coming from the degree vector m related to the triplet ({1, . . . , B}, ∅, 0) and
the permutation σ.



124 CHAPTER 6. RESULTANTS AND MIXED MULTILINEAR SYSTEMS

Size of the determinantal formulas

In this subsection we study the size of the determinantal formulas of Thm. 6.1.8 and we compare them
with the number of solutions of the square system (f1, . . . , fN ).

The multihomogeneous Bézout bound (Prop. 2.10.9) implies the following lemma.

Lemma 6.1.11. The expected number of solutions, Υ, of a square star multilinear system is

Υ :=
(
∑A

i=1 αi)!∏A
i=1 αi!

·
B∏
j=1

(Ej
βj

)
.

Lemma 6.1.12. The sizes of the matrices corresponding to the determinantal formulas of Thm. 6.1.8,
that is, the rank of the modules K0(m) and K1(m), are as follow:

1. If f0 ∈ K[X1, . . . ,XA]1, then Rank(K0(m)) = Rank(K1(m)) = Υ ·
(

1 +
∑A

i=1 αi

)
.

2. If j ∈ [B] and f0 ∈ K[Y j ]1, then Rank(K0(m)) = Rank(K1(m)) = Υ · Ej+βj (
∑A
i=1 αi)+1

Ej−βj+1 .

3. If j ∈ [B] and f0 ∈ K[X1, . . . ,XA,Y j ]1, then

Rank(K0(m)) = Rank(K1(m)) = Υ · (1 +
∑A

i=1 αi)(Ej + 1)

Ej − βj + 1
.

4. If j1, j2 ∈ {1, . . . , B} and j1 6= j2, f0 ∈ K[X1, . . . ,XA,Y j1 ,Y j2 ]1, then

Rank(K0(m)) = Rank(K1(m)) = Υ ·
(

1 +
A∑
i=1

αi

)(
1 +

βj1
Ej1 − βj1 + 1

+
βj2

Ej2 − βj2 + 1

)
.

Proof. Following Cor. 3.3.16, the size of the Koszul determinantal matrix is the degree of the resultant.
We use Prop. 3.3.2 to compute this degree in various cases. For each j ∈ {1, . . . , B}, let Ij ∈ {1, . . . , N}
be the index of a polynomial in F such that Fj ∈ K[X1, . . . ,XA,Y Ij ]. Moreover, Ej is the number
of polynomials with multidegree equal to dIj and so we can rewrite the degree of the resultant from
Prop. 3.3.2 as

deg(res(d0, . . . ,dn)) = MHB(d1, . . . ,dn) +
B∑
j=1

Ej MHB(d0, . . . ,dIj−1,dIj+1, . . . ,dn).

From Lem. 6.1.11, MHB(d1, . . . ,dn) =
(
∑A
i=1 αi)!∏A
i=1 αi!

· ∏B
j=1

(Ej
βj

)
= Υ. By Prop. 2.10.9, for every

1 ≤ j ≤ B, MHB(d0, . . . ,dIj−1,dIj+1, . . . ,dn) is the coefficient of (
∏A
i=1 Z

αi
Xi

)(
∏B
t=1 Z

βt
Y t

) in

( A∑
i=1

d0,XiZXi +
B∑
t=1

d0,Y tZXt

)( A∑
i=1

ZXi + ZY j

)Ej−1 ∏
k∈{1,...,B}\{j}

( A∑
i=1

ZXi + ZY k

)Ek
.



6.1. DETERMINANTAL FORMULAS 125

Consider the last two factors of the previous equation, that is

( A∑
i=1

ZXi + ZY j

)Ej−1 ∏
k∈{1,...,B}\{j}

( A∑
i=1

ZXi + ZY k

)Ek
. (6.14)

Then

MHB(d0, . . . ,dIj−1,dIj+1, . . . ,dn) =

A∑
s=1

d0,Xsθ
X
j,s +

B∑
l=1

d0,Y l
θYj,l,

where θXj,s is the coefficient of
(
∏A
i=1 Z

αi
Xi

)(
∏B
t=1 Z

βt
Y t

)

ZXs
in Eq. (6.14), and θYj,t is the coefficient of

(
∏A
i=1 Z

αi
Xi

)(
∏B
l=1 Z

βt
Y l

)

ZY t
in Eq. (6.14). After some computations, we have

θXj,s =
((
∑A

i=1 αi)− 1)!

(αs − 1)!
∏
i∈{1,...,A}\{s} αi!

(Ej − 1

βj

) ∏
k∈{1,...,B}\{j}

(Ek
βk

)
= Υ · αs∑A

i=1 αi

Ej − βj
Ej

,

θYj,t =


(
∑A
i=1 αi)!∏A
i=1 αi!

(Ej−1
βj−1

)∏
k∈{1,...,B}\{j}

(Ek
βk

)
= Υ · βjEj if t = j,

(
∑A
i=1 αi)!∏A
i=1 αi!

( Et
βt−1

)(Ej−1
βj

)∏
k∈{1,...,B}\{t,j}

(Ek
βk

)
= Υ · βt

Et−βt+1
Ej−βj
Ej otherwise.

Using the formulas for θXj,s and θYj,t we get

deg(res(d0, . . . ,dn)) = MHB(d1, . . . ,dn) +
B∑
j=1

Ej MHB(d0, . . . ,dIj−1,dIj+1, . . . ,dn) =

Υ +

B∑
j=1

Ej (

A∑
s=1

d0,Xsθ
X
j,s +

B∑
l=1

d0,Y tθ
Y
j,t) = Υ +

B∑
j=1

Ej (

A∑
s=1

d0,Xsθ
X
j,s) +

B∑
j=1

Ej (

B∑
l=1

d0,Y tθ
Y
j,t).

Next, we simplify the last two summands of the previous equation. For the first one, as∑A
i=1 αi =

∑B
j=1(Ej − βj) and for all s it holds d0,Xs = d0,X1 , we obtain

B∑
j=1

Ej
( A∑
s=1

d0,Xsθ
X
j,s

)
=

B∑
j=1

Ej
( A∑
s=1

d0,XsΥ
αs∑A
i=1 αi

Ej − βj
Ej

)
= Υ d0,X1

A∑
i=1

αi.
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For the second one, we perform the following direct calculations

B∑
j=1

Ej (
B∑
l=1

d0,Y tθ
Y
j,t) =

B∑
j=1

Ej
( ∑
t∈{1,...,B}\{j}

d0,Y tΥ
βt

Et − βt + 1

Ej − βj
Ej

+ d0,Y jΥ
βj
Ej

)
=

Υ
B∑
j=1

( B∑
t=1

d0,Y t ·
βt

Et − βt + 1
(Ej − βj)− d0,Y j ·

βj(Ej − βj)
Ej − βj + 1

+ d0,Y jβj

)
=

Υ

B∑
j=1

(Ej − βj)
( B∑
t=1

d0,Y t ·
βt

Et − βt + 1

)
+ Υ

B∑
j=1

d0,Y j ·
βj

Ej − βj + 1
=

Υ (1 +
A∑
i=1

αi)
( B∑
t=1

d0,Y t ·
βt

Et − βt + 1

)
.

At last we have the formula

deg(res(d0, . . . ,dn)) = Υ
(

1 + d0,X1

A∑
i=1

αi + (1 +

A∑
i=1

αi)
( B∑
t=1

d0,Y t ·
βt

Et − βt + 1

))
.

We complete the proof by instantiating the variables d0,X1 , d0,Y 1 , . . . , d0,Y B
in the previous formula

according to each f0.

Example

We follow the notation from the beginning of Sec. 6.1.1. Consider four blocks of variables that we
partition to two sets of cardinalities A = 2 and B = 2. The number of variables in the blocks of the first
set are α = (1, 1) and in the second β = (1, 1). That is, we consider

X1 := {X1,0, X1,1}, X2 := {X2,0, X2,1}, Y1 := {Y1,0, Y1,1}, Y2 := {Y2,0, Y2,1}.

Let (f1, . . . , f4) be a square star multilinear system corresponding to the following graph,

K[X1,X2]

K[Y 1]

K[Y 2]

E1 = 2

E2 = 2

The expected number of solutions of the system is 8.
If we introduce a polynomial f0 and we consider the multiprojective resultant of (f0, f1, . . . , fN ),

then the degree of the resultant, depending on the choice of f0, is as follows:

• If f0 ∈ K[X1,X2]1, then the degree of the resultant is 24.

• If f0 ∈ K[Y j ]1, where j ∈ {1, 2}, then the degree of the resultant is 20.

• If f0 ∈ K[X1,X2,Y j ]1, where j ∈ {1, 2}, then the degree of the resultant is 36.
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• If f0 ∈ K[X1,X2,Y 1,Y 2]1, then the degree of the resultant is 48.

Let f0 ∈ K[X1,X2]1 and consider the overdetermined system f ,

f :=



f0 := (a1 x2;0 + a2 x2;1)x1;0 + (a3 x2;0 + a4 x2;1)x1;1

f1 := ((b1 y1;0 + b2 y1;1)x2;0 + (b3 y1;0 + b4 y1;1)x2;1)x1;0

+ ((b5 y1;0 + b6 y1;1)x2;0 + (b7 y1;0 + b8 y1;1)x2;1)x1;1

f2 := ((c1 y1;0 + c2 y1;1)x2;0 + (c3 y1;0 + c4 y1;1)x2;1)x1;0

+ ((c5 y1;0 + c6 y1;1)x2;0 + (c7 y1;0 + c8 y1;1)x2;1)x1;1

f3 := ((d1 y2;0 + d2 y2;1)x2;0 + (d3 y2;0 + d4 y2;1)x2;1)x1;0

+ ((d5 y2;0 + d6 y2;1)x2;0 + (d7 y2;0 + d8 y2;1)x2;1)x1;1

f4 := ((e1 y2;0 + e2 y2;1)x2;0 + (e3 y2;0 + e4 y2;1)x2;1)x1;0

+ ((e5 y2;0 + e6 y2;1)x2;0 + (e7 y2;0 + e8 y2;1)x2;1)x1;1

.

We consider the determinantal data ({1}, {2}, 1) and the identity map i 7→ i. Then, the degree vector of
Thm. 6.1.8 ism = (0, 3, 1,−1) and the vector spaces of the Weyman complex K(m,f) become

K1(m,f) = S∗X1
(−1)⊗ SX2(0)⊗ SY 1(0)⊗ S∗Y 2

(0)⊗
{

(e0 ∧ e1 ∧ e3)⊕ (e0 ∧ e1 ∧ e4) ⊕
(e0 ∧ e2 ∧ e3)⊕ (e0 ∧ e2 ∧ e4)

}
⊕ S∗X1

(−1)⊗ SX2(0)⊗ SY 1(0)⊗ S∗Y 2
(−1)⊗

{
(e1 ∧ e3 ∧ e4)⊕ (e2 ∧ e3 ∧ e4)

}
⊕ S∗X1

(−1)⊗ SX2(0)⊗ SY 1(1)⊗ S∗Y 2
(−1)⊗

{
(e0 ∧ e3 ∧ e4)

}
,

K0(m,f) = S∗X1
(0)⊗ SX2(1)⊗ SY 1(0)⊗ S∗Y 2

(0)⊗
{

(e1 ∧ e3)⊕ (e1 ∧ e4) ⊕
(e2 ∧ e3)⊕ (e2 ∧ e4)

}
⊕ S∗X1

(0)⊗ SX2(1)⊗ SY 1(1)⊗ S∗Y 2
(0)⊗

{
(e0 ∧ e3)⊕ (e0 ∧ e4)

}
⊕ S∗X1

(0)⊗ SX2(1)⊗ SY 1(1)⊗ S∗Y 2
(−1)⊗

{
(e3 ∧ e4)

}
.

The Koszul determinantal matrix representing the map δ1(m,f) between the modules with respect to
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the monomial basis is

a1 a2 −b1 −b2 −b3 −b4
a3 a4 −b5 −b6 −b7 −b8

a1 a2 −b1 −b2 −b3 −b4
a3 a4 −b5 −b6 −b7 −b8

a1 a2 −c1 −c2 −c3 −c4
a3 a4 −c5 −c6 −c7 −c8

a1 a2 −c1 −c2 −c3 −c4
a3 a4 −c5 −c6 −c7 −c8

e1 e3 −d1 −d3 b1 b2 b3 b4
e2 e4 −d2 −d4 b1 b2 b3 b4
e5 e7 −d5 −d7 b5 b6 b7 b8
e6 e8 −d6 −d8 b5 b6 b7 b8

e1 e3 −d1 −d3 c1 c2 c3 c4
e2 e4 −d2 −d4 c1 c2 c3 c4
e5 e7 −d5 −d7 c5 c6 c7 c8
e6 e8 −d6 −d8 c5 c6 c7 c8

e1 e3 −d1 −d3 a1 a2

e2 e4 −d2 −d4 a1 a2

e1 e3 −d1 −d3 a1 a2

e2 e4 −d2 −d4 a1 a2

e5 e7 −d5 −d7 a3 a4

e6 e8 −d6 −d8 a3 a4

e5 e7 −d5 −d7 a3 a4

e6 e8 −d6 −d8 a3 a4



.

6.1.3 Determinantal formulas for bipartite bilinear systems

We consider two different kinds of overdetermined multihomogeneous systems, related to bipartite bilin-
ear systems (Def. 6.1.3) and we construct determinantal formulas for each of them. These formulas are
Koszul- and Sylvester-type determinantal formulas (Def. 3.3.14). We study overdetermined polynomial
systems (f0, f1, . . . , fN ) in K[X̄, Ȳ ] where (f1, . . . , fN ) is a square bipartite bilinear system and f0 is
a multilinear polynomial.

We consider different types of polynomials f0. The obvious choice for f0 is to have the same structure
as one of the polynomials f1, . . . , fN ; still we also choose f0 to have a different support. This leads to
resultants of smaller degrees and so to matrices of smaller size. The following f0 lead to determinantal
formulas:

1. f0 ∈ K[Xi]1, for any i ∈ {1, . . . , A}.

2. f0 ∈ K[Y j ]1, for any j ∈ {1, . . . , B}.

3. f0 ∈ K[Xi,Y j ]1, for any i ∈ {1, . . . , A} and j ∈ {1, . . . , B}.
We can interpret the various multidegrees of f0, d0 = (d0,X1 , . . . , d0,XA , d0,Y1 , . . . , d0,YB ), that lead

to determinantal formulas as solutions of the following system of inequalities:
(∀1 ≤ i ≤ A) 0 ≤ d0,Xi ≤ 1

(∀1 ≤ j ≤ B) 0 ≤ d0,Y j ≤ 1∑A
i=1 d0,Xi ≤ 1∑B
j=1 d0,Y j ≤ 1.

(6.15)
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Consider the set {0, . . . , N} that corresponds to generic polynomialsF = (F0, . . . , FN ) (Def. 3.3.1).
For each tuple s0, s1,1, . . . , sA,B ∈ N, let Is0,s1,1,...,sA,B be the set of all the subsets of {0, . . . , N}, such
that

• For 1 ≤ i ≤ A and 1 ≤ j ≤ B, the index si,j indicates that we consider si,j polynomials from F
that belong to Z[u][Xi,Y j ]1.

• In addition, if s0 = 1, then 0 belongs to all the sets in Is0,s1,1,...,sA,B
That is,

Is0,s1,1,...,sA,B :=
{
I :I ⊂ {0, . . . , n}, (0 ∈ I⇔s0 = 1) and

(∀1 ≤ i ≤ A)(∀1 ≤ j ≤ B) si,j = #{k ∈ I : fk ∈ K[Xi,Y j ]}
}
. (6.16)

Notice that if I, J ∈ Is0,s1,1,...,sA,B , then I and J have the same cardinality and
∑

k∈I dk =∑
k∈J dk, as they correspond to subsets of polynomials of F with the same supports.
The following lemma exploits the sets Is0,s1,1,...,sA,B to rewrite the cohomologies of Eq. (3.8).

Lemma 6.1.13. Consider a generic overdetermined system F = (F0, . . . , FN ) in K[u][X̄, Ȳ ] of mul-
tidegrees d0, . . . ,dN (Def. 3.3.1), where (F1, . . . , Fn) is a square bipartite bilinear system such that,
for each i ∈ {1, . . . , A}, ∑B

j=1 Ei,j ≥ αi and for each j ∈ {1, . . . , B}, ∑A
i=1 Ei,j ≥ βj , and d0

is the multidegree of F0. Following Eq. (3.8) we can rewrite the modules of the Weyman complex
Kv(m) =

⊕N+1
p=0 Kv,p ⊗ Z[u] in the more detailed form

Kv,p(m) =
⊕

0≤s0≤1
(∀1≤i≤A)(∀1≤j≤B) 0≤si,j≤Ei,j

s0+
∑A

i=1

∑B
j=1 si,j=p

(
Hp−v
P

(
m− (

B∑
j=1

s1,j , . . . ,

B∑
j=1

sA,j ,

A∑
i=1

si,1, . . . ,

A∑
i=1

si,B)− s0 d0

)
⊗

⊕
I∈Is0,s1,1,...,sA,B

∧
k∈I

ek
)
.

(6.17)

Moreover, the following isomorphisms hold for the cohomologies:

Hp−v
P

(
m− (

B∑
j=1

s1,j , . . . ,
B∑
j=1

sA,j ,
A∑
i=1

si,1, . . . ,
A∑
i=1

si,B)− s0 d0

)
∼=

⊕
rX1

+···+rXA+rY 1
+···+rY B=p−v


A⊗
i=1

H
rXi
Pαi

(
mXi −

B∑
j=1

si,j − s0) d0,Xi

)
⊗

B⊗
j=1

H
rY j

Pβj

(
mY j −

A∑
i=1

si,j − d0,Yjs0

)
 . (6.18)

The proof is similar, mutatis mutandis, to the one of Lem. 6.1.7.

Theorem 6.1.14. Consider a generic overdetermined system F = (F0, . . . , FN ) in Z[u][X̄, Ȳ ] of mul-
tidegrees d0, . . . ,dN (Def. 3.3.1), where (F1, . . . , Fn) is a square bipartite bilinear systems such that,
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for each i ∈ {1, . . . , A}, ∑B
j=1 Ei,j ≥ αi and for each j ∈ {1, . . . , B}, ∑A

i=1 Ei,j ≥ βj , and F0 is
multilinear polynomial whose degree d0 is a solution of the system in Eq. 6.15.

There are is a degree vectorm = (mX1 , . . . ,mXA
,mY 1 , . . . ,mY B

),{
mXi =

∑B
j=1 Ei,j − αi + d0,Xi for 1 ≤ i ≤ A

mY j = −1 for 1 ≤ j ≤ B

such that the Weyman complex of K•(m) reduces to

K•(m) : 0→ K1,ω+1(m)
δ1(m)−−−−→ K0,ω(m)→ 0

where ω =
∑B

j=1 βj .
Hence, the map δ1(m) is a Koszul-type determinantal formula (Def. 3.3.14).

Remark 6.1.15. Letm be the degree vector in Thm. 6.1.14. Consider the degree vector
m̄ = (m̄X1 , . . . , m̄XA

, m̄Y 1 , . . . , m̄Y B
), where{

m̄Xi = −1 for 1 ≤ i ≤ A
m̄Y j =

∑A
i=1 Ei,j − βj + d0,Y j for 1 ≤ j ≤ B

Note that m + m̄ =
∑n

k=0 dk − (nx1 + 1, . . . , nxA + 1, β1 + 1, . . . , βB + 1). Hence, by Prop. 3.3.8,
the Weyman complex K•(m) is the dual complex of K•(m̄). Therefore, the Weyman complex of K•(m̄)
reduces to

K•(m̄) : 0→ K1,
∑A
i=1 αi+1(m̄)

δ1(m̄)−−−−→ K0,
∑A
i=1 αi

(m̄)→ 0.

Proof. This proof follows the same idea as the proof of Thm. 6.1.8. We rewrite Eq. (3.8) as in Lem. 6.1.13
and consider

Hp−v
P

m−
 B∑
j=1

s1,j , . . . ,
B∑
j=1

sA,j ,
A∑
i=1

si,1, . . . ,
A∑
i=1

si,B

− s0 d0

 ∼=
⊕

rX1
+···+rXA+rY 1

+···+rY B=p−v


A⊗
i=1

H
rXi
Pαi

 B∑
j=1

(Ei,j − si,j)− αi + (1− s0) d0,Xi

 [Case X]

⊗
B⊗
j=1

H
rY j

Pβj

(
−1−

A∑
i=1

si,j − d0,Yjs0

)
[Case Y]


(6.19)

We will study the values for p, v, s0, s1,1, . . . , sA,B, rX1 , . . . , rXA
, rY 1 , . . . , rY B

such thatKv,p(m)
does not vanish. Clearly, if 0 ≤ s0 ≤ 1 and (∀i ∈ {1, . . . , A}) (∀j ∈ {1, . . . , B}) 0 ≤ si,j ≤ Ei.j ,
then the module

⊕
I∈Is0,s1,1,...,sA,B

∧
k∈I ek is not zero. Hence, assuming 0 ≤ s0 ≤ 1 and (∀i ∈

{1, . . . , A}) (∀j ∈ {1, . . . , B}) 0 ≤ si,j ≤ Ei.j (∀i ∈ {1, . . . , B}) 0 ≤ si ≤ Ei, we study the
vanishing of the modules in Eq. (6.19). We will study the cohomologies independently. By Prop. 3.3.6,
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the modules in the right hand side of Eq. (6.19) are not zero only when, for 1 ≤ i ≤ A, rXi ∈ {0, αi}
and, for 1 ≤ j ≤ B, rY j ∈ {0, βj}. In the following we prove that if Eq. (6.19) does not vanish then,{

rXi = 0 for 1 ≤ i ≤ A [Case X]
rY j = βj for 1 ≤ j ≤ B [Case Y]

(6.20)

Case (X) We consider the modules that involve the variables in the block Xi, for 1 ≤ i ≤ A. As
(∀j) si,j ≤ Ei,j , 0 ≤ s0 ≤ 1 and 0 ≤ d0,Xi ≤ 1, we have

∑B
j=1(Ei,j − si,j) − αi + (1 − s0) d0,Xi >

−1− αi. Hence, by Cor. 3.3.7,

H
rXi
Pαi (

B∑
j=1

(Ei,j − si,j)− αi + (1− s0) d0,Xi) 6= 0 ⇐⇒

rXi = 0 and
B∑
j=1

(Ei,j − si,j)− αi + (1− s0) d0,Xi ≥ 0.

(6.21)

Case (Y) We consider the modules that involve the variables in the block Y j , for 1 ≤ j ≤ B. As
(∀j ∈ {1, . . . , B}) si,j ≥ 0 and s0, d0,Y j ≥ 0, then−1−∑A

i=1 si,j−s0 d0,Y j < 0, and so by Cor. 3.3.7,

H
rY j

Pβj
(−1−

A∑
i=1

si,j − s0 d0,Y j ) 6= 0 ⇐⇒

rY j = βj and
A∑
i=1

si,j + s0 d0,Y j − βj ≥ 0.

(6.22)

We proved that, if the cohomologies in Eq. (6.19) do not vanish then Eq. (6.20) holds. We study the
possible values for v such thatKv,p(m) does not vanish. From Eq. (6.17), it holds p =

∑A
i=1

∑B
j=1 si,j+

s0. By Prop. 3.3.5, p − v =
∑A

i=1 rXi +
∑B

j=1 rY j . Hence, we deduce that, when Kv,p(m) does not
vanish, it holds,

v =
A∑
i=1

B∑
j=1

si,j + s0 −
B∑
j=1

βj =
B∑
j=1

(
A∑
i=1

si,j − βj
)

+ s0.

We bound the values for v for which Kv,p(m) does not vanish.

• First, we lower-bound v. Assume that the cohomologies involving Y j are not zero. Hence, if we
sum over j ∈ {1, . . . , B} the inequalities of Eq. (6.22), we conclude that

0 ≤
B∑
j=1

(

A∑
i=1

si,j − βj) + s0

B∑
j=1

d0,Y j = v + s0

 B∑
j=1

d0,Y j − 1

 .

By definition, Eq. (6.15), 0 ≤∑B
j=1 d0,Y j ≤ 1, and 0 ≤ s0 ≤ 1, hence 0 ≤ v.
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• Finally, we upper-bound v. Assume that the cohomologies involving Xj are not zero. Hence, if
we sum over i ∈ {1, . . . , A} the inequalities of Eq. (6.21), we conclude that

0 ≤
A∑
i=1

 B∑
j=1

(Ei,j − si,j)− αi + (1− s0) d0,Xi


=

A∑
i=1

B∑
j=1

Ei,j −
A∑
i=1

αi −
A∑
i=1

B∑
j=1

si,j + (1− s0)

(
A∑
i=1

d0,Xi

)
.

Recall thatN =
∑A

i=1

∑B
j=1 Ei,j =

∑A
i=1 αi+

∑B
i=j βj and v =

∑A
i=1

∑B
j=1 si,j+s0−

∑B
i=j βj .

Also, as d0 is a solution of Eq. (6.15), it holds 0 ≤∑B
j=1 d0,Y j ≤ 1, and 0 ≤ s0 ≤ 1. Hence

v =

A∑
i=1

B∑
j=1

si,j + s0 −
B∑
i=j

βj ≤ s0 + (1− s0)

(
A∑
i=1

d0,Xi

)
≤ 1.

We conclude that the possible values for v, p, rX1 , . . . , rXA
, rY 1 , . . . , rY B

such that Eq. (6.19) is
not zero are v ∈ {0, 1}, the possible values for rX1 , . . . , rXA

, rY 1 , . . . , rY B
are the ones in Eq. (6.20)

and p =
∑B

j=1 βj + v. Let ω =
∑B

j=1 βj . Hence, our Weyman complex looks like Eq. (3.10), where

δ1 : K1,ω+1(m)→ K0,ω(m)

is a Koszul-type determinantal formula.

Size of determinantal formulas

In this subsection we study the size of the determinantal formulas that we deduced in Thm. 6.1.14 and
we compare them with the number of solutions of the square bipartite bilinear system (f1, . . . , fN ).

Lemma 6.1.16. The expected number of solutions for a bipartite bilinear system is

Υ :=
∑

(s1,1,...,sA,B)∈π

A∏
i=1

B∏
j=1

(Ei,j
si,j

)
,

where π is the set of solutions to the following system of inequalities,

π :=

(s1,1, . . . , sA,B) ∈ NA·B :


∀(i, j) ∈ [A]× [B] 0 ≤ si,j ≤ Ei,j ,

∀i ∈ [A]
∑B

j=1 si,j = αi, and
∀j ∈ [B]

∑A
i=1 si,j =

∑
i Ei,j − βj


 . (6.23)

Proof. By Prop. 2.10.9, multihomogeneous Bézout bound is equal to the coefficient of

A∏
i=1

ZαiXi

B∏
j=1

Z
βj
Y j

(6.24)
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in the polynomial

P :=
A∏
i=1

B∏
j=1

(ZXi + ZY j )
Ei,j . (6.25)

We consider a new variables si,j and the Newton identities

(ZXi + ZY j )
Ei,j =

Ei,j∑
si,j=0

(Ei,j
si,j

)
Z
si,j
Xi

Z
Ei,j−si,j
Y j

.

If we expand Eq. (6.25) taking into account these identities we obtain,

A∏
i=1

B∏
j=1

(ZXi + ZY j )
Ei,j =

A∏
i=1

B∏
j=1

Ei,j∑
si,j=0

(Ei,j
si,j

)
Z
si,j
Xi

Z
Ei,j−si,j
Y j

=

E1,1∑
s1,1=0

· · ·
EA,B∑
sA,B=0

 A∏
i=1

B∏
j=1

(Ei,j
si,j

)Z
∑B
j=1 s1,j

X1
· · · Z

∑B
j=1 sA,j

XA
Z
∑A
i=1(Ei,1−si,1)

Y 1
· · ·Z

∑A
i=1(Ei,B−si,B)

Y B
.

Hence, the coefficient of the monomial in Eq. (6.24) is the sum of
(∏A

i=1

∏B
j=1

(Ei,j
si,j

))
over the

(s1,1, . . . , sA,B) such that

(∀i ∈ {1, . . . , A}) Z
∑B
j=1 si,j

Xi
= ZαiXi

and (∀j ∈ {1, . . . , B}) Z
∑A
i=1(Ei,j−si,j)

Y j
= Z

βj
Y j
.

The set π (Eq. 6.23) is the set of integer points in a (restricted) transportation polytope. Understand-
ing the combinatorial structure of a transportation polytope is a hard and important problem by itself; we
refer the reader to [DLK14, Sec. 2.3] for a review on the combinatorics of its number of integer points.
Because of this intrinsic hardness, we do not expect to derive sharply bounds for Υ, let alone closed
formulas for its value. Hence, we only study the relation between Υ and the degree of the resultant in
special cases. We will consider d0 to be the multidegree of a bilinear polynomial f0 ∈ K[Xp,Y q]1, for
some 1 ≤ p ≤ A and 1 ≤ q ≤ B. The degree of the resultant in the other cases is bounded by the degree
of the resultant in this case.

Lemma 6.1.17. With the same notation as Thm. 6.1.14, assume that d0 corresponds to the multidegree
of a bilinear polynomial f0 ∈ K[Xp,Y q]1 and

For any i1, i2 ∈ [A], αi1 = αi2
For any j1, j2 ∈ [B], βj1 = βj2
For any (i, j) ∈ ([A]× [B]) \ {(p, q)}, Ei,j = Ep,q + 1

.

Then, by symmetry, the size of the matrix related to the determinantal formulas that we obtained in
Thm. 6.1.14 is exactly (N + 1) times Υ (Lem. 6.1.16), that is,

Rank(K0(m)) = Rank(K1(m)) = Υ · (N + 1).
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Lemma 6.1.18. With the same notation as Thm. 6.1.14, assume that d0 corresponds to the multidegree
of a bilinear polynomial f0 ∈ K[Xp,Y q]1 and it holds

Ep,q ≥ βq
Ep,q ≥ αp

(∀q 6= r) Ep,r > αp

.

Then the size of the matrix related to the determinantal formulas that we obtained in Thm. 6.1.14 is
bounded by

Rank(K0(m)) = Rank(K1(m)) ≤ Υ · (Ep,q + 1) (N + 1)

Ep,q −max(αp, βq) + 1
·max

(αp
2
, 1
)

where Υ is the multihomogeneous Bézout bound of the square subsystem, see Lem. 6.1.16.

Proof. As the matrices represent determinantal formulas of degree one (Def. 3.2.14), we bound their
size, equal to the degree of the resultant, using the multihomogeneous Bézout bound. By Prop. 3.3.2, it
holds,

degree(res) =
N∑
k=0

MHB(d0, . . . ,dk−1,dk+1, . . . ,dN ).

Assume that f0 ∈ K[Xp,Y q]1 has degree d0. By Prop. 2.10.9, for each fk ∈ K[Xt,Y r]1 of degree
dk, the multihomogeneous Bézout bound MHB(d0, . . . ,dk−1,dk+1, . . . ,dN ) is equal to the coefficient
of the monomial

∏A
i=1 Z

αi
Xi

∏B
j=1 Z

βj
Y j

in

(ZXp + ZY q)

∏
(i,j)∈[A]×[B](ZXi + ZY j )

Ei,j

(ZXt + ZY r)
.

We proceed as in Lem. 6.1.18 and write this coefficient as a weighted sum of the integer points of a
polytope η. We bound the value of this coefficient by mapping the polytope η into the polytope π from
Eq. (6.23).

First we assume that fk ∈ K[Xt,Y r]1 and q 6= r. Then

MHB(d0, . . . ,dk−1,dk+1, . . . ,dN ) =
∑

(e1,1,...,eA,B)∈η

(Et,r − 1

et,r

)(Ep,q + 1

ep,q

) ∏
1≤i≤A
1≤j≤B

(i,j)6∈{(p,q),(t,r)}

(Ei,j
ei,j

)
.

(6.26)

where η is the set of solutions to the following system of inequalities,

η :=


(e1,1, . . . , eA,B) ∈ NA·B :



(∀(i, j) ∈ ([A]× [B]) \ {(p, q), (t, r)}) 0 ≤ ei,j ≤ Ei,j ,
0 ≤ ep,q ≤ Ep,q + 1,
0 ≤ et,r ≤ Et,r − 1,

(∀i ∈ [A])
∑B

j=1 ei,j = αi,

(∀j ∈ [B] \ {q, r}) ∑A
i=1 ei,j =

∑
i Ei,j − βj ,∑A

i=1 ei,q =
∑

i Ei,q + 1− βq,∑A
i=1 ei,r =

∑
i Ei,r − 1− βr
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We consider the subset η̄ ⊂ η such that

η̄ := {(e1,1, . . . , eA,B) ∈ η : ep,q ≥ 1 and ep,r ≤ Ep,r − 1} .

Under our assumptions, it holds η = η̄ because:

• For every (e1,1, . . . , eA,B) ∈ η it holds ei,q ≤ Ei,q for all i ∈ [A]\{q} and ep,q +
∑

i∈[A]\{q} ei,q =
Ep,q + 1 − βq +

∑
i∈[A]\{q} Ei,q, then ep,q ≥ Ep,q + 1 − βq. As we assumed that Ep,q ≥ β, then

ep,q ≥ 1.

• For every (e1,1, . . . , eA,B) ∈ η it holds, 0 ≤ ei,j for all (i, j) ∈ [A] × [B] and
∑B

j=1 ei,j = αi.
Hence, ep,r ≤ αi. As we assumed that Ep,r > αp for all r ∈ [B] \ {q}, then Ep,r > ep,r.

We consider the injective map φ : η̄ → π that, for each element (e1,1, . . . , eA,B) ∈ η̄, it subtracts one
from ep,q and adds one to ep,r, that is

φ((e1,1, . . . , eA,B)) = (e1,1, . . . , ep,q − 1, . . . , ap,r + 1, . . . , eA,B).

Hence, when p 6= t, we can rewrite Eq. (6.26) as∑
(s1,1,...,sA,B)∈φ(η̄)

(Et,r − 1

st,r

)( Ep,r
sp,r − 1

)(Ep,q + 1

sp,q + 1

) ∏
1≤i≤A
1≤j≤B

(i,j) 6∈{(p,q),(t,r),(p,r)}

(Ei,j
si,j

)

Following the same argument as above, for any (s1,1, . . . , sA,B) ∈ π it holds sp,q ≥ Ep,q − βq and
sp,r ≤ αp < Ep,r. Hence, we get the following bounds

(Et,r − 1

st,r

)
=
Et,r − st,r
Et,r

(Et,r
st,r

)
≤
(Et,r
st,r

)
( Ep,r
sp,r − 1

)
=

sp,r
Ep,r − sp,r + 1

(Ep,r
sp,r

)
≤ αp

2

(Ep,r
sp,r

)
(Ep,q + 1

sp,q + 1

)
=
Ep,q + 1

sp,q + 1

(Ep,q
sp,q

)
≤ Ep,q + 1

Ep,q − βq + 1

(Ep,q
sp,q

)
.

We conclude that, when q 6= r and p 6= t, we can upper bound MHB(d0, . . . ,dk−1,dk+1, . . . ,dN ) by

αp
2

Ep,q + 1

Ep,q − βq + 1

∑
(s1,1,...,sA,B)∈φ(η̄)

∏
1≤i≤A
1≤j≤B

(Ei,j
si,j

)
≤ αp

2

Ep,q + 1

Ep,q − βq + 1
Υ

Following the same procedure, if fk ∈ K[Xp,Y r]1 and q 6= r, we can deduce a similar bound,

MHB(d0, . . . ,dk−1,dk+1, . . . ,dN ) ≤ Ep,q + 1

Ep,q − βq + 1
Υ.
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If fk ∈ K[Xp,Y q]1, by definition of Υ, it holds

MHB(d0, . . . ,dk−1,dk+1, . . . ,dN ) = Υ.

Finally, we consider MHB(d0, . . . ,dk−1,dk+1, . . . ,dN ) when fk ∈ K[Xt,Y q]1 and t 6= p. We
proceed as before, and consider a the set of points,

π̄ :=

(s1,1, . . . , sA,B) ∈ NA·B :


(∀(i, j) ∈ ([A]× [B]) \ {(p, q), (t, q)}) 0 ≤ ei,j ≤ Ei,j ,

0 ≤ ep,q ≤ Ep,q + 1,
0 ≤ et,q ≤ Et,q − 1,

(∀i ∈ [A])
∑B

j=1 si,j = αi, and
(∀j ∈ [B])

∑A
i=1 si,j =

∑
i Ei,j − βj



 .

Under our assumptions, it holds π̄ = {(s1,1, . . . , sA,B) ∈ π : st,q ≤ Et,q−1} because if (s1,1, . . . , sA,B) ∈
π̄, then sp,q ≤ αp. We assumed that αp ≤ Ep,q, and so sp,q ≤ Ep,q. Therefore, we can write the multiho-
mogeneous Bézout bound as

MHB(d0, . . . ,dk−1,dk+1, . . . ,dN ) =
∑

(s1,1,...,sA,B)∈π
st,q≤Et,q−1

(Et,q − 1

st,q

)(Ep,q + 1

sp,q

) ∏
1≤i≤A
1≤j≤B

(i,j)6∈{(p,q),(t,q)}

(Ei,j
si,j

)
.

Moreover, we have the following inequalities,

(Et,q − 1

st,q

)
=
Et,q − st,q
Et,q

(Et,q
st,q

)
≤
(Et,q
st,q

)
(Ep,q + 1

sp,q

)
=

Ep,q + 1

Ep,q + 1− sp,q

(Ep,q
sp,q

)
≤ Ep,q + 1

Ep,q − αp + 1

(Ep,q
sp,q

)
Hence, we can bound the multihomogeneous Bézout bound,

MHB(d0, . . . ,dk−1,dk+1, . . . ,dN ) ≤ Ep,q + 1

Ep,q − αp + 1

∑
(s1,1,...,sA,B)∈π
st,q≤Et,q−1

∏
1≤i≤A
1≤j≤B

(Ei,j
si,j

)
≤ Ep,q + 1

Ep,q − αp + 1
Υ

To conclude, we use the previous bounds to bound the degree of the multiprojective resultant,
deg(res) =

∑N
k=0 MHB(d0, . . . ,dk−1,dk+1, . . . ,dN ). It holds,

deg(res) ≤



∑
1≤t≤A
1≤r≤B
t6=p∧r 6=q

Et,r αp2
Ep,r+1
Ep,q−βq+1 Υ

+
∑

1≤r≤B
r 6=q

Ep,r Ep,q+1
Ep,q−βp+1 Υ

+
∑

1≤t≤A
t6=p

Et,q Ep,q+1
Ep,q−αp+1 Υ

+ (Ep,q + 1) Υ


≤ Υ · (Ep,q + 1) (N + 1)

Ep,q −max(αp, βq) + 1
·max

(αp
2
, 1
)
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Example

Consider four blocks of variables such that A = 2, B = 2, α = (1, 2), β = (1, 2), and
X1 := {X1,0, X1,1}
X2 := {X2,0, X2,1, X2,2}
Y1 := {Y1,0, Y1,1}
Y2 := {Y2,0, Y2,1, Y2,2}.

Let (f1, . . . , f6) be the square bipartite bilinear system represented by the following graph:

X1

X2

Y 1

Y 2

E1,1 = 1

E1,2 = 2 E2,1
= 1

E2,2 = 2

The expected number of solutions of the system is 5. If we introduce a polynomial f0 ∈ K[X1,Y 1]1,
the system (f0, f1, . . . , f6) satisfies the hypothesis of Lem. 6.1.18, and so the degree of the resultant is
upper bounded by 50. By Prop. 2.10.9, the degree of the resultant is 24.

We consider the overdetermined system f where,

f :=



f0 := (a1 y1;0 + a2 y1;1)x1;0 + (a3 y1;0 + a4 y1;1)x1;1

f1 := (b1 y1;0 + b2 y1;1)x1;0 + (b3 y1;0 + b4 y1;1)x1;1

f2 := (c1 y1;0 + c2 y1;1)x2;0 + (c5 y1;0 + c6 y1;1)x2;1 + (c3 y1;0 + c4 y1;1)x2;2

f3 := (d1 y2;0 + d2 y2;2 + d3 y2;1)x1;0 + (d4 y2;0 + d5 y2;2 + d6 y2;1)x1;1

f4 := (e1 y2;0 + e2 y2;2 + e3 y2;1)x1;0 + (e4 y2;0 + e5 y2;2 + e6 y2;1)x1;1

f5 := (g1 y2;0 + g2 y2;2 + g3 y2;1)x2;0 + (g7 y2;0 + g8 y2;2 + g9 y2;1)x2;1

+ (g4 y2;0 + g5 y2;2 + g6 y2;1)x2;2

f6 := (h1 y2;0 + h2 y2;2 + h3 y2;1)x2;0 + (h7 y2;0 + h8 y2;2 + h9 y2;1)x2;1

+ (h4 y2;0 + h5 y2;2 + h6 y2;1)x2;2

(6.27)

Following Sec. 6.1.3, we consider the degree vector m = (3, 1,−1,−1). The vector spaces of the
Weyman complex K(m,f) looks like,

K1(m,f) = SX1
(0)⊗ SX2

(0)⊗ S∗Y 1
(0)⊗ S∗Y 2

(−1)⊗
{

(e0 ∧ e3 ∧ e4 ∧ e5)⊕ (e0 ∧ e3 ∧ e4 ∧ e6) ⊕
(e2 ∧ e3 ∧ e4 ∧ e5)⊕ (e2 ∧ e3 ∧ e4 ∧ e6)

}

⊕ SX1(0)⊗ SX2(0)⊗ S∗Y 1
(−1)⊗ S∗Y 2

(0)⊗

 (e0 ∧ e2 ∧ e3 ∧ e6)⊕ (e0 ∧ e2 ∧ e4 ∧ e5) ⊕
(e0 ∧ e2 ∧ e4 ∧ e6)⊕ (e0 ∧ e2 ∧ e3 ∧ e4) ⊕
(e2 ∧ e2 ∧ e3 ∧ e4)⊕ (e0 ∧ e2 ∧ e3 ∧ e5)


K0(m,f) = SX1

(0)⊗ SX2
(1)⊗ S∗Y 1

(0)⊗ S∗Y 2
(0)⊗

{
(e0 ∧ e3 ∧ e4)⊕ (e2 ∧ e3 ∧ e4)

}

⊕ SX1(1)⊗ SX2(0)⊗ S∗Y 1
(0)⊗ S∗Y 2

(0)⊗


(e0 ∧ e3 ∧ e5)⊕ (e0 ∧ e3 ∧ e6) ⊕
(e0 ∧ e4 ∧ e5)⊕ (e0 ∧ e4 ∧ e6) ⊕
(e1 ∧ e3 ∧ e5)⊕ (e1 ∧ e3 ∧ e6) ⊕
(e1 ∧ e4 ∧ e5)⊕ (e1 ∧ e4 ∧ e6) ⊕
(e2 ∧ e3 ∧ e4)
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The Koszul determinantal matrix representing the map δ1(m,f) between the modules with respect to
the monomial basis is,



−b1 −b3 a1 a3
−b2 −b4 a2 a4

−b1 −b3 a1 a3
−b2 −b4 a2 a4

−b1 −b3 a1 a3
−b2 −b4 a2 a4

−b1 −b3 a1 a3
−b2 −b4 a2 a4

−c1 −c5 −c3 a1 a3
−c2 −c6 −c4 a2 a4
−g1 −g7 −g4 e1 e4 −d1 −d4
−g3 −g9 −g6 e3 e6 −d3 −d6
−g2 −g8 −g5 e2 e5 −d2 −d5
−h1 −h7 −h4 e1 e4 −d1 −d4
−h3 −h9 −h6 e3 e6 −d3 −d6
−h2 −h8 −h5 e2 e5 −d2 −d5

−c1 −c5 −c3 b1 b3
−c2 −c6 −c4 b2 b4
−g1 −g7 −g4 e1 e4 −d1 −d4
−g3 −g9 −g6 e3 e6 −d3 −d6
−g2 −g8 −g5 e2 e5 −d2 −d5
−h1 −h7 −h4 e1 e4 −d1 −d4
−h3 −h9 −h6 e3 e6 −d3 −d6
−h2 −h8 −h5 e2 e5 −d2 −d5



(6.28)
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6.2 Generalized eigenvalue criterion

As we discussed in Sec. 5.2.1, a strategy to solve a zero-dimensional system f1, . . . , fN ∈ K[x] is to
consider the quotient ring K[x]/〈f1, . . . , fN 〉, which is a finite a dimensional vector space over K: We
fix a monomial basis, choose f0 ∈ K[x], and compute the matrix that represents the multiplication by
f0 in this quotient ring. Its eigenvalues are the evaluations of f0 at the solutions, see Prop. 5.2.3. For a
suitable basis, from the eigenvectors we can recover the coordinates of all the solutions, see Prop. 5.2.4.
To compute these matrices we can use Sylvester-type formulas, see Sec. 5.3.2. In this section, we extend
these techniques to a general family of matrices, that include Koszul resultant matrices (Prop. 3.3.13).

As we did in Sec. 3.3.1, in this section we fix multidegrees d0, . . . ,dN . We will follow the notation
from Sec. 3.3, but we warn the reader that all the results of this section are independent from the multi-
projective resultant and we can use them in more general settings, for example, with the sparse resultant.
The only result restricted to multihomogeneous systems is Cor. 6.2.8, because we need to perform a
generic linear change of coordinates, which we cannot necessarily do in the sparse setting.

Definition 6.2.1 (Property Πθ). Given an exponent of a monomial of degree d0, that is θ ∈ A(d0), and a
matrix M :=

[M1,1 M1,2

M2,1 M2,2

]
∈ Z[u]K×K, we say that M has the property Πθ(d0, . . . ,dN ), or simply Πθ,

when:

• the resultant, as a polynomial res ∈ Z[u], divides det(M) ∈ Z[u],
• the submatrix M2,2 is square and its diagonal entries equal to u0,θ, and
• the coefficient u0,θ does not appear anywhere in M expect from the diagonal of M2,2.

Koszul resultant matrices (Prop. 3.3.13) and so, Sylvester matrices satisfy this property.

Lemma 6.2.2. Assume that we have a Koszul-type determinantal formula for the resultant res ∈ Z[u]
related to a generic multihomogeneous system of multidegrees d0, . . . ,dN , respectively, see Def. 3.3.1.
Hence, the Koszul resultant matrix M related to this formulas satisfies property Πθ, for any θ ∈ A(d0).

Proof. We only need to check that the Koszul resultant matrices satisfy the second and third condition of
property Πθ. By construction, the entries of the Koszul resultant matrix are the variables of u up to sign.
Note that if ui,σ ∈ u appears in an entry, then it does not appear in the other entries in the same row or
column. Hence, we can rearrange the elements of the matrix in such a way that the coefficient u0,θ only
appears in the diagonal of M2,2.

Given a multihomogeneous system f0 := (f0, . . . , fN ) in K[x1, . . . ,xq] of multidegrees d0, . . . ,dN ,
respectively, letM(f0) be the specialization of the variables u ofM at the coefficients of the polynomial
system f0, see Def. 3.2.2. IfM1,1(f0) is invertible, then the Schur complement ofM2,2(f0) (Def. 5.3.5)
is

M2,2(f0)−M2,1(f0) · (M1,1(f0))−1 ·M1,2(f0).

To simplify notation, we write this complement as (M2,2 −M2,1 ·M−1
1,1 ·M1,2)(f0).

Theorem 6.2.3. Consider θ ∈ A(d0) and a matrix M ∈ K[u]K×K such that Πθ holds (Def. 6.2.1).
Consider a system f0 := (f0, . . . , fN ) in K[x1, . . . ,xq] such that the specialization M1,1(f0) is an
invertible matrix. Then, for each solution p ∈ VPn1×···×Pnq (〈f1, . . . , fN 〉) of the subsystem (f1, . . . , fN )
such that xθ(p) 6= 0, f0

xθ
(p) is an eigenvalue of the Schur complement of M2,2(f0).
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Proof. The idea of the proof is as follows: For each solution p ∈ VPn1×···×Pnq (〈f1, . . . , fN 〉) of the
subsystem (f1, . . . , fN ), we consider a system g0, slightly different from f0, with p as a solution. We
study the matrices M(f0) and M(g0) and from the kernel of M(g0) we construct an eigenvector for the
Schur complement of M2,2(f0) corresponding to an eigenvalue equal to f0

xθ
(p).

Let p ∈ VPn1×···×Pnq (〈f1, . . . , fN 〉) such that xθ(p) 6= 0. Consider the polynomial g0 := f0 −
f0

xθ
(p) · xθ and a new system g0 := (g0, f1, . . . , fN ). The coefficients of the polynomials g0 and f0

are the same, with exception of the coefficient of the monomial xθ, so the specializations ui,σ(f0) and
ui,σ(g0) (Def. 3.2.2) differ if and only if i = 0 and σ = θ. Hence, as M satisfies Πθ, then u0,θ

does not appear in M1,1, M2,1, and M1,2, and M1,1(g0) = M1,1(f0), M1,2(g0) = M1,2(f0), and
M2,1(g0) = M2,1(f0).

The specialization of u0,θ is a ring homomorphism, so u0,θ(g0) = u0,θ(f0)− f0

xθ
(p). As Πθ holds,

u0,θ only appears in the diagonal of M2,2. Hence, M2,2(g0) = M2,2(f0) − f0

xθ
(p) · I , where I is the

identity matrix. Therefore,

M(g0) =
[
M1,1 M1,2

M2,1 M2,2

]
(f0)− f0

xθ
(p) ·

[
0 0
0 I

]
.

By construction, it holds g0(p) = 0 and p ∈ VPn1×···×Pnq (〈f1, . . . , fN 〉). Thus,
p ∈ VPn1×···×Pnq (〈g0〉), and so res(g0) vanishes, see Eq. (3.7). By property Πθ, det(M) is a mul-
tiple of res ∈ Z[u], hence M(g0) is a singular square matrix. Let v ∈ Ker(M(g0)), then

M(g0) · v = 0 ⇐⇒
[
M1,1 M1,2

M2,1 M2,2

]
(f0) · v =

f0

xθ
(p) ·

[
0 0
0 I

]
· v .

Multiplying this equality by the non-singular matrix related to the Schur complement of M2,2(f0),[
I 0

−M2,1·M−1
1,1 I

]
(f0), we obtain

[
M1,1 M1,2

0 (M2,2−M2,1·M−1
1,1 ·M1,2)

]
(f0) · v =

f0

xθ
(p) ·

[
0 0
0 I

]
· v .

Consider the lower part of the matrices in the previous identity,[
0 M2,2 −M2,1 ·M−11,1 ·M1,2

]
(f0) · v =

f0

xθ
(p) ·

[
0 I

]
· v

and let v̄ :=
[

0 I
]
· v be a truncation of the vector v. Then,

(M2,2 −M2,1 ·M−1
1,1 ·M1,2)(f0) · v̄ =

f0

xθ
(p) · v̄ .

This equality proves that f0

xθ
(p) is an eigenvalue of the Schur complement of M2,2(f0) with eigen-

vector v̄.

Definition 6.2.4. Given a square multihomogeneous system f , a multihomogeneous polynomial f0 ∈
K[x1, . . . ,xq]d0 of degree d0 and an exponent θ ∈ A(d0), we say that the rational function f0

xθ
sep-

arates the zeros of the system f , if for all p ∈ VPn1×···×Pnq (〈f〉), xθ(p) 6= 0 and for all p,p′ ∈
VPn1×···×Pnq (〈f〉), f0

xθ
(p) = f0

xθ
(p′) ⇐⇒ p = p′.
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Corollary 6.2.5. Under the assumptions of Thm. 6.2.3, if

• the row dimension of M2,2 is the multihomogeneous Bézout bound of a multihomogeneous systems
of multidegrees d1, . . . ,dN , MHB(d1, . . . ,dN ) (Prop. 2.10.9),

• f0

xθ
separates the zeros of (f1, . . . , fN ), and

• there are MHB(d1, . . . ,dN ) different solutions (f1, . . . , fN ) (over Pn1 × · · · × Pnq ),

Then, the Schur complement of M2,2(f0) is diagonalizable with eigenvalues f0

xθ
(p), for

p ∈ VPn1×···×Pnq (〈f1, . . . , fN 〉).

Proof. As a consequence of Thm. 6.2.3, for each p ∈ VPn1×···×Pnq (f) we have an eigenvalue f0

xθ
(p) for

the Schur complement ofM2,2(f0). As f0

xθ
separates these zeros, all the eigenvalues are different. Hence,

we have as many different eigenvalues as the dimension of the matrix, so the matrix is diagonalizable.

Note that, as the multihomogeneous Bézout bound bounds the number of isolated solutions count-
ing multiplicities, we cannot use Thm. 6.2.5 when we have a square system (f1, . . . , fN ) such that its
solutions over Pn1 × · · · × Pnq have multiplicities.

Whenever we have a determinantal formula, all the eigenvalues in Thm. 6.2.3 are related to a solution
of the system.

Lemma 6.2.6. Under the assumptions of Thm. 6.2.3, assume that res(f0) 6= 0 and det(M) = t · res,
where t is a non-zero constant in K, that is M is a determinantal formula, see Def. 3.2.14. If λ is an
eigenvalue of the Schur complement of M2,2(f0), then there is p ∈ VPn1×···×Pnq (f) such that λ =
f0

xθ
(p).

Proof. Consider the system g0 := ((f0−λ ·xθ), f1, . . . , fN ). As the matrix of the Schur complement in
the proof of Thm. 6.2.3 is invertible, we extend v̄ to v =

[
M−1

1,1 ·M2,1

I

]
(f0) v̄, and reverse the argument in

this proof to show thatM(g0) is singular. As the determinant ofM is a non-zero constant multiple of the
resultant, we deduce that res(g0) is zero. Hence, we can consider p ∈ VPn1×···×Pnq (g0) and conclude
that p ⊂ VPn1×···×Pnq (〈f1, . . . , fN 〉) and (f0 − λ ·xθ)(p) = 0, equivalently, f0(p) = λ ·xθ(p). As we
assumed that res(f0) 6= 0, then f0(p) 6= 0 and so f0

xθ
(p) = λ.

Moreover, when we have a determinantal formula, the singularity of the matrix M1,1(f0) does not
depend on f0.

Proposition 6.2.7. Under the assumptions of Thm. 6.2.3, assume det(M) = t · res ∈ Z[u], where t is a
non-zero constant in K, that is, det(M) is a determinantal formula for the resultant, and that the (row)
dimension of M2,2 is MHB(d1, . . . ,dN ). Then, for any system f0 := (f0, . . . , fN ),

VPn1×···×Pnq (xθ, f1, . . . , fN ) = ∅ ⇐⇒ M1,1(f0) is non-singular.

Proof. Consider the determinant of M . As we assumed that it is a multiple of the resultant and the
resultant is a multihomogeneous polynomial of degree MHB(d1, . . . ,dN ) with respect to u0 (Prop. 3.3.2),
we can write det(M) = P (u) ·uMHB(d1,...,dN )

0,θ +Q(u), where P (u) ∈ K[u] does not involve any variable
in the block u0 and Q(u) ∈ K[u] is a polynomial such that none of its monomials are multiple of
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u
MHB(d1,...,dN )
0,θ . As M satisfies Πθ, u0,θ only appears in the diagonal of M2,2. Consider the expansion by

minors of det(M). If the (row) dimension of M2,2 is MHB(d1, . . . ,dN ), then P (u) = ±det(M1,1). The
polynomial P (u) is a constant multiple of the cofactor of uMHB(d1,...,dN )

0,θ in the resultant res ∈ Z[u].
By construction, Q(u) is a homogeneous polynomial with respect to the variables u0 of degree

MHB(d1, . . . ,dN ). As uMHB(d1,...,dN )
0,θ does not divide any monomial in Q(u), each monomial involves a

variables of u0 different to u0,θ. Hence, for any system f0, we have Q(xθ, f1, . . . , fN ) = 0. By con-
struction, the polynomial P (u) does not involve any of the variables of u0. Therefore, det(M1,1)(f0) =
det(M1,1)(xθ, f1, . . . , fN ). Hence, for any system f0, t·res(xθ, f1, . . . , fN ) = det(M)(xθ, f1 . . . fN ) =
±det(M1,1)(xθ, f1 . . . fN ) = ±det(M1,1)(f0). The determinant of M is a non-zero constant multiple
of the resultant, and so det(M1,1)(f0) 6= 0 if and only if the system (xθ, f1, . . . , fN ) has no solutions
over Pn1 × · · · × Pnq , i.e., VPn1×···×Pnq (xθ, f1, . . . , fN ) = ∅.

If the square system (f1, . . . , fN ) has no solutions at infinity in Pn1 × · · · × Pnq , that is all the
coordinates of the solutions are not zero, then the evaluation of the solutions of f at any monomial in
K[x1, . . . ,xq]d0 is not zero. Hence, for any xθ ∈ K[x1, . . . ,xq]d0 , it holds
VPn1×···×Pnq (xθ, f1, . . . , fN ) = ∅. By Prop. 6.2.7, M1,1(f0, f1, . . . , fN ) is invertible. To avoid so-
lutions at infinity, in the zero-dimensional multihomogeneous case, we perform a generic linear change
of coordinates that preserves the multihomogeneous structure. We state the following corollary without
proof.

Corollary 6.2.8. Consider a square multihomogeneous system (f1, . . . , fN ) in K[x1, . . . ,xq] of degrees
d1, . . . ,dN , respectively, whose solution set VPn1×···×Pnq (〈f1, . . . , fN 〉) is finite. Assume we can con-
struct a determinantal formula for the resultant of a generic multihomogeneous system of multidegrees
d0,d1, . . . ,dN as the resultant of a matrix M satisfying Πθ. Then, for any f0 ∈ K[x1, . . . ,xq]d0

and a generic linear change of coordinates A, preserving the multihomogeneous structure, the matrix
M1,1(f0, f1 ◦A, . . . , fN ◦ A) is invertible.

As a particular case of these results, we can use Thm. 6.2.3 to solve any multihomogeneous sys-
tems for which we know a Koszul-type determinantal formula, see Sec. 6.1. We present an example in
Sec. 6.3.1.
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6.3 Eigenvector criterion for 2-bilinear systems

In this section we only consider Koszul-type determinantal formulas for 2-bilinear systems (see below).
We study the eigenvectors of the matrices from Sec. 6.2. Our proof is ad-hoc for the 2-bilinear case, so
we introduce some specific notation.

A 2-bilinear system is a particular case of a star multilinear system where A = 1 and B = 2, see
Def. 6.1.1. These systems involve three blocks of variables which we identify by x (instead of X1), y
(instead of Y1) and z (instead of Y2). We set α := #x − 1, βy := #y − 1, βz := #z − 1, N :=
α + βy + βz and for all d ∈ N, Sx(d) = K[x]d, S∗x(−d) = K[x]d , Sy(d) = K[y]d, S∗y(−d) = K[y]d,
Sz(d) = K[z]d, and S∗z(−d) = K[z]d.

Given a square 2-bilinear system (f1, . . . , fN ) we denote by Ey the number of equations of the 2-
bilinear system belonging to Sx(1) ⊗ Sy(1) and by Ez the number of equations belonging to Sx(1) ⊗
Sz(1). Without loss of generality, we assume that f1, . . . , fEy ∈ Sx(1) ⊗ Sy(1) and fEy+1, . . . , fN ∈
Sx(1)⊗SN (1). We introduce a trilinear polynomial f0 ∈ Sx(1)⊗Sy(1)⊗Sz(1) and consider a Koszul-
type determinantal formula for the resultant of the overdetermined system f0 := (f0, f1, . . . , fN ). In
this case, the polynomial f0 corresponds to d0 := (1, 1, 1) and so, to the case (4) in the list appearing in
the page 115.

According to Thm. 6.1.8, we can construct a Koszul-type determinantal formula for the resultant of
f0 by considering the degree vectorm = (Ey − 1,−1, Ez − βz + 1). In this case, the Weyman complex
reduces to

K•(f0,m) : 0→ K1,α+βy+1(m)
δ1−→ K0,α+βy(m)→ 0 , (6.29)

where (see Eq. 6.3),

K1,α+βy+1
∼= L1,1 ⊕ L1,2 (6.30)

=
(
S∗x(−1)⊗S∗y(βy − Ey)⊗Sz(0)⊗

⊕
I∈I0,Ey,Ez−βz+1

∧
k∈I

ek.
)
⊕

(
S∗x(1)⊗S∗y(βy − Ey − 1)⊗Sz(0)⊗

⊕
I∈I1,Ey,Ez−βz

∧
k∈I

ek.
)
.

K0,α+βy
∼= L0,1 ⊕ L0,2 ⊕ L0,3 ⊕ L0,4 (6.31)

=
(
S∗x(0)⊗S∗y(βy + 1− Ey)⊗Sz(0)⊗

⊕
I∈I0,Ey−1,Ez−βz+1

∧
k∈I

ek.
)
⊕

(
S∗x(0)⊗S∗y(βy − Ey)⊗Sz(1)⊗

⊕
I∈I0,Ey,Ez−βz

∧
k∈I

ek.
)
⊕

(
S∗x(0)⊗S∗y(βy − Ey)⊗Sz(0)⊗

⊕
I∈I1,Ey−1,Ez−βz

∧
k∈I

ek.
)
⊕

(
S∗x(0)⊗S∗y(βy − Ey − 1)⊗Sz(1)⊗

⊕
I∈I1,Ey,Ez−βz−1

∧
k∈I

ek.
)
.

Let M be the Koszul resultant matrix associated to the map δ1 in Eq. (6.29), see Prop. 3.3.13. We
split M as in Def. 6.2.1 and study the right eigenvectors of the Schur complement of M2,2 to recover the
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coordinates of all the solutions of the 2-bilinear system (f1, . . . , fN ). We reduce this analysis to study a
map in a strand of the Koszul complex (Sec. 2.7) of a linear system with common solutions.

We will assume that the number of different solutions is #VPα×Pβy×Pβz (〈f1, . . . , fN 〉) =
(Ey
βy

) (Ez
βz

)
,

that is, the multihomogeneous Bézout bound (Lem. 6.1.11).
Let p = (px,py,pz) ∈ Pα×Pβy×Pβz , and without loss of generality assume that (x0 y0 z0)(p) 6= 0.

First, we study the kernel of M(f0), when the overdetermined system f0 has common solutions. We
relate this kernel to the eigenvectors, as we did in the proof of Thm. 6.2.3. For each variable t ∈ {x, y, z},
consider the dual form (see notation in page 74)

1tp(dt) :=
∑

θt∈A(dt)

tθt

tdt0

(pt) ∂t
θ ∈ S∗t (−dt)

for dt ≥ 0. If dt < 0, then we take 1tp(dt) := 0.

Observation 6.3.1. For each variable t ∈ {x, y, z}, given a polynomial gt ∈ St(d̄t), such that d̄t ≤ dt,
then the map µ(t) from Eq. (3.11) acts over gt and 1tp(dt) as the evaluation of gt

t
d̄t
0

at p, that is

µ(t)(gt,1
t
p(dt)) =

gt

td̄t0

(pt) · 1tp(dt − d̄t).

To simplify notation, we consider S(dx, dy, dz) = Sx(dx) ⊗ Sy(dy) ⊗ Sz(dz), and given multi-
homogeneous polynomials f ∈ S(dx, dy, dz) and a point (px,py,pz) ∈ Pα × Pβy × Pβz , we denote
by f(px,py) ∈ Sz(dz) the partial evaluation of the rational function f

xdx0 y
dy
0

at x = px and y = py.

This specialization is well-defined because the numerator and denominator share the same degrees with
respect to x and y.

Lemma 6.3.2. Consider d = (dx, dy, dz), d̄ = (d̄x, d̄y, d̄z). Let f ∈ S(d̄) and gz ∈ Sz(dz). If dx ≥ d̄x
and dy ≥ d̄y, then the map µ from Eq. (3.12) acts over 1xp(dx)⊗1yp(dy)⊗gz and f as the multiplication
of gz and f(px,py), that is

µ(1xp(dx) ⊗ 1yp(dy)⊗ gz, f) = 1xp(dx − d̄x)⊗ 1yp(dy − d̄y)⊗
(
gz · f(px,py)

)
.

Proof. Consider f =
∑

σ cσx
σxyσyzσz . As µ is a bilinear map and the tensor product is multilinear, it

is enough to prove this lemma only for the monomials xσxyσyzσz ∈ S(d̄). For that reason, we study the
monomial case,

µ(1xα(dx)⊗ 1yα(dy)⊗ gz,xσx ⊗ yσy ⊗ zσz) =

µ(x)

(
xσx ,1xα(dx)

)
⊗ µ(y)

(
yσy ,1yα(dy)

)
⊗ µ(z)

(
gz, z

σz
)

=(xσx
xd̄x0

(αx)1xα(dx − d̄x)
)
⊗
(yσy
y
d̄y
0

(αy)1
y
α(dy − d̄y)

)
⊗
(
gz · zσz

)
=

(
1xα(dx − d̄x)

)
⊗
(
1yα(dy − d̄y)

)
⊗
(
gz ·

xσx

xd̄x0

(αx)
yσy

y
d̄y
0

(αy) · zσz
)
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Let ω(1) := I0,Ey ,Ez−βz+1 and ω(2) := I1,Ey ,Ez−βz , see Eq. (6.3). With the notation of Eq. (6.30), for
each p = (px,py,pz) ∈ Pα × Pβy × Pβz such that (x0 y0 z0)(p) 6= 0, consider the map

ρp : K#ω(1) ×K#ω(2) → L1,1 ⊕ L1,2,

such that

ρp(λ(1),λ(2)) :=
∑
I∈ω(1)

λ
(1)
I ·

(
1xp(1)⊗ 1yp(Ey − βy)⊗ 1⊗

∧
k∈I

ek

)
+
∑
J∈ω(2)

λ
(2)
J ·

(
1xp(1)⊗ 1yp(Ey − βy + 1)⊗ 1⊗

∧
k∈J

ek

)
.

Note that #ω(1) + #ω(2) =
( Ez+1
Ez−βz+1

)
. Hence, we write ρp : K( Ez+1

Ez−βz+1) → K1,α+βy+1.

Lemma 6.3.3. Let δ1(f0,m) be the map from Eq. (6.29) and consider p = (px,py,pz) ∈
VPα×Pβy×Pβz (f0) such that (x0 y0 z0)(p) 6= 0. The linear map

δ1(f0,m) ◦ ρp : K( Ez+1
Ez−βz+1) → K0,α+βy

is equivalent to the (Ez − βz + 1)-th map of the Koszul complex of the system in Eq. (6.32), consisting of
Ez + 1 linear polynomials in z,

fz :=
(
f0(px,py), fEy+1(px,py), . . . , fn(px,py)

)
, (6.32)

restricted to its 0-graded part, i.e. the strand of the Koszul complex such that its (Ez−βz + 1)-th module

is isomorphic to K( Ez+1
Ez−βz+1).

Proof. With the notation of Eq. (6.30), we split the map ρ as ρ(λ(1),λ(2)) := ρ
(1)
p (λ(1)) + ρ

(2)
p (λ(2)),

where ρ(1)
p : K#ω(1) → L1,1 is such that,

ρ
(1)
p (λ(1)) :=

∑
I∈ω(1)

(
1xp(1)⊗ 1yp(Ey − βy)⊗ λ(1)

I ⊗
∧
k∈I

ek

)
,

and ρ(2)
p : K#ω(2) → L1,2 is such that

ρ
(2)
p (λ(2)) :=

∑
J∈ω(2)

(
1xp(1)⊗ 1yp(Ey − βy + 1)⊗ λ(2)

J ⊗
∧
k∈J

ek

)
.

Both maps are injective. As δ1(f0,m) ◦ ρp = δ1(f0,m) ◦ ρ(1)
p + δ1(f0,m) ◦ ρ(2)

p , we study
δ1(f0,m) ◦ ρ(1)

p and δ1(f0,m) ◦ ρ(2)
p separately. Following the definition of δ1, see Prop. 3.3.13, it
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holds,

δ1(f0,m) ◦ ρ(1)
p =

∑
I∈ω(1)

λ
(1)
I δ1(f0,m)

(
1xp(1)⊗ 1yp(Ey − βy)⊗ 1⊗

∧
k∈I

ek

)

=
∑
I∈ω(1)

λ
(1)
I


Ey∑
i=1

(−1)i−1µ(1xp(1) ⊗ 1yp(Ey − βy)⊗ 1, fIi)⊗
∧

k∈I\{Ii}

ek +

α+βy+1∑
i=Ey+1

(−1)i−1µ(1xp(1) ⊗ 1yp(Ey − βy)⊗ 1, fIi)⊗
∧

k∈I\{Ii}

ek

 .

By Lem. 6.3.2, δ1(f0,m) ◦ ρ(1)
p is equivalent to,

∑
I∈ω(1)

λ
(1)
I


Ey∑
i=1

(−1)i−11xp(0)⊗ 1yp(Ey − βy − 1)⊗ fIi(px,py)⊗
∧

k∈I\{Ii}

ek +

α+βy+1∑
i=Ey+1

(−1)i−11xp(0)⊗ 1yp(Ey − βy)⊗ fIi(px,py)⊗
∧

k∈I\{Ii}

ek

 .

As p = (px,py,pz) ∈ VPα×Pβy×Pβz (f0) and, for 1 ≤ i ≤ Ey, fIi ∈ S(1, 1, 0), it holds

fIi(px,py) = fIi(p) = 0.

We conclude that the image of δ1(f0,m) ◦ ρ(1)
p belongs to L0,2, and it holds,

δ1(f0,m) ◦ ρ(1)
p = 1xp(0)⊗ 1yp(Ey − βy)⊗

( ∑
I∈ω(1)

α+βy+1∑
i=Ey+1

(−1)i−1λ
(1)
I fIi(px,py)⊗

∧
k∈I\{Ii}

ek
)
.

Now consider δ1(f0,m) ◦ ρ(2)
p . Following a similar procedure, we deduce

δ1(f0,m) ◦ ρ(2)
p =

1xp(0)⊗ 1yp(Ey − βy)⊗
∑
I∈ω(2)

(
λ

(2)
I f0(px,py)⊗

∧
k∈I\{0}

ek

)
+

1xp(0)⊗ 1yp(Ey − βy − 1)⊗
∑
I∈ω(2)

Ey+1∑
i=2

(
(−1)i−1λ

(2)
I fIi(px,py)⊗

∧
k∈I\{Ii}

ek

)
+

1xp(0)⊗ 1yp(Ey − βy + 1)⊗
∑
I∈ω(2)

α+βy+1∑
i=Ey+1

(
(−1)i−1λ

(2)
I fIi(px,py)⊗

∧
k∈I\{Ii}

ek

)
.

As p = (px,py,pz) ∈ VPα×Pβy×Pβz (f0) and, for 1 ≤ i ≤ Ey + 1, fIi ∈ S(1, 1, 0), it holds

fIi(px,py) = fIi(p) = 0.
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Hence, the image of δ1(f0,m) ◦ ρ(2)
p belongs to L0,2 ⊕ L0,4, and it holds

δ1(f0,m) ◦ ρ(2)
p =

1xp(0)⊗ 1yp(Ey − βy)⊗
∑
I∈ω(2)

(
λ

(2)
I f0(px,py)⊗

∧
k∈I\{0}

ek

)
+

1xp(0)⊗ 1yp(Ey − βy + 1)⊗
∑
I∈ω(2)

α+βy+1∑
i=Ey+1

(
(−1)i−1λ

(2)
I fIi(px,py)⊗

∧
k∈I\{Ii}

ek

)
.

Using the identity α+βy+βz = Ey+Ez , we can rewrite δ1(f0,m)◦ρp : K( Ez+1
Ez−βz+1) → L0,2⊕L0,4

as

(δ1(f0,m) ◦ ρp)(λ) = 1xp(0)⊗ 1yp(Ey − βy)⊗ P1(λ) + 1xp(0)⊗ 1yp(Ey − βy + 1)⊗ (−1)EyP2(λ)

where

P1(λ) :=
∑
I∈ω(2)

λIf0(px,py)⊗
∧

k∈I\{0}

ek +
∑
J∈ω(1)

Ez−βz+1∑
j=1

(−1)j−1λJfJj (px,py)⊗
∧

k∈J\{Jj}

ek,

P2(λ) :=
∑
I⊂ω(2)

Ez−βz∑
j=2

(−1)r+j−1λIfIj (px,py)⊗
∧

k∈I\{Ij}

ek.

Note that the intersection between the image of P1 and −P2 is trivial. Hence, P1 + P2 vanishes if
and only if P1 and P2 vanish. The map δ1 ◦ ρp is equivalent to the map λ 7→ P1(λ) + P2(λ). Note
that, for all I ∈ ω(1) ∪ ω(2), {1, . . . , Ey} ⊂ I . Therefore, if we expand this map we conclude that it is
equivalent to the 0-graded part of the (Ez − βz + 1)-th map of the Koszul complex of the linear system
fz, that is,

P1(λ) + P2(λ) =
∑

J⊂{0,Ey+1,...,n}
#J=Ez−βz+1

Ez−βz+1∑
j=1

(−1)j−1λJfJj (px,py)⊗
∧

k∈{1...Ey}∪J\{Jj}

ek .

If f0 has a solution (px,py,pz) ∈ VPα×Pβy×Pβz (f0), then, pz is a solution of the linear system
fz, that is pz ∈ VPβz (fz). As fz is an overdetermined system, the Koszul complex of fz is not exact
[Lan02, Thm. XXI.4.6].

Lemma 6.3.4. Let f0 be an overdetermined 2-bilinear system. If p ∈ VPα×Pβy×Pβz (f0), then there is a

non-zero λ̂p ∈ K( s+1
s−nz+1) such that δ1(f0,m) ◦ ρp(λ̂p) = 0.



148 CHAPTER 6. RESULTANTS AND MIXED MULTILINEAR SYSTEMS

Proof. Following Lem. 6.3.3, if we compose δ1(f ,m) and ρp, then we obtain a map which is similar to
the 0-graded part of the (Ez−βz+1)-th map of the Koszul complex of the Ez+1 linear polynomials in z,
fz (Eq. 6.32). As the linear system fz has a solution pz , at most βz of its polynomials are linearly inde-
pendent. Hence, the Koszul complex of fz is isomorphic to a Koszul complex K(f̃1, . . . , f̃βz , 0, . . . , 0)
of a system of Ez + 1 linear polynomials, where (Ez − βz + 1) of them are equal to zero [Lan02,
Lem. XXI.4.2]. The (Ez − βz + 1)-th map of K(f̃1, . . . , f̃βz , 0, . . . , 0) maps eβz+1∧ . . .∧eEz−βz+1 to

zero. Hence, its 0-graded part has a non-trivial kernel, and so there is a non-zero λ̂p ∈ K( Ez
Ez−βz+1) such

that δ1(f ,m) ◦ ρp(λ̂p) = 0.

Theorem 6.3.5. Let f := (f1, . . . , fN ) be a square 2-bilinear system such that it has
(Ey
βy

)
·
(Ez
βz

)
different

solutions over Pα × Pβy × Pβz . Consider θ ∈ A(1, 1, 1) such that the multiprojective resultant of the
system (xθ, f1, . . . , fn) does not vanish, that is

res(xθ, f1, . . . , fn) 6= 0.

Let f0 ∈ S(1, 1, 1) be a trilinear polynomial such that f0

xθ
separates the elements in VPα×Pβy×Pβz (f).

Let M be the Koszul resultant matrix related to Koszul-type resultant formula detailed at the beginning
of the section (page 143). Then, the Schur complement of M2,2(f0) is diagonalizable, each eigenvalue
equals f0

xθ
(p), for p ∈ VPα×Pβy×Pβz (f1, . . . , fN ), and we can extend the eigenvector v̄p related to f0

xθ
(p)

to vp :=
[
M−1

1,1 ·M2,1

I

]
(f0) · v̄p such that vp is of the form ρp(λ̂p), for some λ̂p ∈ K( Ez+1

Ez−βz+1).

Proof. By Cor. 6.2.5, the Schur complex of M2,2(f0) is diagonalizable and every eigenvalue is differ-
ent. For each p ∈ VPα×Pβy×Pβz (f), consider the eigenvalue f0

xθ
(p), its related eigenvector v̄p, and the

system gp := (f0− f0

xθ
(p)xθ, f1, . . . , fN ). As p ∈ VPα×Pβy×Pβz (gp), by Lem. 6.3.4, there is a λp ∈ K

such that δ1(gp,m) ◦ ρ(λp) = 0. Hence, there is a vector wp in the kernel of M(gp), representing the
element ρ(λp). Following the proof of Thm. 6.2.3, each element in the kernel of the Schur complement
ofM2,2(gp) is related to an eigenvector of the Schur complement ofM2,2(f0) with corresponding eigen-
value f0

xθ
(p). As for each eigenvalue we have only one eigenvector, then the dimension of this kernel is

one. Hence, the truncation of wp, w̄p :=
[
0 | I

]
· wp, is a multiple of v̄p, where 0 is the zero matrix of

appropriate dimension and I the identity.
As M1,1(gp) is invertible and M(gp) · wp = 0, it holds that

[
M−1

1,1 ·M2,1

I

]
(gp)w̄p = wp. As[

M−1
1,1 ·M2,1

I

]
(gp) does not involve u0,θ, then

[
M−1

1,1 ·M2,1

I

]
(gp) =

[
M−1

1,1 ·M2,1

I

]
(f0). Therefore, we con-

clude that, as v̄p is a multiple of w̄p, then vp =
[
M−1

1,1 ·M2,1

I

]
(f0) · v̄p is a multiple of wp.

Hence, we can recover the coordinates (px,py) of (px,py,pz) ∈ VPα×Pβy×Pβz (f1, . . . , fN ) by
inverting a monomial map as we do in Prop. 5.2.4. Algorithm 6 summarizes our strategy to solve 2-
bilinear systems.

6.3.1 Example: Solving 2-bilinear systems

We consider a 2-bilinear system such that α = β1 = β2 = 1, E1 = 2 and E2 = 1. The following
(Eq. 6.33) is a square 2-bilinear system and has two solutions over Pα × Pβy × Pβz , namely p1 := (1 :
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Algorithm 6 Solve2Bilinear

Input: (f̄1, . . . , f̄N ) is a square 2-bilinear system such that VPα×Pβy×Pβz (f̄1, . . . , f̄N ) is fi-
nite and has no multiplicities.

1: A← Random linear change of coordinates preserving the structure.
2: (f1, . . . , fN )← (f̄1 ◦A, . . . , f̄N ◦A). (Cor. 6.2.8)
3: f0 ← Random trilinear polynomial in S(1, 1, 1).

4:
[M1,1 M1,2

M2,1 M2,2

]
←
{

Matrix corresponding to δ1(m, (f0, . . . , fN )), split with respect to the
monomial xθ. (Def. 6.2.1)

5:
{(

f0

xθ
(p), v̄p

)}
p
←
{

Set of pairs Eigenvalue-Eigenvector of the Schur complement of M2,2.
(Thm. 6.2.3)

6: for all
(
f0

xθ
(p), v̄p

)
∈
{(

f0

xθ
(p), v̄p

)}
p

do

7: Extract the coordinates px,py from ρp(λ̂p) by recovering it from
[
M−1

1,1 ·M2,1

I

]
· v̄. (Thm. 6.3.5)

8: Let pz ∈ Pnz be the unique solution to the linear system, over K[z], given by

{f1(px,py, z) = 0, . . . , fN (px,py, z) = 0}.

9: Recover the solution of the system (f̄1, . . . , f̄N ), as A
(
(px,py,pz)

)
.

10: end for

1 ; 1 :1 ; 1 :1) and p2 := (1:3 ; 1 :2 ; 1 :3).

{
f1 := 7x0y0 − 8x0y1 − x1y0 + 2x1y1
f2 := −5x0y0 + 7x0y1 − x1y0 − x1y1
f3 := −6x0z0 + 9x0z1 − x1z0 − 2x1z1

. (6.33)

We introduce a trilinear polynomial f0 and consider the overdetermined 2-bilinear system f0 :=
(f0, f1, f2, f3), where

f0 := 3x0y0z0 − x0y0z1 − 4x0y1z0 + 2x0y1z1

+ x1y0z0 + 2x1y0z1 + 2x1y1z0 − 2x1y1z1.

In this case, the polynomial f0 corresponds to case (4) in the list appearing in the page 115. Ac-
cording to Thm. 6.1.8, we can construct a Koszul-type determinantal formula for the resultant of f0 by
considering the degree vector m = (0,−1, 1). To construct the associated Koszul resultant matrix, we
consider the following monomial basis,
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Basis of K1,3 (Columns)
(A) ∂x0∂y

2
1e{0,1,2}

(B) ∂x1∂y
2
0e{0,1,2}

(C) ∂x1∂y
2
1e{0,1,2}

(D) ∂x0∂y0e{1,2,3}
(E) ∂x0∂y1e{1,2,3}
(F) ∂x1∂y0e{1,2,3}
(G) ∂x1∂y1e{1,2,3}
(H) ∂x0∂y0∂y1e{0,1,2}
(I) ∂x0∂y

2
0e{0,1,2}

(J) ∂x1∂y0∂y1e{0,1,2}

Basis of K0,2 (Rows)
(I) e{1,3}
(II) e{2,3}
(III) ∂y0e{0,1}
(IV) ∂y1e{0,1}
(V) ∂y0e{0,2}
(VI) ∂y1e{0,2}
(VII) ∂y0z1e{1,2}
(VIII) ∂y1z1e{1,2}
(IX) ∂y0z0e{1,2}
(X) ∂y1z0e{1,2}

The following matrix represents the map δ1(m,f0) of the Weyman complex K•(m;f) (Def. 3.3.3),
with respect to the basis above.

(A) (B) (C) (D) (E) (F ) (G) (H) (I) (J)

(I) 0 0 0 5 −7 1 1 0 0 0
(II) 0 0 0 7 −8 −1 2 0 0 0
(III) 0 −1 0 0 0 0 0 −1 −5 7
(IV ) 7 0 −1 0 0 0 0 −1 0 −5
(V ) 0 1 0 0 0 0 0 −2 −7 8
(V I) 8 0 −2 0 0 0 0 1 0 −7
(V II) 0 2 0 9 0 −2 0 −2 −1 2
(V III) 2 0 −2 0 9 0 −2 2 0 −1

(IX) 0 1 0 −6 0 −1 0 2 3 −4
(X) −4 0 2 0 −6 0 −1 1 0 3

The splitting of the matrix corresponds to its partition as
[M1,1 M1,2

M2,1 M2,2

]
with respect to the exponent of the

monomial x0 y0 z0 (Def. 6.2.1).
The Schur complement of this matrix is

[
5 −2
4 −1

]
. Its characteristic polynomial is T 2 − 4T + 3, and

so its eigenvalues are f0

xθ
(p1) = 3 and f0

xθ
(p2) = 1, in accordance to Thm. 6.2.3 and Lem. 6.2.6.

The eigenvector of f0

xθ
(p2) = 1 is v̄p2

:= (1, 2)>. By extending v̄p2
, we get

vp2
:=
[
M−1

1,1 ·M2,1

I

]
(f0) ·

(
1
2

)
= (4, 3, 12, 1, 2, 3, 6, 6, 1, 2)>

which represents ρp2
(1, 1) =(

∂x(1,0) + 3∂x(0,1)
)
⊗
(
∂y(2,0) + 2∂y(1,1) + 4∂y(0,2)

)
⊗ 1⊗ e{0,1,2}

+
(
∂x(1,0) + 3∂x(0,1)

)
⊗
(
∂y(1,0) + 2∂y(0,1)

)
⊗ 1⊗ e{1,2,3}



6.3. EIGENVECTOR CRITERION FOR 2-BILINEAR SYSTEMS 151

Hence, 1xp2
(1) =

(
1∂x(1,0) + 3∂x(0,1)

)
, and so p2,x = (1 : 3) ∈ P1. Also,

1
y
p2

(1) =
(

1∂y(1,0) + 2∂y(0,1)
)

, and then p2,y = (1 : 2) ∈ P1. We note that

1yp2
(2) =

(
1 · 1 · ∂y(2,0) + 1 · 2 · ∂y(1,1) + 2 · 2 · ∂y(0,2)

)
.

We can recover p2,z as the solution of f(p2,x,p2,y, z) = 0,{
f1(p2,x,p2,y, z) = f2(p2,x,p2,y, z) = 0

f3(p2,x,p2,y, z) = −9 z0 + 3 z1

Thus, p2,z = (1 : 3) ∈ P1 and so p2 = (1:3 ; 1 :2 ; 1 :3) ∈ P1 × P1 × P1.
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6.4 Applications: Multiparameter Eigenvalue Problem

A motivating application for the systems and the determinantal formulas that we study in this chapter
comes from the multiparameter eigenvalue problem (MEP). We can model MEP using star multilinear
systems. The resultant matrices that we construct together with the eigenvalue and eigenvector criterion
for polynomial systems, see Sec. 5.2.1, lead to a novel approach for solving MEP. We illustrate it through
a detailed example in Sec. 6.4.1. Because of the importance of MEP in various areas of computational
and applied mathematics we give a detailed presentation of the problem, we mention some of the related
works, and we show how to model it using polynomial systems.

MEP is a generalization of the classical eigenvalue problem. It arises in mathematical physics as
a way of solving ordinary and partial differential equations when we can use separation of variables
(Fourier method) to solve boundary eigenvalue problems. Its applications include Spectral theory and
Sturm-Liouville theory, among others [Atk72, Vol88, AM10, HKP04, GHPR12]. MEP allows to solve
many different eigenvalue problems, for example the polynomial and the quadratic two-parameter eigen-
value problems [GLR05, MP10].

The precise definition of the problem is as follows. Assume α ∈ N, β1, . . . , βα ∈ N, and square
matrices {M (i,j)}0≤j≤α ∈ K(βi+1)×(βi+1), for 0 ≤ i ≤ α. MEP consists in finding λ = (λ0, . . . , λα) ∈
Pα(K) and v1 ∈ Pβ1 , . . . ,vα ∈ Pβα such that{ (∑α

j=0
λjM

(1,j)
)
v1 = 0, · · · ,

(∑α

j=0
λjM

(α,j)
)
vα = 0

}
. (6.34)

We refer to λ as the MEP-eigenvalue, v1 ⊗ · · · ⊗ vα as the MEP-eigenvector, and to (λ,v1 ⊗ · · · ⊗ vα)
as an MEP-eigenpair.

We model MEP as a mixed square bilinear system. For this, we introduce the variables (x0, . . . , xα)
to represent the MEP-eigenvalues and, for each 1 ≤ i ≤ α, the vectors (yi,0, . . . , yi,βi) to represent the
MEP-eigenvectors. In this way, we obtain a bilinear polynomial system f = (f1,0, . . . , fα,βα), where
for each 1 ≤ t ≤ α,


ft,0

...

ft,βt


:=

 α∑
j=0

xjM
(t,j)

 ·

yt,0
yt,1
...

yt,βt

 =



βt∑
i=0

α∑
j=0

M
(t,j)
i,0 xj yt,i

...
βt∑
i=0

α∑
j=0

M
(t,j)
i,βt

xj yt,i


, (6.35)

and, for each 1 ≤ t ≤ α, ft,0, . . . , ft,βt ∈ K[x0, . . . , xα]1 ⊗K[yt,0, . . . , yt,βt ]1; that is ft,1, . . . , ft,βt are
bilinear polynomials in the blocks of variables {x0, . . . , xα} and {yt,0, . . . , yt,βt}.

There is an one-to-one correspondence between the MEP-eigenpairs and the solutions of f . That is,

(λ,v1 ⊗ · · · ⊗ vα) is an MEP-eigenpair {M (i,j)}⇐⇒ (λ⊗ v1 ⊗ · · · ⊗ vα) ∈ VPα×Pβ1×···×Pβα (f).

The standard method to solve MEP is Atkinson’s Delta method [Atk72, Ch. 6, 8]. For each 0 ≤ k ≤
α, it considers the overdetermined system f(k) resulting from f (Eq. 6.35) by setting xk = 0. Then, it
constructs a matrix which is nonsingular if and only if f(k) has no solutions [Atk72, Eq. 6.4.4]. Subse-
quently, it applies linear algebra operations to these matrices to solve the MEP f [Atk72, Thm. 6.8.1]
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. It turns out that these matrices are determinantal formulas for the resultants of the corresponding
overdetermined systems f(k). The degree of the determinantal formulas is α [Atk72, Thm. 8.2.1], see
Def. 3.2.14. One limitation of this method is that the Delta method can solve only nonsingular MEPs,
that is, when there is a linear form in K[x0, . . . , xα] such that it does not vanish at any MEP-eigenvalue
[Atk72, Thm. 8.7.1].

There are also recent algorithms that exploit homotopy continuation methods as the diagonal coef-
ficient homotopy method [DYY16] and the fiber product homotopy method [RLY18]. These methods
seems to be slower than the Delta method but, as the construction of the matrices of the Delta method is
computationally expensive, they can tackle MEP of bigger size. Also, in some cases, these algorithms
can solve singular MEPs. We can also use general purpose polynomial system solving algorithms that
exploit sparsity to tackle MEP. We refer reader to [FSEDS11], see also [Spa12], for an algorithm to solve
unmixed multilinear systems using Gröbner bases, and to [EMT16] using resultants. We also mention
our Gröbner-basis-based algorithm to solve square mixed multihomogeneous systems, see Sec. 8.2.

The system in Eq. (6.35) is a particular case of a star multilinear system (Def. 6.1.1), where A = 1,
B = α and, for each j ∈ [B], Ej = βj + 1. Its expected number of solutions is

∏α
j=1(βj + 1)

(Lem. 6.1.11). We introduce an extra linear polynomial in K[x0, . . . , xα] and, using the determinantal
formulas for these systems (Thm. 6.1.8), we propose an alternative to the Delta method for solving
nonsingular MEP. The degree of our formulas is one, meanwhile the one of the Delta method is α.
Moreover, our Koszul resultant matrices are structured matrices. Using eigenvalues and eigenvectors
computations we recover the solutions of MEP. We illustrate our approach by a detailed example in the
following section.

6.4.1 Example: Two-Parameter Eigenvalue Problem

We consider the a nonsingular MEP given by the matrices

M (1,0) :=

[
−7 −3

−8 −2

]
M (1,1) :=

[
12 2

13 1

]
M (1,2) :=

[
−7 −1

−7 −1

]

M (2,0) :=

[
−11 −3

4 1

]
M (2,1) :=

[
7 −1

1 2

]
M (2,1) :=

[
−4 0

−1 −1

] . (6.36)

This is a two-parameter eigenvalue problem (2EP); such MEPs appear in physics, see [GHPR12].
For simplicity, we will name the three blocks of variables asX,Y ,Z, instead ofX1,Y1,Y2. Following
Eq. 6.35, we write the 2EP as the following bilinear system[

f1

f2

]
=

[
−7x0 + 12x1 − 7x2 −3x0 + 2x1 − x2
−8x0 + 13x1 − 7x2 −2x0 + x1 − x2

]
·
[
y0

y1

]
[
f3

f4

]
=

[
−11x0 + 7x1 − 4x2 −3x0 − x1

4x0 + x1 − x2 x0 + 2x1 − x2

]
·
[
z0

z1

] .

According to Lem. 6.1.11, the 2EP should have 4 different solutions. To solve this system, we will
introduce a linear polynomial f0 ∈ K[X] that separates the MEP-eigenvalue. That is, if λ1 and λ2
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are different MEP-eigenvalues, then f0

xi
(λ1) 6= f0

xi
(λ2), for xi ∈ X (Def. 6.2.4). Then, we consider

a Sylvester-type determinantal formula for the resultant of (f0, . . . , f4) (Cor. 6.1.10) and we solve the
original system using eigenvalue and eigenvector computations as in sections 6.2 and 6.3.

We assume that the MEP is nonsingular. Hence, any generic f0 ∈ K[X] separates the MEP-
eigenvalues. In our case, we choose f0 := −x0 +5x1−3x2. Following Cor. 6.1.10, there is a Sylvester-
type formula for the resultant of the system f := (f0, . . . , f4) using the degree vector m := (1, 1, 1).
The latter is related to the determinantal data ({1, 2}, ∅, 0) (Def. 6.1.6). The Weyman complex reduces
to

0→

 SX(0)⊗ SY (1)⊗ SZ(1)⊗ {e0}
⊕SX(0)⊗ SY (0)⊗ SZ(1)⊗ {e1 ⊕ e2}
⊕SX(0)⊗ SY (1)⊗ SZ(0)⊗ {e3 ⊕ e4}

 δ1(m,f)−−−−−→ (SX(1)⊗ SY (1)⊗ SZ(1)⊗K)→ 0,

where the map δ1(m,f) is a Sylvester map (Rem. 3.3.17). Hence, the resultant of f is the determinant
of a matrix C representing this map, which has dimensions 12× 12 (Case 1, Lem. 6.1.12). We split C in[
C1,1 C1,2

C2,1 C2,2

]
according to Def. 6.2.1 and we have:

C =



x2y0z0 x2y0z1 x2y1z0 x2y1z1 x1y0z0 x1y0z1 x1y1z0 x1y1z1 x0y0z0 x0y0z1 x0y1z0 x0y1z1

z0e1 −7 −1 12 2 −7 −3
z1e1 −7 −1 12 2 −7 −3
z0e2 −7 −1 13 1 −8 −2
z1e2 −7 −1 13 1 −8 −2
y0e3 −4 7 −1 −11 −3
y1e3 −4 7 −1 −11 −3
y0e4 −1 −1 1 2 4 1
y1e4 −1 −1 1 2 4 1

y0z0e0 −3 5 −1
y0z1e0 −3 5 −1
y1z0e0 −3 5 −1
y1z1e0 −3 5 −1



.

By Prop. 6.2.7, as the system (f1, . . . , f4) has no solutions such that x0 = 0, the matrix C1,1 is non-
singular. Hence, by Lem. 6.2.6, we have an one-to-one correspondence between the MEP-eigenvalues
and the eigenvalues of the Schur complement of C2,2, C̃2,2 := C2,2 − C2,1C

−1
1,1C1,2. Each eigenvalue of

C̃2,2 is the evaluation of f0

x0
at a MEP-eigenvalue of the original 2EP. In our case

C̃2,2 =


7
4 0 −1

4 −1
2

−3
4

3
2

9
4 2

−21
4 −3 27

4
5
2

69
4

19
2 −63

4 −6

 .

Remark 6.4.1. If the original MEP is nonsingular, after performing a generic linear change of coordi-
nates in the variablesX , we can assume that there is no solution of (f1, . . . , fn) such that x0 = 0.

Let α1, . . . , α4 be the four solutions of (f1, . . . , f4). Then, the eigenvalues of C̃2,2 are f0

x0
(α1) =

1, f0

x0
(α2) = 2, f0

x0
(α3) = 3 and f0

x0
(α4) = −2. As δ1(m,f) is a Sylvester-type map, the right
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eigenspaces of C̃2,2 contain the vector of monomials v :=

[ x0y0z0
x0y0z1
x0y1z0
x0y1z1

]
evaluated at each solutions of

(f1, . . . , f4) Prop. 5.2.4. If each eigenspace has dimension one, then we can recover some coordinates
of the solutions by inverting the monomial map given by v.

v α1 α2 α3 α4

x0y0z0 1 1 1 1
x0y0z1 −3 −1 −2 −3
x0y1z0 1 1 −1 −3
x0y1z1 −3 −1 2 9

To compute the remaining coordinates, either we substitute the computed coordinates of the solutions in
the original system and we solve a linear system, or we extend each eigenvector v(αi) to w(αi), where
w(αi) is the solution of the following linear system:[

C1,1 C1,2

C2,1 C2,2

]
w(αi) =

f0

x0
(αi)

[
0

v(αi)

]
, and so w(αi) =

[
−C−1

1,1 ·C1,2 v(αi)

v(αi)

]
.

Each coordinate of w(αi) is a monomial in K[X]1 ⊗ K[Y ]1 ⊗ K[Z]1 evaluated at αi. Hence, we can
recover the coordinates of αi from wi(αi) by inverting a monomial map. In this case, the solutions to
(f1, . . . , f4), and so MEP-eigenpairs, are

MEP-Eigenvalues MEP-Eigenvectors
x0, x1, x2 y0, y1 z0, z1

α1 = ( 1,−1,−3 1, 1 1,−3 )
α2 = ( 1, 3, 4 1, 1 1,−1 )
α3 = ( 1, 1, 1 1,−1 1,−2 )
α4 = ( 1, 1, 2 1,−3 1,−3 )

(6.37)
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Chapter 7

Gröbner basis and sparse polynomial
systems

Computing Gröbner bases is an intrinsically hard problem. For many “interesting” cases related to
applications, the complexity of the algorithms to compute them is single exponential in the number
of variables, but there are instances where the complexity is double exponential; it is an EXPSPACE
complete problem [May97], see also [GG13, Sec. 21.7]. There are many practically efficient algorithms,
see [CLO15, Ch. 10] and references therein, for which, under genericity assumptions, we can deduce
precise complexity estimates, see Sec. 4.5. However, the polynomial systems coming from applications
have some kind of structure. One of the main challenges in Gröbner basis theory is to improve the
complexity and the practical performance of the related algorithms by exploiting the structure. In this
chapter we focus on computing Gröbner bases for mixed sparse polynomial systems, that is, sparse
polynomials systems defined by polynomials with different Newton polytope.

An approach to exploit the sparsity of the polynomials is to compute Gröbner bases over semigroup
algebras [Stu93, FSS14]. Semigroup algebras are related to toric varieties. An affine toric variety is the
spectrum of a semigroup algebra [CLS11, Thm. 1.1.17]. Hence, the variety defined by the polynomials
over a semigroup algebra is a subvariety of a toric variety. This variety is different from the one defined
by the polynomials over the original polynomial algebra, but they are related and in many applications
the difference is irrelevant; see, for example, [EM99a]. We refer to [CLS11] for an introduction to toric
varieties and to [Stu96] for their relation with Gröbner basis.

Following [Stu93], Faugère et al. considered sparse unmixed systems and introduced an algorithm
to compute Gröbner bases over the semigroup algebra generated by their Newton polytope [FSS14].
By embedding the systems in a semigroup algebra, they can predict the structure of regular sparse un-
mixed systems and exploit it algorithmically. Their algorithm is a variant of the Matrix-F5 algorithm
[Fau02, BFS15]. They homogenize the polynomials and compute a Gröbner basis, degree-by-degree,
by performing Gaussian elimination on various Macaulay matrices [Laz83]. They use the F5 criterion
[Fau02] to avoid redundant computations, that is, to skip rows reducing to zero after performing Gaus-
sian elimination. Once they have computed the Gröbner basis for the homogenized system, they recover
a Gröbner basis of the original system by dehomogenizing the computed basis. The efficiency of this
approach relies on an incremental degree-by-degree construction which, under regularity assumptions,
skips all the rows reducing to zero. One of the properties that they exploit in this work is that, for normal
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Newton polytopes [CLS11, Def. 2.2.9], the homogenization of a generic unmixed system forms a regular
sequence over the corresponding semigroup algebra [CLS11, Def. 9.2.9]. Unfortunately, this property is
no longer true for mixed systems. So, for mixed systems, this algorithm fails to predict all rows reducing
to zero during Gaussian elimination.

In Chapter 7, we study extensions of the algorithms to compute Gröbner bases for unmixed sparse
systems [FSS14] to the mixed case. We present algorithms which, under regularity assumptions, perform
no reductions to zero.

• Our first extension (Section 7.3) changes the degree-by-degree strategy (Sec. 4.4) of the algorithm
proposed in [FSS14] by a polynomial-by-polynomial strategy, that is, we first compute a Gröbner
basis for the ideal generated by the first i polynomials and then we extend this basis to a Gröbner
basis for the ideal generated by first (i + 1) polynomials. In the language of signature-based al-
gorithms, we change the module monomial order of F5 from <d-pot (degree-by-degree) to <pot
(polynomial-by-polynomial), see [EF17]. This strategy avoids every reduction to zero when the
original (non-homogenized) system is a regular sequence. Unfortunately, this approach requires
to compute using a GRevLex monomial orderings which, as we show in Ex. 7.2.1, we can not
define for semigroup algebras. Hence, we introduce a novel Gröbner-like basis, that we call scant
Gröbner basis. A scant Gröbner basis is a basis for an ideal over a semigroup algebra with
similar properties to the usual Gröbner basis. Their main advantage is that they allow us to de-
fine GRevLex-like orderings over semigroup algebras with many of the expected properties, see
Sec. 4.3. To define scant Gröbner basis, we need to work with non-monomial-orderings and re-
define the monomial division relation. Hence, a scant Gröbner basis is not Gröbner basis over a
semigroup algebra. We introduce an algorithm to compute scant Gröbner basis for unmixed sparse
systems which, under regularity assumptions, performs no reductions to zero.

• Our second extension (Section 4.6) computes a Gröbner basis over a multigraded semigroup alge-
bra; the multigrading is related to the different polytopes of the sparse polynomials. Even though
we embed the system in the multigraded semigroup algebra, the straightforward homogenization
of the input polynomials never results in a regular sequence. Therefore, the existing criteria do
not avoid all the trivial (expected) reductions to zero. Hence, to avoid all the trivial reductions
to zero, we extend the classical F5 criterion (Prop. 4.4.6) by using the exactness of the strands of
the Koszul complex. We introduce the concept of (sparse) regularity, related to the exactness of
these strands, to guarantee that all the reductions to zero are trivial. We present the first algorithm
that computes Gröbner bases over these multigraded semigroup algebras which, under (sparse)
regularity assumptions, performs no reductions to zero.

We emphasize that besides the similarity in their name, scant Gröbner bases and Gröbner bases over
semigroup algebras are completely different objects. In particular, scant Gröbner bases are not Gröbner
basis over semigroup algebras. Moreover, the corresponding algorithms follow different computational
strategies: to compute scant Gröbner bases, we proceed polynomial-by-polynomial, while to compute
Gröbner bases over semigroup algebras, degree-by-degree. The assumptions for the algorithms to per-
form no reductions to zero are also different, but both of them are satisfied under (sparse) regularity
assumptions. Last but not least, we can use both objects to solve sparse systems, but we do not have
complexity bounds when we use scant Gröbner bases.
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7.1 Semigroup algebras and regularity

We introduce the notation that we use in the chapter. In addition, we use the definitions introduced in
Sections 2.7 and 2.12, that is the pointed affine semigroups (Definitions 2.12.1 and 2.12.2), the semi-
group algebras (Def. 2.12.7), the pointed rational polyhedral cones (Def. 2.12.4), the integer polytopes
(Def. 2.12.14), the Minkowski sum (Def. 2.12.16), the Laurent polynomials (Ex. 2.12.9), the Newton
polytope (Def. 2.12.17), the regular sequences (Def. 2.7.1), and the Koszul complex (Def. 2.7.5).

Let K ⊂ C be a field of characteristic zero, x := (x1, . . . , xn), and K[x] := K[x1, . . . , xn]. We
consider 0 := (0, . . . , 0) and 1 := (1, . . . , 1). For each r ∈ N, let e1, . . . , er be the canonical basis
of Rr. Given d1,d2 ∈ Nr, we say d1 ≥ d2 when d1 − d2 ∈ Nr. We denote [r] = {1, . . . , r}. Let
〈f1, . . . , fm〉 be the ideal generated by f1, . . . , fm.

Semigroup algebras

Given a sparse polynomial system in K[x], instead of consider it over K[x] or K[Zn], see Rem. 2.12.10,
we can embed it in a subalgebra related to the Newton polytopes of the polynomials. In this way, we
exploit the sparsity of the (polynomials of the) system.

Definition 7.1.1 (Semigroup algebra of polytopes). We consider r integer polytopes ∆1, . . . ,∆r ⊂ Rn
such that their Minkowski sum, ∆ :=

∑r
i=1 ∆i, has dimension n and 0 is its vertex; in particular, 0 is a

vertex of every Newton polytope ∆i. We also consider the polytope ∆ :=
∑

(∆i × {ei}), which is the
Cayley embedding of ∆1, . . . ,∆r.

In what follows, we consider the pointed rational polyhedral cones C∆ and C∆, see Def. 2.12.4, and
we work with the semigroup algebras K[S∆] := K[C∆∩Zn] and K[Sh∆] := K[C∆∩Zn+r]. We will write
the monomials in K[Sh∆] asX(α,d), where α ∈ (C∆ ∩ Zn) and d ∈ Nr.

The algebra K[Sh∆] is Nr-multigraded as follows: for every d = (d1, . . . , dr) ∈ Nr, K[Sh∆]d is the
K-vector space spanned by the monomials {X(α,d) : α ∈ (

∑
di · ∆i) ∩ Zn}. Then, F ∈ K[Sh∆]d is

homogeneous and has multidegree d, which we denote by deg(F ).
We can think K[S∆] as the “dehomogenization” of K[Sh∆].

Definition 7.1.2 (Dehomogenization morphism). The dehomogenization morphism from K[Sh∆] to K[S∆]

is the surjective ring homomorphism χ : K[Sh∆]→ K[S∆] that maps the monomials X(α,d) ∈ K[Sh∆] to
χ(X(α,d)) := Xα ∈ K[S∆].

If b is a set of homogeneous polynomials in K[Sh∆], then we consider χ(b) = {χ(G) : G ∈ b}.

Observation 7.1.3. As 0 is a vertex of ∆, there is a monomial X(0,ei) ∈ K[Sh∆], for every i ∈ [r].
Hence, given a finite set of monomialsXα1 , . . . ,Xαk ∈ K[S∆], we can find a multidegree d ∈ Nr such
thatX(α1,d), . . . ,X(αk,d) ∈ K[S∆]d.

Given a system of polynomials f1, . . . , fm ∈ K[S∆], we can find a multidegree d ∈ Nr and homoge-
neous polynomials F1, . . . , Fm ∈ K[Sh∆]d so that it holds χ(Fi) = fi, for every i ∈ [m].

Moreover, given homogeneous polynomials F1, . . . , Fm ∈ K[Sh∆] and an affine polynomial g ∈
〈χ(F1), . . . , χ(Fm)〉, there is a homogeneous polynomial G ∈ 〈F1, . . . , Fm〉 such that χ(G) = g.

Observation 7.1.4. If we fix a multidegree d ∈ Nr, then the map χ restricted to K[Sh∆]d is injective.
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Observation 7.1.5. The dehomogenization of a homogeneous ideal I ⊂ K[Sh∆], χ(I) := 〈{χ(f) : f ∈
I}〉, is an ideal in K[S∆].

Regularity

We use the Koszul complex (Def. 2.7.5) to define our notion of regularity. In what follows, we reintro-
duce only some notation about this complex and we refer the reader to Sec. 2.7 for more details.

Definition 7.1.6 (Koszul complex). For a sequence of homogeneousF1, . . . , Fk ∈ K[Sh∆] of multidegrees
d1, . . . ,dk and a multidegree d ∈ Nr, we denote by K(F1, . . . , Fk)d the strand of the Koszul complex of
F1, . . . , Fk of multidegree d, that is,

K(F1, . . . , Fk)d : 0→ (Kk)d δk−→ . . .
δ1−→ (K0)d → 0,

where, for 1 ≤ t ≤ k, we have

(Kt)d :=
⊕

I⊂{1,...,k}
#I=t

K[Sh∆](d−
∑
i∈I
di) ⊗ (eI1 ∧ · · · ∧ eIt).

We denote byHt(F1, . . . , Fk)d the t-th Koszul homology ofK(F1, . . . , Fk)d, that isHt(F1, . . . , Fk)d :=
(Ker(δt)/Im(δt+1))d.

The 0-th Koszul homology isH0(F1, . . . , Fk) ∼= (K[Sh∆]/〈F1, . . . , Fk〉).
Definition 7.1.7 (Koszul and sparse regularity). A sequence of homogeneous polynomials F1, . . . , Fk ∈
K[Sh∆] is Koszul regular if for every d ∈ Nr such that d ≥∑k

i=1 di and for every t > 0, the t-th Koszul
homology vanishes at degree d, that is Ht(F1, . . . , Fk)d = 0. We say that the sequence is (sparse)
regular if F1, . . . , Fj is Koszul regular, for every j ≤ k.

The BBK bound (Thm. 2.12.19) is related to Koszul regularity. For example, Kushnirenko used this
notion of regularity in his proof of the BBK bound [Kus76, Thm. 2].

Observation 7.1.8. Note that the Koszul regularity does not depend on the order of the polynomials, as
(sparse) regularity does.

Sparse regularity is related to regular sequences over K[S∆].

Lemma 7.1.9. Consider a (sparse) regular sequence of homogeneous polynomials F1, . . . , Fk ∈ K[Sh∆]
of degrees d1, . . . ,dk, respectively. For each Fi, consider its dehomogenization fi = χ(Fi) ∈ K[S∆].
Then, the sequence (f1, . . . , fk) is a regular sequence in K[S∆].

Proof. We prove this lemma by induction on k ∈ N. If k = 1, then the lemma is trivial as K[S∆] is
a domain (Prop. 2.12.11). If k > 1, then, by definition of (sparse) regular sequence, (F1, . . . , Fk−1)
is sparse regular, and so (f1, . . . , fk−1) is a regular sequence over K[S∆]. We only need to prove
that fk is a regular element in K[S∆]/(f1, . . . , fk−1). Consider gk ∈ K[S∆] such that gk fk = 0
in K[S∆]/(f1, . . . , fk−1). Using Obs. 7.1.3, we can prove that there are homogeneous polynomials
G1, . . . , Gk−1, Gk ∈ K[Sh∆]d, for some d ∈ Nr such that

∑k−1
i=1 GiFi = Gk Fk, χ(Gk) = gk, and

d ≥ ∑k
i=1 di. Hence (G1, . . . , Gk−1,−Gk) belongs to the kernel of the map δ1 from the Koszul com-

plex. As H(F1, . . . , Fk)d = 0, then Gk ∈ 〈F1, . . . , Fk−1〉, and so gk = χ(Gk) ∈ χ(〈F1, . . . , Fk−1〉) =
〈f1, . . . , fk−1〉. Therefore, fk is a regular element in K[S∆]/(f1, . . . , fk−1) and so (f1, . . . , fk) is a
regular sequence on K[S∆].
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7.2 Scant Gröbner basis

Our objective is to extend the ideas in [FSS14] to the context of sparse mixed systems. Our approach is
to change their degree-by-degree strategy to a polynomial-by-polynomial strategy. While the optimality
of the F5 criterion for a degree-by-degree strategy relies on the regularity of the homogenization of the
input system (over K[Sh∆]), the optimality of a polynomial-by-polynomial strategy relies on the regularity
of the input system (over K[S∆]) and so it is more general, see Lem. 7.1.9. To consider this strategy,
we need to work with GRevLex-like orderings. As we show in Ex. 7.2.1, in general, we cannot define
a monomial ordering for K[S∆] that behaves like GRevLex. Thus, we are forced to work with sparse
orders which are not monomial orders. In this section, we introduce scant Gröbner bases. These bases
extend the notion of Gröbner bases to sparse orders. We prove that working with sparse orders is not
as hard as it looks like: (reduced) scant Gröbner bases are always finite and they are related to Gröbner
bases over the standard polynomial algebra. Moreover, we introduce an algorithm to compute them.
We prove that, if f1, . . . , fk ∈ K[S∆] form a regular sequence, our algorithm performs no reductions
to zero. Our regularity assumptions are more general than the ones in [FSS14] and they are compatible
with mixed sparse systems, see Lem. 7.1.9.

7.2.1 Preliminaries

Recall the definitions from Sec. 7.1. In what follows, consider the blocks of variables y := (y0, . . . , ym),
and the standard polynomial algebra K[y] := K[y0, . . . , ym]. For each α ∈ Nm+1, consider the mono-
mial yα :=

∏m
i=0 y

αi
i . Let {a0, a1, . . . , am} be a set of generators of S ⊂ Zn. Let e0 . . . em be the

canonical basis of Zm+1. Consider the homomorphism ρ : Zm+1 → S such that, for each 0 ≤ i ≤ m,
ρ(ei) = ai). By Prop. 2.12.13, the semigroup algebra K[S] (Def. 2.12.7) is isomorphic to the quotient
ring K[y]/T , where T is the lattice ideal

T := 〈yα − yβ|α, β ∈ Nm+1, ρ(α− β) = 0〉. (7.1)

Moreover, the ideal T is prime and K[S] is an integral domain (Prop. 2.12.11). As in [FSS16], in this
section we only consider pointed affine semigroups, see Definitions 2.12.1 and 2.12.2.

Given a polytope M ⊂ Rn, in this section we consider the semigroup algebras K[SM ] and K[ShM ]
corresponding to the semigroup algebras in Def. 7.1.1. Note that we use the letter M to denote the
semigroup instead of ∆. The algebra K[ShM ] is Z-graded and, for each d ∈ Z, K[ShM ] is a K-vector
space generated by the monomials {X(α,d) : α ∈ (d ·M ∩ Zn)}. Given f ∈ K[ShM ]d, we define the
degree of f as deg(f) := d ∈ N. Given an homogeneous ideal I ⊂ K[ShM ], we denote by χ(I) ⊂ K[SM ]
the ideal obtained by dehomogenizing I , see Obs. 7.1.5.

Sparse degree and homogenization

We define the affine degree of Xs ∈ K[SM ], δA(Xs), as the smallest d ∈ N such that X(s,d) ∈
K[ShM ]. We extend this definition to the affine polynomials in K[SM ] as the maximal affine degree of
each monomial. That is, for f :=

∑
s∈SM csX

s ∈ K[SM ], the affine degree of f is

δA(f) := max
s∈SM

(δA(Xs) : cs 6= 0).
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Let K[SM ]≤d be the set of all polynomials in K[SM ] of affine degree at most d. The map χ−1 :
K[SM ] → K[ShM ] defines the homogenization of f :=

∑
s∈SM csX

s ∈ K[SM ], where χ−1(f) :=∑
s∈SM csX

(s,δA(f)) ∈ K[ShM ]. Note that this map is not a homomorphism. For an ideal I ⊂ K[SM ],
χ−1(I) is the homogeneous ideal,

χ−1(I) := 〈{χ−1(f) : f ∈ I}〉.
Finally, given a polynomial f ∈ K[ShM ] we define its sparse degree as δ(f) := δA(χ(f)). Note that,

the degree is always bigger or equal to the sparse degree. Even though we use the name sparse degree, it
does not give a graded structure to the K-algebra K[ShM ].

Orders for Monomials

A monomial order < for K[S] is a well-order compatible with the multiplication on K[S], that is ∀s ∈
S, s 6= 0 =⇒ X0 <Xs and ∀s, r, t ∈ S,Xs <Xr =⇒ Xs+t <Xr+t. These orders exist on K[S]
if and only if S is pointed, see Sec. 4.6.

Given any well-order < for K[SM ], we can extend it to a well-order <h for the monomials in K[ShM ]
as follows:

X(s,d) <X(r,d′) ⇐⇒
{
d < d′

d = d′ ∧Xs <Xr
(7.2)

We refer to the order<h as the grading of<. If< is a monomial order, then<h is a monomial order too.
Given an ideal I ⊂ K[SM ], it is useful to study the vector space I ∩K[SM ]≤d, that is the elements of

I of degree smaller or equal to d. This information allow us, for example, to compute the Hilbert Series
of the affine ideal. It is also important for computational reasons. For example, to maintain the invariants
in the affine signature-based Gröbner basis algorithms, as the F5 algorithm [EF17].

In our setting, to compute a basis of I ∩K[SM ]≤d, we have to work with an order for the monomials
in K[SM ] that takes into account the sparse degree. This order,≺, is such that for anyXs,Xr ∈ K[SM ],
δA(Xs) < δA(Xr) =⇒ Xs ≺ Xr. Unfortunately, for most of the semigroup algebras K[SM ], there
is no monomial order with this property. Therefore, we are forced to work with well-orders that are not
monomial orders.

Example 7.2.1. Consider the set of integer points {[0, 0], [1, 0], [0, 1], [1, 1]} ⊂ N2 and let M be its
convex hull (Def. 2.12.3). That is,

M := ConvexHull({[0, 0], [1, 0], [0, 1], [1, 1]}) ⊂ R2.

Consider a monomial order < for K[SM ]. Without loss of generality, assume X [1,0] < X [0,1]. Then,
X [2,0] < X [1,1] < X [0,2]. But, δA(X [2,0]) = 2 and δA(X [1,1]) = 1. So, no monomial order on K[SM ]
takes into account the sparse degree.

Given a monomial order <M for K[SM ], we define the sparse order ≺ for K[SM ] as follows.

Xs ≺Xr ⇐⇒
{
δA(Xs) < δA(Xr)

δA(Xs) = δA(Xr) ∧Xs <M Xr
(7.3)

Let ≺h be the grading of the sparse order of K[ShM ] (Eq. 7.2). We call this order the graded sparse
order.
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Remark 7.2.2. By definition, these two orders are the same for monomials of the same degree. That is,

∀X(s,d),X(r,d) ∈ K[ShM ], X(s,d) ≺h X(r,d) ⇐⇒ Xs ≺Xr .

Usually, this order is not compatible with the multiplication, see Ex. 7.2.1. But,

Lemma 7.2.3. IfXs ≺Xt and δA(Xr) + δA(Xt) = δA(Xt ·Xr), thenXs ·Xr ≺Xt ·Xr.

Proof. Note that δA satisfies the triangular inequality, δA(Xs+r) ≤ δA(Xs) + δA(Xr). As Xs ≺ Xt,
it holds δA(Xs) ≤ δA(Xt). By assumption, δA(Xt) + δA(Xr) = δA(Xt+r). Then,

δA(Xs+r) ≤ δA(Xs) + δA(Xr) ≤ δA(Xt) + δA(Xr) ≤ δA(Xt+r).

Hence, either δA(Xs+r) < δA(Xt+r) or the sparse degree is the same. In the second case, we conclude
δA(Xs) = δA(Xt), and so, asXs ≺Xt, it holdsXs <M Xt. As<M is a monomial order,Xs+r <M
Xt+r. Hence, in both cases,Xs ·Xr ≺Xt ·Xr.

We extend this property to the homogeneous case.

Corollary 7.2.4. IfX(s,ds) ≺X(t,dt) and δ(X(r,dr)) + δ(X(t,dt)) = δ(X(r,dr) ·X(t,dt)), then

X(s,ds) ·X(r,dr) ≺X(t,dt) ·X(r,dr).

7.2.2 Definition of scant Gröbner basis and properties

We want to define and compute Gröbner-like bases in K[SM ] and K[ShM ] with respect to a (graded)
sparse order. As these orders are not compatible with the multiplication, not all the standard definitions
of Gröbner basis are equivalent. For example, the ideal generated by set of leading monomials of an ideal
in K[SM ] might contain monomials which are not leading monomials of a polynomial in the original
ideal. We say that a set of generators G of an ideal I ⊂ K[SM ] is a scant Gröbner basis with respect to
an order ≺, if for each f ∈ I , there is a g ∈ G such that LM≺(g) divides LM≺(f). Similarly for K[ShM ].

This definition has a drawback: The multivariate polynomial division algorithm might not terminate.
This can happen when LM≺(f) = Xt · LM≺(g) ≺ LM≺(Xt · g). Then, the reduction step “increases”
the leading monomial, so that the algorithm does not necessarily terminate. We can construct exam-
ples where we have a periodic sequence of reductions. To avoid this problem, we redefine the division
relation.

Definition 7.2.5 (Division relation). For any X(s,ds),X(r,dr) ∈ K[ShM ], we say that X(s,ds) divides
X(r,dr), and writeX(s,ds)||X(r,dr), if there is aX(t,dt) ∈ K[ShM ] such that

X(s,ds) ·X(t,dt) = X(r,dr) and δ(X(s,ds)) + δ(X(t,dt)) = δ(X(r,dr)).

Similarly, forXs,Xr ∈ K[SM ], we say thatXs dividesXr, and writeXs||Xr, if χ−1(Xs)||χ−1(Xr).

Remark 7.2.6. If LM≺h(f)||X(s,ds), then there is a X(t,dt) ∈ K[ShM ] such that X(s,ds) = X(t,dt) ·
LM≺h(f) = LM≺h(X(t,dt) · f), by Lem. 7.2.3. Similarly over K[SM ].

We define the scant Gröbner bases as follows.
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Definition 7.2.7 (Scant Gröbner bases). Given a (graded) sparse order ≺, see Eq. (7.3), and an ideal
I ⊂ K[SM ], respectively I ⊂ K[ShM ], a set G ⊂ I is a scant Gröbner basis if it generates I and for any
f ∈ I there is some g ∈ G such that LM≺(g)||LM≺(f).

With this definition, each step in the division algorithm reduces the leading monomial (Rem. 7.2.6),
and so the division algorithm always terminates; see, for example, [CLO15, Thm. 2.3.3 & Prop. 2.6.1].

Lemma 7.2.8. Let f ∈ K[SM ] and G be a list of polynomials in K[SM ]. Using our definition of division
relation (Def. 7.2.5), the multivariate division algorithm (Alg. 1) for the division of f by G, with respect
to the order ≺, terminates. Moreover, if G is a scant Gröbner basis of an ideal I with respect to ≺ and
f ≡ f ′ mod I , then the remainder of the division algorithm for f and f ′ is the same. This remainder is
unique and does not depend on the scant Gröbner basis of I with respect to ≺ that we choose.

Our next goal is to prove that for every ideal and sparse order, there is a finite scant Gröbner basis.
A priori, it is not clear how to extend Dickson’s lemma [CLO15, Thm. 2.4.5] to this setting; our division
relation (Def. 7.2.7) is not compatible with the recursive proof of the lemma. Our strategy is to prove
first that, over K[ShM ], there is always a finite scant Gröbner basis. Then, we extend this result to K[SM ].
We show that this scant Gröbner basis is related to a Gröbner basis over a standard polynomial algebra,
so it is finite.

Finiteness of scant Gröbner Bases

Homogeneous case. Let <M be a monomial order for K[SM ] and ≺ the sparse order related to <M ,
Eq. (7.3). Consider ≺h the graded sparse order related to ≺ over K[ShM ], Eq. (7.2).

Consider the lattice ideal T from Eq. (7.1). This ideal T is homogeneous and the algebra K[ShM ] is
isomorphic to K[y]/T as a graded algebra. Let ψ̃ : K[y]/T → K[ShM ] and φ̃ : K[ShM ]→ K[y]/T be the
isomorphisms related to K[ShM ] ∼= K[y]/T , such that they are inverse of each other and ψ̃(X(0,1)) = y0.
We extend ψ̃ to ψ : K[y] → K[ShM ], where ψ(yα) is the image, under ψ̃, of yα modulo T . The map ψ
is a 0-graded epimorphism.

For yα ∈ K[y], let deg(yα, y0) be the degree of yα with respect to y0 and deg(yα) be the total
degree. Given a (standard) monomial order <̃ for K[y], consider the graded monomial order <y for
K[y] defined as follows,

ya <y y
b ⇐⇒



deg(ya) < deg(yb)

deg(ya) = deg(yb) ∧ deg(ya, y0) > deg(yb, y0)

deg(ya) = deg(yb) ∧ deg(ya, y0) = deg(yb, y0) ∧
ψ(ya) <M ψ(yb)

deg(ya) = deg(yb) ∧ deg(ya, y0) = deg(yb, y0) ∧
ψ(ya) = ψ(yb) ∧ ya <̃yb

(7.4)

This order is a monomial order, because it is a total order, y0 is the unique smallest monomial (it is the
only one of degree 0), and it is compatible with the multiplication (every case is compatible).
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For each f ∈ K[y], we define η as the normal form (the remainder of the division algorithm) of f
with respect to the ideal T and the monomial order <y. With the notation of Prop. 4.2.1, the map η is as
follows,

η(f) := NF<y ,T (f).

Recall that η = η ◦ η and coker(η) ∼= K[y]/T . We notice that for each poset in K[y]/T , η assigns the
same normal form to all the elements that it contains. Therefore, we abuse notation, and we also use η to
denote the map K[y]/T → K[y] that maps each poset to this unique normal form. As T is homogeneous,
η is a 0-graded map. We extend φ̃ to φ : K[ShM ]→ K[y] as φ := η ◦ φ̃. This map is 0-graded and linear,
but not a homomorphism. It holds ψ ◦ φ = Id and φ ◦ ψ = η. Figure 7.1 summarizes these relations.

K[y]/T K[ShM ]K[y]
mod T
η φ̃

ψ̃

ψ

φ

ψ ◦ φ = Idφ ◦ ψ = η

Figure 7.1: Maps between K[y], K[y]/T , and K[ShM ].

Theorem 7.2.9. Let I ⊂ K[ShM ] be a homogeneous ideal and consider the homogeneous ideal Jy :=
〈φ(I) + T 〉 ⊂ K[y]. If the Gröbner base of Jy with respect to <y is Gy, then ψ(Gy) is a scant Gröbner
base of I with respect to ≺h.

To prove the theorem we need the following lemmas.

Remark 7.2.10. The monomial order >y behaves like GRevLex with respect to the variable y0, that is,

for every f ∈ K[y], it holds η(f · y0) = η(f) · y0.

Lemma 7.2.11. For all yα ∈ K[y], it holds deg(η(yα), y0) = deg(yα)− δ(ψ(yα)).

Proof. Let X(s,d) := ψ(yα) and d̄ = δ(X(s,d)). Note that d = deg(yα), because ψ is 0-graded. We
can write ψ(yα) = χ−1(Xs) ·X(0,d−d̄). We recall that φ ◦ ψ = η and apply φ = η ◦ φ̃ to the previous
equality. As φ̃ is a homomorphism and by Rem. 7.2.10, we get the equality

η(yα) = η(φ̃(χ−1(Xs)) · φ̃(X(0,d−d̄))) = η(φ̃(χ−1(Xs)) · yd−d̄0 ) = φ(χ−1(Xs)) · yd−d̄0 .

If deg(φ(χ−1(Xs)), y0) = 0, then deg(η(yα), y0) = 0 + d− d̄ and we proved our lemma.
If deg(φ(χ−1(Xs)), y0) > 0, then there is a monomial yβ such that y0 · yβ = φ(χ−1(Xs)), and so,

ψ(y0 · yβ) = ψ(φ(χ−1(Xs))). As ψ ◦ φ = Id and ψ is a 0-graded epimorphism, thenX(0,1) ·ψ(yβ) =
χ−1(Xs), but this is not possible by definition of homogenization, see Sec. 7.2.1.

Corollary 7.2.12. For allX(s,d) ∈ K[ShM ], it holds δ(X(s,d)) = d− deg(φ(X(s,d)), y0).

As ψ and φ are 0-graded maps, by Lem. 7.2.11 and Cor. 7.2.12, they preserve the order.
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Corollary 7.2.13. For every yα,yβ ∈ K[y] it holds,

η(yα) <y η(yβ) =⇒ ψ(yα)≺hψ(yβ).

Recall that, as η is a normal form, if η(f g) = f g, then η(f) = f and η(g) = g.

Lemma 7.2.14. For every yα ∈ K[y] andX(s,d) ∈ K[ShM ] it holds

yα|φ(X(s,d)) =⇒ ψ(yα)||X(s,d).

Proof. Consider yβ such that yα · yβ = φ(X(s,d)). Then, ψ(yα) · ψ(yβ) = X(s,d). As η is a normal
form, η(φ(X(s,d))) = φ(X(s,d)) and then, φ(ψ(yα)) = η(yα) = yα and φ(ψ(yβ)) = η(yβ) = yβ .
Hence, by Cor. 7.2.12 and Lem. 7.2.11, we conclude the proof by noting that,

δ(X(r,d)) = δ(ψ(yα · yβ)) = deg(yα · yβ)− deg(η(yα · yβ), y0)

= deg(yα)− deg(η(yα), y0) + deg(yβ)− deg(η(yβ), y0)

=δ(ψ(yα)) + δ(ψ(yβ)).

Corollary 7.2.15. For all f ∈ K[ShM ], for all g ∈ K[y], it holds

LM<y(η(g))|LM<y(φ(f)) =⇒ LM≺h(ψ(g))||LM≺h(f).

Proof. By Cor. 7.2.13, ψ(LM<y
(η(g))) = LM≺h

(ψ(g)) and ψ(LM<y
(φ(f))) = LM<y(ψ(φ(f))) = LM≺h(f).

The proof follows from Lem. 7.2.14.

Proof of Thm. 7.2.9. Consider f ∈ I , then φ(f) ∈ Jy. Hence, there are g1, . . . , gk ∈ Gy and p1, . . . , pk ∈
K[y] such that φ(f) =

∑k
i=1 pi · gi. As ψ ◦ φ = Id and ψ is an epimorphism such that ψ(T ) = 0, then

ψ(φ(f)) = f =
∑k

i=1 ψ(pi) · ψ(gi) and ψ(gi), . . . , ψ(gk) ∈ I . Hence, ψ(Gy) generates I .
The set Gy is a Gröbner basis, then there is a g ∈ Gy such that LM<y(g)|LM<y(φ(f)). As φ(f) =

η(φ(f)), it holds η(LM<y(φ(f))) = LM<y(φ(f)) and η(LM<y(g)) = LM<y(g). As η is a normal form
with respect to <y, η(LM<y(g)) = LM<y(η(g)). By Cor. 7.2.15, LM≺h(ψ(g))||LM≺h(f). Hence, ψ(Gy)
is a scant Gröbner basis for I with respect to ≺h.

Corollary 7.2.16. Given an ideal I ⊂ K[ShM ] and a graded sparse order ≺h, its scant Gröbner basis
with respect to this order is finite.

Proof. In Thm. 7.2.9 we construct a scant Gröbner basis of I with respect to ≺h from a (standard)
Gröbner basis of an ideal of K[y], finite as K[y] is Noetherian.

Remark 7.2.17. As in the standard case, see Prop. 4.1.10, we can define the reduced scant Gröbner basis
and adapt [CLO15, Prop. 2.7.6] to prove their finiteness and uniqueness.

Non-homogeneous case. Let ≺ be a sparse order for K[SM ].
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Lemma 7.2.18. Let Ih ⊂ K[ShM ] be a homogeneous ideal. Let≺h be the graded sparse order for K[ShM ]
related to ≺ and consider Gh the scant Gröbner basis of Ih with respect to ≺h. Then, χ(Gh) is a scant
Gröbner Basis for χ(Ih) with respect to ≺.

Proof. The set χ(Gh) generates χ(Ih). Note that for homogeneous polynomials, LM≺h commutes
with the dehomogenization, that is for any homogeneous polynomial gh ∈ K[ShM ], LM≺(χ(gh)) =
χ(LM≺h(gh)). Consider f ∈ χ(Ih), then there is an fh ∈ Ih such that fh = χ(f). In addition, there is
gh ∈ Gh such that LM≺h(gh)||LM≺h(fh). Let X(s,d) ∈ K[ShM ] such that LM≺h(gh) ·X(s,d) = LM≺h(fh)
and δ(LM≺h(gh)) + δ(X(s,d)) = δ(LM≺h(fh)). The sparse degree δ is independent of the homogeneous
degree, so δ(χ(LM≺h(gh))) + δ(Xs) = δ(χ(LM≺h(fh))). Hence, δ(LM≺(χ(gh))) + δ(Xs) = δ(LM≺(f))
and LM≺(χ(gh)) ·Xs = LM≺(f), so LM≺(χ(gh))||LM≺(f) and χ(Gh) is a scant Gröbner basis of χ(Ih)
with respect to ≺.

Corollary 7.2.19. There is a finite scant Gröbner basis for any I ⊂ K[SM ] with respect to ≺.

Proof. Note that, for the homogenization of I , χ−1(I), it holds χ(χ−1(I)) = I . By Cor. 7.2.16, we can
consider a finite scant Gröbner basis Gh of χ−1(I) with respect to ≺h. By Lem. 7.2.18, the set χ(Gh) is
a finite scant Gröbner basis of I with respect to ≺.

7.2.3 Algorithms

Homogeneous case. To compute a scant Gröbner basis of a homogeneous ideal I := 〈f1, . . . , fk〉 with
respect to ≺h, we introduce the d-scant Gröbner bases, see Def. 4.4.1. A d-scant Gröbner basis of I is
a finite set of polynomials G ⊂ I such that for each homogeneous f ∈ I with deg(f) ≤ d, it holds
f ∈ 〈G〉 and there is a g ∈ G such that LM≺h(g)||LM≺h(f). For big enough d, for example equal to
the maximal degree of a homogeneous polynomial in a reduced scant Gröbner basis, a d-scant Gröbner
basis is a scant Gröbner basis. The witness degree of I is the minimal d such that a d-scant Gröbner basis
is a scant Gröbner basis. We compute d-scant Gröbner bases using linear algebra. We follow a similar
approach as Lazard’s algorithm, see Sec. 4.4.

Definition 7.2.20. Let ≺h be a monomial ordering and consider d ∈ N. A Macaulay matrixM≺h,d is a
matrix whose columns are indexed by monomials in K[ShM ]d and whose rows are indexed by polynomials
in K[ShM ]d. The columns ofM≺h,d are sorted in decreasing order with respect to ≺h. The element in
M≺h,d corresponding to the column indexed by X(s,d) and the row indexed by f ∈ K[ShM ]d is the
coefficient of the monomialX(s,d) in f . We define Rows(M≺h,d) as the set of non-zero polynomials that
index the rows ofM≺h,d.

Following the same idea as in Lazard’s algorithm, see Sec. 4.4, we can compute a d-scant Gröbner
basis by computing the reduced row echelon form of several Macaulay matrices. The proof of the
following lemma follows from [Laz83].

Lemma 7.2.21. Given homogeneous polynomials f1, . . . , fk ∈ K[ShM ], consider the homogeneous ideal
I := 〈f1, . . . , fk〉 ⊂ K[ShM ]. LetMLazard

≺h,d be the Macaulay matrix whose columns are all the monomials in

K[ShM ]d sorted in decreasing order by ≺h, and the rows are all the products of the form X(s,d−deg(fi)) ·
fi ∈ K[ShM ]d, for each 1 ≤ i ≤ k. Let M̃Lazard

≺h,d be the reduced row echelon form of MLazard
≺h,d. Then,
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the polynomials whose leading monomial can not be divided by the leading monomial of a polynomial
obtained in smaller degree, that is

d⋃
i=1

f ∈ Rows(M̃Lazard
≺h,i) :

@ g ∈
i−1⋃
j=1

Rows(M̃Lazard
≺h,j)

 LM≺h(g)||LM≺h(f)

 ,

form a d-scant Gröbner basis of I .

When we compute the reduced row echelon form ofMLazard
≺h,d, many rows of the matrix reduce to zero

during the Gaussian elimination procedure, and so, we perform redundant computations. We can adapt
the F5 criterion (Prop. 4.4.6) to identify these rows and avoid the reductions. We follow a polynomial-
by-polynomial strategy: For each i, we first compute a scant Gröbner basis of 〈f1, . . . , fi−1〉 and then we
extend this basis to a scant Gröbner basis of 〈f1, . . . , fi〉.

In what follows, let G be a scant Gröbner basis of a homogeneous ideal I ⊂ K[ShM ] with respect
to a order ≺h and consider a homogeneous polynomial f ∈ K[ShM ]df of degree df . Our objective is to
compute a scant Gröbner basis of the ideal I+ 〈f〉. We compute this scant Gröbner basis using a d-scant
Gröbner basis.

For a fixed d ∈ N, consider a setRd ⊂ I ∩K[ShM ]d such that:

• For each homogeneous f ∈ I ∩K[ShM ]d, there is p ∈ Rd such that LM≺h(f) = LM≺h(p).

• For each p ∈ Rd, there is g ∈ G such that LM≺h(g)||LM≺h(p) and p =
LM≺h (g)

LM≺h (p) g.

• All the polynomials inRd have different leading monomials.

Moreover, consider the set of monomials bd ⊂ K[ShM ]d−df such that

bd := {X(s,d−df ) ∈ K[ShM ]d−df : @ g ∈ G s.t. LM≺h(g)||X(s,d−df )}.

The proof of the following lemma follows from [BFS15, Prop. 8].

Lemma 7.2.22 (Scant-F5 criterion). With the notation of the previous paragraphs, consider the
Macaulay matrixMF5

≺h,d with columns indexed by the monomials in K[ShM ]d in decreasing order with
respect to ≺h and rows indexed by the polynomials

Rd ∪ {X(s,d−df ) · f : X(s,d−df ) ∈ bd}.

Let M̃F5
≺h,d be the reduced row echelon form ofMF5

≺h,d. Then, Rows(M̃F5
≺h,d) = Rows(M̃Lazard

≺h,d), where

M̃Lazard
≺h,d is the Macaulay matrix of Lem. 7.2.21 for the set G ∪ {f} (which generates the I + 〈f〉).
Moreover, if f is not a zero divisor in K[ShM ]/I , thenMF5

≺h,d is full-rank and we can compute M̃F5
≺h,d

without performing reductions to zero.

Given the witness degree of I + 〈f〉, Lem. 7.2.22 supports an algorithm to compute a scant Gröbner
basis of I+〈f〉 (Alg. 7). If f is not a zero divisor in K[ShM ]/I , then the algorithm performs no reductions
to zero.
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Algorithm 7 scantMatrixF5: Scant Matrix-F5 with respect to ≺
Input: A sparse order≺h, a scant Gröbner basisG of the homogeneous ideal I with respect

to ≺h, a homogeneous polynomial f ∈ K[ShM ]df of degree df , and the witness
degree dwit of I + 〈f〉.

Output: The set H is a scant Gröbner basis of I + 〈f〉 with respect to ≺h.
H ← ∅
for d = 1 to dwit do
M≺h,d ←Macaulay matrix with columns indexed by the monomials in K[ShM ]d in

decreasing order by ≺h.
forX(s,d) ∈ K[ShM ]d do

if ∃g ∈ G such that LM≺h(g)||X(s,d) then
Add toM≺h,d the polynomial X(s,d)

LM≺h (g) · g.
end if

end for
forX(s,d−df ) ∈ K[ShM ]d−df do

if @g ∈ G such that LM≺h(g)||X(s,d−df ) then
Add toM≺h,d the polynomialX(s,d−df ) · f .

end if
end for
M̃≺h,d ← Reduced row echelon form ofM≺h,d.
H ← H ∪ {h ∈ Rows(M̃≺h,d) such that (@ g ∈ H) : LM≺h(g)||LM≺h(h)}.

end for
return H .
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Non-homogeneous case. Given an ideal I := 〈f1 . . . fr〉 ⊂ K[SM ], we homogenize the polynomials
and use Lem. 7.2.21 to compute a scant Gröbner basis with respect to ≺h. By Lem. 7.2.18, if we
dehomogenize the computed basis, we obtain a scant Gröbner basis with respect to ≺ of I . Instead
of homogenizing all polynomials fi simultaneously, we consider an iterative approach, which, under
regularity assumptions, involves only full-rank matrices, and hence avoids all reductions to zero. The
following lemma allows us to compute a scant Gröbner basis in the homogeneous case, from the non-
homogeneous one. This lemma is similar to Prop. 4.3.13.

Lemma 7.2.23. If G is a scant Gröbner basis of the ideal I ⊂ K[SM ] with respect to ≺, then Gh :=
χ−1(G) is a scant Gröbner basis of 〈χ−1(I)〉 ⊂ K[ShM ] with respect to ≺h.

Proof. First note that the homogenization commutes with the leading monomial, that is ∀g ∈ K[SM ],
LM≺h(χ−1(g)) = χ−1(LM≺(g)). Let fh ∈ 〈χ−1(I)〉. Similarly to Prop. 4.3.2, we can write fh as
X(0,deg(fh)−δ(fh)) · χ−1(χ(fh)). Consider g ∈ G such that LM≺(g)||LM≺(χ(fh)). By definition 7.2.5,
χ−1(LM≺(g))||χ−1(LM≺(χ(fh))), and by commutativity, it holds that LM≺h(χ−1(g))||LM≺h(χ−1(χ(fh)).
The sparse degree and the leading monomials with respect to ≺h are invariants under the multiplication
by X(0,1). Hence, LM≺h(χ−1(g))||LM≺h(fh). To conclude, we have to prove that Gh is a basis of
〈χ−1(I)〉. As for each fh ∈ χ−1(I) there is a g ∈ G such that LM≺h(χ−1(g))||LM≺h(fh). Thus, the
remainder of the division algorithm (Lem. 7.2.8) is zero, and so we obtain a representation of fh as a
polynomial combination of the elements of χ−1(G).

Corollary 7.2.24. Let I ⊂ K[SM ] be an (non-homogeneous) ideal and consider the (non-homogeneous)
polynomial f ∈ K[SM ]. Let G be a (non-homogeneous) scant Gröbner basis of I with respect to ≺ and
Hh be a (homogeneous) scant Gröbner basis of 〈χ−1(G) + χ−1(f)〉 with respect to ≺h. Then, χ(Hh)
is a (non-homogeneous) scant Gröbner basis of 〈I + f〉 with respect to ≺.

Corollary 7.2.24 supports an iterative algorithm to compute a scant Gröbner basis of 〈f1, . . . , fr〉 ⊂
K[SM ] (Alg. 8):

• For each i ≤ r, let Ii := 〈f1, . . . , fi〉 and considerGi a finite scant Gröbner basis of Ii with respect
to ≺.

• Let Ghi be a (homogeneous) scant Gröbner basis of 〈χ−1(Gi−1)〉+ 〈χ−1(fi)〉 with respect to ≺h.

• By Lem. 7.2.23,the set χ−1(Gi−1) is a (homogeneous) scant Gröbner basis of χ−1(Ii−1).

• Hence, given the witness degree of χ−1(Ii−1) + 〈χ−1(fi)〉 and the (homogeneous) scant Gröbner
basis χ−1(Gi−1), Alg. 7 computes the (homogeneous) scant Gröbner basis Ghi .

• By Cor. 7.2.24, we recover the scant Gröbner basis Gi from χ(Ghi ).

By the Scant-F5 criterion (Lem. 7.2.22), if for each i, the polynomial χ−1(fi) is not a zero divisor
in K[ShM ]/χ−1(〈Ii−1〉), then Alg. 8 performs no reductions to zero. We conclude this section by proving
that, if f1, . . . , fk ∈ K[SM ] forms a regular sequence over K[SM ], then the latter holds.

Lemma 7.2.25. If f1, . . . , fr ∈ K[SM ] is a regular sequence, then for each i ≤ k, χ−1(fi) is not a zero
divisor of K[ShM ]/χ−1(〈Ii−1〉).
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Proof. If χ−1(fi) is a zero divisor of K[ShM ]/χ−1(Ii−1), then there is a g ∈ K[ShM ] such that g 6∈
χ−1(〈f1, . . . , fi−1〉) and g · χ−1(fi) ∈ χ−1(〈f1, . . . , fi−1〉). By definition of the dehomogenization of
an ideal, χ(g) 6∈ 〈f1, . . . , fi−1〉 but, as χ is a homomorphism, χ(g) · fi ∈ 〈f1, . . . , fi−1〉. So, f1, . . . , fi
is not a regular sequence.

Remark 7.2.26. The (sparse) regular sequences (Def. 7.1.7) satisfy the assumptions of Lem. 7.2.25, see
Lem. 7.1.9.

Algorithm 8 M2: Mixed scant Matrix-F5 with respect to ≺
Input: A list of affine polynomial f1, . . . , fr ∈ K[SM ], a sparse order ≺ and a

list of numbers dwit1 , . . . , dwitr ∈ N such that dwiti is the witness degree of
χ−1(〈f1, . . . , fi−1〉) + 〈χ−1(fi)〉 with respect to ≺h.

Output: The set Gr is a scant Gröbner basis of 〈f1, . . . , fr〉 with respect to ≺.
G0 ← ∅.
for i = 1 to r do
Ghi ← scantMatrixF5(χ−1(Gi−1), χ−1(fi),≺h, dwiti ).
Gi ← χ

(
Ghi
)
.

end for
return Gr



172 CHAPTER 7. GRÖBNER BASIS AND SPARSE POLYNOMIAL SYSTEMS

7.3 Gröbner basis over semigroup algebras

We follow [Stu93, FSS14] and consider Gröbner bases over semigroup algebras. We construct a semi-
group algebra related to the Newton polytopes of the input polynomials and compute Gröbner bases for
the ideal generated by the original polynomials in this semigroup algebra.

We embed the systems in semigroup algebras because in this place they “behave” in a predictable
way that we can exploit algorithmically. Semigroup algebras are related to toric varieties. An affine toric
variety is the spectrum of a semigroup algebra [CLS11, Thm. 1.1.17]. Hence, the variety defined by
the polynomials over the semigroup is a subvariety of a toric variety. This variety is different from the
one defined by the polynomials over the original polynomial algebra, but they are related and in many
applications the difference is irrelevant, e.g., [EM99a]. We refer to [CLS11] for an introduction to toric
varieties and to [Stu96] for their relation with Gröbner basis.

We extend [FSS14] to sparse mixed systems. We relax their regularity assumptions and we introduce
an F5-like criterion (Prop. 4.4.6) that, under (sparse) regularity assumptions, see Def. 7.1.7, predicts all
the rows reducing to zero during Gröbner bases computation.

7.3.1 Definitions

In this section, we follow the notation and definitions from Sec. 7.1. We emphasize that K[Sh∆] is a
Zr-graded algebra, in contrast to the algebra K[ShM ] from Sec. 7.2, which is Z-graded.

Gröbner bases

The definitions of monomial ordering (Def. 4.6.1) and Gröbner basis over semigroup algebras (Def. 4.6.4)
appear in Sec. 4.6. We introduce a particular family of monomial orders for K[Sh∆] that we can relate to
monomial orders in K[S∆] and K[Nr].

Definition 7.3.1 (Multigraded monomial order). We say that a monomial order < for K[Sh∆] is multi-
graded, if there are monomial orders <∆ for K[S∆] and <h for K[Nr] such that, for every
X(α1,d1),X(α2,d2) ∈ K[Sh∆], it holds

X(α1,d1) <X(α2,d2) ⇐⇒
{
Xd1 <h X

d2 or
d1 = d2 and Xα1 <∆ X

α2
. (7.5)

Remark 7.3.2. In what follows, given a multigraded monomial order< for K[Sh∆], we also use the same
symbol, that is <, for the associated monomial order of K[S∆].

Multigraded monomial orders are “compatible” with the dehomogenization morphism (Def. 7.1.2).

Lemma 7.3.3. Consider a polynomial f ∈ K[S∆]. Let < be a multigraded monomial order. For any
multidegree d and any homogeneous F ∈ K[Sh∆]d such that χ(F ) = f , it holds LM<(f) = χ(LM<(F )).
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Solutions at infinity

As we discussed in Sec. 2.12, semigroup algebras are related to toric varieties. A toric variety is an
irreducible varietyX that contains (C∗)n, see Eq. (2.7), as an open subset such that the action of (C∗)n on
itself extends to an algebraic action of (C∗)n on X [CLS11, Def. 3.1.1]. Semigroup algebras correspond
to the coordinate rings of the affine pieces of X .

Given an integer polytope ∆, we can define a projective complete normal irreducible toric variety X
associated to it [CLS11, Sec. 2.3]. Likewise, given a polynomial system (f1, . . . , fm), we can define a
projective toric variety X associated to the Minkowski sum of their Newton polytopes. We can homog-
enize these polynomials in a way that they belong to the total coordinate ring of X [CLS11, Sec. 5.4].
This homogenization is related to the facets of the polytopes.

To be more precise, given an integer polytope ∆ ⊂ Rn, we say that an integer polytope ∆1 is a N-
Minkowski summand of ∆ if there is a k ∈ N and another integer polytope ∆2 such that ∆1 + ∆2 = k·∆
[CLS11, Def. 6.2.11]. Every N-Minkowski summand ∆1 of ∆ defines a torus-invariant basepoint free
Cartier divisor D of the projective toric variety X associated to ∆ [CLS11, Cor. 6.2.15]. This divisor
defines an invertible sheafOX(D) whose global sections form the vector space of polynomials in K[Zn]
whose Newton polytopes are contained in ∆1 [Mas16, Lem. 1]. Therefore, to homogenize f1, . . . , fr
over X we need to choose polytopes ∆1, . . . ,∆r such that all of them are N-Minkowski summands of
∆ associated to X and NP(fi) ⊂ ∆i. Hence, for any homogeneous polynomial F ∈ K[Sh∆](d1,...,dr),
we can homogenize χ(F ) (in the total coordinate ring of X) with respect to the N-Minkowski summand∑

i di∆i of ∆.
We alert the reader that homogeneity in K[Sh∆]d is different from homogeneity in the total coordinate

ring of X , see [CLS11, Sec. 5.4]. Nevertheless, there two notions are related through the degree d.

Definition 7.3.4 (Solutions at infinity). Let (f1, . . . , fm) be a system of polynomials. Let X be the
projective toric variety associated to a polytope ∆ such that the Newton polytope of fi is a N-Minkowski
summand of ∆, for all i. We say that the system has no solutions at infinity with respect to X if the
homogenized system with respect to their Newton polytopes has no solutions over X \ (C∗)n.

Proposition 7.3.5. Consider a square system (f1, . . . , fn) having a finite number of solutions over
(C∗)n. Let X be the projective toric variety associated to the corresponding Newton polytopes. Then,
the number of solutions of the homogenized system over X , counting multiplicities, is exactly the BKK
bound (Thm. 2.12.19). When the original system has no solutions at infinity, then the BKK is tight over
(C∗)n ⊂ X .

For a proof of the previous proposition see, for example, [Mas16, Thm. 3] or [Sop13, Thm. 2.6].

7.3.2 Algorithm

To compute Gröbner basis over K[S∆] we work over K[Sh∆]. We follow the Lazard’s approach, see
Alg. 3, adapted to the semigroup case; we “linearize” the problem by reducing the Gröbner basis com-
putation to a linear algebra problem.

Lemma 7.3.6. Consider homogeneous polynomials F1, . . . , Fm ∈ K[Sh∆] and a multigraded mono-
mial order < for K[S∆] (Def. 7.3.1). There is a multidegree d and homogeneous {G1, . . . , Gt} ⊂
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〈F1, . . . , Fm〉 ∩ K[Sh∆]d such that {χ(G1), . . . , χ(Gt)} is a Gröbner basis of the ideal
〈χ(F1), . . . , χ(Fm)〉 with respect to the associated monomial order < (Rem. 7.3.2).

Proof. Let g1, . . . , gt ∈ K[S∆] be a Gröbner basis for the ideal 〈χ(F1), . . . , χ(Fm)〉 with respect to <.
By Obs. 7.1.3, there are polynomials Ḡ1, . . . , Ḡt ∈ 〈F1, . . . , Fm〉 such that χ(Ḡi) = gi, for i ∈ [t].
Consider d ∈ Nr such that d ≥ deg(Ḡi), for i ∈ [t]. It suffices to consider Gi = X(0,d− deg(Ḡi)) Ḡi ∈
K[Sh∆]d, for i ∈ [t].

When we know a multidegree d that satisfies Lem. 7.3.6, we can compute the Gröbner basis over
K[S∆] using linear algebra. For this task we need to introduce the Macaulay matrix, see Def. 4.4.3.

Definition 7.3.7 (Macaulay matrix). A Macaulay matrixM of degree d ∈ Nr with respect to a monomial
order < is a matrix whose columns are indexed by all monomials X(α,d) ∈ K[Sh∆]d and the rows by
polynomials in K[Sh∆]d. The indices of the columns are sorted in decreasing order with respect to<. The
element ofM whose row corresponds to a polynomial F and whose column corresponds to a monomial
X(α,d) is the coefficient of the monomialX(α,d) of F . Let Rows(M) be the set of non-zero polynomials
that index the rows ofM and LM<(Rows(M)) be the set of leading monomials of these polynomials.

Remark 7.3.8. As the columns of the Macaulay matrices are sorted in decreasing order with respect to
a monomial order, the leading monomial of a polynomial associated to a row corresponds to the index
of the column of the first non-zero element in this row.

Definition 7.3.9. Given a Macaulay matrixM, let M̃ be a new Macaulay matrix corresponding to the
reduced row echelon form ofM. We can compute M̃ by applying Gaussian elimination toM.

Remark 7.3.10. When we perform row operations (excluding multiplication by 0) to a Macaulay matrix,
we do not change the ideal spanned by the polynomials corresponding to its rows.

We use Macaulay matrices to compute a triangular basis for the vector space 〈F1, . . . , Fk〉d :=
〈F1, . . . , Fk〉 ∩K[Sh∆]d by Gaussian elimination.

Lemma 7.3.11. Consider homogeneous polynomials F1, . . . , Fk ∈ K[Sh∆] of multidegrees d1, . . . ,dk ∈
Nr, respectively, and a multigraded monomial order <. Let Mk

d be the Macaulay matrix of degree d
whose columns are sorted with respect to < and its rows correspond to the polynomials that we obtain
by considering the product of every monomial of multidegree d− di and every polynomial Fi; that is

Rows(Mk
d) =

{
X(α,d−di)Fi : i ∈ [k],X(α,d−di)∈K[Sh∆]d−di

}
. (7.6)

Let M̃k
d be the reduced row echelon form of the Macaulay matrixMk

d (Def. 7.3.9).
Then, the set LM<(Rows(M̃k

d)), see Def. 7.3.9, is the set of all the leading monomials of the ideal
〈F1, . . . , Fk〉 at degree d.

Proof. We prove that LM<(Rows(M̃k
d)) = LM<(〈F1, . . . , Fk〉d). First, we show that LM<(Rows(M̃k

d)) ⊇
LM<(〈F1, . . . , Fk〉d). Let G be a polynomial in the vector space of polynomials of degree d in
〈F1, . . . , Fk〉. This vector space, 〈F1, . . . , Fk〉d, is isomorphic to the row space ofMk

d, which, in turn,
is the same as the row space of M̃k

d, by Rem. 7.3.10. Hence, there is a vector v in the row space of M̃k
d
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Algorithm 9 ComputeGB

Input: A list of affine polynomials f1, . . . , fk ∈ K[S∆] and a monomial order <.
Output: A Gröbner basis for 〈f1, . . . , fk〉 with respect to <.

1: for all fi do
2: Choose Fi ∈ K[Sh∆]di of multidegree di such that χ(Fi) = fi.
3: end for
4: Pick a big enough d ∈ Nr that satisfies Lem. 7.3.6.
5: Mk

d ←Macaulay matrix of degree dwith respect to a multigraded order associated to< (Def. 7.3.1)
6: for all Fi do
7: for allX(α,d−di)∈K[Sh∆]d−di do
8: Add the polynomialX(α,d−di)Fi as row toMk

d.
9: end for

10: end for
11: M̃k

d ← GaussianElimination(Mk
d).

12: return χ(Rows(M̃k
d)).

that corresponds to G. Let s be the index of the first non-zero element of v. As M̃k
d is in row echelon

form and v belongs to its row space, there is a row of M̃k
d such that its first non-zero element is also at

the s-th position. Let F be the polynomial that corresponds to this row. Finally, the leading monomials
of the polynomials F and G are the same, that is LM<(G) = LM<(F ), by Rem. 7.3.8.

The other direction is straightforward.

Theorem 7.3.12. Consider the ideal generated by homogeneous polynomials F1, . . . , Fk ∈ K[Sh∆] of
multidegrees d1, . . . ,dk ∈ Nr, respectively. Consider a multigraded monomial order < and a multide-
gree d ∈ Nr that satisfy Lem. 7.3.6. LetMk

d and M̃k
d be the Macaulay matrices of Lem. 7.3.11.

Then, the set χ(Rows(M̃k
d)), see Def. 7.1.2, contains a Gröbner basis of the ideal

〈χ(F1), . . . , χ(Fk)〉 ⊂ K[S∆] with respect to <.

Proof. Let R := Rows(M̃k
d) be the set of polynomials indexing the rows of M̃k

d. By Lem. 7.3.11,
for every G ∈ 〈F1, . . . , Fk〉d there is a F ∈ R such that LM<(G) = LM<(F ). As < is a multi-
graded order, it holds LM<(χ(G)) = LM<(χ(F )) (Lem. 7.3.3). As d satisfies Lem. 7.3.6, for every h ∈
〈χ(F1), . . . , χ(Fk)〉 there isG ∈ 〈F1, . . . , Fk〉d such that LM<(χ(G)) divides LM<(h). Hence, there is an
F ∈ R such that LM<(χ(F )) divides LM<(h). Therefore, R is a Gröbner basis for 〈χ(F1), . . . , χ(Fk)〉.

Theorem 7.3.12 leads to an algorithm (Alg. 9) for computing Gröbner bases through a Macaulay
matrix and Gaussian elimination.

7.3.3 Exploiting the structure of Macaulay matrices (Koszul-F5 criterion)

If we consider all the polynomials of the set in Eq. (7.6), then many of them are linearly dependent.
Hence, when we construct the Macaulay matrix of Thm. 7.3.12 and perform Gaussian elimination, many
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of the rows reduce to zero; this forces Alg. 9 to perform unnecessary computations. We will extend to
F5 criterion (Prop. 4.4.6) to our setting to avoid these redundant computations.

Theorem 7.3.13 (Koszul-F5 criterion). Consider homogeneous polynomials F1, . . . , Fk ∈ K[Sh∆] of
multidegrees d1, . . . ,dk and a multidegree d ∈ Nr such that d ≥ dk, that is coordinate-wise greater than
or equal to dk. LetMk−1

d andMk−1
d−dk be the Macaulay matrices of degrees d and d− dk, respectively,

of the polynomials F1, . . . , Fk−1 as in Thm. 7.3.12, and let M̃k−1
d and M̃k−1

d−dk be their reduced row
echelon forms.

For everyX(α,d−dk) ∈ LM<(Rows(M̃k−1
d−dk)), the polynomialX(α,d−dk)Fk is a linear combination

of the polynomials

Rows(M̃k−1
d ) ∪

{
X(β,d−dk) Fk :

X(β,d−dk) ∈ K[Sh∆]d−dk and
X(β,d−dk) <X(α,d−dk)

}
.

Proof. If X(α,d−dk) ∈ LM<(Rows(M̃k−1
d−dk)), then there is G ∈ K[Sh∆]d−dk such that X(α,d−dk) +

G ∈ 〈F1, . . . , Fk−1〉d−dk and X(α,d−dk) > LM<(G). So, there are homogeneous H1, . . . ,Hk−1 ∈
K[Sh∆] such that X(α,d−dk) + G =

∑
iHiFi. The proof follows by noticing that X(α,d−dk)Fk =∑k−1

i=1 (FkHi)Fi −GFk.

In the following, Mk
d is not the Macaulay matrix of Lem. 7.3.11. It contains less rows because of

the Koszul-F5 criterion. However, both matrices have the same row space, so we use the same name.

Corollary 7.3.14. Using the notation of Thm. 7.3.13, let Mk
d be a Macaulay matrix of degree d with

respect to the order < whose rows are

Rows(M̃k−1
d ) ∪

{
X(β,d−dk) Fk :

X(β,d−dk) ∈ K[Sh∆]d−dk
and

X(β,d−dk) 6∈ LM<(Rows(M̃k−1
d−dk

))

}

The row space ofMk
d and the Macaulay matrix of Lem. 7.3.11 are equal.

The correctness of Alg. 10 follows from Thm. 7.3.13.

Lemma 7.3.15. IfH1(F1, . . . , Fk)d = 0 and there is a syzygy
∑

iGiFi = 0 such that Gi ∈ K[Sh∆]d−di ,
then Gk ∈ 〈F1, . . . , Fk−1〉d−dk .

Proof. We consider the Koszul complex K(F1, . . . , Fk) (Def. 7.1.6). As
∑

iGiFi = δ1(G1, . . . , Gk),
the vector of polynomials (G1, . . . , Gk) belongs to the Kernel of δ1. As H1(F1, . . . , Fk)d vanishes, the
kernel of δ1 is generated by the image of δ2. The latter map is

(H1,2, . . . ,Hk−1,k) 7→
∑

1≤i<j≤k
Hi,j(Fjei − Fiej),

where ei and ej are canonical bases of Rk. Hence, there are homogeneous polynomials
(H1,2, . . . ,Hk−1,k) such that

(G1, . . . , Gk) =
∑

1≤i<j≤k
Hi,j(Fjei − Fiej).

Thus, Gk =
∑k−1

i=1 Hi,kFi and so Gk ∈ 〈F1, . . . , Fk−1〉d−dk .
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Algorithm 10 ReduceMacaulay

Input: A list of homogeneous polynomials F1, . . . , Fk ∈ K[Sh∆] of multidegree d1, . . . ,dk, a
multidegree d, and a multigraded monomial order <.

Output: The Macaulay matrix of 〈F1, . . . , Fk〉d ∈ K[Sh∆] with respect to < in row echelon form.
1: Mk

d ←Macaulay matrix of degree d with respect to <.
2: if k > 1 then
3: M̃k−1

d ← ReduceMacaulay({F1, . . . , Fk−1},d, <).
4: M̃k−1

d−dk ← ReduceMacaulay({F1, . . . , Fk−1},d− dk, <).

5: for F ∈ Rows(M̃k−1
d ) do

6: Add the polynomial F as a row toMk
d.

7: end for
8: end if
9: forX(α,d−dk) ∈ K[Sh∆]d−dk \ LM<(Rows(M̃k−1

d−dk)) do
10: Add the polynomialX(α,d−dk)Fk as a row toMk

d.
11: end for
12: M̃k

d ← GaussianElimination(Mk
d).

13: return M̃k
d.

The next lemma shows that, under (sparse) regularity assumptions (Def. 7.1.7), we avoid all redun-
dant computations, that is all the rows reducing to zero during Gaussian elimination.

Lemma 7.3.16. If H1(F1, . . . , Fk)d = 0, then all the rows of the matrix Mk
d in Alg. 10 are linearly

independent.

Proof. By construction, the rows ofMk
d corresponding to M̃k−1

d are linearly independent because the
matrix is in row echelon form. Hence, if there are rows that are not linearly independent, then at least one
of them corresponds to a polynomial of the formX(α,d−dk)Fk. The right action of the Macaulay matrix
Mk

d represents a map equivalent to the map δ1 from the strand of Koszul complex K(F1, . . . , Fk)d.
Hence, if some of the rows of the matrix are linearly dependent, then there is an element in the kernel of
δ1. That is, there are Gi ∈ K[Sh∆]d−di such that

• ∑k−1
i=1 GiFi belongs to the linear span of Rows(M̃k−1

d ),

• the monomials of Gk do not belong to LM<(Rows(M̃k−1
d−dk)), and

• ∑k
i=1GiFi = 0.

By Lem. 7.3.15, Gk ∈ 〈F1, . . . , Fk−1〉d−dk . By Lem. 7.3.11 and Cor. 7.3.14, the leading mono-
mials of Rows(M̃k−1

d−dk) and the ideal 〈F1, . . . , Fk−1〉 at degree d − dk are the same. Hence, we
reach a contradiction because we have assumed that the leading monomial of Gk does not belong to
LM<(Rows(M̃k−1

d−dk)).

Corollary 7.3.17. If F1, . . . , Fk is a (sparse) regular sequence (Def. 7.1.7) and d ∈ Nr is such that d ≥
(
∑

i di), then ReduceMacaulay(F1, . . . , Fk,d, <) only considers matrices with linearly independent
rows and avoids all redundant computations.
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To benefit from the Koszul-F5 criterion and compute with smaller matrices during the Gröbner basis
computation we should replace Lines 4 – 8 in Alg. 9 by ReduceMacaulay(F1, . . . , Fk,d, <) (Alg. 10).



Chapter 8

Solving sparse polynomial systems

We can use both scant Gröbner basis and Gröbner basis over semigroup algebras to compute normal
forms and so, to solve sparse zero-dimensional system. In Chapter 8, we introduce complexity bounds
for solving sparse polynomial systems using our algorithm to compute Gröbner basis over semigroup
algebras. We do not discuss how to solve sparse polynomial systems using scant Gröbner basis; never-
theless, we can deduce straightforwardly an algorithm from the variant of the FGLM algorithm (Alg. 5)
proposed in [FSS16, Sec. 4.2]. Unfortunately, we have not bounds for the arithmetic complexity of this
approach, let alone bounds depending on the Newton polytopes.

We build on [ER94, Emi96, Mas16] and, under some assumptions (Ass. 8.1.1), we propose an algo-
rithm to solve zero-dimensional square systems. Because we work with toric varieties, we only compute
the solutions lying in (C \ {0})n. The arithmetic complexity of our algorithm is polynomial in the num-
ber of integer points in the Minkowski sum of the Newton polytopes. Our strategy is to reuse part of
our algorithm to compute Gröbner bases over semigroup algebras (Sec. 7.3) to compute multiplication
maps and, via FGLM [FGLM93], recover a Gröbner basis over the standard polynomial algebra K[x].
As we compute the solutions over (C \ {0})n, we do not recover a Gröbner basis for the original ideal,
but for its saturation with respect to the product of all the variables. Our algorithm relies on ideas from
resultant theory to avoid the computation of a Gröbner basis. Instead, we compute a part of the Gröbner
basis which suffices to solve the systems. We compute with a matrix that has the same size as the one
in resultant-based approaches [ER94, Emi96]. Hence, the complexity of our algorithm is similar to the
one of the resultant-based approaches; however, we do not compute a mixed subdivision and we rely on
weaker assumptions which, in addition, are geometric. Moreover, in general, Gröbner-type algorithms
can be extended without any modification to the overdetermined case.

We introduce an algorithm to solve mixed sparse systems (Sec. 8.1) and two variants for two specific
subfamilies: mixed multihomogeneous systems (Sec. 8.2) and unmixed systems (Sec. 8.3).

8.1 Mixed sparse polynomial systems

We introduce an algorithm that takes as input a zero-dimensional mixed sparse polynomial system
f1, . . . , fn in K[Zn] and solves it by computing a lexicographical Gröbner basis for the ideal(
〈f1, . . . , fn〉 : 〈∏j xj〉∞

)
⊂ K[x]. The latter corresponds to the ideal associated to the intersection

179
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of the torus (C∗)n with the variety defined by I . For this, we reuse our results on computing Gröbner
basis over semigroup algebras. We follow the notation of Sec. 7.3.

8.1.1 The algorithm

Let f1, . . . , fn ∈ K[x] be a square zero-dimensional system. First we embed each fi in K[Zn]. We
multiply each polynomial by an appropriate monomial, Xβi ∈ K[Zn], so that 0 is a vertex for each
Newton polytope, as well as, a vertex of their Minkowski sum. For each 1 ≤ i ≤ n, we consider the
Newton polytopes:

∆i := NP(Xβifi). (8.1)

Let ∆0 be the standard n-simplex (Ex. 2.12.15); it corresponds to the Newton polytope NP(1 +
∑

i xi).
We consider the algebras K[S∆] and K[Sh∆] associated to the polytopes ∆0, . . . ,∆n, see Def. 7.1.1, and
the embedding Xβ1f1, . . . ,X

βnfn ∈ K[S∆]. For each i ≥ 1, we consider Fi ∈ K[Sh∆]ei such that
χ(Fi) = Xβifi ∈ K[S∆].

Assumption 8.1.1. Using the notation of Sec. 7.3.1, let X be the projective toric variety associated
to ∆0 + · · · + ∆n. Assume that the system (f1, . . . , fn) has no solutions at infinity with respect to X
(Def. 7.3.4). Further, assume that, for a generic linear polynomial f0, the system (f0, f1, . . . , fn) has no
solutions over (C∗)n.

In what follows, given d1,d2 ∈ Nn+1, we say d1 ≥ d2 if d1 − d2 ∈ Nn+1.

Lemma 8.1.2. [Mas16, Thm. 3.a] Under Ass. 8.1.1, for every d ∈ Nn+1 such that d ≥∑i>0 ei, it holds
H0(F1, . . . , Fn)d ∼= K[Zn]/〈f1, . . . , fn〉.
Lemma 8.1.3. [Mas16, Thm. 3.c] Under Ass. 8.1.1, for every homogeneous polynomial F0 ∈ K[Sh∆]d0

such that the system (f1, . . . , fn, χ(F0)) has no solutions over (C∗)n, the system (F1, . . . , Fn, F0) is
Koszul regular (Def. 7.1.7) and, for every d ∈ Nn+1 such that d ≥ ∑i ei + d0, 〈F1, . . . , Fn, F0〉d =
K[Sh∆]d.

Proof. The key observation for the proof is that the homogenization of system (f1, . . . , fn, χ(F0)) with
respect to the toric variety X has no solutions over X (see the discussion before Def. 7.3.4). To see
this, notice that, by Ass. 8.1.1, the homogenization of the system (f1, . . . , fn) with respect to X has no
solutions over X \ (C∗)n (see also Def. 7.3.4). Moreover, we assumed that (f1, . . . , fn, χ(F0)) has no
solutions over (C∗)n.

The proof follows from the argument in the proof of [Mas16, Thm. 3]. This argument is the same as
in [GKZ08, Prop. 3.4.1], where the stably twisted condition is given by [Mas16, Thm. 1].

Corollary 8.1.4. Under Ass. 8.1.1, for any monomial X(α,D e0) ∈ K[Sh∆]D e0 , the system
(F1, . . . , Fn,X

(α,D e0)) is Koszul regular. For every d ∈ Nn+1 such that d ≥ ∑i ei + D e0, it holds
〈F1 . . . Fn,X

(α,D e0)〉d = K[Sh∆]d.

We fix a graded monomial order > for K[Sh∆] (Def. 7.3.1). Let b be the set of monomials that are
not leading monomials of 〈F1, . . . , Fn〉∑

i≥1 ei
, that is

b :=
{
X(α,

∑
i≥1ei) ∈ K[Sh∆]∑

i≥1 ei
:
(
∀G ∈ 〈F1, . . . , Fn〉∑

i≥1 ei

)
LM>(G) 6= X(α,

∑
i≥1ei)

}
(8.2)
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We prove that the dehomogenization of these monomials, χ(b), forms a monomial basis for
K[Zn]/〈f1, . . . , fn〉.

Lemma 8.1.5. The monomials in the set χ(b) are K-linearly independent in K[Zn]/〈f1, . . . , fn〉.

Proof. Assume that the lemma does not hold. Hence, there are c1, . . . , c(#b) ∈ K, not all of them 0, and
g1, . . . , gn ∈ K[Zn] such that

∑
i ci χ(bi) =

∑
i gi fi. We can clear the denominators, introduced by the

gi’s, by choosing a monomialXα ∈ K[Nn] such that, for every i,
(
Xα

Xβi
gi

)
∈ K[Nn]. Moreover, there is

a degreeD ∈ N and homogeneous polynomialsGi ∈ K[Sh∆] of multidegrees (D e0+
∑

j>0 ej−ei) such

that χ(Gi) =
(
Xα

Xβi
gi

)
and X(α,D e0)∑

i ci bi =
∑

iGi Fi. By Lem. 8.1.3, (F1, . . . , Fn,X
(α,D e0)) is

Koszul regular and so, by Lem. 7.3.15,
∑

i ci bi ∈ 〈F1, . . . , Fn〉∑
i>1 ei

. So, a monomial in b is a leading
monomial of an element in 〈F1, . . . , Fn〉∑

i>1 ei
. This is a contradiction as, by construction, there is no

monomial in b which is a leading monomial of a polynomial in 〈F1, . . . , Fn〉∑
i>1 ei

.

Corollary 8.1.6. The set of monomials χ(b) is a monomial basis of K[Zn]/〈f1, . . . , fn〉.

Proof. By Lem. 8.1.2, the number of elements in the set b and the dimension of K[Zn]/〈f1, . . . , fn〉 is
the same. By Obs. 7.1.4, as all the monomials in b have the same degree, the sets b and χ(b) have the
same number of elements. By Lem. 8.1.5, the monomials in the set χ(b) are linearly independent.

Remark 8.1.7. A way to compute the set b is to compute a basis of the vector space 〈F1, . . . , Fn〉∑
i≥1 ei

using Alg. 10, that is ReduceMacaulay
(

(F1, . . . , Fn),
∑

i≥1 ei, >
)

.

For each F0 ∈ K[Sh∆]e0 , we construct a Macaulay matrix (Def. 7.3.7) at multidegree 1 :=
∑n

i=0 ei,
sayM(F0), related to the ideal 〈F1, . . . , Fn, F0〉. From this matrix we will recover the multiplication
map of χ(F0) in K[x]/〈f1, . . . , fn〉. The rows ofM(F0) correspond to polynomials of two kinds:

• the polynomials in Rows(M̃n
1), where M̃n

1 = ReduceMacaulay ((F1, . . . , Fn),1, >), and

• the polynomials of the form bi F0, where bi ∈ b.

Lemma 8.1.8. The matrix M(F0) is always square. It is full-rank if and only if (F1, . . . , FN , F0) is
Koszul regular.

Proof. According to the Koszul-F5 criterion (see Thm. 7.3.13), the row space spanned by M(F0) is
the same as the vector space 〈F1, . . . , Fn, F0〉1 for any choice of F0 ∈ K[Sh∆]e0 . By Cor. 8.1.4, we
can consider an F0 ∈ K[Sh∆]e0 such that (F1, . . . , Fn, F0) is Koszul regular. Then, the rows ofM(F0)
generate K[Sh∆]1 and are linearly independent (Lem. 7.3.16). Hence, by Lem. 8.1.3, for this particular
F0, the matrixM(F0) is square and full-rank. However, the matrixM(F0) is square for any choice of
F0 ∈ K[Sh∆]e0 , because its number of rows does not depend on F0. Nevertheless, it is not full-rank for
any choice of F0 ∈ K[Sh∆]e0 . IfM(F0) is full-rank, then (F1, . . . , Fn, F0) is Koszul regular because, by
the sparse Nullstellensatz [Som99, Thm. 2], the homogenization of the system (f1, . . . , fn, χ(F0)) has
no solutions over (C∗)n. Consequently, the proof follows from Lem. 8.1.3.

We reorder the columns ofM(F0) as shown in Eq. (8.3), such that
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• the columns of the submatrix
[
M1,2(F0)
M2,2(F0)

]
correspond to monomials of the form biX

(0,e0), where
bi ∈ b, and

• the rows of [M2,1(F0) | M2,2(F0) ] are polynomials of the form bi F0, where bi ∈ b.

M(F0) =

Rows(M̃n
1)


F0 · b




M1,1(F0)

M2,1(F0)

X(0,e0) · b︷ ︸︸ ︷
M1,2(F0)

M2,2(F0)


(8.3)

We prove that M1,1(F0) is invertible and the Schur complement of M2,2(F0), M c
2,2(F0), is the mul-

tiplication map of χ(F0) in the basis χ(b) of K[Zn]/〈f1, . . . , fn〉.

M c
2,2(F0) := (M2,2 −M2,1M

−1
1,1 M1,2)(F0). (8.4)

Lemma 8.1.9. If (F1, . . . , Fn,X
(0,e0)) is Koszul regular then, for any F0 ∈ K[Sh∆]e0 , the matrix

M1,1(F0) is invertible.

Proof. By Lem. 8.1.8, as the system (F1, . . . , Fn,X
(0,e0)) is Koszul regular, then the matrixM(X(0,e0))

is invertible. As M2,1(X(0,e0)) is the zero matrix and M2,2(X(0,e0)) is the identity, then M1,1(X(0,e0))
must be invertible. By construction, the matrices M1,1(F0) and M1,2(F0) are independent of the choice
of F0. Hence, for any F0, the matrix M1,1(F0) is invertible.

Theorem 8.1.10. The multiplication map of χ(F0) in the monomial basis χ(b) of K[Zn]/〈f1, . . . , fn〉 is
M c

2,2(F0), that is the Schur complement of M2,2(F0) (Eq. 8.4).

Proof. Note that for every F0 ∈ K[Sh∆]e0 and each element bi ∈ b,

bi F0 ≡X(0,e0)
∑
j

(M c
2,2(F0))i,j bj in K[Sh∆]/〈F1, . . . , Fn〉,

where (M c
2,2(F0))i,j is the (i, j) element of the matrix M c

2,2(F0). Hence, if we dehomogenize this
relation we obtain that,

χ(bi)χ(F0) ≡
∑
j

(M c
2,2(F0))i,jχ(bj) in K[S∆]/〈Xβ1f1, . . . ,X

βnfn〉.

As K[S∆] ⊂ K[Zn], the same relation holds in K[Zn]/〈f1, . . . , fn〉. By Cor. 8.1.6, the set χ(b) is
a monomial basis of K[Zn]/〈f1, . . . , fn〉. Therefore, M c

2,2(F0) is the multiplication map of χ(F0) in
K[Zn]/〈f1, . . . , fn〉.
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Using the multiplication maps in K[Zn]/〈f1, . . . , fn〉 and the FGLM algorithm (Alg. 5), we can com-
pute a Gröbner basis for 〈f1, . . . , fn〉 : 〈∏i xi〉∞ over K[x]. The latter is the saturation over K[Nn] of
the ideal 〈f1, . . . , fn〉 by the product of all the variables.

Lemma 8.1.11. Consider polynomials f1, . . . , fk ⊂ K[Nn]. We denote by 〈f1, . . . , fk〉K[Zn] the ideal
that f1, . . . , fk generate over K[Zn] and by 〈f1, . . . , fk〉K[Nn] the ideal that they generate over K[Nn].
Then, the sets 〈f1, . . . , fk〉K[Zn] ∩K[Nn] and 〈f1, . . . , fk〉K[Nn] : 〈∏i xi〉∞ are the same. The latter is an
ideal over K[Nn].

Proof. Consider f ∈ 〈f1, . . . , fk〉K[Zn] ∩K[Nn]. Then there are gi ∈ K[Zn] such that f =
∑

i gifi. We
can clear the denominators introduced by the gi’s by multiplying both sides by a monomial (

∏
j xj)

d,
where d is big enough. Then, (

∏
j xj)

d f =
∑

i((
∏
j xj)

d gi)fi and ((
∏
j xj)

d gi) ∈ K[Nn]. Thus,
(
∏
j xj)

d f ∈ 〈f1, . . . , fk〉K[Nn] and f ∈ 〈f1, . . . , fk〉K[Nn] : 〈∏j xj〉∞. The opposite direction is
straightforward as

∏
i xi is a unit in K[Zn].

We can perform FGLM over K[Nn] to recover a Gröbner basis for 〈f1, . . . , fn〉K[Nn] : 〈∏i xi〉∞ by
considering the multiplication maps of each xi. These correspond to M c

2,2(X(αi,e0)), where αi is such
that χ(X(αi,e0)) = xi. We note that, as > is a multigraded monomial order, it holds X(0,

∑
i≥1 ei) ∈ b

and so, χ(X(0,
∑
i≥1)) = 1 ∈ χ(b). We omit the details of this procedure.

The following algorithm, Alg. 11, summarizes our strategy to compute Gröbner basis for zero-
dimensional systems over the standard algebra.

8.1.2 Complexity

We estimate the arithmetic complexity of Algorithm 11; it is polynomial with respect to the Minkowski
sum of the polytopes. We omit the cost of computing all the monomials in K[Sh∆]d and we only consider
the complexity of reading them. Our purpose is to highlight the dependency on the Newton polytopes.
A more detailed analysis might give sharper bounds.

Definition 8.1.12. For polytopes ∆0, . . . ,∆n and for each multidegree d = (d0, . . . , dn) ∈ Nn+1 of
K[Sh∆], let P (d) be the number of integer points in the Minkowski sum of the polytopes given by d,

P (d) = #
(

(
∑n

j=0 dj∆j) ∩ Zn
)
.

Note that P (d) equals the number of different monomials in K[Sh∆]d.

Lemma 8.1.13. Let F1, . . . , Fk ∈ K[Sh∆] be a (sparse) regular sequence of multidegrees d1, . . . ,dk ∈
Nn+1, respectively. Consider a multigraded monomial order >. For every multidegree d ∈ Nn+1

such that d ≥∑i di, the arithmetic complexity of computing ReduceMacaulay ((F1, . . . , Fk),d, >) is
O(2k+1 P (d)ω), where ω is the exponent of matrix multiplication [GG13, Sec. 12.1].

Proof. By Cor. 7.3.17, as F1, . . . , Fk ∈ K[Sh∆] is a (sparse) regular sequence and d ≥ ∑i di, all the
matrices that appear during the computations of ReduceMacaulay ((F1, . . . , Fk),d, >) are full-rank
and their rows are linearly independent. Hence, for each matrix, their number of rows is at most
their number of columns. The number of columns of a Macaulay matrix of multidegree d is P (d).
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Algorithm 11 compute-0-Dim-GB

Input: Affine system (f1, . . . , fn) in K[x] and a monomial order > for K[x], such that it has a finite
number of solutions over (C∗)n and satisfies Ass. 8.1.1.

Output: Gröbner basis G for the ideal 〈f1, . . . , fn〉 : 〈∏i xi〉∞ with respect to the monomial order >.

1: Consider the algebra K[Sh∆] related to the polytopes of f1, . . . , fn and the n-simplex. (See Eq. 8.1)
2: For each i ∈ [n] do choose Fi ∈ K[Sh∆]ei such that χ(Fi) = Xβi fi. (See Eq. 8.1)
3: Choose a multigraded monomial order >̄ for K[Sh∆]. (see Def. 7.3.1)
4: C ← Rows(ReduceMacaulay

(
(F1, . . . , Fn),

∑
i>0 ei, >̄

)
). (see Alg. 10)

5: b←
{
X(α,

∑
i≥1 ei) ∈ K[Sh∆]∑

i≥1 ei
: X(α,

∑
i≥1 ei) 6∈ C

}
(see Eq. 8.2)

6: P ← Rows(ReduceMacaulay ((F1, . . . , Fn),1, >̄)). (see Alg. 10)
7: for all xi ∈ K[x] do
8: Choose monomialX(αi,e0) ∈ K[Sh∆]e0 such that χ(X(αi,e0)) = xi.
9: M(X(αi,e0))←Macaulay matrix of degree 1 with respect to >̄. (see Def. 7.3.7)

10: for all F ∈ P do
11: Add F toM(X(αi,e0)).
12: end for
13: for all bj ∈ b do
14: Add bjX

(αi,e0) toM(X(αi,e0)).
15: end for
16: RearrangeM(X(αi,e0)) as

[
M1,1 M1,2

M2,1 M2,2

]
(X(αi,e0)). (see Eq. 8.3)

17: Mxi ← (M2,2 −M2,1M
−1
1,1 M1,2)(X(αi,e0)). (see Thm. 8.1.10)

18: end for
19: G← FGLM ((Mx1 , . . . ,Mxn), >). (See Alg. 5, recall that 1 ∈ χ(b))
20: return G.
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Thus, in this case, the complexity of Gaussian elimination is O(P (d)ω) [GG13]. If C(k,d) is cost of
ReduceMacaulay ((F1, . . . , Fk),d, >), then we have the following recursive relation

C(k,d) =

{
O(P (d)ω) if k = 1,

C(k − 1,d) + C(k − 1,d− dk) +O(P (d)ω) if k > 1.

The cost C(k − 1,d) is greater than C(k − 1,d− dk), as it involves bigger matrices. Hence, we obtain
C(k,d) = O(2k+1P (d)ω).

Theorem 8.1.14. Consider an affine polynomial system (f1, . . . , fn) in K[x] such that Ass. 8.1.1 holds.
Let (F1, . . . , Fn) be the system associated to (f1, . . . , fn), see discussion at the beginning of Sec. 8.1.1,
where Fi ∈ K[Sh∆]ei and χ(Fi) = fi, for i ∈ [n]. Assume that (F1, . . . , Fn) is (sparse) regular
(Def. 7.1.7). Then, the arithmetic complexity of computing a Gröbner basis for 〈f1, . . . , fn〉 : 〈∏i xi〉∞
with respect to any monomial ordering > is upper-bounded by

O(2n+1 P (d)ω + nMV(∆1, . . . ,∆n)3) operations.

Proof. In Alg. 11, we need to compute:

• The set Rows(ReduceMacaulay
(
(F1, . . . , Fn),

∑
i>1 ei, >

)
) to generate b (Rem. 8.1.7). By

Lem. 8.1.13, this costs O(2n+1 P (
∑

i>1 ei)
ω).

• The set Rows(ReduceMacaulay ((F1, . . . , Fn),1, >)) to generate the matrixM(F0) of Lem. 8.1.8.
By Lem. 8.1.13, it costs O(2n+1 P (1)ω).

• For each variable xi, the Schur complement of M(F0), for χ(F0) = xi. The cost of each Schur
complement computation is O(P (1)ω), and so the cost of this step is O(nP (1)ω).

• The complexity of FGLM depends on the number of solutions (Prop. 5.2.8). In this case, the number of
solutions is MV(∆1, . . . ,∆n) (Prop. 7.3.5). Hence, the cost of this step is O(nMV(∆1, . . . ,∆n)3).

Note that MV(∆1, . . . ,∆n) < P (1). Hence, to improve the previous bound for lexicographical
orders we can follow [FGHR13].

8.2 Mixed multihomogeneous systems

We consider an algorithm for solving zero-dimensional square multihomogeneous systems, see
Def. 2.10.8. This algorithm relies on the same principles as our algorithm in Sec. 8.1 but we improve the
complexity by exploiting the fact that we consider multihomogeneous polynomials.
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8.2.1 Notation

We follow the same notation as in Sections 2.10 and 2.11 Let n1, . . . nq ∈ N, N :=
∑

i ni, and n :=
(n1, . . . , nq) ∈ Nq. For 1 ≤ i ≤ q, let xi be the set of variables {xi,0, . . . , xi,ni}. Let K[x1, . . . ,xq] :=⊗q

i=1 K[xi] be the multihomogeneous Zq-graded K-algebra, such that for all d := (d1, . . . , dq) ∈ Zq, it
holds K[x1, . . . ,xq]d :=

⊗q
i=1 K[xi]di . Given a multihomogeneous polynomial F ∈ K[x1, . . . ,xq]d,

we denote its multidegree by deg(F ) = d ∈ Nq. Given a K[x1, . . . ,xq]-module M , we consider (M)d
as the graded part of M of multidegree d. Given two multidegrees d1,d2 ∈ Nq, we say that d1 ≥ d2

if the inequality holds component-wise, that is, if d1 − d2 ∈ Nq. We consider the multiprojective space
Pn1 × · · · × Pnq . Let 1 = (1, . . . , 1) ∈ Zq be the multidegree corresponding to multilinear polynomials
in K[x1, . . . ,xq]. Consider the ideal generated by all the polynomials in K[x1, . . . ,xq]1,

B =

q⋂
i=1

〈xi,0, . . . , xi,ni〉.

Let K•(F1, . . . , Fk) be the Koszul complex of F1, . . . , Fk over K[x1, . . . ,xq], see Def. 2.7.5. Let
Hi(F1, . . . , Fk) be the i-th Koszul homology module ofK•(F1, . . . , Fk). Given a K[x1, . . . ,xq]-module
M , let Hj

B(M) be its j-th local cohomology module at B (Sec. 2.9).
Let xh :=

∏q
i=1 xi,0 ∈ K[x1, . . . ,xq]1. We say that a multihomogeneous system (F1, . . . , FN )

has no solutions at infinity if the system (F1, . . . , FN ,xh) has no solutions over Pn1 × · · · × Pnq . We
dehomogenize a multihomogeneous polynomial by replacing each variable xi,0 with 1. That is, we
consider the dehomogenization homomorphism χ, see Def. 7.1.2, such that,

χ(xi,j) =

{
xi,j if j > 0

1 if j = 0.

We define the algebra K[xaff] as the K-algebra obtained from the dehomogenization of K[x1, . . . ,xq],
that is

K[xaff] := χ(K[x1, . . . ,xq]) = K[x1,1, . . . , xq,nq ].

Given F ∈ K[x1, . . . ,xq], we consider as χ(F ) ∈ K[xaff], its dehomogenization.

Remark 8.2.1. For each 1 ≤ i ≤ q, let ∆i := NP(1 +
∑ni

j=1 xi,j) ⊂ RN . Each polytope ∆i has
dimension ni and ∆ =

∑q
i=1 ∆i ⊂ RN is full-dimensional. The algebra K[x1, . . . ,xq] is isomorphic to

the Zq-graded algebra K[Sh∆] from Def. 7.1.1. Moreover, K[xaff] is isomorphic to K[S∆].

8.2.2 Multihomogeneous Macaulay bound

In this section, we construct bounds for the maximal degrees on which the homologies of the Koszul
complex K•(F1, . . . , Fk) do not vanish. For that, we assume that (F1, . . . , Fk) is a regular sequence
outside B, see Def. 2.11.6. We use local cohomology (Sec. 2.9) and the multigraded Castelnuovo-
Mumford regularity (Sec. 2.11). We follow the same notation as in these sections.

Proposition 8.2.2 (Multihomogeneous Macaulay bound). Let (F1, . . . , Fk) be a regular sequence out-
side B and consider d ≥

(∑k
i=1 deg(Fi)

)
−n, where n := (n1, . . . , nq) ∈ Nq. Then, for each i, j, the

j-th local cohomology ofHi(F1, . . . , Fk) vanishes, that is, for all i, j it holds(
Hj
B(Hi(F1, . . . , Fk))

)
d

= 0.
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Proof. We prove this lemma using Prop. 2.11.10 and so, we follow its notation. Fix i and j in Eq. (2.5),
and consider α ⊂ {1, . . . , q} such that Nα + 1 + j − i ≤ k, #α 6= ∅, and v ∈ Σ(Nα + 1 + j − i),
see Eq. (2.4). We pick t ∈ α. Then, the t-th coordinate of any element in Qα + v is ≤ −nt − 1 + vt,
where vt is the t-th coordinate of v. As all the multidegrees deg(F1), . . . ,deg(Fk) are non-negative,
vt ≤

∑k
i=1 deg(Fi)t. So, −nt− 1 + vt < −nt +

∑k
i=1 deg(Fi)t ≤ dt, where dt is the t-coordinate of d.

Hence, d 6∈ Qα + v for any α and v as in Eq. (2.5). Therefore, by Prop. 2.11.10, (Hj
B(Hk

i ))d = 0.

If (F1, . . . , Fk) is a regular sequence outside B, then Prop. 8.2.2 give us a bound for the multigraded
Castelnuovo-Mumford regularity of K[x1, . . . ,xq]/(F1, . . . , Fk). We call this bound the multihomoge-
neous Macaulay bound, as it extends the Macaulay bound (Prop. 2.8.5) to multihomogeneous polyno-
mials. In contrast with the Macaulay bound, the multigraded Macaulay bound is not tight, see [ACG05,
Sec. 4.4].

Corollary 8.2.3. Let F1, . . . , Fk be regular sequence outsideB and consider d ≥
(∑k

i=1 deg(Fi)
)
−n.

• If k = N , then the dimension of (K[x1, . . . ,xq]/〈F1, . . . , FN 〉)d is the multihomogeneous Bézout
bound, that is, the number of solutions, counting multiplicities, of the system (F1, . . . , FN ) over
Pn1 × · · · × Pnq , see Prop. 2.10.9.

• If k = N + 1, then K[x1, . . . ,xq]d = (〈F1, . . . , FN+1〉)d.

8.2.3 Computing graded parts of the ideals

Let (F1, . . . , Fk) be multihomogeneous system in K[x1, . . . ,xq]. Algorithm 10 computes a set of gen-
erators of the vector space (〈F1, . . . , Fk〉)d. If (F1, . . . , Fk) form a regular sequence outside B, and
d ≥

(∑k
i=1 deg(Fi)

)
− n, then it performs no reductions to zero.

Theorem 8.2.4. If (F1, . . . , Fk) is a regular sequence outsideB, then for every d ≥
(∑k

i=1 deg(Fi)
)
−

n, ReduceMacaulay(F1, . . . , Fk,d, <) (Alg. 10) only considers matrices with linearly independent
rows and avoids all redundant computations.

Proof. We proceed by induction on k. Let Dk :=
(∑k

i=1 deg(Fi)
)
− n. When k = 1, the ideal

is principal and so the theorem holds. In step k, note that d ≥ Dk implies d ≥ d − deg(Fk) ≥
Dk − deg(Fk) = Dk−1. Hence, we have no reductions to zero in the recursive calls. By Prop. 2.11.7, it
holds H0

B(H1(F1, . . . , Fk)) = H1(F1, . . . , Fk). As d ≥Dk, by Prop. 8.2.2, we conclude

(H1(F1, . . . , Fk))d = H0
B(H1(F1, . . . , Fk))d = 0.

Hence, by Lem. 7.3.16, the rows of the matrixMk
d in Alg. 10 are all linearly independent and so, the

algorithm performs no reductions to zero when it computes M̃k
d.
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8.2.4 Solving zero-dimensional multihomogeneous systems

Our solving strategy is to dehomogenize the system and to compute the multiplication maps for the
affine variables. Then, we can apply FGLM (Alg. 5) to compute a Gröbner basis or to compute the
eigenvalues/eigenvectors of the multiplication maps (Sec. 5.2.1).

Let (F1, . . . , FN ) be a zero-dimensional system in K[x1, . . . ,xq] with no solutions at infinity, such
that it forms regular sequence outside B. If we do not know that the system has no solutions at infinity,
then we can ensure this condition by performing a generic linear change of coordinates (Def. 4.5.7)
preserving the multihomogeneous structure, e.g. see [CLO06, Pg. 121]. We use Alg. 10 to construct a
monomial basis and the multiplication maps over K[xaff]/〈χ(F1), . . . , χ(FN )〉. Our strategy is similar
to Sec. 8.1, but instead of introducing a linear polynomial f0 involving every variable in K[xaff], we
introduce a multilinear polynomial f0 ∈ K[xaff] which is the dehomogenization of F0 ∈ K[x1, . . . ,xq]1.
We do so because, by introducing a multihomogeneous F0, we do not modify the underling toric variety
[CLS11, Cor. 6.2.14].

Let DN :=
(∑N

i=1 deg(Fi)
)
− n. Following Sec. 8.1, we fix a graded monomial order < and

consider b as the set of monomials that are not leading monomials of (〈F1, . . . , FN 〉)DN
, that is

b := {xα ∈ K[x1, . . . ,xq]DN
: (∀G ∈ (〈F1, . . . , FN 〉)DN

) LM<(G) 6= xα}

We will prove that the dehomogenization of these monomials, χ(b), forms a monomial basis for
K[xaff]/〈χ(F1), . . . , χ(FN )〉 following the same arguments as in Lem. 8.1.5 and Cor. 8.1.6.

Lemma 8.2.5. If the system F1, . . . , FN has no solutions at infinity, then χ(b) forms a monomial basis
for K[xaff]/〈χ(F1), . . . , χ(FN )〉.

Proof. The set χ(b) is a monomial basis if and only if all its elements are linearly independent on the
quotient ring K[xaff]/〈χ(F1), . . . , χ(FN )〉 and they generate this ring. By Cor. 8.2.3, the dimension of the
quotient ring, as a K-vector space, is the same as the cardinal of χ(b). Hence, to conclude the proof we
need to show that the elements of χ(b) are linearly independent. Assume that there is a non-trivial linear
combination p :=

∑
i ci χ(bi) of the elements of χ(b) such that p ≡ 0 in K[xaff]/〈χ(F1), . . . , χ(FN )〉.

Then, similarly to Prop. 4.3.2, there is a ω ∈ N such that (xh)ω ·P ∈ 〈F1, . . . , FN 〉, where P :=
∑

i ci bi.
By construction of b, the set is linearly independent over 〈F1, . . . , FN 〉. Hence, ω > 0. As F1, . . . , Fn
has no solutions at infinity, then the system (F1, . . . , FN ,x

ω
h) has no solutions. Using Prop. 8.2.2, we

can prove that H1(F1, . . . , FN ,x
ω
h)DN+ω 1 = 0. By Lem. 7.3.15, as xωh · P ∈ (〈F1, . . . , FN 〉)DN+ω 1,

then P ∈ (〈F1, . . . , FN 〉)DN and so we get a contradiction. Therefore, such a linear combination p 6= 0
does not exists and the set χ(b) is linearly independent on K[xaff]/〈χ(F1), . . . , χ(FN )〉.

Remark 8.2.6. One way to compute the set b is to compute a basis of the vector space 〈F1, . . . , Fn〉DN

using Alg. 10, that is ReduceMacaulay ((F1, . . . , FN ),DN , <) .

Consider dreg := DN + 1. We will construct a matrix similar to Eq. (8.3) and deduce the multipli-
cations maps from its Schur complement. For each F0 ∈ K[Sh∆]1, we will construct a Macaulay matrix
for (F1, . . . , FN , F0) at multidegree dreg, sayM(F0). The rows ofM(F0) correspond to polynomials
of two kinds:

• the polynomials in Rows(M̃n
dreg

), where M̃n
dreg

= ReduceMacaulay
(
(F1, . . . , FN ),dreg, <

)
,
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• the polynomials of the form bi F0, where bi ∈ b.

Lemma 8.2.7. The matrixM(F0) is always square. It is full-rank if and only if (F1, . . . , FN , F0) has
no solutions.

The proof of this lemma is the same as the one of Lem. 8.1.8 taking into account that, by Cor. 8.2.3,
H0(F1, . . . , FN ,xh)dreg = 0.

We reorder the columns ofM(F0) as shown in Eq. (8.5), such that

• the columns of the submatrix
[
M1,2(F0)
M2,2(F0)

]
correspond to monomials of the form bi xh, where bi ∈

b, and

• the rows of [M2,1(F0) | M2,2(F0) ] are polynomials of the form bi F0, where bi ∈ b.

M(F0) =

Rows(M̃n
dreg

)


F0 · b




M1,1(F0)

M2,1(F0)

xh · b︷ ︸︸ ︷
M1,2(F0)

M2,2(F0)


(8.5)

Theorem 8.2.8. If the system F1, . . . , FN is a regular sequence outside B and has no solutions at
infinity, for any F0 ∈ K[xaff]1, the matrix M1,1(F0) is invertible and the Schur complement of M2,2(F0),
M c

2,2(F0) := (M2,2 −M2,1M
−1
1,1 M1,2)(F0), is the multiplication map of χ(F0) in the basis χ(b) of

K[xaff]/〈χ(F1), . . . , χ(FN )〉.

The proof of this theorem is exactly the same as the one of Lem. 8.1.9 and Thm. 8.1.10.

8.3 Unmixed sparse polynomial systems

Faugère et. al. [FSS14] introduced a variant of the FGLM algorithm (Alg. 5) to solve zero-dimensional
unmixed sparse systems. Their approach needs to precompute a Gröbner basis over a semigroup algebra
K[S∆], which they use to compute normal forms. By bounding the complexity of computing such a
Gröbner basis, they derive complexity bounds for the arithmetic complexity of solving unmixed sparse
systems. In particular, under regularity assumptions, they propose a bound for the maximal degree of
an element in the Gröbner basis [FSS14, Lem. 5.2]. Their bound depends on the combinatorics of the
Newton polytope.

In this section, we show that their complexity bound misses some assumptions to hold; in Sec. 8.3.1,
we present a counter-example to it. Moreover, it is not clear which are the assumptions, if any, for this
bound to hold for arbitrary unmixed systems. With this problem as a motivation, we show how we can
adapt our solving strategy from Sec. 8.1 and combine it with their FGLM-like algorithm to derive a novel
algorithm with the complexity bound claimed in [FSS14, Thm. 5.3].
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8.3.1 Counter-examples to the complexity bound of [FSS14]

Let ∆ be the standard 2-simplex and consider the regular system given by two polynomials F1, F2 ∈
K[Sh∆]2 of degree 2, that is,

F1 :=X([2,0],2) +X([1,1],2) +X([0,2],2) +X([1,0],2) +X([0,1],2) +X([0,0],2)

F2 :=X([2,0],2) + 2X([1,1],2) + 3X([0,2],2) + 4X([1,0],2) + 5X([0,1],2) + 6X([0,0],2)

Consider the graded monomial order < defined as follows,

X([x1,y1],d1) <X([x2,y2],d2) ⇐⇒


d1 < d2, or
d1 = d2 and x1 < x2, or
d1 = d2 and x1 = x2 and y1 < y2

.

In this case, the bound claimed in [FSS14, Lem. 5.2] is 3. However, the maximal degree of an
element in the Gröbner basis of (F1, F2) with respect to < is 4.

We also studied a more complicated semigroup algebra K[Sh∆], where ∆ corresponds to the Newton
polytope of 1+x+y+x y+x2 y2. We considered two generic polynomials F1, F2 ∈ K[Sh∆]2 of degree 2
and computed the different maximal degrees of the elements in each Gröbner bases of (F1, F2). For this
system, we have performed an extensive search over different monomials orderings <, see Def. 7.3.1.
We tried more than 40 000 monomial orderings and for none of them the bound in [FSS14, Lem. 5.2]
holds.

8.3.2 Our approach

Following the same notation as in Sec. 7.3, we consider K[S∆] and K[Sh∆] with respect to only one
polytope ∆ instead of many, and so K[Sh∆] is a N-graded ring. We assume that ∆ is a normal polytope.

Definition 8.3.1 (Normal polytope). [CLS11, Def. 2.2.9] We say that an integer polytope ∆ is normal if
for all k, l ∈ N,

(k ·∆) ∩ Zn + (l ·∆) ∩ Zn = ((k + l) ·∆) ∩ Zn.

When ∆ is normal, the algebra K[Sh∆] is Cohen-Macaulay [CLS11, Thm. 9.2.9] and so we can
consider homogeneous regular sequences of maximal length. In particular, generic square homogeneous
systems are regular sequences. This means that, in these cases, our algorithm ReduceMacaulay (Alg. 10)
will avoid every reduction to zero. This is so because the Koszul complex of a regular sequence is exact,
see Prop. 2.7.8.

Theorem 8.3.2. Consider homogeneous polynomials (F1, . . . , Fn, F0) of degrees d1, . . . , dn, d0 ∈ N,
respectively, such that (F1, . . . , Fn, F0) is a homogeneous regular sequence over K[Sh∆] and d0 = 1. Let
r be the smallest integer such that r ·∆ contains an integer interior point. Let Dn := (

∑
i≥1 di)− r+ 1.

Then, for all d ≥ Dn, it holds

• dimK([K[Sh∆]/〈F1, . . . , Fn〉]d) = MV(d1∆, . . . , dn ∆) and

• dimK([K[Sh∆]/〈F1, . . . , Fn, F0〉]d+1) = 0.
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Proof. We can prove this statement by studying the Hilbert series of K[Sh∆], following the first part of the
argument in the proof of [FSS16, Lem. 5.2]. This series is given by the rational function HSK[Sh∆](t) =
Q(t)

(1−t)n+1 , where the degree of Q(t) is (n+ 1− r) [FSS16, Prop. 2.7].

We will state the following theorems without proving them. Their proofs rely in the same ideas as in
Sections 8.1 and 8.2. We fix a graded monomial order < and consider b as the set of monomials that are
not leading monomials of [〈F1, . . . , Fn〉]Dn , that is

b :=
{
X(α,Dn) ∈ K[Sh∆]Dn : (∀G ∈ [〈F1, . . . , Fn〉]Dn) LM<(G) 6= xα

}
.

Lemma 8.3.3. If the system (F1, . . . , FN ) has no solutions at infinity, see Ass. 8.1.1, then the dehomog-
enization (Def. 7.1.2) of b, χ(b), is a monomial basis of K[S∆]/〈χ(F1), . . . , χ(FN )〉.

Let dreg := Dn+1. For each F0 ∈ K[Sh∆]1, we will construct a Macaulay matrix for (F1, . . . , Fn, F0)
at degree dreg, sayM(F0). The rows ofM(F0) corresponds to polynomials of two kinds:

• the polynomials in Rows(M̃n
dreg

), where M̃n
dreg

= ReduceMacaulay
(
(F1, . . . , Fn), dreg, <

)
, and

• the polynomials of the form bi F0, where bi ∈ b.

Lemma 8.3.4. The matrixM(F0) is always square. It is full-rank if and only if (F1, . . . , FN , F0) is a
regular sequence.

We reorder the columns ofM(F0) as shown in Eq. (8.6), so that

• the columns of the submatrix
[
M1,2(F0)
M2,2(F0)

]
correspond to monomials of the form biX

(0,1), where
bi ∈ b, and

• the rows of [M2,1(F0) | M2,2(F0) ] correspond to polynomials of the form bi F0, where bi ∈ b.

M(F0) =

Rows(M̃n
dreg

)


F0 · b




M1,1(F0)

M2,1(F0)

X(0,1) · b︷ ︸︸ ︷
M1,2(F0)

M2,2(F0)


. (8.6)

Theorem 8.3.5. If the system F1, . . . , FN is a regular sequence, for any F0 ∈ K[Sh∆]1, the matrix
M1,1(F0) is invertible and the Schur complement of M2,2(F0),
M c

2,2(F0) := (M2,2 − M2,1M
−1
1,1 M1,2)(F0), is the multiplication map of χ(F0), in the basis χ(b),

of K[S∆]/〈χ(F1), . . . , χ(FN )〉.
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Once we have constructed the multiplications maps over K[S∆], we can solve the system by, first,
computing a lexicographical Gröbner basis for 〈χ(F1), . . . , χ(FN )〉 over K[S∆] using the algorithm
Sparse-FGLM [FSS16, Alg. 2], and then inverting a monomial map. This strategy is the same as the one
suggested in [FSS16, Sec. 3], but our approach to compute the multiplication maps is different; we do
not compute an intermediate Gröbner basis.

Remark 8.3.6. We emphasize that the matrix ReduceMacaulay ((F1, . . . , Fn), dreg, <) that we use to
construct the set Rows(M̃n

dreg
) is the same as the one computed in [FSS16, Alg. 1] with the parameters of

[FSS16, Lem. 2]. The correctness of our approach relies on the fact that at degree dreg we have enough
information to compute the multiplication maps. We do not need to assume, as in [FSS16], that at this
degree we had computed a Gröbner basis; which is not true in general, see discussion in Sec. 8.3.1.



Chapter 9

Binary form decomposition

Symmetric tensor decomposition is an important problem with applications in several areas for example
signal processing, statistics, data analysis and computational neuroscience. It is equivalent to Waring’s
problem for homogeneous polynomials, that is to write a homogeneous polynomial in n variables of
degree D as a sum of D-th powers of linear forms, using the minimal number of summands. This
minimal number is called the rank of the polynomial/tensor. We focus on decomposing binary forms, a
problem that corresponds to the decomposition of symmetric tensors of dimension 2 and order D. Under
this formulation, the problem finds its roots in invariant theory where the decompositions are known
as canonical forms. In this context many different algorithms were proposed. In recent years, those
algorithms were extended for the general symmetric tensor decomposition problem.

In chapter 9, we introduce a new superfast algorithm that improves the complexity of previous ap-
proaches to decompose binary forms. For that, we use results from structured linear algebra. It achieves
a softly linear, and so quasi-optimal, arithmetic complexity bound. To the best of our knowledge, the
previously known algorithms have at least quadratic complexity bounds. Our algorithm computes a
symbolic decomposition in O(M(D) log(D)) arithmetic operations (Thm. 9.4.19), where M(D) is the
complexity of multiplying two polynomials of degree D. It is deterministic when the decomposition is
unique. When the decomposition is not unique, our algorithm is randomized. We present a Monte Carlo
version of it and we show how to modify it to a Las Vegas one, within the same complexity.

From the symbolic decomposition, we approximate the terms of the decomposition with an error of
2−ε in O

(
D log2(D)

(
log2(D) + log(ε)

))
arithmetic operations (Thm. 9.4.20). Moreover, we bound

the algebraic degree of the problem by min(rank,D − rank + 1) (Thm. 9.4.15). We show that this
bound can be tight. When the input polynomial has integer coefficients, our algorithm performs, up to
poly-logarithmic factors, ÕB(D` + D4 + D3τ) bit operations (Thm. 9.4.21), where τ is the maximum
bitsize of the coefficients and 2−` is the relative error of the terms in the decomposition.

This chapter is self-contained.

9.1 Introduction

The problem of decomposing a symmetric tensor consists in writing it as the sum of rank-1 symmetric
tensors, using the minimal number of summands. This minimal number is known as the rank of the

193
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symmetric tensor1. The symmetric tensors of rank-1 correspond to, roughly speaking, the k-th outer-
product of a vector. The decomposition of symmetric tensor is a common problem which appears in
divers areas, such as signal processing, statistics, data mining, computational neuroscience, computer
vision, psychometrics, chemometrics, among others. For a contemporary introduction to the theory of
tensor, their decompositions and applications we refer to e.g., [Com14, Lan11].

There is an equivalence between decomposing symmetric tensors and solving Waring’s problem for
homogeneous polynomials, e.g., [CGLM08, Hel92]. Given a symmetric tensor of dimension n and
order D we can construct a homogeneous polynomial in n variables of total degree D. Then, finding
the decomposition for the tensor is equivalent to write the polynomial as a sum of D-th powers of linear
forms, using the minimal numbers of summands. This minimal number is the rank the polynomial/tensor.

Under this formulation, symmetric tensor decomposition dates back to the origin of modern (linear)
algebra as a part of Invariant Theory. In this setting, the decomposition corresponds to canonical forms
[Syl04b, Syl04a, Gun87]. Together with the theory of apolarity, this problem was of great importance
because the decompositions provide information about the behavior of the polynomials under linear
change of variables [KR84].

Binary Form Decomposition We study the decomposition of symmetric tensors of order D and di-
mension 2. In terms of homogeneous polynomials, we consider a binary form

f(x, y) :=
∑D

i=0

(
D
i

)
aix

iyD−i, (9.1)

where ai ∈ K ⊂ C and K is some field of characteristic zero. We want to compute a decomposition

f(x, y) =
∑r

j=1
(αjx+ βjy)D, (9.2)

where α1, . . . , αr, β1, . . . , βr ∈ K (the algebraic closure of K) and r is minimal. We say that a decompo-
sition unique if, for all the decompositions, the set of points {(αj , βj) : 1 ≤ j ≤ r} ⊂ P1(K) is unique,
where P1(K) is the projective space of K [Rez13a].

Previous work The decomposition of binary forms, Eq. (9.2), has been largely studied for K = C.
More than one century ago [Syl04a, Syl04b] described the necessary and sufficient conditions for a
decomposition to exist (see Sec. 9.2.1). He related the decompositions to the kernel of Hankel matrices.
For a modern approach of this topic, we refer to [KR84, Kun90, Rez13a, IK99]. Sylvester’s work was
extended to a more general kind of polynomial decompositions that we do not consider in this work, e.g.,
[Gun87, Rez96, IK99].

From the algorithmic point of view, Sylvester’s work leads to an algorithm (Alg. 12) to decompose
binary forms, see [CM96, Sec. 3.4.3]. In the case where the binary form is of odd degree, then we
can compute the decompositions using Berlekamp-Massey algorithm, [Dü89]. When the decomposi-
tion is unique, the Catalecticant algorithm, which also works for symmetric tensors of bigger dimension
[IK99, OO13], improves Sylvester’s work. For an arbitrary binary form, [Hel92] presented a random-
ized algorithm based on Padé approximants and continued fractions, in which he also characterized the

1Some authors, e.g. [CGLM08], refer to this number as the symmetric rank of the tensor.
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different possible decompositions. Unfortunately, all these algorithms have complexity at least quadratic
in the degree of the binary form.

Besides the problem of computing the decomposition(s) many authors considered the subproblems
of computing the rank and deciding where there exists a unique decomposition, e.g., [Syl04a, Syl04b,
Hel92, CS11, BGI11]. For example, [Syl04a, Syl04b] considered generic binary forms, that is binary
forms with coefficients belonging to a dense algebraic open subset of KD+1 [CM96, Sec. 3], and proved
that when the degree is 2k or 2k + 1, the rank is k + 1 and that the minimal decomposition is unique
only when the degree is odd. In the non-generic case, [Hel92, CS11, IK99], among others, proved that
the rank is related to the kernel of a Hankel matrix and that the decomposition of a binary form of degree
2k or 2k − 1 and rank r, is unique if and only if r ≤ k. With respect to the rank, different authors,
e.g., [CS11, CGLM08, BGI11], proposed algorithms to compute its value. Even though the authors do
not provide complexity estimates, using recent superfast algorithms for Hankel matrices [Pan01], we can
deduce a nearly-optimal arithmetic complexity bound for the approach of [CS11].

For the general problem of symmetric tensor decomposition, Sylvester’s work was successfully ex-
tended to cases in which the decomposition is unique [BCMT10, OO13]. Besides tensor decomposition,
there are other related decompositions for binary forms and univariate polynomial that we do not treat,
e.g., [Rez96, Rez13b, GKL03, GR10, GMKP17].

Formulation of the problem Instead of decomposing the binary form as in Eq. (9.2), we compute
λ1 . . . λr, α1 . . . αr, β1 . . . βr ∈ K, where r is minimal, such that,

f(x, y) =
∑r

j=1
λj(αjx+ βjy)D. (9.3)

Since every λj belongs to the algebraic closure of the field K, the problems are equivalent. This approach
allow us to control the algebraic degree [Baj88, NRS10, DHO+16] of the parameters λj , αj , and βj in
the decompositions (Section 9.4.1).

Note that if the field is not algebraically closed and we force the parameters to belong to the base
field, that is λj , αj , βj ∈ K, the decompositions induced by Eq. (9.2) and Eq. (9.3) are not equivalent.
We do not consider the latter case and we refer to [Hel92, Rez92, CGLM08, BCG11, Ble15], for K = R,
and to [Rez96, Rez13a, RT17], K ⊂ C.

Main results We extend Sylvester’s algorithm to achieve a nearly-optimal complexity bound in the
degree of the binary form. By considering structural properties of the Hankel matrices, we restrict the
possible values for the rank of the decompositions and we identify when the decompositions are unique.
We build upon [Hel92] and we use the Extended Euclidean Algorithm to deduce a better complexity
estimate than what was previously known. Similarly to Sylvester’s algorithm, our algorithm decomposes
successfully any binary form, without making any assumptions on the input.

First, we focus on symbolic decompositions, that is a representation of the decomposition as a sum of
a rational function evaluated at the roots of a univariate polynomial (Definition 9.4.12). We introduce an
algorithm to compute a symbolic decomposition of a binary form of degreeD inO(M(D) log(D)), where
M(D) is the arithmetic complexity of polynomial multiplication (Thm. 9.4.19). When the decomposition
is unique the algorithm is deterministic and this is a worst case bound. When the decomposition is not
unique, our algorithm makes some random choices to fulfill certain genericity assumptions; thus the
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algorithm is a Monte Carlo one. However, we can verify if the genericity assumptions hold within the
same complexity bound, that is O(M(D) log(D)), and hence we can also deduce a Las Vegas variant of
the algorithm.

Following the standard terminology used in structured matrices [Pan01], our algorithm is superfast
as its arithmetic complexity matches the size of the input up to poly-logarithmic factors. The symbolic
decomposition allow us to approximate the terms in a decomposition, with a relative error of 2−ε, in
O
(
D log2(D)

(
log2(D) + log(ε)

))
arithmetic operations [Pan02, MP13]. Moreover, we can deduce for

free the rank and the border rank of the tensor, see [CS11, Sec. 1].
Using results from [KY89], we bound the algebraic degree of the decompositions by min(rank, D−

rank + 1) (Thm. 9.4.4). Moreover, we prove lower bounds for the algebraic degree of the decomposition
and we show that in certain cases the bound is tight (Sec. 9.4.1). For polynomials with integer coeffi-
cients, we bound the bit complexity, up to poly-logarithmic factors, by ÕB(D` + D4 + D3τ), where τ
is the maximum bitsize of the coefficients of the input binary form and 2−` is the error of the terms in
the decomposition (Thm. 9.4.21). This Boolean worst case bound holds independently of whether the
decomposition is unique or not.

In this exposition we omit the presentation of our randomized algorithm, which can be found in
[BFPT16]. With respect to our previous algorithm, the main algorithm that we present (Alg. 14) omits
an initial linear change of coordinates as we now rely on fewer genericity assumptions. In contrast to
[BFPT16] the algorithm that we present is deterministic when the decomposition is unique (Thm. 9.4.19).
When the decomposition is not unique, our algorithm is still randomized but we present bounds for the
number of bad choices that it could make (Prop. 9.4.5).

With respect to the algebraic degree of the problem, we propose bounds and study their tightness
(Thm. 9.4.3). We introduce explicit lower bounds showing that our bounds can be tight (Sec. 9.4.1).

Organization of the chapter First we introduce the notation. In Sec. 9.2 we present the preliminaries
that we need for our algorithm. We present Sylvester’s algorithm (Sec. 9.2.1), we recall some properties
of the structure of the kernel of the Hankel matrices (Sec. 9.2.2), we analyze its relation to rational
reconstructions of series/polynomials (Sec. 9.2.3), and we present the Extended Euclidean Algorithm
(Sec. 9.2.4). Later, in Sec. 9.3, we present our main algorithm to decompose binary forms (Alg. 14) and
its proof of correctness (Sec. 9.3.3). This algorithm uses Alg. 15 to compute the kernel of a family of
Hankel matrices, which we consider in Sec. 9.3.1. Finally, in Sec. 9.4, we study the algebraic degree
of the problem (Sec. 9.4.1), we present tight bounds for it (Sec. 9.4.1), and we analyze the arithmetic
(Sec. 9.4.2) and bit complexity of Alg. 14 (Sec. 9.4.3).

Notation We denote by O, respectivelyOB , the arithmetic, respectively bit, complexity and we use Õ,
respectively ÕB , to ignore (poly-)logarithmic factors. M(n) is the arithmetic complexity of multiplying
two polynomial of degree n. Let K be a subfield of C, and K its algebraic closure. If v = (v0, . . . , vn)T

then Pv = P(v0,...,vn) :=
∑n

i=0 vix
iyn−i. Given a binary form f(x, y), we denote by f(x) the univariate

polynomial f(x) := f(x, 1). By f ′(x) we denote the derivative of f(x) with respect to x. For a matrix
M , rk(M) is its rank and Ker(M) its kernel.
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9.2 Preliminaries

9.2.1 An algorithm based on Sylvester’s theorem

Sylvester’s theorem (Thm. 9.2.2) relates the minimal decomposition of a binary form to the kernel of a
Hankel matrix. Moreover, it implies an (incremental) algorithm for computing the minimal decomposi-
tion. The version that we present in Alg. 12 comes from [CM96, Sec. 3.2].

Definition 9.2.1. Given a vector a = (a0, . . . , aD)T, we denote by {Hk
a}1≤k≤D the family of Hankel

matrices indexed by k, where Hk
a ∈ K(D−k+1)×(k+1) and

Hk
a :=


a0 a1 · · · ak−1 ak
a1 a2 · · · ak ak+1

...
...

. . .
...

...
aD−k−1 aD−k · · · aD−2 aD−1

aD−k aD−k+1 · · · aD−1 aD

 . (9.4)

We may omit the a in Hk
a when it is clear from the context.

Theorem 9.2.2 (Sylvester, 1851). Let f(x, y) =
∑D

i=0

(
D
i

)
aix

iyD−i with ai ∈ K ⊆ C. Also, consider
a non-zero c = (c0, . . . , cr)

T ∈ Kr+1, such that the polynomial

Pc =
∑r

i=0
ci x

i yr−i =
∏r

j=1
(βjx− αjy)

is square-free and αi, βi ∈ K. Then, there are λ1, . . . λr ∈ K such that

f(x, y) =
r∑
j=1

λj(αjx+ βjy)D,

if and only if (c0, . . . , cr)
T ∈ Ker(Hr

a).

For a proof of Thm. 9.2.2 we refer to the work of [Rez13a, Thm. 2.1 & Cor. 2.2]. Thm. 9.2.2 implies
Alg. 12. This algorithm will execute steps 2 and 3 as many times as the rank. In the i-th iteration it
will compute the kernel of H i. The dimension of this kernel is ≤ i, and each vector in the kernel has
i + 1 coordinates. As the rank of the binary form can be as big as the degree of the binary form, a
straightforward bound for the arithmetic complexity of Alg. 12 is at least cubic in the degree.

We can improve the complexity of Alg. 12 by a factor of D by noticing that the rank of the binary
form is either rk(HdD2 e) or D − rk(HdD2 e) + 2 [CS11, Sec. 3] [Hel92, Thm. B]. Another way to
compute the rank is by using the minors [BGI11, Alg. 2].

The bottleneck of the previous approaches is that they have to compute the kernel of a Hankel matrix.
However, even if we know that the rank of the binary form is r, then the dimension of the kernel of Hr

can be as big as O(D); the same bound holds for the length of the vectors in the kernel. Hence, the
complexity is lower bounded by O(D2).

Our approach avoids the incremental construction. We exploit the structure of the kernel of the
Hankel matrices and we prove that the rank has just two possible values (Lem. 9.3.1). Moreover, we
use a compact representation of the vectors in the kernel. We describe them as a combination of two
polynomials of degree O(D).
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Algorithm 12 INCRDECOMP [CM96, Fig. 1]

1. r := 1

2. Get a random c ∈ Ker(Hr)

3. If Pc is not square-free, r := r + 1 and GO TO 2

4. Write Pc as
∏r
j=1(βjx− αjy)

5. Solve the transposed Vandermonde system:
βD1 · · · βDr

βD−1
1 α1 · · · βD−1

r αr
...

. . .
...

αD1 · · · αDr


λ1

...
λr

 =

a0

...
aD

 (9.5)

6. Return
∑r

j=1 λj(αjx+ βjy)D

9.2.2 Kernel of the Hankel matrices

The Hankel matrices are one of the most well-known structured matrices [Pan01]. They are related to
polynomial multiplication. We present results about the structure of their kernel. For details, we refer to
[HR84, Ch. 5].

Proposition 9.2.3. Matrix-vector multiplication of Hankel matrices is equivalent to polynomial multi-
plication. Given two binary forms A :=

∑D
i=0 aix

iyD−i and U :=
∑k

i=0 uix
iyk−i, consider R :=∑D+k

i=0 rix
iyD+k−i = A · U . If we choose the monomial basis {yD+k, . . . , xD+k}, then the equal-

ity A · U = R is equivalent to Eq. (9.6), where the central submatrix of the left matrix is Hk
(a0,...,aD)
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(Def. 9.2.1). 

a0

a0 a1

. .
.

. .
. ...

a0 · · · ak−2 ak−1

a0 a1 · · · ak−1 ak
a1 a2 · · · ak ak+1

...
... . .

. ...
...

aD−k aD−k+1 · · · aD−1 aD
aD−k−1 aD−k · · · aD

... . .
.

. .
.

aD−1 aD
aD




uk
...
u1

u0

 =



r0

r1

...
rk−1

rk
rk+1

...
rD
rD+1

...
rD+k−1

rD+k−1



. (9.6)

Consider a family of Hankel matrices {Hk
a}1≤k≤D as in Def. 9.2.1. There is a formula for the

dimension of the kernel of each matrix in the family that involves two numbers, Na
1 and Na

2 . To be more
specific the following holds:

Proposition 9.2.4. For any family of Hankel matrices {Hk
a}1≤k≤D there are two constants, Na

1 andNa
2 ,

such that

1. 0 ≤ Na
1 ≤ Na

2 ≤ D.

2. For all k, 1 ≤ k ≤ D, it holds dim(Ker(Hk
a )) = max(0; k −Na

1 ) + max(0; k −Na
2 ).

3. Na
1 +Na

2 = D.

We may skip a in Na
1 and Na

2 when it is clear from the context.
Figure (9.1) illustrates Prop. 9.2.4. The dimension of the kernels and the ranks of the matrices are

piecewise-linear functions in k, given by three line segments. In the case of the dimension of the kernels,
it is an increasing function. For k from 1 to N1, the kernel of the matrix is trivial, so the rank increases
as the number of columns, that is, the slope of the graph of the ranks is 1 and the one of the dimension of
the kernels is 0. For k from N1 + 1 to N2, the rank remains constant as for each column that we add, the
dimension of the kernel increases by one. Hence, the slope of the graph of the ranks is 0 and the one of
the dimension of the kernels is 1. For k from N2 + 1 to D, the rank decreases because the dimension of
the kernel increases by 2, and so the slope of the graph of the ranks is −1 and the one of the dimension
of the kernel is 2.

If N1 = N2, the graph degenerate to two line segments. For the graph of the ranks, the first segment
has slope 1 for k from 1 to N1 + 1 and the second segment has slope −1 for k from N1 + 1 to D. For
the graph of the dimension of the kernels, the first segment has slope 0 from 1 to N1 + 1, and the second
one has slope 2 from N1 to D.

The elements of the kernel of the matrices in {Hk} are related. To express this relation from a linear
algebra point of view we introduce the U-chains.
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rk(Hk)

N1 + 1

1

N1 N2D
2

D k

(a) Rank of the Hankel matrices

dim(Ker(Hk))

N1 N2 D

D

N2 −N1

(b) Dimension of the kernel

Figure 9.1: Relation between N1, N2 and D

Definition 9.2.5 ([HR84, Def. 5.1]). A U-chain of length k of a vector v = (v0, . . . , vn)T ∈ Kn+1 is a
set of vectors {U0

kv,U1
kv, . . . ,U

k−1
k v} ⊂ Kn+k. The i-th element, 0 ≤ i ≤ k − 1, is

Uikv = (0 . . . 0︸ ︷︷ ︸
i

,

n+1︷ ︸︸ ︷
v0 . . . vn, 0 . . . 0︸ ︷︷ ︸

k−1−i

)

where Uik is a (n+ k)× (n+ 1) i-shifting matrix [HR84, page 11].

If v is not zero, then all the elements in a U-chain of v are linearly independent. The following
theorem uses the U-chains to relate the vectors of the kernels in a family of Hankel matrices.

Proposition 9.2.6 (Vectors v and w). Given a family of Hankel matrices {Hk}1≤k≤D, let N1 and N2 be
the constants of Prop. 9.2.4. There are two vectors, v ∈ KN1+2 and w ∈ KN2+2, such that,

• If 0 ≤ k ≤ N1, then Ker(Hk) = {0}.

• If N1 < k ≤ N2, then the U-chain of v of length (k −N1) is a basis of Ker(Hk), that is

Ker(Hk) = 〈U0
k−N1

v, . . . ,Uk−N1−1
k−N1

v〉.

• If N2 < k ≤ D, then the U-chain of v of length k −N1 together with the U-chain of w of length
k −N2 is a basis of Ker(Hk), that is

Ker(Hk) = 〈U0
k−N1

v, . . . ,Uk−N1−1
k−N1

v,U0
k−N2

w, . . . ,Uk−N2−1
k−N2

w〉.

The vectors v and w of Prop. 9.2.6 are not unique. Vector v could be any vector in Ker(HN1+1).
Vector w could be any vector in Ker(HN2+1) that does not belong to the vector space generated by the
U-chain of v of length N2 −N1 + 1. From now on, given a family of Hankel matrices, we refer to v and
w as the vectors of Prop. 9.2.6.
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Let u be a vector in the kernel of Hk and Pu the corresponding polynomial (see Notation). We call
Pu a kernel polynomial. As PUjkv

= xjyk−1−jPv, we can write any kernel polynomial of a family of
Hankel matrices as a combination of Pv and Pw [HR84, Prop. 5.1 & 5.5]. Moreover, Pv and Pw are
relative prime.

Proposition 9.2.7. Consider any family of Hankel matrices {Hk}1≤k≤D. Hence, the kernel polynomials
Pv and Pw are relative prime. Moreover, for each k, the set of kernel polynomials of the matrix Hk is as
follows:

• If 0 < k ≤ N1, then it is {0}.

• If N1 < k ≤ N2, then it is {PµPv : µ ∈ Kk−N1}.

• If N2 < k ≤ D, then it is {PµPv + PρPw : µ ∈ Kk−N1 , ρ ∈ Kk−N2}.

Corollary 9.2.8. Let ω ∈ Ker(HN2+1) such that Pω 6∈ {PµPv : µ ∈ KN2−N1+1}, then we can consider
ω as the vector w from Prop. 9.2.6.

9.2.3 Rational Reconstructions

A rational reconstruction for a series or a polynomial is to approximate a series/polynomial as the quo-
tient of two polynomials. Rational reconstructions are the backbone of many problems e.g., Padé approx-
imants, Cauchy Approximations, Linear Recurrent Sequences, Hermite Interpolation. They are related
to the Hankel matrices. For details about rational reconstructions, we refer to [BCG+17, Chapter 7] and
references therein.

Definition 9.2.9. Consider a := (a0, . . . , aD)T ∈ KD+1 and a polynomial A :=
∑D

i=0 aix
i ∈ K[x].

Given a pair of univariate polynomials (U,R), we say that they are a rational reconstruction ofAmodulo
xD+1 if A · U ≡ R mod xD+1.

These reconstructions are not necessarily unique. We are interested in them because there is a relation
between the rational reconstructions of A modulo xD+1 and the kernels of the family of Hankel matrices
{Hk

a}k.

Lemma 9.2.10. Following Eq. (9.6), if ω ∈ Ker(Hk
a ), then

a0

. .
. ...

a0 · · · ak−1

a0 a1 · · · ak
...

... . .
. ...

aD−k aD−k+1 · · · aD




ω0

ω1

...
ωk

 =



r0

...
rk−1

0
...
0


. (9.7)

Hence, Pω(1, x) =
∑k

i=0 ωk−ix
i and A · Pω(1, x) ≡ ∑k−1

i=0 rix
i mod xD+1. Therefore,

(Pω(1, x),
∑k−1

i=0 rix
i) is a rational reconstruction of A modulo xD+1.
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Lemma 9.2.11. If (U,R) is a rational reconstruction of A of degree D, then there is a vector ω ∈
Ker(H

max(deg(U),deg(R)+1)
a ) such that

Pω = U
(y
x

)
xmax(deg(U),deg(R)+1).

Proof. Let k = deg(U), q = deg(R), U =
∑

i uix
i and R =

∑
i rix

i. Following Eq. (9.6), AU ≡ R
mod xD+1 is equivalent to,



a0

. .
. ...

a0 · · · ak−1

a0 a1 · · · ak
...

... . .
. ...

aD−k aD−k+1 · · · aD




uk
...
u1

u0

 =



r0

r1

...
rq
0
...
0


. (9.8)

If k > q, Eq. (9.8) reduces to Eq. (9.7), and so ω = (uk, . . . , u0) ∈ Ker(Hk
a ). Moreover,

U
(y
x

)
xk =

k∑
i=0

uiy
ixk−i =(j↔k−i)

k∑
j=0

uk−jx
jyj−k = Pω.

If q ≥ k, we extend the vector (uk, . . . , u0) by adding (q+1−k) leading zeros. We rewrite Eq. (9.8)
as Eq. (9.9). The two bottom submatrices form the matrix Hq+1

a , and so ω = (0, . . . , 0, uk, . . . , u0) ∈
Ker(Hq+1

a ). Also, Pω =
∑k

j=0 ujx
q+1−jyj +

∑q+1
j=k+1 0xq+1−jyj = U

( y
x

)
xq+1.



a0

. .
. ...

a0 · · · ak
a0 a1 · · · ak+1

. .
.

. .
. ... . .

. ...

a0 . . . aq−k aq+1−k . .
.

aq+1

... . .
. ...

... . .
. ...

aD−q−1 . . . aD−k−1 aD−k · · · aD





0
...
0
uk
...
u0


=



r0
...
rk
...
rq
0
...
0


. (9.9)

Remark 9.2.12. If (U,R) is a rational reconstruction, then the degree of the kernel polynomialPω(x, y) =
U
( y
x

)
xmax(deg(U),deg(R)+1) is max(deg(U),deg(R) + 1). In particular, the maximum power of x that

divides the kernel polynomial Pω is xmax(0,deg(R)+1−deg(U)).
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9.2.4 Greatest Common Divisor and Bézout identity

The Extended Euclidean algorithm (EGCD) is a variant of the classical Euclidean algorithm that com-
putes the Greatest Common Divisor of two univariate polynomials A and B, gcd(A,B), together with
two polynomials U and V , called cofactors, such that U A+ V B = gcd(A,B). In the process of com-
puting these cofactors, the algorithm computes a sequence of relations between A and B that are useful
to solve various problems, in particular to compute the rational reconstruction of A modulo B. For a
detailed exposition we refer to [BCG+17, Ch. 6] and [GG13, Ch. 3 and 11].

Algorithm 13 Calculate the EGCD of A and B

(U0, V0, R0)← (0, 1, B)
(U1, V1, R1)← (1, 0, A)
i← 1
while Ri 6= 0 do
Qi−1 ← Ri−2 quo Ri−1

(Ui, Vi, Ri)← (Ui−2, Vi−2, Ri−2)−Qi−1 (Ui−1, Vi−1, Ri−1)
i← i+ 1

end while
Return {(Uj , Vj , Rj)}j

The Extended Euclidean Algorithm (Alg. 13) computes a sequence of triples {(Ui, Vi, Ri)}i which
form the identities

UiA+ ViB = Ri, for all i. (9.10)

Following [GG13], we refer to these triplets as the rows of the Extended Euclidean algorithms of A and
B. Besides Eq. (9.10), the rows are related to each other as follows: the degrees of Ri form a strictly
decreasing sequence, Ui and Vi are coprime, and we can deduce the degree of Ui from the one of Ri−1.

Remark 9.2.13. The degrees of the polynomials {Ri}i form an strictly decreasing sequence, that is
deg(Ri) > deg(Ri+1) for every i.

Lemma 9.2.14 ([BCG+17, Sec 7.1]). For each i, Ui Vi+1 − Ui+1 Vi = (−1)i, and so the polynomials
Ui and Vi are coprime.

Lemma 9.2.15 ([BCG+17, Lem 7.1]). For each i > 0, the degree of Ui is the degree of B minus the
degree of Ri−1, that is

deg(Ui) = deg(B)− deg(Ri−1), ∀i > 0.

Moreover, every row of the Extended Euclidean Algorithm is a rational reconstruction of A modulo
B.

Remark 9.2.16. For each i ≥ 0, (Ui, Ri) is a rational reconstruction of A modulo B.
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9.3 The Algorithm

One of the drawbacks of Alg. 12, and its variants, is that they rely on the computation of the kernels
of many Hankel matrices and they ignore the particular structure that is present. Using Lem. 9.3.1, we
can skip many calculations by computing only two vectors, v and w (Prop. 9.2.6). This is the main idea
behind Alg. 14 that leads to a softly-linear arithmetic complexity bound (Sec. 9.4.2).

Alg. 14 performs as follows: First, step 1 computes two kernel polynomials, Pv and Pw using
Prop. 9.2.7, to obtain the kernel polynomials of the Hankel matrices (see Sec. 9.3.1). Then, step 2
computes a square-free kernel polynomial of the minimum degree r (see Sec. 9.3.2). Next, step 3 com-
putes the coefficients λ1, . . . , λr (see Sec. 9.4.1). Finally, step 4 recovers a decomposition for the original
binary form.

Let f be a binary form as in Eq. (9.1) and let {Hk}1≤k≤D be its corresponding family of Hankel
matrices (see Def. 9.2.1). The next lemma establishes the rank of f .

Lemma 9.3.1. Assume f , {Hk}k, N1 and N2 of Prop. 9.2.4, and v and w of Prop. 9.2.6. If Pv
(Prop. 9.2.7) is square-free then the rank of f is N1 + 1, else, it is N2 + 1.

Proof. By Prop. 9.2.4, for k < N1 + 1, the kernel of Hk is trivial. Hence, by Sylvester’s theorem
(Thm. 9.2.2), there is no decomposition with a rank smaller than N1 + 1. Recall that v ∈ Ker(HN1+1).
So, if Pv is square-free, by Sylvester’s theorem, there is a decomposition of rank N1 + 1.

Assume Pv is not square-free. For N1 + 1 ≤ k ≤ N2, Pv divides all the kernel polynomials of the
matrices Hk (Prop. 9.2.7). Therefore, none of them is square-free, and so the rank is at least N2 + 1.

By Prop. 9.2.7, Pv and Pw do not share a root. So, there is a polynomial Pµ of degree N2 −N1 such
that Qµ := PvPµ + Pw is square-free. A formal proof of this appears in Thm. 9.3.6. By Prop. 9.2.7, Qµ
is a square-free kernel polynomial of degree N2 + 1. Consequently, by Sylvester’s theorem, there is a
decomposition with rank N2 + 1.

To relate Lem. 9.3.1 with the theory of binary form decomposition, we recall that the decompositions
are identified with the square-free polynomials in the annihilator of f [KR84];[IK99, Chp. 1]. All the
kernel polynomials of {Hk}k belong to the annihilator of f , which is an ideal. If f is a binary form
of degree D = 2k or 2k + 1, then this ideal is generated by two binary forms of degrees rk(Hk)
and D + 2 − rk(Hk), with no common zeros [IK99, Thm. 1.44]. These are the polynomials Pv and
Pw. Using this interpretation, Alg. 12, and its variants, computes a (redundant) generating set of the
annihilator, while Alg. 14 computes a basis.

9.3.1 Computing the polynomials Pv and Pw

We use Lem. 9.2.10 and Lem. 9.2.11 to compute the polynomials Pv and Pw from Prop. 9.2.7 as a
rational reconstruction ofA :=

∑D
i=0 aix

i modulo xD+1. Our algorithm exploits the Extended Euclidean
Algorithm in a similar way to [CC86] for computing scaled Padé fractions.

In the following, let v be the vector of Prop. 9.2.6, consider Uv := Pv(1, x) and Rv ∈ K[x] as
the remainder of the division of (A · Pv(1, x)) by xD+1. Note that, the polynomial Rv is the unique
polynomial of degree smaller to N1 + 1 such that A · Pv(1, x) ≡ Rv mod xD+1.

Lemma 9.3.2. If (U,R) is a rational reconstruction ofAmodulo xD+1 such that max(deg(U),deg(R)+
1) ≤ N2, then there is a polynomial Q ∈ K[x] such that Q · Pv(x, 1) = U and Q ·Rv = R.
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Algorithm 14 FASTDECOMP

Input: A binary form f(x, y) of degree D
Output: A decomposition for f(x, y) of rank r.

1. Compute Pv and Pw of {Hk
a }k

We use Alg. 15 with (a0, . . . , aD).

2. IF Pv(x,y) is square-free,

Q←− Pv
r ←− N1 + 1 {The rank of the decomposition is the degree of Q}

ELSE

Compute a square-free binary form Q

We compute a vector µ of length (N2 −N1 + 1),

such that (PµPv + Pw) is square-free (Sec. 9.4.1).

Q←− PµPv + Pw

r ←− N2 + 1 {The rank of the decomposition is the degree of Q}

3. Compute the coefficients λ1, . . . , λr

Solve the system of Eq. (9.5) where Q(x, y) =
∏r
j=1(βjx− αjy).

For details and the representation of λj , see Sec. 9.4.1.

4. Return f(x, y) =
∑r

j=1 λj(αjx+ βjy)D

Proof. Let k := deg(U) and q := deg(R). By Lem. 9.2.11, there is a vector nonzero
ω ∈ Ker(H

max(k,q+1)
a ) such that the kernel polynomial Pω is equal to U

( y
x

)
xmax(k,q+1). Hence,

Ker(H
max(k,q+1)
a ) 6= 0 and so, by Prop. 9.2.6,N1 < max(k, q+1). We assume that max(k, q+1) ≤ N2,

hence the degree of Pω is smaller or equal to N2 and, by Prop. 9.2.7, Pω is divisible by Pv. There-
fore, there is a polynomial Q̄ ∈ K[x, y] such that Q̄Pv = Pω. Let Q := Q̄(1, x). By definition,
Uv = Pv(1, x) and U = Pω(1, x), so U = QUv. Hence, QRv ≡ R mod xD+1, because Rv ≡ Uv A
mod xD+1 and QRv ≡ QUv A ≡ UA ≡ R mod xD+1. If the degrees of (QRv) and R are
smaller than D + 1, then QRv = R, as we want to prove. By assumption, deg(R) < N2 ≤ D
and deg(Uv Q) = deg(U) ≤ N2. By Lem. 9.2.10, the degree of Rv is upper bounded by N1, and so
deg(QRv) ≤ deg(Uv QRv) ≤ N2 +N1 = D (Prop. 9.2.4).

We can use this lemma to recover the polynomial Pv from certain rational reconstructions.

Corollary 9.3.3. If (U,R) is a rational reconstructions of A of degree D such that
max(deg(U), deg(R) + 1) ≤ N2 and for every polynomial Q of degree bigger than zero that divides
U and R, (UQ ,

R
Q) is not a rational reconstruction of A, then there is a non-zero constant c such that
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Pv = c · U
( y
x

)
xmax(deg(U),deg(R)+1) (Prop. 9.2.7). In particular, N1 = max(deg(U)− 1, deg(R)).

Proof. By Lem. 9.3.2, there is aQ ∈ K[x] such thatQ · (Uv, Rv) = (U,R). By Lem. 9.2.10, (Uv, Rv) is
a rational reconstruction, and so deg(Q) = 0. Hence, N1 + 1 = deg(Pv) = max(deg(U), deg(R) + 1)
and Q · Pv(1, yx)xN1+1 = U( yx)xN1+1.

If (U,R) is a rational reconstruction of A modulo xD+1 such that deg(U) + deg(R) ≤ D and
U(0) = 1, then R

U is the Padé approximant of A of type (deg(R),deg(U)) [BCG+17, Sec. 7.1]. When
this Padé approximant exists, it is unique, meaning that for any rational reconstruction with this property
the quotient RU is unique (we can invert U mod xD+1 because U(0) = 1). When N1 < N2, we have
that D+1

2 ≤ N2 (Prop. 9.2.4) and so, if the the Padé approximant of A of type (D+1
2 − 1, D+1

2 ) exists,
by Lem. 9.3.2, we can recover Pv from it. The existence of this Padé approximant is equivalent to the
condition Uv(0) = 1, which means vN1+1 = 1. In the algorithm proposed in our conference paper
[BFPT16, Alg. 3], we needed to assume this condition to prove its correctness. In that version, we
ensured this property with a generic linear change of coordinates in the original polynomial. In this
version, we skip this assumption. Following [BCG+17, Thm. 7.2], when N1 < N2, we can compute v
no matter the value of vN1+1. This approach has a softly-linear arithmetic complexity and involves the
computation of a row of the EGCD of A and xD+1. We can compute Pw from a consecutive row.

Before going into the proof, we study the case N1 = N2. In this case, there are not rational recon-
structions with the prerequisites of Lem. 9.3.2, and so we treat it in a different way.

Lemma 9.3.4. If N1 = N2, there is a unique rational decomposition (U,R) such that deg(U) ≤ D
2 ,

deg(R) ≤ D
2 and R is monic. In particular, deg(R) = D

2 and we can consider the kernel polynomial

related to v ∈ Ker(HN1+1) (Prop. 9.2.6), as Pv = U
( y
x

)
x
D
2

+1.

Proof. First note that, as D = N1 + N2 (Prop. 9.2.4), then N1 = D
2 . Following Eq. (9.6), if we write

U =
∑N1

i=0 uix
i and R =

∑N1
i=0 uix

i, then we get the linear system,

a0

a0 a1

. .
.

. .
. ...

a0 · · · aN1−1 aN1

a1 · · · aN1 aN1+1

... . .
. ...

...
aD−N1 · · · aD−1 aD




uN1

...
u1

u0

 =



r0

...
rN1−1

rN1

0
...
0


The matrix HN1 ∈ K(D−D

2
+1)×(D

2
+1) is square and, as Ker(HN1) = 0 (Prop. 9.2.6), it is invertible. If

rN1 = 0, that is deg(Rv) < N1, then the polynomial U is zero. Hence, if R is monic, then rN1 = 1, and
so we compute the coefficients of U and R as

uN1

...
u1

u0

 = (HN1+1)−1


1
0
...
0

 ,


r0

...
rN1−1

1

 =


a0

a0 a1

. .
.

. .
. ...

a0 · · · aN1−1 aN1




uN1

uN1−1

...
u0
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Lemma 9.3.5 (Correctness of Alg. 15). Let {(Uj , Vj , Rj)}j be the set of triplets obtained from the
Extended Euclidean Algorithm for the polynomials A and xD+1. Let i be the index of the first row of
the extended Euclidean algorithm such that deg(Ri) <

D+1
2 . Then, we can compute the polynomials Pv

and Pw of Prop. 9.2.7 as

(A) Pv = Ui(
x
y ) · xmax(deg(Ui),deg(Ri)+1).

(B) If deg(Ri) > deg(Ui), Pw = Ui+1(xy ) · xdeg(Ui+1).

(C) If deg(Ri) ≤ deg(Ui), Pw = Ui−1(xy ) · xdeg(Ri−1+1).

Proof. (A). First observe that if i is the first index such that the degree of Ri is strictly smaller than D+1
2 ,

then the degree of Ri−1 has to be bigger or equal to D+1
2 . Hence, the degree of Ui is smaller or equal to

D+1
2 , because by Lem. 9.2.15, deg(Ui) = D+1−deg(Ri−1) ≤ D+1− D+1

2 = D+1
2 . We can consider

Ri−1 because, as the degree of R0 = xD+1 is D + 1 > D+1
2 , i > 0.

If N1 = N2, then D is even and N1 = D
2 (Prop. 9.2.4). As bD+1

2 c = D
2 , deg(Ri) ≤ D

2 and
deg(Ui) ≤ D

2 . By Lem. 9.3.4, max(deg(Ui),deg(Ri) + 1) = N1 + 1 and we can consider Pv as
Ui(

y
x)xN1+1.
IfN1 < N2, assume that there is a non-zeroQ ∈ K[x] such thatQ dividesUi andRi and (UiQ ,

Ri
Q ) is a

rational reconstruction ofAmodulo xD+1. Then, UiQA ≡ Ri
Q mod xD+1 and so there is a polynomial V̄

such that V̄ xD+1 + Ui
QA = Ri

Q . Multiplying by Q, we get the equality Q V̄ xD+1 +UiA = Ri. Consider
the identity VixD+1 + UiA = Ri from Eq. (9.10). Coupling the two equalities together, we conclude
that Vi = QV̄ . As Q divides Ui and Vi, which are coprime (Lem. 9.2.14), Q is a constant, deg(Q) = 0.
If N1 < N2, then D < 2N2 (Prop. 9.2.4) and so max(deg(Ui),deg(Ri) + 1) ≤ D+1

2 ≤ N2. Hence, by
Lem. 9.3.2, we can consider Ui( yx)xmax(deg(Ui),deg(Ri)+1) as the kernel polynomial Pv from Prop. 9.2.7,
related to Ker(HN1+1).

(B). Assume that the degree of Ui is strictly bigger than the one of Ri, deg(Ui) > deg(Ri). Then
N1 = deg(Ui) − 1, as deg(Ui) = deg(Pv) = N1 + 1 (Rem. 9.2.12). Note that in this case i > 1 as
U1 = 1 and R1 = A is a nonzero polynomial, and so deg(U1) ≤ deg(R1). The degree of Ri−1 is N2

because, by Lem. 9.2.15, deg(Ri−1) = D+1−deg(Ui) = D+1−N1−1 = N2 (Prop. 9.2.4). Consider
the degree of Ui−1. By Lem. 9.2.15, deg(Ui−1) = D + 1 − deg(Ri−2). As deg(Ri−2) > deg(Ri−1)
(Rem. 9.2.13), then deg(Ri−2) > N2. Therefore, the degree of Ui−1 is smaller or equal to the one of
Ri−1 because

deg(Ui−1) = D + 1− deg(Ri−2) < D + 1−N2 = N1 + 1, and so

deg(Ui−1) ≤ N1 ≤ N2 = deg(Ri−1).

Hence, by Rem. 9.2.16, (Ui−1, Ri−1) is a rational reconstruction of A modulo xD+1 such that
deg(Ui−1) ≤ N1 and deg(Ri−1) = N2. So, max(deg(Ui−1), deg(Ri−1) + 1) = N2 + 1 and, by
Rem. 9.2.12, there is a kernel polynomial Pω = Ui−1( yx)xN2+1 of degree N2 + 1 such that
xN2+1−deg(Ui−1) divides Pω. As deg(Ui−1) ≤ N1, xN2+1−N1 divides xN2+1−deg(Ui−1) and so, it di-
vides Pω. We assumed that the degree of Ui is strictly bigger than the one of Ri, and so x does not divide
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Pv (Rem. 9.2.12). Hence, there is no binary form Q of degree N2 − N1 such that xN2−N1+1 divides
QPv. Therefore, by Cor. 9.2.8, we can consider Pw = Pω.

(C). Assume that the degree of Ri is bigger or equal to the one of Ui, deg(Ri) ≥ deg(Ui). Hence,
deg(Ri) + 1 = deg(Pv) = N1 + 1 (Rem. 9.2.12), and so deg(Ri) = N1. In particular, Ri 6= 0, and
so the (i + 1)-th row of the Extended Euclidean Algorithm, (Ui+1, Vi+1, Ri+1), is defined. The degree
of Ui+1 is N2 + 1, because by Rem. 9.2.12, deg(Ui+1) = D + 1 − deg(Ri) = N2 + 1 (Prop. 9.2.4).
The degree of Ri+1 is strictly smaller than the one of Ri (Rem. 9.2.13), which is N1. Hence, the
degree of Ri+1 is smaller than the degree of Ui+1 because deg(Ri+1) < N1 ≤ N2 < deg(Ui+1).
Therefore, Pω = Ui+1( yx)xN2+1 is a kernel polynomial in Ker(HN2+1) (Lem. 9.2.11). By Rem. 9.2.12,
as deg(Ri+1) < deg(Ui+1), x does not divide Pω. Also, the maximal power of x that divides Pv is
xdeg(Ri)+1−deg(Ui), and, as we assumed deg(Ri) ≥ deg(Ui), x divides Pv. Hence, every polynomial in
{QPv : deg(Q) = N2 +N1} is divisible by x, and so, by Cor. 9.2.8, we can consider Pw = Pω.

Algorithm 15 COMPUTE PV AND PW

Input: A sequence (a0, . . . , aD).
Output: Polynomials Pv and Pw as 9.2.7.

1. i← first row of EGCD(xD+1,
∑

i=0 aix
i) such that Ri < D+1

2 .

2. Pv ← Ui(
x
y ) · xmax(deg(Ui),deg(Ri)+1).

N1 ← max(deg(Ui)− 1,deg(Ri))

3. IF deg(Ri) > deg(Ui),

Pw ← Ui+1(xy ) · xdeg(Ui+1).

N2 ← deg(Ui+1)− 1.

ELSE

Pw ← Ui−1(xy ) · xdeg(Ri−1+1).

N2 ← deg(Ri−1).

4. Return Pv and Pw

9.3.2 Computing a square-free polynomial Q

We can compute Q at step 2 of Alg. 14 in different ways. If Pv is square-free, then we set Q equal to Pv.
If Pv is not square-free, by Lem. 9.3.1, we need to find a vector µ ∈ K(N2−N1+1) such that Qµ := Pµ×
Pv + Pw is square-free. By Prop. 9.2.7, Pv and Pw are relative prime. Thus, if we take a random vector
µ, generically, Qµ would be square-free. For this to hold, we have to prove that the discriminant of Qµ is
not identically zero. To simplify notation, in the following theorem we dehomogenize the polynomials.
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Theorem 9.3.6. Given two relative prime univariate polynomials Pv(x) and Pw(x) of degrees N1 + 1
and N2 + 1 respectively, let Qµ(x) := PµPv +Pw ∈ K[µ0, . . . , µN2−N1 ][x]. The discriminant of Qµ(x)
with respect to x is a non-zero polynomial.

Proof. The zeros the discriminant of Qµ(x) with respect to x over K correspond to the set {µ ∈
KN2−N1+1 : Qµ has double roots}. We want to prove that the discriminant is not zero.

A univariate polynomial is square-free if and only if it does share any root with its derivative. Hence,
(µ0, . . . , µN2−N1)T ∈ {µ ∈ KN2−N1+1 : Qµ has double roots} if and only if, there is
(µ0, . . . , µN2−N1 , α) ∈ KN2−N1+1 ×K such that the following equations are satisfied{

(PµPv + Pw)(x) = 0

(PµP
′
v + P ′µPv + P ′w)(x) = 0.

(9.11)

In Eq. (9.11), µ0 only appears in Pµ with degree 1. If we eliminate it to obtain the polynomial

(Pv · P ′µ + P ′w)Pv − P ′v · Pw
This polynomial is not identically 0 as P ′v does not divide Pv and Pv and Pw are relative prime.

Hence, for each (µ1, . . . , µN2−N1), there is a finite number of solutions for this equation, bounded by
the degree of the polynomial. Moreover, as the polynomials of Eq. (9.11) are linear in µ0, each solution
of the deduced equation is extensible to a finite number of solutions of Eq. (9.11). Hence, there is a
µ ∈ KN2−N1+1, such that Qµ is square-free. Therefore, the discriminant of Qµ(x) is not identically
zero.

Corollary 9.3.7. For every vector (µ1, . . . , µN2−N1) ∈ KN2−N1 such that there is a µ0 ∈ K such that y2

does not divides Qµ, where µ = (µ0, . . . , µN2−N1), there are at most 2D+ 2 different values for µ0 ∈ K
such that the polynomial Qµ(x, y) is not square-free.

Proof. If Qµ(x, y) is not square-free, then it has a double root in P1(K). This root could be of the form
(α, 1) ∈ P1(K) or (1, 0) ∈ P1(K). We analyze separately these cases

First, we consider the polynomial Qµ(x, 1) ∈ K[µ0, x]. By Thm. 9.3.6, the discriminant of Qµ(x, 1)
with respect to x is not zero. As Qµ(x, 1) is a polynomial of degree N2 + 1 with respect to x, and of
degree 1 with respect to µ0, the degree with respect to µ0 of the discriminant of Qµ(x, 1) with respect to
x is at most (N2 + 1) +N2 ≤ 2D+ 1. Hence, there are at most 2D+ 1 values for µ0 such that Qµ(x, y)
has a root of the form (α, 1) ∈ P1(K) with multiplicity bigger than one.

The polynomial Qµ(x, y) has a root of the form (1, 0) ∈ P1(K) with multiplicity bigger than one,
if and only if y2 divides Qµ(x, y). If this happens, then the coefficients of the monomials y · xN2−N1−1

and xN2−N1 in the polynomial Qµ(x, y) are zero. By assumption, these coefficients are not identically
zero as polynomials in µ0. As Qµ(x, y) is a linear polynomial with respect to µ0, there is at most one
value for µ0 such that y2 divides Qµ(x, y).

Therefore, there are at most (2D + 1) + 1 values such that Qµ(x, y) is not square-free.

Remark 9.3.8. The previous assumption is not restrictive. If y2 dividesQµ, where µ=(µ0, . . . , µN2−N1),
then y2 does not divideQ(µ0,...,µN2−N1

+1) = Qµ+xN2+1 norQ(µ0,...,µN2−N1−1+1,µN2−N1
) = Qµ+yxN2 .

Moreover, if N2 − N1 ≥ 2, y2 divides (or not) Qµ(x, y) regardless the value of µ0. Conversely,
if N2 −N1 < 2, there is always a µ0 such that y2 does not divide Qµ.



210 CHAPTER 9. BINARY FORM DECOMPOSITION

9.3.3 Correctness of Algorithm 14

For computing a decomposition for a binary form f , we need to compute the kernel of a Hankel matrix
(Thm. 9.2.2). Alg. 15 computes correctly the polynomials Pv and Pw that characterize the kernels of the
family of Hankel matrices associated to f . Once we obtain these polynomials step 2 (see Cor. 9.3.7) and
step 3 computes the coefficients αj , βj , λj of the decomposition. Hence, we have a decomposition for f ,
as f(x, y) =

∑r
j=1 λj(αx+ βy)D.

Example Consider f(x, y) = y4 + 8xy3 + 18x2y2 + 16x3y + 5x4. The family of Hankel matrices
associated to f are related to the vector a := (1, 2, 3, 4, 5)T, it is denoted by {Hk

a}k, and it contains the
following matrices:

H1
a =


1 2
2 3
3 4
4 5

 H2
a =

1 2 3
2 3 4
3 4 5

 H3
a =

(
1 2 3 4
2 3 4 5

)
H4
a =

(
1 2 3 4 5

)

The kernel H1
a is trivial, so we compute the one of H2

a . This kernel is generated by the vector
(1,−2, 1)T, so by Prop. 9.2.6 we consider v = (1,−2, 1)T. Also, by Prop. 9.2.4, N1 + 1 = 2 and
N2 = D − N1 = 3. The kernel polynomial Pv = y2 − 2x y + x2 = (x − y)2 is not square-free
thus, by Lem. 9.3.1, the rank of f(x, y) is N2 + 1 = 4 and we have to compute the kernel polynomial
Pw in the kernel of H4

a . Following Prop. 9.2.6, the kernel of H4
a is generated by U-chain of v given

vectors U0
2v = (1,−2, 1, 0, 0)T, U1

2v = (0, 1,−2, 1, 0)T, and U2
2v = (0, 0, 1,−2, 1)T, plus a vector

w linear independent with this U-chain. We consider the vector w = (0, 0, 0, 5,−4), which fulfill that
assumption. Hence, Pv = y2 − 2x y + x2 and Pw = 5yx3 − 4x4.

We proceed by computing a square-free polynomial combination of Pv and Pw. For that, we choose

Q := (44y2 + 11yx+ 149x2)Pv + 36Pw = (5x− 11y)(x− 2y)(x+ 2y)(x+ y).

Finally, we solve the system given by the transposed of a Vandermonde matrix,
54 1 1 1

11 · 53 2 −2 −1
112 · 52 22 (−2)2 (−1)2

113 · 5 23 (−2)3 (−1)3



λ1

λ2

λ3

λ4

 =


1
2
3
4

 . (9.12)

The unique solution of the system is (− 1
336 , 3,

1
21 ,

3
16)T, and so we recover the decomposition

f(x, y) = − 1

336
(11x+ 5y)4 + 3(2x+ y)4 +

1

21
(−2x+ y)4 − 3

16
(−x+ y)4.

Instead of considering incrementally the matrices in the Hankel family we can compute the polyno-
mials Pv and Pw faster by applying Alg. 15. For this, we consider the polynomial A := 5x4 + 4x3 +
3x2 + 2x+ 1, and the rows of the Extended Euclidean Algorithm for A and x5.
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j Vj Uj Rj
0 1 0 x5

1 0 1 5x4 + 4x3 + 3x2 + 2x+ 1
2 1 1

25(5x− 4) 1
25(x3 + 2x2 + 3x+ 4)

3 −25(5x− 6) 25(x− 1)2 25
4 1

25(5x4 + 4x3 + 3x2 + 2x+ 1) − 1
25x

5 0

We need to consider the first j such that deg(Rj) <
5
2 , which is j = 3. Hence,

N1 = max(deg(U3)− 1,deg(R3)) = 1 and

Pv := U3

(y
x

)
xmax(deg(U3),deg(R3)+1) = 25

(y
x
− 1
)2
x2 = 25(y − x)2.

As deg(R3) ≤ deg(U3), we consider N2 = deg(R2) = 3 and

Pw := U2

(
x

y

)
xdeg(R2)+1 =

1

25
(5yx3 − 4x4). ♦

9.4 Complexity

In this section we study the algebraic degree of the parameters that appear in the decomposition of a
binary form and the arithmetic and bit complexity of Alg. 14.

9.4.1 Algebraic degree of the problem

If we assume that the coefficients of the input binary form Eq. (9.1) are rational numbers then the pa-
rameters of the decompositions, αj , βj , and λj (see Eq. (9.3)), are algebraic numbers, that is roots of
univariate polynomials with integer coefficients. The minimum degree of this polynomials is the alge-
braic degree of the problem. We refer the interested reader to [Baj88, NRS10, DHO+16] for a detailed
exposition about the algebraic degree and how it address the complexity of the problem at hand at a
fundamental level.

The complexity of computing Q

Recall that from Lem. 9.3.1 the rank of f could be either N1 + 1 of N2 + 1. When the polynomial Pv is
square-free, then the rank is N1 + 1 and the Q = Pv. Following the discussion of Sec. 9.3.2, we prove
that, when the rank of the binary form is N2 + 1, we can compute a square-free kernel polynomial Q
of this degree such that the largest degree of its irreducible factors is N1. Moreover, we prove that for
almost all the choices of (N2 −N1 + 1) different points in P1(K) (the projective space of K) there is a
square-free kernel polynomial of HN2+1 which vanish on these points. This will be our choice for Q.

Lemma 9.4.1. Let f be a binary form of rankN2 +1. Given (N2−N1 +1) different points (α0, β0), . . . ,
(αN2−N1+1, βN2−N1+1) ∈ P1(K) such that none of them is a root of Pv, then there is a unique binary
form Pµ of degree N2 −N1, such that the kernel polynomial Qµ := PµPv + Pw vanish on those points.
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Proof. Without loss of generality, we assume βi = 1. By Prop. 9.2.7, for any polynomial Pµ of degree
N2 − N1, Qµ is a kernel polynomial. Since Qµ(αi, 1) = 0, we can interpolate Pµ by noticing that
Pµ(αj , 1) = − Pw(αj ,1)

Pv(αj ,1) .
The degree of Pµ is (N2 −N1) and we interpolate it at (N2 −N1 + 1) different points. Hence there

is a unique interpolation polynomial Pµ. So, Qµ is the unique kernel polynomial of HN2+1 divisible by
all those linear forms.

Example (continuation) For the example of Sec. 9.3.3, we obtained the square-free kernel polynomial
by choosing the points (2, 1), (−2, 1) and (−1, 1) ∈ P1(K). If we choose other points such that Qµ is
square-free, we will obtain a different decomposition. Hence, f does not have a unique decomposition.
This holds in general. ♦

Corollary 9.4.2. A decomposition is unique if and only if the rank is N1 + 1. A decomposition is not
unique if and only if the rank is N2 + 1.

Theorem 9.4.3. Let the rank of f be N2 + 1. Then there is a square-free kernel polynomial Q such that
the largest degree of its irreducible factors is at most N1.

Proof. If the rank of f isN2 +1, then for each set ofN2−N1 +1 different points in P1(K), following the
assumptions of Lem. 9.4.1, there is a unique kernel polynomial. There is a rational map that realizes this
relation (see the proof of Lem. 9.4.1). Let this map be Q[α], where
α = ((α0, β0), . . . , (αN2−N1 , βN2−N1)) ∈ P1(K)N2−N1+1. The image of the map is contained in
{PµPv + Pw : µ ∈ KN2−N1+1}. This set and P1(K)N2−N1+1 have the same dimension, N2 −N1 + 1.

Given a kernel polynomial Q̂(x, y), there is a finite number of distinct points (α, β) ∈ P1(K) such
that Q̂(α, β) = 0. Hence, the pre-image of an element in the image of Q[α] is a finite set. Therefore, the
dimension of the image and the dimension of the domain are the same.

By Thm. 9.3.6, the non-square-free kernel polynomials form a hypersurface in the space of kernel
polynomials of the shape PµPv + Pw. If we consider the pre-image of the intersection between this
hypersurface and the image of the rational map, then its dimension is smaller than N2 −N1 + 1.

Therefore, generically, for N2 − N1 + 1 different points in P1(K), the map Q[α](x, y) results a
square-free kernel polynomial. As K is the algebraic closure of K ⊂ C, the same holds over K.

Theorem 9.4.4. Given a binary form f of rank r and degree D, there is a square-free kernel polynomial
of degree r such that the biggest degree of its irreducible factors is min(r,D − r + 1).

Proof. If the rank is r = N2 + 1, then min(r,D − r + 1) = N1. By Thm. 9.4.3, such a square-free
kernel polynomial exists. If the rank is r = N1 + 1 and N1 < N2, by Lem. 9.3.1, there is a square-free
kernel polynomial of degree min(r,D − r + 1) = N1 + 1.

The previous result is related to the decomposition of tensors of the same border rank [CS11, Thm.
2]; [BGI11, Thm. 23]; [Ble15].

We can also bound the number of possible bad choices in the proof of Thm. 9.4.3.
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Proposition 9.4.5. Let f be a binary form of rankN2+1. For every set S ⊂ P1(K) of cardinal (N2−N1)
such that (∀(α, β) ∈ S) Pv(α, β) 6= 0 there are at most D2 + 3D+ 1 values (α0, β0) ∈ P1(K) such that
(α0, β0) 6∈ S, Pv(α0, β0) 6= 0 and the unique kernel polynomial Qµ := PµPv + Pw that vanish over S
and (α0, β0) (Lem. 9.4.1) is not square-free.

To prove this proposition we use Lagrange polynomials to construct the maps and varieties of the
proof of Thm. 9.4.3.

Let S = {(α1, β1), . . . , (αN2−N1 , βN2−N1)} ⊂ P1(K) be the set of Prop. 9.4.5. For each (α0, β0) ∈
P1(K) such that (α0, β0) 6∈ S and Pv(α0, β0) 6= 0 we consider the unique kernel polynomial Qα0,β0

which vanishes as S and (α0, β0) (see Lem. 9.4.1). Using Lagrange polynomial, we can write this
polynomial as

Qα0,β0(x, y) =

(
− Pw(α0, β0)

Pv(α0, β0)

M(x, y)

M(α0, β0)
+

N2−N1∑
i=1

β0x− α0y

α0βi − αiβ0
Ei(x, y)

)
Pv(x, y) + Pw(x, y)

Where Ei(x, y) := −Pw(αi,βi)
Pv(αi,βi)

∏
j 6∈{0,i}

βjx−αjy
αiβj−αjβi and M(x, y) :=

∏N2−N1
j=1 (βjx− αjy).2

For each (αj , βj), we characterize the possible (α0, β0) ∈ P1(K) such that (αj , βj) is a root of
Qα0,β0 of multiplicity bigger than one. Then, we study the (α0, β0) ∈ P1(K) such that (α0, β0) is a root
of Qα0,β0 with multiplicity bigger than one. Finally, we reduce every case to the previous ones.

To study the multiplicities of the roots, we use the fact that (α0, β0) is a double root of an binary
form P if and only if P (α0, β0) = ∂P

∂x (α0, β0) = ∂P
∂y (α0, β0) = 0. Hence, for each (α0, β0) ∈ P1(K),

we consider ∂Q
α0,β0

∂x and ∂Qα0,β0

∂y , where

∂Qα0,β0

∂x
=− Pw(α0, β0)

Pv(α0, β0)

1

M(α0, β0)

(
∂M

∂x
Pv +M

∂Pv
∂x

)
(x, y)+ (9.13)

N2−N1∑
i=1

1

β0αi − α0βi

∂((β0x− α0y)EiPv)

∂x
(x, y) +

∂Pw
∂x

(x, y)

Let Oα0,β0
x (x, y) be the product between the last line of Eq. (9.13) and M(α0, β0), that is

Oα0,β0
x (x, y) :=

N2−N1∑
i=1

M(α0, β0)

β0αi − α0βi

∂((β0x− α0y)EiPv)

∂x
(x, y) +M(α0, β0)

∂Pw
∂x

(x, y)

Note that for every (αi, βi) ∈ S, (β0αi − α0βi) divides M(α0, β0), as polynomials in K[α0, β0], so
Oα0,β0
x (x, y) is a polynomial in K[α0, β0][x, y]. The derivative of Qα0,β0 with respect to x is a rational

function in K(α0, β0)[x, y], that we can write as ∂Qα0,β0

∂x = Tα0,β0 (x,y)
Pv(α0,β0)M(α0,β0) where

Tα0,β0(x, y) := −Pw(α0, β0)

(
∂M

∂x
Pv +M

∂Pv
∂x

)
(x, y) +Oα0,β0

x (x, y)Pv(α0, β0) ∈ K[α0, β0][x, y]

2 For each 0 ≤ i ≤ N2 − N1, Qα0,β0(x, y) is a rational function of degree 0 with respect to (αi, βi). Hence, it is well
defined the evaluation of the variables (αi, βi) in Qα0,β0(x, y) at points of P1(K).
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Lemma 9.4.6. For each (αi, βi) ∈ S, there are at most N2 + 1 possible (α0, β0) ∈ P1(K) such that
(α0, β0) 6∈ S, Pv(α0, β0) 6= 0 and that (αi, βi) is a root of multiplicity bigger than 1 in Qα0,β0 .

Proof. If (αi, βi) is a root of multiplicity bigger than 1 in Qα0,β0 , then ∂Qα0,β0

∂x (αi, βi) = 0. Hence,
we are looking for the (α0, β0) such that Tα0,β0(αi, βi) = 0. The polynomial Tα0,β0(αi, βi) belongs to
K[α0, β0], so if it is not identically zero, there is a finite number of points (α0, β0) ∈ P1(K) such that
Tα0,β0(αi, βi) = 0. Moreover, the degree of the polynomial Tα0,β0(αi, βi) is at most
max(deg(Pw),deg(Oα0,β0

x (αi, βi)) + deg(Pv)) = N2 + 1, hence, if the polynomial is not zero, this
finite number is at most N2 −N1.

The polynomial Tα0,β0(αi, βi) ∈ K[α0, β0] is not zero. Observe that as M is square-free,
M(αi, βi) = 0 and Pv(αi, βi) 6= 0, then

(
∂M
∂x Pv +M ∂Pv

∂x

)
(αi, βi) 6= 0. Hence, as Pw and Pv are

coprime, and so Tα0,β0(αi, βi) does not vanish in the roots of Pv.

Lemma 9.4.7. There are at most 2N2 + 1 possible (α0, β0) ∈ P1(K) such that (α0, β0) 6∈ S,
Pv(α0, β0) 6= 0 and (α0, β0) is a root of multiplicity bigger than 1 in Qα0,β0 .

Proof. Following the proof of Lem. 9.4.6, we study Tα0,β0(α0, β0) ∈ K[α0, β0].

Tα0,β0(α0, β0) =− Pw(α0, β0)

(
∂M

∂x
Pv +M

∂Pv
∂x

)
(α0, β0) +Oα0,β0

x (α0, β0)Pv(α0, β0)

=

(
−PwM

∂Pv
∂x

)
(α0, β0) +

(
Oα0,β0
x − Pw

∂M

∂x

)
(α0, β0)Pv(α0, β0)

The polynomial Tα0,β0(α0, β0) is not zero because, as both Pw and M are coprime to Pv, Pv does not
divides PwM ∂Pv

∂x . We conclude the proof by noting that the degree of Tα0,β0(α0, β0) is bounded by
2N2 + 1.

Lemma 9.4.8. Let (ᾱ0, β̄0), (α0, β0) ∈ P1(K) such that (ᾱ0, β̄0), (α0, β0) 6∈ S, Pv(ᾱ0, β̄0) 6= 0. Hence,
Qᾱ0,β̄0(α0, β0) = 0 if and only if Qᾱ0,β̄0(x, y) = Qα0,β0(x, y).

Proof. Assume that Qᾱ0,β̄0(α0, β0) = 0. Following Lem. 9.4.1, we write Qᾱ0,β̄0 = Pµ̄Pv + Pw and
Qα0,β0 = PµPv + Pw. Consider Qᾱ0,β̄0 − Qα0,β0 = Pv(Pµ̄ − Pµ). This polynomial vanishes over
P1(K) at the N1 + 1 roots of Pv, at the N2 − N1 points on S, and at (α0, β0) ∈ P1(K). Hence,
Qᾱ0,β̄0−Qα0,β0 = 0 as it is a binary form of degree at mostN2+1 withN2+2 different roots over P1(K).
Therefore, if Qᾱ0,β̄0(α0, β0) = 0, then Qᾱ0,β̄0(x, y) = Qα0,β0(x, y). By definition, Qα0,β0(α0, β0) = 0.
Hence, if Qᾱ0,β̄0(x, y) = Qα0,β0(x, y), then we have Qᾱ0,β̄0(α0, β0) = 0.

Proof of Prop. 9.4.5. We want to bound the number of different points (α0, β0) ∈ P1(K) such that
Qα0,β0(x, y) is not a square-free binary form over K[x, y]. If the binary form Qα0,β0(x, y) is not square-
free, then it has a root over P1(K) with multiplicity bigger than one. If such a root is (αi, βi) ∈ S, we can
bound the possible number of different values for (α0, β0) ∈ P1(K) by (N2 + 1) (Lem. 9.4.7). Hence, if
there is a i such that (αi, βi) ∈ S has multiplicity bigger than one as a root ofQα0,β0(x, y), we can bound
the possible number of different values for (α0, β0) ∈ P1(K) by #S · (N2 + 1) = (N2 −N1)(N2 + 1).

If Qα0,β0 is not square-free and the multiplicity of every root (αi, βi) ∈ S is one, then there must be
a root (ᾱ0, β̄0) ∈ P1(K) such that (ᾱ0, β̄0) 6∈ S and its multiplicity as a root ofQα0,β0 is bigger than one.
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By Lem. 9.4.8, Qᾱ0,β̄0(x, y) = Qα0,β0(x, y), and so (ᾱ0, β̄0) ∈ P1(K) has multiplicity bigger than one
as a root of Qᾱ0,β̄0(x, y). Hence, Pv(ᾱ0, β̄0) 6= 0 and, by Lem. 9.4.7, we can bound the possible number
of different values for (ᾱ0, β̄0) ∈ P1(K) by 2N2 + 1. As Qᾱ0,β̄0(x, y) has N1 + 1 roots over P1(K) \ S
then, by Lem. 9.4.8, there are N1 + 1 different (α0, β0) ∈ P1(K) such that Qᾱ0,β̄0(x, y) = Qα0,β0(x, y).
Hence, for each (ᾱ0, β̄0) ∈ P1(K) such that (ᾱ0, β̄0) has multiplicity bigger than one as a root of
Qᾱ0,β̄0(x, y), there are N1 + 1 points (α0, β0) ∈ P1(K) such that (ᾱ0, β̄0) has multiplicity bigger than
one as a root of Qα0,β0(x, y). Therefore, the number of different values for (α0, β0) ∈ P1(K) such that
Qα0,β0(x, y) has a root in P1(K)\S with multiplicity bigger than one is bounded by (N1 +1)(2N2 +1).

Joining these bounds, we deduce that there are at most (N2 − N1)(N2 + 1) + (N1 + 1)(2N2 + 1)
different (α0, β0) ∈ P1(K) such thatQα0,β0 is not square-free. Recalling thatN1 = D−N2 andN2 ≤ D
(Prop. 9.2.4), we can bound (N2 −N1)(N2 + 1) + (N1 + 1)(2N2 + 1), by D2 + 3D + 1.

Complexity of computing λ

We compute the coefficients λj of the decomposition by solving a linear system involving a transposed
Vandermonde matrix (Step 3 of Alg. 14). We follow [KY89] to write the solution of Eq. (9.5) as the
evaluation of a rational function over the roots of a univariate polynomial.

Definition 9.4.9. Given a polynomial P (x) :=
∑n

i=0 aix
i and 0 < k ≤ n, let

Quo(P (x), xk) :=

n∑
i=k

aix
i−k.

Proposition 9.4.10 ([KY89, Sec. 5]). If αj 6= αi, for all i 6= j, then there is a unique solution to the
system of Eq. (9.14).  1 1 · · · 1

α1 α2 · · · αr
...

...
...

αr−1
1 αr−1

2 · · · αr−1
r

λ =

 a0

a1

...
ar−1

 (9.14)

Moreover, if the solution is λ = (λ1, . . . , λr)
T then, λj = T

Q′ (αj) where Q′(x) is the derivative of
Q(x) :=

∏r
i=1(x− αi), R(x) :=

∑r
i=1 ar−ix

i−1 and T (x) := Quo
(
Q(x)R(x), xr

)
.

Lemma 9.4.11. Given a binary form f(x, y) :=
∑D

i=0

(
D
i

)
aix

iyD−i, let Q be a square-free kernel
polynomial of degree r, obtained after step 3 of Alg. 14. Assume that y does not divide Q. Let αj be the
j-th roots of Q(x), Q′(x) be the derivative of Q(x) and the polynomial T (x) := Quo

(
Q(x)R(x), xr

)
,

with R(x) :=
∑r

i=1 ar−ix
i−1. Then, each λj from step 3 in Alg. 15 can be written as λj = T

Q′ (αj).

Proof. As y does not divide Q, we can write it as Q(x, y) =
∏
i(x−αiy), where all the αi are different.

Hence, as the r × r leading principal submatrix of Eq. (9.5) is invertible, we can restrict the problem to
solve that r × r leading principal subsystem. This system is Eq. (9.14). Therefore, the proof follows
from Prop. 9.4.10.
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Proposition-Definition 9.4.12 (Symbolic decomposition). Let Q be a square-free kernel polynomial
related to a minimal decomposition of a binary form f of degree D, such that y does not divide Q. In
this case, we can write f as

f(x, y) =
∑

{α∈K|Q(α)=0}

T

Q′
(α)(αx+ y)D.

Remark 9.4.13. If the square-free kernel polynomial related to a decomposition of rank r is divisible by
y, we can compute {λj}j<r of Eq. (9.5) as in Lem. 9.4.11, by taking Q

y as the kernel polynomial. It is
without loss of generality to consider Q = P(u0,...,−1,0)T , because Q is square-free, and so y2 can not
divide it. Hence, λr = aD −

∑r−2
i=0 uiaD−r+i+1 [Rez13a, Eq. 2.12].

To summarize the section, given a binary form f of rank r, there is a square-free kernel polynomial
Q of the degree r, such that the largest degree of its irreducible factors is bounded by min(r,D− r+ 1)
(Proposition-Definition 9.4.12). If Q(x, y) is not divisible by y, the decomposition is

f(x, y) =
∑
{α∈K|Q(α)=0}

T

Q′
(α)(αx+ y)D,

where T and Q′ are polynomials whose coefficients belong to K and whose degrees are bounded by r,
defined in Lem. 9.4.11. When y divides Q, the form is similar.

Lower bounds on the algebraic degree

In this section we analyze the tightness of the bound of Thm. 9.4.4. To do so, we construct families of ex-
amples where the bound is tight. We present two families of examples. In the first one, the decomposition
is unique. In the second one, it is not.

Proposition 9.4.14 ([HR84, Theorem 5.2]). For every pair of relatively prime binary forms, P̄v and P̄w,
of degrees N̄1 +1 and N̄2 +1, N̄1 ≤ N̄2, there is a sequence a = (a0, . . . , aN̄1+N̄2

) such that Na
1 = N̄1,

Na
2 = N̄2, and we can consider the polynomials P̄v and P̄w as the kernel polynomials Pv and Pw from

Prop. 9.2.7 with respect to the family of Hankel matrices {Hk
a}k.

Theorem 9.4.15. If there is an irreducible binary form of degree N̄1 + 1 in K[x, y], then for every
D > 2 N̄1, there is a binary form f of degree D such that its decomposition is unique, its rank N̄1 + 1,
and the degree of the biggest irreducible factor of the polynomial Q from Alg. 14 in the decomposition is
min(N̄1 + 1, D − N̄1) = N̄1 + 1. That is, the algebraic degree of the minimal decomposition over K is
N̄1 + 1 and the bound of Thm. 9.4.4 is tight.

Proof. Let P̄v be a irreducible binary form of degree N̄1 + 1. Let P̄w be any binary form of degree
N̄2 + 1 := D − N̄1 + 1 relatively prime with P̄v. Consider the sequence a = (a0, . . . , aN̄1+N̄2

) of
Prop. 9.4.14 with respect to P̄v and P̄w, and the binary form f(x, y) :=

∑D
i=0

(
D
i

)
aix

iyD−i. As K is of
characteristic 0, K is a perfect field, and so, as P̄v is irreducible, it is square-free. Then, by Lem. 9.3.1,
the rank of the decomposition is Na

1 + 1 = N̄1 + 1, and by Cor. 9.4.2 the decomposition is unique.
Following Alg. 14, the polynomialQ is equal to P̄v, which is an irreducible polynomial of degree N̄1 +1.
As D > 2N̄1, then min(N̄1 + 1, D − N̄1) = N̄1 + 1 and the bound of Thm. 9.4.4 is tight.
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Lemma 9.4.16. Let K = Q and p ∈ N a prime number. Then, there is a binary form f of degree 2(p−1)
whose decomposition is not unique and the bound of Thm. 9.4.4 is tight.

Proof. Consider the polynomial f(x, y) :=
(

2(p−1)
p−1

)
xp−1 yp−1. Using Alg. 15, we obtain Pv = −yp and

Pw = xp, N1 = N2 = p− 1. The polynomial Pv is not square-free, so we have to consider a square-free
kernel polynomial in Ker(HN2+1). Moreover, the rank of the decomposition isN2+1 = p. Every kernel
polynomial in Ker(HN2+1) in Q[x, y] can be written as µwxp − µvyp for some µw, µv ∈ Q. We are
interested in the zeros of these polynomials (step 3 of Alg. 14), thus we consider coprime µw, µv ∈ Z, as
the zeros do not change. As we want to consider square-free kernel polynomials, neither µw nor µv can be
zero, and so (1, 0) ∈ P1(Q) is not a root of any of these polynomials. Hence, we rewrite our polynomial
as 1

µvyp
(µwx

p

µvyp
− 1), and so we look for the factorization over Q[z] of µw

µv
zp − 1, where z = x

y . We can

use the Newton’s polygon criterion, e.g., [Cas86, Chp. 6.3], to show that, if p

√
µw
µv
6∈ Q, then µw

µv
zp− 1 is

irreducible over Q[x, y] and so the degree of its biggest irreducible factor is p > min(p, 2 (p−1)−p+1).
If this is not the case, then p

√
|µwµv | ∈ Q, and so we can factor it as

(
p

√
|µw
µv
| · z
)p
− 1 =

(
p

√
|µw
µv
| · z − 1

)(p−1∑
i=0

(
p

√
|µw
µv
| · z
)i)

.

The second factor is irreducible because there is an automorphism in Q[x] (given by z 7→ p

√
| µvµw |z) that

transforms it into the p-th cyclotomic polynomial, which is irreducible as p is prime. Hence, the biggest
irreducible factor of this polynomial has degree p − 1 = min(p, 2 (p − 1) − p + 1) and the bound of
Thm. 9.4.4 is tight.

9.4.2 Arithmetic complexity

Lemma 9.4.17 (Complexity of Alg. 15). Given a binary form f =
∑D

i=0

(
D
i

)
aix

iyD−i of degree D,
Alg. 15 computes Pv and Pw in O(M(D) log(D)).

Proof. The complexity of the algorithm is the complexity of computing the rows (i + 1), i and (i − 1)
of the Extended Euclidean algorithm between

∑
i=0 aix

i and xD+1, where the i-th row is the first row i
such that deg(Ri) <

D
2 (Lem. 9.3.5). This can be done using the Half-GCD algorithm, which computes

these rows in O(M(D) log(D)). For a detailed reference of how this algorithm works see [BCG+17,
Ch. 6.3] or [GG13, Ch. 11].

Lemma 9.4.18 (Complexity of computingQ). Given the kernel polynomials Pv and Pw from Prop. 9.2.7,
we compute a square-free polynomial Qµ := PµPv + Pw with the algebraic degree of Thm. 9.4.4 in
O(M(D) log(D)).

Proof. To compute the vector µ, we choose randomly N2 − N1 + 1 linear forms and we proceed as
in Lem. 9.4.1. The complexity bound is due to multi-point evaluation and interpolation of a univariate
polynomial [GG13, Ch. 10].
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Theorem 9.4.19. When the decomposition is unique, that is when the rank is N1 + 1, then Alg. 14
computes deterministically a symbolic decomposition (Proposition-Definition 9.4.12) of a binary form in
O(M(D) log(D)).

When the decomposition is not unique, that is when the rank is N2 +1, then Alg. 14 is a Monte Carlo
algorithm that computes a symbolic decomposition of a binary form in O(M(D) log(D)).

Proof. The first step of the algorithm, in both cases, is to compute the kernel polynomials Pv and Pw of
Prop. 9.2.7 using Alg. 15. By Lem. 9.4.17, we compute them deterministically in O(M(D) log(D)).

If Pv is square-free, which means that the decomposition is unique, then Q = Pv. Otherwise, we
need to choose some random values to construct the polynomial square-free polynomial Q from the
kernel polynomials Pv and Pw, step 2 using (Thm. 9.4.3), in O(M(D) log(D)) (Lem. 9.4.18). This is the
step that makes the algorithm a Monte Carlo one, as we might fail to produce a square-free polynomial
Q.

In both cases, at step 3 we compute the rational function that describes the solution of the system in
Eq. (9.5), in O(M(D) log(D)) [KY89]. At step 4 of the algorithm we return the decomposition.

We can bound the probability of error of Alg. 14 using Prop. 9.4.5, which bounds the number of
bad values that lead us to a non square-free polynomial Q. Moreover, we can introduce a Las Vegas
version of Alg. 14 by checking if the values that we choose to construct a polynomial Q result indeed
a square-free polynomial. We recall that this check can be done in O(M(D) log(D)) by computing the
GCD between the Q and its derivatives.

Theorem 9.4.20. If we want to output an approximation of the terms of the minimal decomposition, with
a relative error of 2−ε, we can use Pan’s algorithm [Pan02] [MP13, Thm. 15.1.1] to approximate the
roots of Q. In this case the complexity becomes O

(
D log2(D)

(
log2(D) + log(ε)

))
.

9.4.3 Bit complexity

Let f ∈ Z[x, y] be a binary form as in Eq. (9.1), of degree D and let τ be the maximum bitsize of the
coefficients ai. We study the bit complexity of computing suitable approximations of the αj’s, βj’s, and
λj’s of Eq. (9.3), say α̃j , β̃j and λ̃j respectively, that induce an approximate decomposition correct up to
` bits. That is a decomposition such that ‖f −∑j λ̃j(α̃jx + β̃jy)D‖∞ ≤ 2−`. We need to estimate an
upper bound on the number of bits that are necessary to perform all the operations of the algorithm.

The first step of the algorithm is to compute Pv and Pw, via the computation of three rows of the
Extended GCD of two polynomials of degree D and D + 1 with coefficients of maximal sized τ . This
can be achieved in ÕB(D2τ) bit operations [GG13, Cor. 11.14.B], and the maximal bit size of Pv and
Pw is Õ(Dτ). We check if Pv is a square-free polynomial in Õ(D2τ), via the computation of the GCD
of Pv(x, 1) and its derivative [GG13, Cor. 11.14.A], and by checking if y2 divides it.

If Pv is square-free polynomial, then Q = Pv. If Pv is not square-free, then we can compute Q by
assigning values to the coefficients of Pµ. We assume that y2 does not divide Pw, if this does not hold,
we replace Pw by the kernel polynomial xN2−N1Pv + Pw, which is coprime to Pv, and so not divisible
by y, as Pv and the original Pw are coprime (Prop. 9.2.7). We set all the coefficients of Pµ to zero, except
the constant term. Then Q = µ0y

N2−N1Pv + Pw. Now we have to choose µ0 so that Q is square-free.
As yN2−N1Pv and Pw are coprime, there are at most 2D + 2 forbidden values for µ0 such that Q is
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not square-free (Cor. 9.3.7), thus at least one of the first 2D + 3 integer fits our requirements. We test
them all. Each test corresponds to a GCD computation, that costs ÕB(D2τ) and so the overall cost is
ÕB(D3τ).

Let σ = Õ(Dτ) be the maximal bit size of Q. By Rem. 9.4.13, we can assume that y does not divide
Q, consider y = 1 and treat Q as an univariate polynomial.

Let {αj}j be the roots of Q. We isolate them in ÕB(D2σ) [Pan02]. For the (aggregate) separation
bound of the roots it holds that − lg

∏
j ∆(αj) = O(Dσ + D lg(D)). We approximate all the roots up

to accuracy 2−`1 in ÕB(D2σ +D`1) [PT17a]. That is, we compute absolute approximations of αj , say
α̃j , such that |αj − α̃j | ≤ 2−`1 .

The next step consists in solving the (transposed) Vandermonde system, V (α̃)Tλ = a, where V (α̃)
is the Vandermonde matrix we construct with the roots of Q, λ is a vector contains the coefficients of
decomposition, and a is a vector containing the coefficients of F , see also Eq. (9.5). We know the entries
of V (α̃) up to `1 bits. Therefore, we can compute the elements of the solution vector λ with an absolute
approximation correct up to `2 = `1 −O(D lg(D)σ− lg

∏
j ∆(αj)) = `1 −O(D lg(D)σ) bits [PT17b,

Thm. 29]. That is, we compute λ̃j’s such that |λj − λ̃j | ≤ 2−`2 . At this point we have obtained the
approximate decomposition

f̃(x, y) :=
r∑
j=1

λ̃j(α̃jx+ y)D.

To estimate the accuracy of f̃ we need to expand the approximate decomposition and consider it
as a polynomial in x. We do not actually perform this operation; we only estimate the accuracy as if
we were. First, we expand each (α̃jx + y)D. This results polynomials with coefficients correct up
`3 = `2 − O(Dσ) = `1 − O(D lg(D)σ) − O(Dσ) = `1 − O(D lg(D)σ) bits [PT17b, Lemma 19].
Next, we multiply each such polynomial with λ̃i, and we collect the coefficients for the various powers
of x. Each coefficient is the sum of r ≤ D terms. The last two operations do not affect, asymptotically,
the precision. Therefore, the polynomial f̃ =

∑r
j=1 λ̃j(α̃jx + (1 − α̃j t)y)D that corresponds to the

approximate decomposition has an absolute approximation such that ‖f − f̃‖ ≤ 2−`1+O(D lg(D)σ). To
achieve an accuracy of 2−` in the decomposition, such that ‖f − f̃‖ ≤ 2−`, we should choose `1 =
`+O(D lg(D)σ). Thus, all the computations should be performed with precision of `+O(D lg(D)σ)
bits. The bit complexity of computing the decomposition of f up to ` bits is dominated by the solving
and refining process and it is ÕB(D` + D2σ). If we substitute the value for σ, then we arrive at the
complexity bound of ÕB(D`+D4 +D3τ).

Theorem 9.4.21. Let f ∈ Z[x, y] be a homogeneous polynomial of degree D and maximum coefficient
bitsize τ . We compute an approximate decomposition of accuracy 2−` in ÕB(D` + D4 + D3τ) bit
operations.
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[BEM01] Laurent Busé, Mohamed Elkadi, and Bernard Mourrain. Resultant over the residual of a
complete intersection. Journal of Pure and Applied Algebra, 164(1):35–57, October 2001.

[Ber75] David N. Bernshtein. The number of roots of a system of equations. Functional Analysis
and Its Applications, 9(3):183–185, July 1975.

[BFMT18] Matı́as R. Bender, Jean-Charles Faugère, Angelos Mantzaflaris, and Elias Tsigaridas. Bi-
linear Systems with Two Supports: Koszul Resultant Matrices, Eigenvalues, and Eigenvec-
tors. In Proceedings of the 2018 ACM International Symposium on Symbolic and Algebraic
Computation, ISSAC ’18, pages 63–70, New York, NY, USA, 2018. ACM.

[BFMT19] Matı́as R. Bender, Jean-Charles Faugère, Angelos Mantzaflaris, and Elias Tsigaridas. De-
terminantal formulas for families of mixed multilinear systems. In preparation, 2019.

[BFPT16] Matı́as R. Bender, Jean-Charles Faugère, Ludovic Perret, and Elias Tsigaridas. A Superfast
Randomized Algorithm to Decompose Binary Forms. In Proceedings of the ACM on In-
ternational Symposium on Symbolic and Algebraic Computation, ISSAC ’16, pages 79–86,
New York, NY, USA, 2016. ACM.

[BFPT18] Matı́as R. Bender, Jean-Charles Faugère, Ludovic Perret, and Elias Tsigaridas. A nearly
optimal algorithm to decompose binary forms. Submitted, 2018.

[BFS15] Magali Bardet, Jean-Charles Faugère, and Bruno Salvy. On the complexity of the F5
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sité Pierre et Marie Curie - Paris VI, October 2014.

[SVT06] Jessica Sidman and Adam Van Tuyl. Multigraded regularity: syzygies and fat points. Con-
tributions to Algebra and Geometry, 47(1):1–22, 2006.

[SW05] Andrew Sommese and Charles Wampler. The numerical solution of systems of polynomials:
Arising in engineering and science. World Scientific, January 2005.

[Syl04a] James Joseph Sylvester. An essay on canonical forms, supplement to a sketch of a memoir
on elimination, transformation and canonical forms. In The collected papers of James
Joseph Sylvester, volume 1, pages 203–216. Cambridge University Press, 1904.



236 BIBLIOGRAPHY

[Syl04b] James Joseph Sylvester. On a remarkable discovery in the theory of canonical forms and
of hyperdeterminants. In The collected papers of James Joseph Sylvester, volume 1, pages
265–283. Cambridge University Press, 1904.

[SZ94] Bernd Sturmfels and Andrei Zelevinsky. Multigraded Resultants of Sylvester Type. Journal
of Algebra, 163(1):115–127, January 1994.

[Sza10] Agnes Szanto. Multivariate subresultants using Jouanolou matrices. Journal of Pure and
Applied Algebra, 214(8):1347–1369, August 2010.

[TMVB18] Simon Telen, Bernard Mourrain, and Marc Van Barel. Solving Polynomial Systems via
a Stabilized Representation of Quotient Algebras. SIAM Journal on Matrix Analysis and
Applications, 39(3):1421–1447, October 2018.
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Résumé :
La résolution de systèmes polynomiaux est l’un des problèmes les plus anciens et importants en

mathématiques informatiques et a des applications dans plusieurs domaines des sciences et de l’ingénierie.
C’est un problème intrinsèquement difficile avec une complexité au moins exponentielle du nombre de
variables. Cependant, dans la plupart des cas, les systèmes polynomiaux issus d’applications ont une
structure quelconque. Dans cette thèse, nous nous concentrons sur l’exploitation de la structure liée à
la faible densité des supports des polynômes; c’est-à-dire que nous exploitons le fait que les polynômes
n’ont que quelques monômes à coefficients non nuls. Notre objectif est de résoudre les systèmes plus
rapidement que les estimations les plus défavorables, qui supposent que tous les termes sont présents.
Nous disons qu’un système creux est non mixte si tous ses polynômes ont le même polytope de Newton,
et mixte autrement. La plupart des travaux sur la résolution de systèmes creux concernent le cas non
mixte, à l’exception des résultants creux et des méthodes d’homotopie. Nous développons des algo-
rithmes pour des systèmes mixtes. Nous utilisons les résultantes creux et les bases de Groebner. Nous
travaillons sur chaque théorie indépendamment, mais nous les combinons également: nous tirons parti
des propriétés algébriques des systèmes associés à une résultante non nulle pour améliorer la complexité
du calcul de leurs bases de Groebner; par exemple, nous exploitons l’exactitude du complexe de Koszul
pour déduire un critère d’arrêt précoce et éviter tout les réductions à zéro.

De plus, nous développons des algorithmes quasi-optimaux pour décomposer des formes binaires.

Mots clés : Résolution de Systèmes Polynomiaux; Systèmes Polynomiaux Creux; Résultant; Base
de Gröbner; Décomposition du Tenseur; Théorie de l’Élimination Creux; Systèmes Multi-homogènes;

Abstract:
Solving polynomial systems is one of the oldest and most important problems in computational math-

ematics and has many applications in several domains of science and engineering. It is an intrinsically
hard problem with complexity at least single exponential in the number of variables. However, in most
of the cases, the polynomial systems coming from applications have some kind of structure. In this thesis
we focus on exploiting the structure related to the sparsity of the supports of the polynomials; that is, we
exploit the fact that the polynomials only have a few monomials with non-zero coefficients. Our objec-
tive is to solve the systems faster than the worst case estimates that assume that all the terms are present.
We say that a sparse system is unmixed if all its polynomials have the same Newton polytope, and mixed
otherwise. Most of the work on solving sparse systems concern the unmixed case, with the exceptions of
mixed sparse resultants and homotopy methods. In this thesis, we develop algorithms for mixed systems.
We use two prominent tools in nonlinear algebra: sparse resultants and Groebner bases. We work on each
theory independently, but we also combine them to introduce new algorithms: we take advantage of the
algebraic properties of the systems associated to a non-vanishing resultant to improve the complexity of
computing their Groebner bases; for example, we exploit the exactness of some strands of the associated
Koszul complex to deduce an early stopping criterion for our Groebner bases algorithms and to avoid
every redundant computation (reductions to zero).

In addition, we introduce quasi-optimal algorithms to decompose binary forms.

Keywords: Gröbner Basis; Mixed Sparse System; Multihomogeneous System; Resultant; Solving
Polynomial Systems; Sparse Elimination Theory; Tensor decomposition.
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