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Titre : Le role de l’excitabilité neuronale intrinsèque pour les fonctions du réseau pré-limbique 

Résumé: Le	but	de	ce	travail	était	de	caractériser	les	propriétés	intrinsèques,	la	morphologie,	la	

connectivité	et	le	profil	transcriptomique	des	neurones	pré-limbiques	(PL)	de	la	couche	5	

exprimant	les	récepteurs	Dopamine	1	(D1R)	ou	2	(D2R)	chez	des	souris	de	type	sauvage	(WT).	

Nous	avons	ensuite	décidé	d'utiliser	la	base	de	données	précédente	pour	déterminer	le	déficit	de	

ces	deux	sous-populations	dans	le	modèle	de	souris	Fmr1-KO	du	syndrome	de	l'X	fragile	(SXF).	Le	

dernier	objectif	a	été	d’étudier	une	voie	neuronale	spécifique	allant	des	neurones	pré-limbique	et	

qui	projettent	vers	l’amygdale	basolatérale.	Nous	avons	déterminé	la	plasticité	qui	se	produit	

après	la	formation	de	souvenirs	de	peur.	 

Dans	la	première	partie	de	notre	étude,	nous	avons	effectué	une	classification	distincte	

des	 neurones	D1R	 et	D2R	WT	de	 la	 couche	 5	 PL	 en	 fonction	 de	 leurs	 propriétés	 intrinsèques.	

Nous	 avons	 également	 déterminé	 des	 propriétés	 morphologiques	 spécifiques	 ainsi	 que	 des	

connexions	 préférentielles	 de	 type	 cellulaire	 avec	 d'autres	 zones	 du	 cerveau.	 L'analyse	 du	

séquençage	de	l'ARNm	a	révélé	plus	de	500	gènes	différemment	exprimés	entre	D1R	et	D2R	WT	

divisés	 en	différentes	 catégories	 telles	 que	 les	 gènes	 des	 canaux	 ioniques.	 La	 création	de	 cette	

base	de	données	nous	a	permis	de	poursuivre	notre	étude.		

Dans	la	deuxième	partie,	nous	avons	déterminé	que	le	déficit	des	neurones	D1R	et	D2R	

KO	était	dû	à	la	perte	de	la	protéine	FMRP	chez	le	modèle	de	souris	SXF	Fmr1-KO.	Le	SXF	est	la	

forme	la	plus	fréquente	de	retard	mental	hérité	et	la	plus	fréquente	d'autisme,	conduisant	à	des	

déficits	d'apprentissage	et	de	mémoire,	à	un	comportement	répétitif,	à	des	convulsions	et	à	une	

hypersensibilité	à	des	stimuli	sensoriels	(par	exemple	visuels).	La	modulation	de	la	dopamine	est	

modifiée	 dans	 ce	 modèle	 et	 nous	 avons	 voulu	 caractériser	 à	 quel	 niveau	 cette	 modification	

s’effectue.	Nous	avons	observé	des	différences	de	propriétés	intrinsèques	entre	D1R	et	D2R	KO,	

qui	 n'étaient	 pas	 comparables	 à	 celles	 obtenues	 entre	 D1R	 et	 D2R	 WT.	 Ensuite,	 nous	 avons	

montré	des	différences	entre	le	même	type	cellulaire	dans	les	conditions	WT	et	KO.	Nous	avons	

également	mis	en	évidence	une	différence	en	terme	d'expression	d'ARNm	entre	WT	et	KO	avec	

une	surexpression	de	gènes	plus	particulièrement	chez	les	souris	D1R	KO.		

Dans	 la	 troisième	 partie,	 nous	 avons	 utilisé	 le	 conditionnement	 contextuel	 de	 la	 peur	

associé	au	traçage	rétrograde	et	aux	enregistrements	éléctrophysiologiques	à	cellules	entières	de	

neurones	 pyramidaux	marqués	 chez	 des	 souris	 mâles	 adultes	 C56BL/6J	 âgées	 de	 2	 à	 3	 mois.	

Nous	avons	montré	que	 les	neurones	se	projetant	dans	 l'amygdale	basolatérale	présentent	des	

modifications	 de	 l'excitabilité	 neuronale	 dépendantes	 de	 l'apprentissage	 suite	 au	

conditionnement	contextuel	de	 la	peur.	En	revanche,	 l'excitabilité	des	neurones	se	projetant	au	

niveau	du	PL	controlatérale	ne	diffère	pas	entre	les	animaux	ayant	appris	et	les	animaux	témoins.	

Ensemble,	 ces	 résultats	 indiquent	 que	 les	 changements	 d’excitabilité	 intrinsèque	 induits	 par	

l’apprentissage	ne	sont	pas	généralisés	à	l’ensemble	des	neurones	du	PL	mais	sont	définis	par	les	

zones	cérébrales	où	les	neurones	projettent.	
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Title	:	The	role	of	intrinsic	neuronal	excitability	for	Prelimbic	network	function	

Abstract	:	 The goal of this work was the characterization of the intrinsic properties, morphology,

connectivity and transcriptome profile of Layer 5 prelimbic (PL) neurons expressing Dopamine 1 

(D1R) or 2 (D2R) receptor in wild-type mice. Then, we decided to use the previous database to 

determine the deficit of these two subpopulations into the Fragile X Syndrome (FXS) mice model 

Fmr1-KO. The last focus have been made in one specific connection which is the prelimbic neurons 

projecting to basolateral amygdala. We determined the plasticity occurring after fear memory 

formation.

In the first part of our study, we made a distinct clustering of D1R and D2R WT neurons of 

the L5 PL area based on their intrinsic properties. We also determined specific morphology properties 

as well as cell-type preferential connections with other brain areas. RNA sequencing analysis revealed 

more than 500 genes differently expressed between D1R and D2R WT divided in different categories 

such as ion channels genes. The creation of this database allowed us to follow to the other part.   

In the second part we determined the deficit occurred in D1R and D2R KO neurons due to the 

lost of FMRP in FXS mice model Fmr1-KO. FXS is the most common inherited mental retardation and 

most frequent genetic form of autism, leading to learning and memory deficits, repetitive behavior, 

seizures and hypersensitivity to sensory (e.g. visual) stimuli. Dopamine modulation is altered in this 

model and we wanted to characterize at which level it is altered. We observed differences in intrinsic 

properties between D1R and D2R KO, which were not comparable to D1R and D2R WT. Then, we 

showed differences between the same cell-type across WT and KO condition. We also highlighted a 

difference in term of mRNA expression across WT and KO with an overexpression of genes more 

especially in D1R KO mice.  

In	the	third	part	We	used	contextual	fear	conditioning	together	with	retrograde	tracing	

and	whole-cell	electrophysiological	recordings	of	labeled	pyramidal	neurons	in	adult	2-3	month	

old	male	 C56BL/6J	mice.	We	 show	 that	 neurons	 projecting	 to	 the	 amygdala	 display	 learning-

dependent	 changes	 in	 neuronal	 excitability	 following	 contextual	 fear	 conditioning.	 In	 contrast,	

the	excitability	of	neurons	projecting	to	the	contralateral	mPFC	does	not	differ	between	trained	

and	control	animals.	Together,	 these	 results	 indicate	 that	 learning-induced	changes	 in	 intrinsic	

excitability	 are	 not	 generalised	 across	 all	 PL	 neurons	 but	 instead	 are	 defined	 by	 the	 neurons’	

long-range	projection	targets.		

Keywords	:	Prefrontal	cortex,	Dopamine,	Ion	channels,	Fragile	X	syndrome,	Memory	
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1. General	Introduction	

1.1. The	medial	Prefrontal	cortex	(mPFC)	

1.1.1. 	Overview	

The	medial	prefrontal	cortex	(mPFC)	is	well	known	for	its	role	in	decision	making,	error	

detection	 (Holroyd	 et	 al.,	 2002),	 conflict	monitoring	 (Botvinick	 et	 al.,	 2004),	 executive	 control	

(Posner	et	al.,	2007;	Ridderinkhof	et	al.,	2004),	reward	guided	learning	(Rushworth	et	al.,	2011)	

and	decision	making	regarding	the	evaluation	of	risk	and	reward	(Bechara	and	Damasio,	2005).	

The	mPFC	also	plays	a	key	role	in	memory	formation,	for	example	in	the	consolidation	and	recall	

of	 fear	memory	(Frankland	et	al.,	2004;	Maren	and	Quirk,	2004;	Quirk	and	Mueller,	2008).	One	

important	part	of	memory	formation	is	the	encoding	phase.	Encoding	is	the	crucial	 first	step	to	

creating	a	new	memory	and	decades	of	research	in	both	humans	and	animals	have	revealed	that	

mPFC	is	essential	for	the	encoding	(Preston	and	Eichenbaum,	2013).	For	example,	inactivation	of	

the	prelimbic	 (PrL)	part	of	 the	mPFC	with	 the	voltage-gated	Na+	channel	blocker,	 tetrodotoxin,	

after	 fear	 learning	results	 in	reduced	fear	responses	(Corcoran	and	Quirk,	2007).	Other	studies	

have	 highlighted	 the	 role	 of	 mPFC	 in	 the	 consolidation	of	 associative	memories,	 showing	 that	

interference	 with	 mPFC	 directly	 after	 learning	 disrupts	 subsequent	 recall	 (Tronel	 and	 Sara,	

2003).	 In	 summary,	 there	 is	 strong	 evidence	 that	 the	mPFC	plays	 a	 critical	 role	 in	 short-term,	

recent	and	remote	memories	for	a	broad	range	of	learning	tasks	(Lesburguères	et	al.,	2011).		

Some	 studies	 hypothesized	 a	 role	 of	 the	 mPFC	 in	 adaptive	 decision-making,	 which	

consists	in	developing	different	strategies	to	make	judgments	and	choices	following	diverse	life	

situation.	Earl	Miller	and	colleagues	have	suggested	that	the	entire	PFC	receives	a	broad	range	of	

sensory	and	 limbic	 inputs	which	can	activate	contextually	appropriate	representations	of	goals	

or	task	rules	(Miller,	2000a;	Miller	and	Cohen,	2001).	Active	maintenance	of	these	goals	provides	

a	“top-down”	bias	signal,	which	can	influence	the	representation	of	a	specific	behavior	response	

in	other	areas	of	the	brain.	They	also	suggest	that	feedback	of	a	specific	behavior	response	drives	

synaptic	plasticity	in	prefrontal	cortex,	ensuring	that	the	appropriate	goal	state	is	enabled	in	the	

appropriate	 context	 (Miller	 and	 Cohen,	 2001).	 Some	 theories	 have	 suggested	 that	 the	 mPFC	

guides	decisions	by	anticipating	emotional	outcomes	and	enacting	them	as	bodily	states	(Bechara	

and	Damasio,	2005;	Fellows,	2007)	(Figure	1).	



Figure	1:	Schematic	View	of	Inputs	into,	and	Functional	Roles	of	Different	Regions	of	the	Prefrontal	Cortex.	The	
PFC	 is	 conceived	 as	 a	 network	 that	maps	 events	within	 a	 given	 spatial	 and	 emotional	 context	 onto	 the	most	 adaptive	
response,	which	can	be	either	an	action	or	an	emotional	response,	depending	on	the	area	of	the	PFC.	All	frontal	areas	are	
strongly	interconnected,	meaning	that	information	about	actions,	emotions,	and	stimuli	is	available	to	all	prefrontal	areas.	
(Figure	based	on	Paxinos	and	Watson,	2007;	altered	with	permission).	Abbreviations:	ACd,	dorsal	anterior	cingulate;	PL,	
prelimbic	cortex;	IL,	infralimbic	cortex;	DP,	dorsal	peduncular	cortex;	VO,	ventral	orbital	cortex;	LO,	lateral	orbital	cortex.	
Figure	from	(Euston	et	al.,	2012).	

1.1.2. 	Anatomy	and	connectivity	of	the	mPFC	

The	mPFC	is	a	neocortical	structure	that	is	divided	into	four	distinct	regions	from	dorsal	

to	ventral:	medial	precentral	cortex	(PrCm),	anterior	cingulate	cortex	(ACC),	prelimbic	(PrL)	and	

infralimbic	(IL)	cortex	(Heidbreder	and	Groenewegen,	2003)	(Figure	1).	Except	for	the	PFC	and	

the	 motor	 cortex,	 most	 neocortical	 regions,	 for	 example	 sensory	 areas,	 are	 divided	 into	 six	

cytoarchitecturally	 distinct	 layers	 (I–VI),	 starting	 with	 layer	 I	 just	 below	 the	 pial	 surface	 and	

ending	 with	 layer	 VI	 bordering	 the	 white	 matter.	 In	 the	 sensory	 cortices,	 cells	 in	 layers	

II/III/V/VI	contain	pyramidal	neurons	that	have	apical	dendrites	projecting	to	layer	I,	except	for	

layer	VI	were	some	types	of	cells	send	dendrites	only	into	layer	IV.	Layer	IV,	on	the	other	hand,	is	

largely	 devoid	 of	 pyramidal	 neurons	 and	 is	 the	 primary	 target	 for	 sensory	 input	 from	 the	

thalamus	(Miller	et	al.,	2001).	The	detailed	analysis	of	 sensory	cortex	regions	has	resulted	 in	a	

canonical	model	of	cortical	circuit	organization	that	has	served	as	a	model	for	cortical	circuits	in	

general	 (Douglas	 et	 al.,	 1989).	 In	 this	model,	 layer	 4	 is	 the	main	 target	 of	 thalamic	 input.	 This	

input	 is	 then	 forwarded	 to	 layer	 2/3	 where	 it	 is	 integrated	 with	 inputs	 arriving	 from	 other	

cortical	 areas.	 The	 activity	 is	 next	 relayed	 to	 layer	 5	 neurons,	 which	 are	 the	 main	 source	 of	

subcortical	projections.	Layer	5	neurons	innervate	those	in	layer	6,	which	then	close	the	loop	by	

projecting	back	to	layer	4	and	the	thalamus.	More	recent	studies	have	revealed	that	this	view	is	

very	 simplified	 and	 that	 in	 fact	 these	 neurons	 also	 display	 various	 patterns	 of	 inter-	 and	

intralaminar	 connectivity	 (van	 Aerde	 and	 Feldmeyer,	 2015;	 Douglas	 and	 Martin,	 2004;	

Feldmeyer,	 2012;	 Feldmeyer	 et	 al.,	 2002;	 Oberlaender	 et	 al.,	 2011;	 Schubert	 et	 al.,	 2007;	

Thomson	and	Lamy,	2007).	



The	prefrontal	cortex	(and	motor	cortex)	or	rodents	has	well	defined	layers	I,	II/III	and	

V/VI;	however,	the	existence	of	a	discrete	layer	IV	is	not	clear	(Van	De	Werd	et	al.,	2010).	Within	

layers	 I,	 II/III	 and	 V/VI,	 the	 neuronal	 organization	 of	 the	 mPFC	 is	 similar	 to	 that	 of	 other	

neocortical	 regions.	 Pyramidal	 cells	 are	 located	 in	 layers	 II/III/V/VI	 (Yang	 et	 al.,	 1996a),	 and	

display	 a	 range	 of	 firing	 properties	 (Wang	 et	 al.,	 2006)	 similar	 to	 those	 described	 for	 other	

neocortical	 regions	 (Connors	 and	 Gutnick,	 1990).	 The	 mPFC	 also	 contains	 a	 variety	 of	

interneuron	 types	 (Van	 De	 Werd	 et	 al.,	 2010),	 with	 the	 expected	 distribution	 of	 interneuron	

markers	 such	 as	 morphology,	 electrical	 active	 properties	 or	 specific	 combination	 of	

neuropeptides	(Markram	et	al.,	2004).	

The	 mPFC	 is	 well	 connected	 with	 other	 subcortical	 areas	 to	 access	 and	 mediate	

processing	 of	 diverse	 information	 (Figure	 2).	 Indeed,	 it	 is	 reciprocally	 connected	 with	 the	

basolateral	 amygdala	 (BLA),	 a	 region	 critical	 for	 emotional	 learning	 (LeDoux,	 2003).	 It	 also	

communicates	 reciprocally	with	 the	 hypothalamus,	which	 controls	 homeostatic	 states,	 such	 as	

hunger	 and	 thirst,	 as	 well	 as	 the	 autonomic	 and	 endocrine	 systems.	 It	 sends	 prominent	

connections	 to	 the	 dorso-	 and	 ventromedial	 striatum,	 a	 brain	 structure	 mediating	 reward,	

cognition,	 reinforcement	 and	 motivational	 salience;	 the	 periaqueductal	 gray	 (PAG)	 –	 a	 region	

implicated	in	aggression,	defensive	behaviour	and	pain	modulation;	and	to	the	lateral	habenula,	

an	area	involved	in	learned	responses	to	stress,	anxiety,	pain	and	reward	(Figure	2).	The	mPFC	is	

also	 reciprocally	 connected	 to	 a	 wide-range	 of	 neuromodulatory	 systems	 including	 the	 dorsal	

raphe,	ventral	tegmental	area	(VTA)	and	locus	coeruleus,	containing	serotonergic,	dopaminergic	

and	cholinergic	neurons,	respectively	(Figure	2).	Finally,	the	mPFC	receives	direct	input	from	the	

CA1	and	the	subicular	region	of	the	ventral	hippocampus	(Ährlund-Richter	et	al.,	2019;	Hoover	

and	Vertes,	 2007;	 Sesack	 et	 al.,	 1989).	 Interestingly,	 a	 direct	 return	 projection	 exists	 from	 the	

mPFC	 to	 the	 hippocampus	 (Rajasethupathy	 et	 al.,	 2015).	 It	 also	 exists	 an	 indirect	 way	 of	

communication	 between	mPFC	 and	 hippocampus	which	 involves	 the	 nucleus	 reuniens	 (RE)	 of	

the	midline	 thalamus	 as	 a	 bidirectional	 relay	 structure	 in	 the	 transfer	 of	 information	 (Vertes,	

2006;	Vertes	et	al.,	2007).		

In	terms	of	cortical	connections,	the	mPFC	displays	very	strong	intrinsic	ipsilateral	and	

bilateral	connectivity	(Courtin	et	al.,	2013;	Gabbott	et	al.,	2005;	Hoover	and	Vertes,	2007;	Vertes,	

2004;	Vertes	 et	 al.,	 2007).	 Regarding	 its	 functional	 organization,	 the	mPFC	 seems	 to	 possess	 a	

dorso-ventral	gradient.	Whereas	ventral	regions	including	the	ventral	PL	and	infralimbic	(IL)	are	

specialized	 in	 autonomic/emotional	 control,	 dorsal	 regions	 including	 the	AC	and	dorsal	PL	are	

specialized	in	the	control	of	actions.	The	connectivity	of	dorsal	and	ventral	mPFC	is	very	similar	

with	the	exception	that	the	dorsal	mPFC	has	weaker	connections	with	the	autonomic/emotional	

centers	and	stronger	connections	with	motor	and	pre-motor	areas	(Euston	et	al.,	2012;	Gabbott	

et	al.,	2005;	Heidbreder	and	Groenewegen,	2003;	Hoover	and	Vertes,	2007).	 



Despite	 the	 lack	 of	 a	 defined	 layer	 4,	 the	 mPFC	 still	 displays	 strong	 reciprocal	

connectivity	with	 the	 thalamus.	 Indeed,	 the	 higher-order	mediodorsal	 nucleus	 of	 the	 thalamus	

(MD)	emerges	as	the	largest	input	area	(Ährlund-Richter	et	al.,	2019). 

	

1.1.3. 	Cellular	composition	

1.1.3.1. 	Pyramidal	neurons	

The	mPFC	contains	excitatory	neurons	(glutamatergic)	and	GABAergic	(γ-aminobutyric	

acid)	inhibitory	interneurons	(INs)	of	different	classes.	The	main	functionally	distinct	IN	classes	

express	 vasoactive	 intestinal	 peptide	 (VIP),	 somatostatin	 (SST),	 or	 paravalbumin	 (PV),	

respectively	(Kepecs	and	Fishell,	2014).	mPFC	excitatory	neurons	receive	local	input	from	other	

excitatory	neurons,	as	well	as	 from	a	variety	of	 INs	 (DeNardo	et	al.,	2015).	 INs	are	assumed	to	

receive	 local	 input	 from	neurons	of	 their	own	 subtype,	 other	 IN	 subtypes,	 and	 from	excitatory	

neurons	 (all	 to	 different	 degrees	 that	 depends	 on	 the	 IN	 type).	 Furthermore,	 excitatory	 input,	

targeting	both	excitatory	and	inhibitory	neurons,	arrives	from	adjacent	mPFC	areas	(Zingg	et	al.,	

2014).	 For	 each	 cortical	 layer	 of	 the	 mPFC,	 studies	 showed	 different	 subtypes	 of	 pyramidal	

neurons	 (van	Aerde	 and	Feldmeyer,	 2015).	 Pyramidal	neurons	have	previously	been	 classified	

mainly	based	on	their	electrophysiological	properties	such	as	the	membrane	input	resistance,	the	

action	 potential	 (AP)	 firing	 pattern	 (regular-spiking,	 adapting	 or	 burst	 firing),	 and	 the	 AP	

waveform	 including	 the	 presence	 of	 an	 after-depolarizing	 potential	 (Chang	 and	 Luebke,	 2007;	

Dégenètais	et	al.,	2002;	Yang	et	al.,	1996a).	

Figure	 2:	 Major	 Anatomical	 Connections	 of	 Ventral	mPFC.	Arrows	 indicate	directionality.	Connections	are	derived	
from	 recent	 surveys	 of	 efferents	 and	 afferents	 of	 the	 mPFC	 and	 only	 the	 anatomically	 densest	 projections	 are	
represented.	Hence,	some	potentially	important	connections,	such	as	those	to	the	lateral	habenula,	are	not	shown	due	to	
their	 relative	weakness.	Abbreviations:	ACd,	 dorsal	anterior	cingulate	cortex;	B9,	B9	serotonin	cells;	DR,	dorsal	 raphe;	
FrA,	 frontal	 association	 cortex;	 HDB,	 horizontal	 limb	 of	 the	 diagonal	 band	 of	 Broca;	 LC,	 locus	 coeruleus;	 PAG,	
periaqueductal	gray;	SN,	substatia	nigra,	STN;	subthalamic	nucleus,	VTA,	ventral	tegmental	area.	Figure	from	(Euston	et	
al.,	2012).	



L2	 pyramidal	 neurons	 have	 a	 very	 hyperpolarized	 resting	membrane	 potential	 (RMP)	

that	sets	them	apart	from	pyramidal	neurons	of	other	layers	of	the	mPFC.	In	addition,	L2	neurons	

appear	 to	 be	 a	 rather	 homogenous	 neuron	 class,	 with	 small	 differences	 in	 physiological	 or	

morphological	parameters.	The	border	between	L2	and	L3	is	remarkably	clear	within	the	mPFC.	

Macroscopically,	L2	can	be	seen	as	a	thin	dark	band	directly	below	L1	which	consists	mainly	of	

axons	and	dendrites	and	 is	mostly	devoid	of	cell	bodies.	At	 the	microscopic	 level,	a	decrease	 in	

cell	 density	 can	 be	 observed	 at	 the	 border	 between	 L2	 and	 L3.	 In	 the	mPFC,	 L2	 is	 only	 a	 thin	

layer,	about	a	quarter	of	the	size	of	L3	(120µm),	consisting	of	only	a	couple	of	“rows”	of	densely	

packed	pyramidal	neurons	(van	Aerde	and	Feldmeyer,	2015).		

L3	 pyramidal	 neurons	 of	 the	 mPFC	 have	 prominent	 apical	 dendrites	 that	 bifurcate	

within	L1.	They	can	be	divided	into	three	main	subclasses:	thick-tufted	regular	spiking	neurons,	

thick-tufted	 adapting	 neurons,	 and	 slender-tufted	 neurons.	 The	 main	 intrinsic	 properties	

differences	 between	 these	 subclasses	 are	 the	 resting	 membrane	 potential,	 rheobase,	 time	

constant,	sag	ratio	and	firing	frequency.	The	slender-tufted	L3	pyramidal	neurons	can	be	further	

divided	 into	 those	 with	 an	 adapting	 and	 those	 with	 a	 bursting	 firing	 pattern	 (van	 Aerde	 and	

Feldmeyer,	2015).	

Pyramidal	neurons	of	L5	are	the	best-studied	cell	types	of	the	mPFC,	and	they	have	been	

categorized	 according	 to	 their	 electrophysiological	 and	 morphological	 properties	 (Chang	 and	

Luebke,	2007;	Dégenètais	et	al.,	2002;	Wang	et	al.,	2006;	Yang	et	al.,	1996a).	Morphologically,	L5	

pyramidal	cells	can	be	categorized	as	“thick-tufted”	L5	pyramidal	neurons	that	possess	a	complex	

apical	dendrite	with	numerous	oblique	branches,	or	“slender-tufted”	L5	pyramidal	neurons	that	

have	a	more	restricted	field	span	of	the	apical	dendritic	tree	and	less	side	branches	(Wang	et	al.,	

2006).	

L6	 pyramidal	 neurons	 are	 more	 diverse	 in	 their	 morphological	 appearance	 than	

pyramidal	neurons	of	other	layers.	L6	pyramidal	neurons	are	ranging	from	neurons	with	apical	

dendrites	 that	 spanned	all	 cortical	 layers	 and	 terminated	 in	L1	 to	 small	 L6	pyramidal	neurons	

with	a	dendritic	 tree	 that	was	exclusively	 restricted	 to	L6.	Also,	 the	horizontal	 field	 span	of	L6	

pyramidal	neurons	was	very	diverse:	Pyramidal	neurons	with	both	the	broadest	and	the	smallest	

field	 span	 of	 all	mPFC	 pyramidal	 neurons	were	 found	 in	 L6.	 Some	 L6	 pyramidal	 neurons	 had	

inverted	 apical	 dendrites	 pointing	 towards	 the	 white	 matter.	 The	 high	 percentage	 of	 L6	

pyramidal	neurons	with	apical	dendrites	ascending	to	L1	appears	to	be	a	characteristic	feature	of	

L6	pyramidal	neurons	in	the	mPFC.	However,	physiologically,	L6	pyramidal	neurons	appeared	to	

be	less	diverse	with	respect	to	their	electrophysiological	properties. (van	Aerde	and	Feldmeyer,	

2015). 

1.1.3.2. 	Interneurons	

Studies	showed	extensive	local	connections	between	the	mPFC	IN	types.	SST	INs	receive	

a	considerable	 fraction	of	 their	 local	 input	 from	VIP	INs.	Accordingly,	 in	vitro	electrophysiology	



experiments	have	demonstrated	that	activation	of	VIP	INs	primarily	suppresses	SST	INs	within	

the	mPFC	(Pi	et	al.,	2013).	Interestingly,	for	SST	INs	the	proportion	of	input	from	PV	INs	is	similar	

to	that	from	VIP	INs.	The	existence	of	IN–IN	connections	does	not	per	se	proof	the	existence	of	a	

disinhibitory	circuit	motif	—	a	connectivity	motif,	in	which	an	IN	subtype	inhibits	another	type	of	

IN,	thereby	removing	an	inhibitory	break	of	excitatory	neurons	(Tremblay	et	al.,	2016).	However,	

disinhibition	 of	 projection	 neuron	 dendrites	 through	 PV	 suppression	 of	 SST	 INs	 has	 been	

demonstrated	 in	 the	 amygdala,	 resulting	 in	 increased	 evoked	 responses	 of	 projection	 neurons	

(Wolff	et	al.,	2014).	mPFC	VIP	INs	are	also	targeted	by	local	PV	INs	(Ährlund-Richter	et	al.,	2019).	

1.1.4. 	PL	connectivity	with	the	basolateral	amygdala	(BLA)		

The	mPFC	helps	control	cognition	and	emotion	(Goldman-Rakic,	1995;	Miller,	2000a),	as	

highlighted	 by	 the	 physiopathological	 consequences	 of	 its	 dysfunction	 in	 neuropsychiatric	

disorders	(Egan	and	Weinberger,	1997).	This	ability	depends	on	reciprocal	circuits	between	the	

mPFC	and	other	cortical	and	subcortical	regions.	Long-range	interactions	between	the	mPFC	and	

BLA	 are	 particularly	 important	 for	 emotional	 control	 (Burgos-Robles	 et	 al.,	 2009;	 Herry	 et	 al.,	

2008).	These	 interactions	occur	 through	multi-synaptic	pathways,	or	via	direct	 communication	

between	neurons	in	the	mPFC	and	the	BLA.	

The	 mPFC	 also	 receives	 long-range	 excitatory	 inputs	 from	 many	 other	 brain	 regions	

(Hoover	and	Vertes,	2007).	To	participate	 in	reciprocal	circuits,	 these	 inputs	and	local	neurons	

must	 first	be	 linked	by	connections	 inside	 the	same	 interlaminar	space.	Excitatory	 inputs	 from	

the	BLA	and	cmPFC	densely	arborize	within	superficial	 layers	of	 the	mPFC	(Bacon	et	al.,	1996;	

Sesack	 et	 al.,	 1989).	 These	 inputs	 are	 poised	 to	 directly	 synapse	 onto	 L2	 pyramidal	 neurons	

whose	dendrites	sample	from	these	layers	(Little	and	Carter,	2012).	This	unique	anatomy	could	

enable	bidirectional	communication	between	these	pyramidal	neurons	and	the	BLA	and	cmPFC.	

1.1.5. Role	of	mPFC	in	memory	formation	

Stimulation	 and	 inactivation	 studies	 of	 the	 mPFC	 have	 established	 that	 this	 region	 is	

involved	in	both	fear	memory	formation	and	its	extinction	(Burgos-Robles	et	al.,	2007;	Corcoran	

and	Quirk,	2007;	Laurent	and	Westbrook,	2008;	Sotres-Bayon	and	Quirk,	2010),	with	the	IL	and	

PL	 having	 distinct	 roles	 in	 these	 processes	 (Burgos-Robles	 et	 al.,	 2007).	 The	 PL	 has	 been	

implicated	in	modulating	both	consolidation	and	recall	of	fear	memory	(Maren	and	Quirk,	2004;	

Quirk	and	Mueller,	2008).	Thus,	 for	example,	 inactivation	of	 the	PL	with	tetrodotoxin	after	fear	

acquisition	results	in	reduced	fear	responses	(Corcoran	and	Quirk,	2007).		

Several	studies	demonstrated	an	involvement	of	the	mPFC	in	remote	long-term	memory.	

Remote	(4	weeks	following	a	behavioural	 learning	task)	but	not	recent	(one	day	after	training)	

memory	 retrieval	 was	 shown	 to	 result	 in	 increased	 expression	 levels	 of	 the	 immediate	 early	

genes	c-fos and	zif268 (Frankland	et	al.,	2004;	Maviel	et	al.,	2004),	an	increased	metabolic	activity	



(Bontempi	et	 al.,	 1999)	and	structural	 changes	 such	as	an	 increase	 in	dendritic	 spine	numbers	

(Restivo	et	al.,	2009).	

It	 has	 been	 suggested	 that	 during	 recent	memory	 retrieval	 the	 role	 of	 the	mPFC	 is	 to	

represent	 the	 context,	 events	 and	 responses,	while	 the	hippocampus	 stores	 the	 exact	mapping	

between	 them.	 In	 contrast,	 during	 remote	memory	 recall,	 the	mPFC	might	 both	 represent	 and	

store	 the	 context-event-response	 mappings,	 while	 the	 hippocampus	 becomes	 disengaged	

(Euston	et	al.,	2012;	Frankland	and	Bontempi,	2005).		

	

Other	 studies	 support	 the	 idea	 that	 the	 mPFC	 plays	 an	 active	 role	 in	 memory	

consolidation.	 For	 example,	 blocking	 plasticity	 mechanisms	 within	 the	 mPFC	 immediately	

following	 trace	 fear	 conditioning	 using	 a	 selective	 inhibitor	 of	 the	 mitogen-activated	 protein	

(MAP)/Erk	kinase	(MEK)	pathway	causes	deficits	in	memory	performance	when	tested	24	or	72	

hours	 later	 (Runyan	 et	 al.,	 2004).	 Similar	 results	 have	 been	 obtained	 for	 inhibitory	 avoidance	

(Holloway	 and	McIntyre,	 2011;	 Zhang	 et	 al.,	 2011),	 and	 the	 extinction	 of	 both	 fear	 and	 drug-

related	memories	(Mamiya	et	al.,	2009;	Peters	et	al.,	2009;	Sotres-Bayon	et	al.,	2009).	

1.1.6. 	Dopaminergic	modulation	of	the	mPFC	

Figure	3:	Temporal	reorganization	of	the	circuits	necessary	for	retrieval	of	fear	memories.	Left	–	retrieval	of	fear	
memories	at	early	time	points	after	conditioning	recruits	reciprocal	activity	between	the	amygdala	and	PL.	During	early	
retrieval,	the	conditioned	tone	activates	auditory	thalamus	inputs	to	LA.	Increased	activity	in	LA	neurons	activates	SOM+	
neurons	in	CeL,	thereby	disinhibiting	CeM	output	neurons	that	mediate	fear	responses.	Increased	activity	in	LA	neurons	
also	activates	BA	neurons	interconnected	with	PL,	thereby	allowing	a	top–down	control	of	fear	retrieval.	Right	–	retrieval	
of	fear	memories	at	late	time	points	after	conditioning	recruits	activity	in	PL	neurons	projecting	to	PVT,	as	well	as	PVT	
neurons	projecting	to	CeL.	During	late	retrieval,	the	conditioned	tone	activates	auditory	cortex	inputs	to	both	LA	and	PL.	
Increased	 activity	 in	 PL	 interneurons	 inhibits	 PV+	interneurons,	 thereby	 disinhibiting	 PL	 neurons	 projecting	 to	 PVT.	
Increased	activity	in	PVT	neurons	activates	SOM+	neurons	in	CeL,	and	consequently	disinhibits	CeM	output	neurons	that	
mediate	 fear	 responses.	 BA,	 basal	 amygdala;	 cc,	 corpus	 callosum;	 CeL,	 lateral	 portion	 of	 the	 central	 amygdala;	 CeM,	
medial	portion	of	 the	central	amygdala;	LA,	 lateral	amygdala;	PL,	prelimbic	cortex;	PVT,	paraventricular	nucleus	of	the	
thalamus;	 PV+,	 parvalbumin	 positive	 neurons;	 SOM+,	 somastotatin	 positive	 neurons;	 SOM−,	 somatostatin	 negative	
neurons;	3	V,	third	ventricle.	Adapted	from	(Do	Monte	et	al.,	2016).	



Dopaminergic	 (DA)	neurons	of	 the	ventral	 tegmental	area	(VTA)	have	been	 intensively	

investigated	 because	 of	 their	 role	 in	 encoding	 motivationally	 relevant	 appetitive	 stimuli.	 In	

addition,	many	studies	have	implicated	DA	modulation	in	aversion	and	pain	(Bromberg-Martin	et	

al.,	2010;	Budygin	et	al.,	2012).	DA	neurons	of	the	VTA	establish	reciprocal	projections	with	the	

mPFC	(Berger	et	al.,	1976;	Carr	and	Sesack,	2000a,	2000b)	and	play	important	modulatory	roles	

for	the	fine-tuning	of	neuronal	activity	and	for	the	induction	of	synaptic	plasticity	(Durstewitz	et	

al.,	2000;	Popescu	et	al.,	2016).	Behavioral	studies	have	documented	the	effects	of	dopaminergic	

modulation	of	the	mPFC	circuits	on	working	memory	and	attention.	Granon	et	al,	(2000)	showed	

beneficial	 effects	 on	 behavioral	 performance	 produced	 by	 a	 direct	 stimulation	 of	 prefrontal	

dopamine	 function	 in	 intact	 animals	 (Granon	 et	 al.,	 2000).	 It	 has	 also	 been	 shown	 that	

optogenetic	activation	of	the	VTA	DA	input	into	the	mPFC	elicits	anxiety-like	behavior	(Gunaydin	

et	al.,	2014).		

Pharmacological	 studies	 have	 shown	 that	 blockage	 of	 DA	 D1	receptors	 in	 the	 mPFC	

disrupts	 choice	 behavior	 guided	 by	 working	 memory	 (Sawaguchi	 and	 Goldman-Rakic,	 1994;	

Sawaguchi	et	al.,	1990).	Blockage	of	DA	D1	receptors	in	the	mPFC	during	retrieval,	but	not	during	

learning	 phase	 selectively	 disrupted	 memory-based	 search	 behavior	 in	 rats	 (Seamans	 et	 al.,	

1998).	Furthermore,	it	has	been	proposed	that	working	memory	function	is	optimized	when	DA	

D1	receptor	occupancy	is	within	a	range	of	0.1	to	0.2µg/0.5µL	of	an	inverted	U-shaped	function	

(Arnsten,	1998;	Floresco	and	Phillips,	2001).		

Lesions	of	the	VTA	to	PL	projections	impair	working	memory	performance	in	monkeys	

(Brozoski	et	al.,	1979)	and	rats	(Simon,	1981).	DA	D1	but	not	DA	D2	receptor	antagonists	impair	

working	memory	performance	when	 infused	 into	 the	primate	 sulcus	principalis	 region	 (part	 of	

the	 brain	 that	 connects	 the	 dorsolateral	 and	 ventrolateral	frontal	 cortex)	 (Sawaguchi	 and	

Goldman-Rakic,	1991)	or	into	the	rat	PL	(Seamans	et	al.,	1998).	These	findings	indicate	that	D1	

receptors	 strongly	 shape	 cognitive	 performance	 under	 the	 control	 of	 the	 prefrontal	 cortex	 in	

both	rat	and	monkey	and	are	consistent	with	data	showing	beneficial	effects	of	the	mixed	D1/D2	

receptor	agonist	pergolide	on	a	spatial	working	paradigm	in	humans	(Müller	et	al.,	1998).	

Studies	suggest	that	there	is	an	optimal	level	of	mesocortical	DA	function	for	mnemonic	

performance	 (Arnsten,	 1997;	Williams	 and	 Goldman-Rakic,	 1995;	 Zahrt	 et	 al.,	 1997).	 There	 is	

evidence	 that	 an	 increased	 cortical	 DA	 turnover,	 sometimes	 caused	 by	 stress	 or	 anxiogenic	

stimuli,	 is	associated	with	 impaired	performance	in	spatial	working	memory,	egocentric	spatial	

processing	and	inhibition	of	proactive	interference	and	inappropriate	motor	responses	(Arnsten,	

1997;	Murphy	et	al.,	1996;	Sahakian	et	al.,	1985),	similar	to	the	effect	of	an	infusion	into	PFC	of	

the	DA	D1	receptor	agonist	SKF	81297	in	rats	(Zahrt	et	al.,	1997).	

1.1.7. 	D1	and	D2	receptors	

1.1.7.1. 	Overview	



DA	receptors	(DARs)	belong	to	the	G	protein-coupled	receptor	family	(GPCRs).	There	are	

five	subtypes	of	mammalian	DARs	 that	are	divided	 in	 two	 families	according	 to	 their	 structure	

and	 biological	 response.	 The	D1-like	 family	 includes	D1-	and	D5	DA	 receptors	 (D1R	 and	D5R),	

while	the	D2-like	DARs	family	consists	of	D2,	D3	and	D4	receptors	(D2R,	D3R	and	D4R).	

The	D1-like	dopamine	receptor	 family	(D1R-f)	 is	positively	coupled	to	adenylyl	cyclase	

(AC),	 leading	 to	 an	 increase	 in	 the	 intracellular	 cyclic	 3,5	 adenine-monophosphate	 (cAMP)	

concentration	 and	 the	 activation	 of	 the	 protein	 kinase	 dependent	 of	 cAMP	 (PKA)	 upon	 D1R-f	

activation.	In	contrast,	the	D2-like	dopamine	receptor	family	(D2R-f)	is	negatively	coupled	to	AC,	

resulting	 in	 a	 decrease	 in	 cAMP	 accumulation	 the	 ensuing	 activity	 of	 PKA	 and	 its	 effectors	

following	its	activation	(Arisawa	et	al.,	1983;	Forn	et	al.,	1974;	Greengard	et	al.,	1999).	However,	

growing	evidence	 suggests	 that	 activation	of	DARs	 is	not	only	 restricted	 to	AC	modulation	but	

also	 other	 signaling	 pathways	 and	 might	 act	 differently	 depending	 on	 the	 brain	 area,	

physiological	and/or	pathological	conditions.	

1.1.7.2. 	D1	Receptors	

D1Rs	share	80%	in	the	amino	acid	sequence	homology	with	D5Rs	in	the	transmembrane	

domains	(Civelli	et	al.,	1993;	Missale	et	al.,	1998).	This	family	of	receptors	is	widely	expressed	in	

the	brain,	with	high	densities	in	striatum	or	caudo-putamen,	nucleus	accumbens,	substantia	nigra	

pars	 reticulata	 (SNr)	 and	 olfactory	 bulb	 (Wamsley	 et	 al.,	 1989).	 Lower	 densities	 has	 been	

reported	in	the	dorsolateral	prefrontal	cortex,	cingulate	cortex	and	hippocampus	(Boyson	et	al.,	

1986;	 Cadet	 et	 al.,	 2010).	 D1Rs	 play	 an	 important	 role	 in	 locomotor	 activity,	 reward	 systems,	

learning	and	memory	(Graybiel	et	al.,	1994).	

Typically	D1R	activation	induces	the	activation	of	the	AC	through	the	direct	activation	of	

guanosine	 nucleotide-binding	 proteins	 (G-proteins),	 the	 subunit	 Gαs	of	 G-proteins	 induces	 the	

conversion	of	adenosine	triphosphate	(ATP)	into	cAMP	(Sunahara	and	Taussig,	2002;	Tesmer	et	

al.,	 1997).	 cAMP	 interacts	 with	 the	 regulatory	 subunits	 of	 PKA	 inducing	 the	 release	 of	 the	

catalytic	subunits	that	phosphorylate	different	substrates	(Akimoto	et	al.,	2013;	Kim	et	al.,	2006).	

One	 of	 the	 most	 studied	 proteins	 involved	 in	 the	 regulation	 of	 signal	 transduction	 pathway	

mediated	 by	 DARs	 and	 PKA	 is	 the	 Dopamine	 and	 cAMP-regulated	 phosphor-protein,	 32	 kDa	

(DARPP-32).	 The	 phosphorylation	 of	 DARPP-32	 by	 PKA	 induces	 the	 inhibition	 of	 the	 protein	

phosphatase-1	 (PP1)	 (Nishi	 et	 al.,	 1999a),	 while	 the	 phosphorylation	 of	 DARPP-32	 by	 cyclin-

dependent	 kinase	 5	 (Cdk5)	 induces	 the	 inhibition	 of	 PKA	 (Bibb	 et	 al.,	 1999;	 Undieh,	 2010)	

causing	a	 feedback	 loop	 in	 the	activation	of	 the	PKA.	The	activation	of	PKA	or	 the	 inhibition	of	

PP1	 mediated	 by	 PKA,	 may	 cause	 changes	 in	 the	 phosphorylation	 state	 of	 several	

neurotransmitter	 receptors	 and	 as	 voltage-gated	 ion	 channels.	 These	 include	 α-Amino-3-

hydroxy-5-methyl-4-isoxazole-propionic	acid	receptors	(AMPA),	N-methyl-D-aspartate	(NMDA),	

and	 Gamma	 Aminobutyric	 Acid	 channel	 A	 (GABAA)	 receptors,	 as	 well	 as	 L-,	 N-,	 P-type	

Ca2+	channels	(Roche	et	al.,	1996;	Schiffmann	et	al.,	1998;	Surmeier	et	al.,	1995).	PKA	regulates,	



either	directly	or	indirectly	via	DARPP-32,	the	activity	of	extracellular	signal	regulated	kinases	1	

and	2	 (ERK	1/2)	 that	 in	 turn	modify	protein	 transcription.	A	dysfunction	 in	 this	pathways	has	

been	related	with	the	pathophysiological	conditions	of	Parkinson’s	Disease	(Santini	et	al.,	2007)	

(Figure	4).	

D1R	 activation	may	 elicit	 an	 alternate	 cAMP	 signaling	 pathway	 that	 is	 independent	 of	

PKA	 (Undieh,	 2010).	 cAMP	 activates	 the	 Ras	 superfamily	 guanine	 nucleotide	 exchange	 factors	

(GEFs),	which	 are	 activators	 of	Ras-proximate	1	 (Rap1)	 (Altschuler	 et	 al.,	 1995)	 that	 has	 been	

involved	 in	 cell	 polarity	 and	migration	 (Bos	 et	 al.,	 2001;	Kawasaki	 et	 al.,	 1998).	Rap1	 can	 also	

activate	Mitogen-activated	protein	kinase	(MAPK)	signaling	implicated	in	the	phosphorylation	of	

transcription	factors	such	as	cAMP	response	element	binding	protein	(CREB)	that	is	involved	in	

the	increased	or	decreased	transcription	of	genes	(Neves	et	al.,	2002)	(Figure	4).	

The	 D1R	 family	 also	 activates	 a	 signal	 transduction	 pathway	 that	 has	 been	 linked	 to	

various	neuropsychiatric	disorders,	mediated	by	a	single	transmembrane	protein	calcyon,	which	

promotes	 the	 D1Rs	 interaction	 with	 Gαq.	 As	 a	 result,	 PLC	 is	 activated	 and	 increases	 the	

accumulation	of	 inositol	 triphosphate	 (IP3)	which,	 in	 turn,	binds	 to	 the	 IP3	 receptors	 from	 the	

intracellular	 compartments	 inducing	 intracellular	Ca2+	release.	Ca2+	plays	an	 important	 role	not	

only	 in	 signaling	 pathways	 causing	 the	 activation	 of	 proteins	 such	 as	 protein	 kinase	 calcium-

dependent	 (PKC),	 but	 also	 in	 the	modulation	of	 neurotransmitter	 release	via	 exocytosis.	 It	 has	

been	shown	that	this	particular	signaling	pathways	occurs	primarily	in	the	prefrontal	cortex	and	

calcyon	has	been	 found	 to	 co-localize	with	D1Rs	 in	 the	dendritic	 spines	on	pyramidal	neurons	

(Ha	et	al.,	2012).	The	activation	of	 this	pathway	 in	 the	mPFC	 is	 involved	 in	 impulsive	choice	 in	

rats	and	neuropsychiatric	disorders	(Loos	et	al.,	2010)	(Figure	4).	



	

1.1.7.3. 	D2	Receptor		

D2Rs	share	75%	homology	in	the	transmembrane	regions	with	D3Rs,	and	53%	identity	

with	 D4Rs	 (Missale	 et	 al.,	 1998).	 D2Rs	 are	 mainly	 expressed	 in	 the	 striatum,	 external	 globus	

pallidus	 (GPe),	 core	 of	 nucleus	 accumbens,	 amygdala,	 cerebral	 cortex,	 hippocampus	 and	

pituitary.	D2Rs	mRNA	also	found	in	the	temporal	and	enthorinal	cortex	and	in	the	septal	region	

as	well	in	the	VTA	and	SNc	in	the	dopaminergic	neurons	(Missale	et	al.,	1998)	(Figure	5).	

The	 activation	 of	 this	 receptor	 family	 typically	 leads	 to	 the	 inhibition	 of	 AC	 activity	

(Kebabian	and	Greengard,	1971),	as	well	as	inhibition	of	PKA	and	DARPP-32	(Nishi	et	al.,	1999b).	

However,	differences	in	the	functional	response	and	activation	of	signaling	pathways	have	been	

observed	in	receptors	from	this	family,	specifically	for	the	D3R	subtype.	Discrepancies	could	be	

due	 to	 a	 differential	 expression	 of	 the	 AC	 isoforms,	 because	 D3Rs	were	 able	 to	 inhibit	 the	 AC	

activity	 when	 they	were	 co-transfected	with	 the	 AC	 isoform	 V	 (ACV)	 but	 not	 with	 isoform	 VI	

(Robinson	 and	 Caron,	 1997).	 Furthermore	 the	 ACV	 is	 widely	 expressed	 in	 dopaminergic-

innervated	brain	regions	including	the	striatum	(Cooper,	2003;	Cooper	et	al.,	1995).	Some	studies	

Figure	4:	The	D1-like	DA	Receptors	Mediated	Intracellular	Signaling	Pathways.	DA	binding	to	D1-like	DA	receptors	
leads	to	the	activation	of	different	intracellular	signaling	cascades.	Stimulatory	effects	are	indicated	with	red	arrows	and	
inhibitory	effects	in	blue	lines	ending	with	a	circle.	cAMP,	3'-5'-cyclic	adenosine	monophosphate;	αs/olfor	αq	ATP,	active	
Gα	protein;	PKA,	protein	kinase	A;	DARPP-32,	dopamine	and	cyclic	AMP-regulated	phosphoprotein,	32	kDa;	AC,	adenylyl	
cyclase;	PP1,	PP2A	or	PP2B,	protein-phosphatase	1,	2A	or	2B;	PKC,	protein	kinase	C;	PLC,	phospholipase	C;	IP3,	inositol	
triphosphate;	 mTOR,	 mammalian	 target	 of	 rapamycin;	 PIP2,	 phosphatidylinositol	 2;	 Ca2+,	 calcium;	 MAPK,	 mitogen-
activated	protein	kinase	EPAC-GEF,	guanine-nucleotide-exchange	factor	of	Rap1;	Rap1,	Ras	proximate	1.	AMPA,	α-Amino-
3-hydroxy-5-methyl-4-isoxazolepropionic	acid	 receptors;	NMDA,	N-methyl-D-aspartate;	GABAA,	γ-Aminobutyric	acid	A;	
CREB;	 cAMP	 response	 element-binding	 protein.	 Adapted	 from	 (Claudia	 Rangel-Barajas	 and	 Claudia	 Rangel-Barajas,	
2015).	



suggested	 that	 this	 particular	 isoform	 also	 plays	 a	 role	 in	 anxiety,	 depression,	 abuse	 drug	

withdrawal	and	L-3,4-dihydroxyphenylalanine	L-DOPA	induced	dyskinesia	(LID)	(Krishnan	et	al.,	

2008)	(Figure	5).	

D2Rs	also	activate	G-protein-coupled	inward	rectifier	potassium	(GIRK)	channels,	which	

mediate	 neuronal	 electrical	 response	 (Mark	 and	 Herlitze,	 2000),	 through	 GPCRs	 coupled	 to	

Gαi/o	protein	and	also	varying	the	effects	between	the	receptors	of	this	family.	The	effect	seems	

to	be	through	the	βγ	subunits	for	D2Rs	and	D4Rs	but	not	D3Rs	(Pillai	et	al.,	1998)	(Figure	5).		

D2Rs	 are	 also	 able	 to	 activate	 cell	 proliferation-related	 pathways	 such	 as	 MAPK	

signaling.	The	activation	of	ERK1/2	has	been	also	observed	for	this	signaling	pathway.	D2Rs	and	

D4Rs	also	display	some	differences	in	the	intensity	of	ERK/MAPK	activation	compared	to	D3Rs	

using	highly	selective	compounds	(Beom	et	al.,	2004;	Luedtke	et	al.,	2012).	On	the	other	hand,	the	

complex	GPCRs-β-arrestin	also	activates	ERK/MAPK	once	the	receptor	is	internalized	(Lefkowitz	

and	Shenoy,	2005)	(Figure	5).		

Stimulation	of	D2-like	receptors	activates	Akt	(protein	kinase	B	PKB)	signaling	(Brami-

Cherrier	et	al.,	2002;	Mannoury	la	Cour	et	al.,	2011).	In	vitro,	D3R	activation	led	to	an	increase	in	

PKC	and	PI3K	activity	(Collo	et	al.,	2008).	Specifically,	activation	of	D3Rs	enhance	the	Akt	activity,	

which	 has	 been	 correlated	 with	 an	 increased	 dendritic	 arborization	 in	 dopaminergic	 neurons	

from	 mouse	 embryos	 (Collo	 et	 al.,	 2012).	 The	 activation	 of	 Akt	 regulates	 the	 activity	 of	 the	

mammalian	target	of	rapamycin	(mTOR)	and	consecutive	targets	related	with	synaptic	plasticity	

and	 cognitive	 processing	 (Hoeffer	 and	 Klann,	 2010).	 In	 contrast,	 the	 inactivation	 of	 Akt	 (by	

protein	phosphatase	2A	PP2A)	leads	to	the	activation	of	the	two	isoforms	of	Glycogen	synthase	

kinase-3	 (GKS-3α/β).	 The	 GSK-3	 is	 a	 protein	 kinase	 abundantly	 expressed	 in	 brain	 and	 is	

involved	in	signal	transduction	cascades	relevant	to	neurodevelopment	(Peineau	et	al.,	2008).	It	

also	regulates	proteasome	degradation	through	β-catenin	(Doble	and	Woodgett,	2003),	which	is	

involved	 in	neurodegenerative	and	psychiatric	conditions	such	as	Huntington	Disorder,	bipolar	

disorder	and	schizophrenia	(Emamian,	2012).	A	study	showed	that	D3R	activates	Akt,	which	in	

parallel	 activates,	 mTOR/p70S6/4E-BP1	 signaling,	 probably	 mediated	 by	 phosphoinositide	

dependent	 kinase	 (PKD).	 It	 also	 causes	 the	 inactivation	 of	 GSK-3	 by	 Akt-dependent	

phosphorylation,	 in	 medium-sized	 spiny	 neurons	 (MSNs)	 of	 striatum	 and	 nucleus	 accumbens	

(Salles	et	al.,	2013),	pathways	that	have	been	related	with	synaptic	plasticity,	cognitive	process,	

long-term	potentiation	(LTP)	and	long-term	depression	(LDP)	(Hoeffer	and	Klann,	2010).	D3Rs	

also	 induced	 the	 activation	 of	 phosphatidylinositol	 3-kinase	 (PI3K)	 and	 the	 atypical	 protein	

kinase	 C	 (PKCζ)	 this	 effect	 is	 apparently	 mediated	 by	 βγ	 subunit	 of	 G-proteins	 and	 activates	

MAPK	signaling	(Beom	et	al.,	2004).	Signaling	pathways	might	occur	differently	in	specific	brain	

regions	and	more	important	in	pathological	conditions	(Figure	5).	

	

	



	

1.2. Fragile	X	Syndrome	(FXS)	

1.2.1. Overview	

In	 1943,	 Martin-Bell	 described	 for	 the	 first	 time	 a	 familial	 syndrome	 of	 intellectual	

disability	 (ID)	 affecting	 men,	 which	 also	 showed	 dysmorphic	 features	 and	 macroorchidism	

(Martin	and	Bell,	1943).	 Subsequently,	 in	1969	Lubs	associated	a	 cytogenetic	marker	with	 this	

syndrome,	showing	fragility	at	the	terminal	end	of	the	long	arm	of	the	X	chromosome	(Xq27.3),	

leading	 to	 the	 name	 “fragile	 X	 syndrome”	 (FXS)	 (Lubs,	 1969).	In	 1991,	 three	 research	 groups	

independently	cloned	 the	 fragile	X	mental	 retardation	 type	1	 (FMR1)	gene	(Oberle	et	al.,	1991;	

Verkerk	et	al.,	1991;	Yu	et	al.,	1991),	which	is	the	cause	of	FXS.	These	authors	also	described	for	

the	 first	 time	 a	 special	 mutation	 called	 “dynamic	 mutation”,	 which	 consists	 of	 a	 CGG	 triplet	

expansion	that	increases	from	generation	to	generation.	During	the	following	decade,	geneticists	

tested	 a	 large	 number	 of	 patients	 for	 this	 mutation,	 leading	 to	 the	 discovery	 of	 new	 human	

diseases	 caused	 by	 dynamic	 mutations.	 After	 further	 studies,	 Hagerman	 et	 al	 described	 a	

Figure	5:	The	D2-like	DA	Receptor	Mediated	 Intracellular	Signaling	Pathways.	Schematic	shows	the	DA	mediated	
effects	 through	D2-like	DA	receptors	 that	 occur	 by	 a	 complex	activation	 of	 intracellular	 signals	 that	 are	 related	with	
events	such	as	neurodevelopment,	proteasomal	degradation,	cell	proliferation	and	cognitive	process.	Stimulatory	effects	
are	indicated	with	red	arrows,	dashed	red	arrow	indicates	plausible	activation	and	inhibitory	effects	in	blue	line	ended	
with	 a	 circle.	 cAMP,	 3'-5'-cyclic	 adenosine	 monophosphate;	 αi/o	ATP,	 active	 Gαi/o	protein;	 PKA,	 protein	 kinase	 A;	
DARPP-32,	 dopamine	 and	 cyclic	 AMP-regulated	 phosphoprotein,	 32	 kDa;	 AC,	 adenylyl	 cyclase;	 PP1,	 PP2A	 or	 PP2B,	
protein-phosphatase	1,	2A	or	2B;	MAPK,	mitogen-activated	protein	kinase;	PKC,	protein	kinase	C;	Akt,	 thymoma	viral	
proto-oncogene;	 GSK-3,	 Glycogen	 Synthase	Kinase-3;	 PLCβ,	 phospholipase	 C	 isoform	β;	 PI3K,	 phosphatidylinositol	 3-
kinase;	 PIP2,	 PIP3,	 phosphatidylinositol	 2	 and	 3;	 IP3,	 inositol	 triphosphate;	 Ca2+,	 calcium	 ;	 GIRK,	 G	 protein	 coupled	
inward	rectifier	potassium;	MEK;	Raf,;	ERK,	extracellular	signal-regulated	kinase	protein	kinase;	PDK,	phosphoinositide-
dependant	 kinase;	mTOR,	mammalian	 target	of	 rapamycin;	 p70S6,	 p70S6	 kinase;	 rpS6,	 ribosomal	 S6	 protein;	 4E-BP,	
eukaryotic	 initiation	 factor	 4E-binding	 protein	 1.	 Adapted	 from	 (Claudia	 Rangel-Barajas	 and	 Claudia	 Rangel-Barajas,	
2015).	



neurological	 disease	 related	 to	 the	FMR1	premutation	 that	 was	 named	 fragile	 X-associated	

tremor/ataxia	 syndrome	 (FXTAS)	 (Hagerman	 et	 al.,	 2001).	Finally,	 since	 2007	 the	 spectrum	of	

the	clinical	phenotype	associated	with	the	FMR1	premutation	has	continuously	widened.	

FXS	 is	 the	 most	 common	 cause	 of	 inherited	 ID	 (1%-2%	 of	 all	 ID)	 and	 the	 leading	

monogenic	cause	of	autism	spectrum	disorders	(ASD).	FXS	is	a	neurodevelopmental	disorder	that	

causes	 a	 range	 of	 problems	 including	 learning	 disabilities	 and	 cognitive	 impairment.	 Relative	

strengths	 in	 cognitive	 performance	 are	 frequently	 reported	 for	 vocabulary	 capacity,	 visuo-

perceptual	abilities,	and	the	processing	and	recall	of	simultaneous	and	meaningful	 information.	

In	 contrast,	 consistent	deficits	 have	been	 reported	 for	 verbal	 short-term	memory	visuo-spatial	

memory,	 linguistic	processing,	selective	and	divided	attention,	and	the	processing	of	sequential	

and	abstract	information	(Dykens	et	al.,	1987;	Maes	et	al.,	1994;	Munir	et	al.,	2000).	The	hallmark	

physical	 characteristics	 of	 FXS	 patients	 include	 post-pubertal	 macroorchism,	 a	 long	 face,	

hyperextensible	joints,	and	prominent	ears.	The	FMR1	gene	is	inherited	as	an	X-linked	dominant	

trait	with	a	reduced	penetrance	of	80%	in	males	and	30%	to	50%	in	 females.	The	 incidence	 is	

variable	depending	on	the	population	gender,	but	affects	approximately	1	in	4000	males	and	1	in	

7000	 females	 worldwide	 (Lozano	 et	 al.,	 2016).	 Females	 that	 are	 heterozygous	 for	 the	 full	

mutation	allele	have	a	30%	chance	of	having	a	normal	intelligence	quotient	and	a	25%	chance	of	

having	 ID	 with	 an	 IQ < 70;	 nonetheless,	 they	 can	 present	 learning	 deficits	 and	 emotional	

difficulties	(Tolmie,	2002).	

FXS	 results	 from	an	 inactivation	of	 the	FMR1	gene.	While	 the	 clinical	manifestations	of	

FXS	have	not	varied	since	the	first	descriptions	of	the	syndrome,	the	implication	of	the	Fmr1	gene	

in	autism	and	ASD	has	gained	great	relevance	in	later	years.	Approximately	30%	to	50%	of	FXS	

patients	meet	 the	 full	 criteria	 of	 the	Diagnostic	 and	 Statistical	Manual	 of	Mental	Disorders-4th	

edition-Text	Revision	(DSM-IV-TR)	for	Asperger	Syndrome	(AS),	with	60%	to	74%	fulfilling	the	

criteria	for	ASD.	Over	90%	of	individuals	with	FXS	display	some	form	of	atypical	behavior	which	

are	 characteristics	 of	 autism	 including	 difficulties	 in	 social	 interaction	 (McCary	 and	 Roberts,	

2013),	and	 approximately	 2%	 to	 5%	 of	 all	 the	 diagnoses	 of	 ASD	 are	 related	 to	 FMR1	 gene	

mutation	(Schaefer	and	Mendelsohn,	2008).	

1.2.2. Fragile	X	mental	retardation	type	1	gene	

In	 most	 cases	 the	 molecular	 basis	 of	 FXS	 is	 a	 dynamic	 mutation:	 a	 CGG	 trinucleotide	

repeat	expansion	located	in	the	untranslated	region	of	the	first	exon	of	the	FMR1	gene	leading	to	

a	hypermethylation	of	the	CGG	repeats	and	the	adjacent	CpG	island	(Oberle	et	al.,	1991;	Verkerk	

et	al.,	1991;	Yu	et	al.,	1991).	The	Fmr1	gene	is	located	on	the	X	chromosome	and	spans	17	exons	

and	 40 kb	 of	 genomic	 DNA.	 It	 transcribes	 an	mRNA	 of	 3.9 kb.	 The	 translated	 protein	 is	 called	

“fragile	 X	 Mental	 retardation	 protein”	 (FMRP),	 which	 is	 necessary	 from	 early	 stages	 of	 life	

(Pieretti	et	al.,	1991).	



In	the	general	population	the	number	of	CGG	repeats	is	polymorphic,	presenting	from	6	

to	 44	 CGGs,	 and	 the	 adjacent	 CpG	 island,	which	 acts	 as	 a	 promoter,	 is	 non-methylated.	 Alleles	

harboring	6	 to	44	CGGs	are	considered	normal	and	remain	stable	upon	 transmission.	The	next	

class	 is	 premutation	 alleles	 that	 exhibit	 CGG	 repeat	 lengths	 between	 55	 to	 200	 CGGs.	 In	 this	

situation,	the	Fmr1	gene	is	also	transcribed	and	translated,	and	the	CpG	island	is	non-methylated.	

However,	premutation	carriers	have	normal	or	slightly	reduced	synthesis	of	FMRP	and	increased	

levels	of	mRNA	(2-	to	8-fold	more	than	normal	alleles),	and	these	individuals	are	asymptomatic	

for	FXS.	Premutation	carriers	have	a	risk	of	having	affected	offspring	as	 the	number	of	CGGs	 is	

unstable	 and	 tends	 to	 increase	 with	 each	 cellular	 division.	 Moreover,	 people	 carrying	

premutation	 alleles	 are	 at	 risk	 of	 developing	 some	 disorders	 such	 as	 FXTAS	 and	 emotional	

disorders,	among	others.	

Finally,	when	 the	CGG	number	 is	 greater	 than	200	 repeats,	 these	alleles	are	 in	 the	 full	

mutation	range.	The	CpG	island	and	the	repeats	themselves	are	methylated,	and	this	methylation	

switches	off	the	gene,	blocking	transcription	and	the	production	of	FMRP.	Male	individuals	with	

the	full	mutation	are	always	affected	FXS	related	symptoms,	while	only	30%	to	50%	of	females	

carrying	 the	 full	 mutation	 are	 affected	 due	 to	 the	 X-inactivation	 phenomena	 induced	 by	 the	

presence	of	 two	X	 chromosomes.	The	 clinical	manifestations	of	 FXS	may	vary	 according	 to	 the	

presence	 of	 this	 mosaicism,	 different	 methylation	 levels	 of	 the	 fully	 mutated	 allele	 or	 of	 X-

inactivation	leading	to	differential	FMRP	expression	within	tissues.	

More	than	25%	of	patients	show	a	premutation-full	mutation	mosaicism	caused	by	the	

somatic	 instability	of	 the	full	mutation	 in	early	embryogenesis.	Methylation	mosaicism	can	also	

be	 observed	 in	 large	 expansions	with	 incomplete	 or	 null	methylation.	 These	mosaicisms	 allow	

the	expression	of	some	FMRP	and,	in	some	cases,	have	been	associated	with	milder	ID	in	males	or	

full	mutated	males	who	display	normal	phenotypes	referred	to	as	high-functioning	males	(Pretto	

et	al.,	2014).	

In	up	to	98%	of	cases,	FXS	is	due	to	a	CGG	repeat	expansion	which	is	always	inherited,	

but	any	other	FMR1	mutation	leading	to	a	loss-of-function	of	the	gene	may	also	cause	FXS	or	an	

FXS-like	phenotype.	Point	mutations	or	deletions	affecting	the	Fmr1	gene	are	responsible	for	up	

to	1%	 to	2%	of	FXS	 cases.	These	mutations	 can	be	de	novo	 or	 inherited	 from	a	 carrier	mother	

(Myrick	et	al.,	2014).	It	has	been	suggested	 that	patients	with	a	clinical	FXS-like	phenotype	but	

not	carrying	the	full	mutation	should	be	screened	for	FMR1	mutations.	

1.2.3. Fragile	mental	retardation	protein	(FMRP)	

In	adult	human	tissues,	FMRP	was	found	to	be	a	broadly,	but	not	ubiquitously	expressed	

protein,	particularly	abundant	in	neurons,	where	it	is	principally	localized	in	the	perikaryon	and	

in	the	proximal	part	of	axons	and	dendrites	(Devys	et	al.,	1993;	Feng	et	al.,	1997a).	In	the	mouse,	

FMRP	 expression	 starts	 at	 day	 2	 of	 gestation.	 In	 general,	 during	 early	 and	 intermediate	

embryonic	development	(0–14	days),	FMRP	is	ubiquitously	expressed,	similarly	to	adult	tissues.	



During	 late	 embryonic	 stages	 (15–19	 days)	 and	 in	 newborn	 animals,	 FMRP	 shows	 a	 specific	

pattern	of	expression,	mainly	in	tissues	from	ectodermal	origin,	like	brain,	hair	follicles,	sensory	

cells,	 and	 adrenal	 medulla.	 This	 pattern	 of	 protein	 expression	 is	 consistent	 with	 results	 of	in	

situ	hybridization	 in	 human	 embryonic	 and	 foetal	 tissues	 (Abitbol	 et	 al.,	 1993;	 Agulhon	 et	 al.,	

1999).	

FMRP	is	an	RNA	binding	protein	associated	with	polyribosomes.	A	clue	for	the	function	

of	FMRP	was	given	by	the	finding	that	FMRP	contains	motifs	(two	KH	domains	and	one	RGG	box)	

characteristic	 of	 other	RNA	binding	proteins	 (Siomi	 et	 al.,	 1993).	 Indeed,	 FMRP	 is	 able	 to	bind	

RNA	in	vitro,	with	preference	for	poly(U)	and	poly(G)	RNA	homopolymers	(Adinolfi	et	al.,	1999;	

Ashley	 et	 al.,	 1993).	 FMRP-ribosome	 association	 is	 sensitive	 to	 low	 levels	 of	 RNAse,	 which	

removes	 the	mRNA	 link	without	disturbing	ribosome	assembly	(Corbin	et	al.,	1997;	Feng	et	al.,	

1997b).	These	 findings	 led	 to	 the	conclusion	 that	FMRP	 is	part	of	 a	 ribonucleoproteic	 complex	

linked	to	polyribosomes	via	mRNA.	

FMRP	 is	 regulated	 by	 posttranslational	 modifications.	 Phosphorylated	 FMRP	 stalls	

ribosomal	 translocation	 and	 inhibits	 translation,	 whereas	 dephosphorylation	 of	 FMRP	

upregulates	translation	(Ceman	et	al.,	2003;	Coffee	et	al.,	2012).	Bidirectional	regulation	of	FMRP	

phosphorylation	 by	 the	 S6	 kinase	 and	 protein	 phosphatase	 2A	 (PP2A)	 in	 response	 to	 activity	

provides	 a	 potential	 link	 between	 synaptic	 stimulation	 and	 local	 protein	 translation	 in	 the	

dendrites	(Santoro	et	al.,	2012).	

FMRP	 is	 well	 positioned	 to	 be	 a	 key	 regulator	 of	 synaptic	 plasticity	 for	 three	 main	

reasons.	 First,	 the	 protein	 is	 found	 in	 dendritic	 spines	 (Antar	 et	 al.,	 2004;	 Feng	 et	 al.,	 1997b;	

Weiler	 et	 al.,	 1997),	 important	 postsynaptic	 sites	 of	 plasticity	 induction	 and	 maintenance.	

Secondly,	FMRP	regulates	dendritic	mRNA	translation	(Bassell	and	Warren,	2008;	Garber	et	al.,	

2006),	which	 is	 required	 for	multiple	 forms	 of	 plasticity	 (Sutton	 and	 Schuman,	 2006).	 Finally,	

FMRP	 itself	 is	dynamically	regulated	by	activity:	experience	and	synaptic	activation	can	 trigger	

its	 local	 translation	 and	 rapid	 degradation,	 in	 addition	 to	 the	 posttranslational	 regulation	

mentioned	above.	Multiple	experimental	manipulations	associated	with	synaptic	plasticity	have	

been	shown	to	increase	FMRP	levels,	including	exposure	to	an	enriched	environment,	a	complex	

learning	 task,	 and	 pharmacological	 activation	 of	 group	 1	 metabotropic	 glutamate	 receptors	

(mGluRs)	 (Irwin	 et	 al.,	 2000;	 Todd	 et	 al.,	 2003;	 Weiler	 et	 al.,	 1997).	 Importantly,	 FMRP	 is	

synthesized	rapidly,	on	the	same	time	scale	(10–30	minutes)	as	the	induction	of	stable	synaptic	

plasticity	(Gabel	et	al.,	2004).	In	hippocampal	cultures,	activity-	and	mGluR-dependent	increases	

in	 dendritic	 FMRP	 may	 result	 from	 increased	 trafficking	 of	 existing	 FMRP,	 rather	 than	de	

novo	FMRP	synthesis	(Antar	et	al.,	2004,	2005;	Dictenberg	et	al.,	2008).	Either	way,	FMRP	is	an	

ideal	candidate	to	be	involved	in	regulating	synaptic	plasticity	because	of	its	rapid,	transient	rise	

in	dendrites	following	well-characterized	plasticity	induction	paradigms,	as	well	as	its	role	as	an	

inhibitor	of	translation.	



While	many	forms	of	translation-dependent	synaptic	plasticity	are	abnormal	in	Fmr1	KO	

mice,	other	 forms	of	hippocampal	plasticity,	 including	NMDAR-dependent	LTD	and	early-phase	

LTP,	 are	 normal	 (Li	 et	 al.,	 2002;	 Paradee	 et	 al.,	 1999).	 These	 observations	 suggest	 that	 FMRP	

regulates	plasticity	mainly	in	its	role	as	a	regulator	of	translation.	However,	removal	of	FMRP	has	

also	 been	 shown	 to	 affect	 some	 forms	 of	 synaptic	 plasticity	 that	 do	 not	 require	de	

novo	translation,	such	as	early-phase	LTP	in	other	brain	areas,	including	the	cortex	and	amygdala	

(Li	 et	 al.,	 2002;	 Paradee	 et	 al.,	 1999).	 Some	 of	 these	 effects	 could	 be	 explained	 by	 FMRP	

modulation	 of	 protein	 synthesis-dependent	 plasticity	 thresholds;	 however	 it	 seems	 likely	 that	

many	represent	end-stage	consequences	of	altered	synaptic	development	in	the	FMR1	KO.	

Long-lasting	synaptic	potentiation	and	depression	have	 long	been	considered	potential	

neural	correlates	of	learning	and	memory.	In	conjunction	with	FMRP’s	role	in	synaptic	plasticity	

in	multiple	brain	areas,	FMRP	is	also	important	for	a	wide	range	of	behavioral	learning	tasks	in	

mice.	FMR1	KO	mice	show	deficient	amygdalar	trace	fear	memory	(Zhao	et	al.,	2005),	cerebellar	

learning	 (Koekkoek	 et	 al.,	 2005),	 inhibitory	 avoidance	 learning	 (Dölen	 et	 al.,	 2007),	 and	 have	

difficulties	with	a	prefrontal	 cognitive	 learning	 task	 (Krueger	et	 al.,	 2011).	Drosophila	mutants	

lacking	FMRP	also	have	impaired	long-term	memory	(Bolduc	et	al.,	2008).	Overall,	 learning	and	

memory	deficits	in	the	FMR1	KO	mouse	are	a	likely	behavioral	consequence	of	abnormal	synaptic	

plasticity.	

1.2.4. FMRP	and	regulation	of	intrinsic	excitability	

The	 amino	 terminus	 domain	 of	 FMRP	 is	 capable	 of	 supporting	 protein-protein	

interactions	 which	 can	 directly	 regulate	 properties	 of	 ion	 channel	 proteins,	 such	 as	 the	

(potassium)	K+	channels	Slack	and	BK	(Brown	et	al.,	2010;	Deng	et	al.,	2013),	while	the	carboxyl-

terminus	domain	is	able	to	directly	 interact	with	calcium	(Ca2+)	channels	(Ferron	et	al.,	2014).	

FMRP	can	therefore	potentially	influence	neuronal	excitability	through	multiple	mechanisms:	by	

regulating	translation	of	a	diverse	array	of	proteins	that	indirectly	set	neuronal	excitability,	and	

through	a	translation-independent	role	by	 interacting	directly	with	a	number	of	membrane	 ion	

channels	to	alter	cellular	excitability	(Figure	6).	

Assays	 of	 RNA	 binding	 combined	with	 analysis	 of	mRNA	 translational	 profiles	 altered	

in	FMR1	KO	mice	have	revealed	a	wide	variety	of	pre-	and	postsynaptic	targets	of	FMRP	that	are	

normally	 involved	 in	 regulating	 neuronal	 excitability	 (Brown	 et	 al.,	 2001;	 Darnell	 et	 al.,	 2011;	

Miyashiro	 et	 al.,	 2003).	 Quantitative	 proteomic	 analysis	 of	 cortical	 neurons	 cultured	

from	FMR1	KO	mice	directly	confirmed	that	the	levels	of	many	pre-	and	postsynaptic	proteins	are	

affected	 by	 loss	 of	 FMRP	 (Liao	 et	 al.,	 2008),	 including	 many	 proteins	 affecting	 membrane	

excitability,	 ionic	 homeostasis,	 AP	 generation	 and	 propagation,	 neurotransmitter	 release,	 and	

postsynaptic	receptor	signaling	(Figure	6).	

A	 number	 of	K+	channels	 that	 function	 at	 the	 resting	 potential	 have	 been	 identified	 as	

FMRP	 targets	 (Darnell	 et	 al.,	 2011),	 suggesting	 possible	 changes	 in	 intrinsic	 membrane	



properties.	Abnormally	elevated	intrinsic	membrane	excitability	has	been	observed	in	layer	(L)	4	

excitatory	cortical	neurons	of	FMR1	KO	mice,	due	to	an	increase	in	input	resistance	and	decrease	

in	cell	capacitance	(Gibson	et	al.,	2008).	In	contrast,	the	resting	membrane	potential	is	normal	in	

excitatory	 hippocampal	 neurons	 and	 in	 L5	 pyramidal	 neurons	 in	 entorhinal	 cortex	 of	

young	FMR1	KO	 mice	 (Deng	 et	 al.,	 2013).	 Also,	 all	 intrinsic	 excitability	 parameters,	 including	

input	resistance,	membrane	time	constant	and	threshold	potential	are	unaffected	in	the	soma	of	

L5	pyramidal	neurons	in	somatosensory	cortex	of	FMR1	KO	animals	(Desai	et	al.,	2006;	Zhang	et	

al.,	2014).	Similarly,	analysis	of	neurons	derived	from	FXS	human	embryonic	stem	cells	(Telias	et	

al.,	2013),	which	provide	an	interesting	perspective	into	human	neuron	dysfunction,	have	found	

that	 passive	 membrane	 properties	 are	 similar	 to	 those	 from	 neurons	 derived	 from	 control	

subjects	(Figure	6).	

Recent	 measurements	 of	 intrinsic	 excitability	 in	 the	 distal	 dendrites	 of	 cortical	 L5	

pyramidal	 neurons	 of	FMR11	KO	 mice	 found	 significant	 differences	 in	 resting	 membrane	

potential,	 input	resistance,	and	 the	membrane	 time	constant,	all	of	which	are	consistent	with	a	

hyperexcitable	state	of	the	dendritic	membrane	in	FMR1	KO	mice	(Zhang	et	al.,	2014).	Moreover,	

back-propagating	APs	have	larger	amplitudes	and	evoke	greater	calcium	influx	in	the	dendrites	

of	FMR1	KO	 neurons	 (Routh	 et	 al.,	 2013;	 Zhang	 et	 al.,	 2014).	 The	 abnormal	 excitability	 of	

dendrites	has	been	linked	to	the	altered	expression	of	several	ion	channels,	including	reduction	

in	Kv4.2	(Gross	et	al.,	2011;	Lee	et	al.,	2011;	Routh	et	al.,	2013),	BK	channels	(Zhang	et	al.,	2014)	

and	altered	expression	of	HCN1	channels	 (Brager	et	al.,	2012;	Zhang	et	al.,	2014).	Notably,	 the	

changes	 in	 dendritic	 properties	 caused	 by	 FMRP	 loss	 appear	 to	 be	 brain	 region	 specific.	 For	

instance,	HCN1-channel	 expression	 is	 increased	 (and	 input	 resistance	 reduced)	 in	dendrites	 of	

hippocampal	 neurons	 of	FMR1	KO	 mice	 (Brager	 et	 al.,	 2012),	 which	 is	 opposite	 to	 what	 is	

observed	in	the	dendrites	of	cortical	L5	neurons	(Zhang	et	al.,	2014).	These	findings	emphasize	

the	 non-uniformity	 of	 excitability	 changes	 caused	 by	 FMRP	 loss,	 which	 affects	 intrinsic	

membrane	excitability	in	a	brain	region-,	cell	type-	and	compartment-specific	manner	(Figure	6).	

The	 changes	 in	 excitability	 and	 AP	 properties	 have	 been	 observed	 predominantly	 in	

excitatory	 pyramidal	 neurons.	 The	 true	 impact	 of	 these	 defects	 on	 the	 circuit	 excitability	

ultimately	 depends	 on	 the	 combination	 of	 changes	 in	 excitatory	 neurons	 and	 inhibitory	

GABAergic	 interneurons.	 So	 far	 there	 is	 little	 evidence	 for	 altered	 excitability	 of	 inhibitory	

neurons	in	FXS	mice.	One	study	found	no	alterations	in	intrinsic	excitability	and	AP	properties	in	

L4	fast	spiking	interneurons	(Gibson	et	al.,	2008).	Further	studies	of	different	subpopulations	of	

inhibitory	 interneurons	 and	 at	 different	 developmental	 time	 points	 are	 clearly	 needed	 to	

determine	 how	 the	 interplay	 of	 cellular	 changes	 in	 excitatory	 and	 inhibitory	 neurons	 impact	

circuit	hyperexcitability	in	FXS.	



Voltage-gated	Ca2+	channels	 (VGCCs)	are	expressed	 in	axons	(predominantly	N-,	R-,	P/Q-and	T-	

types)	 and	 in	 dendrites	 (mainly	 the	 L-type)	 to	 regulate	 excitability,	 synaptic	 transmission	 and	

various	 forms	of	 plasticity.	mRNAs	 coding	 for	 the	pore-forming	 subunits	 of	most	major	VGCCs	

have	been	found	among	FMRP	targets	(Brown	et	al.,	2001;	Darnell	et	al.,	2011;	Miyashiro	et	al.,	

2003).	 L-type	 VGCCs	 are	 often	 localized	 to	 dendrites	 and	 spines	 where	 they	 contribute	 to	

synaptic	plasticity.	Major	changes	in	dendritic	Ca2+	channels	are	triggered	by	loss	of	FMRP,	such	

as	the	striking	absence	of	any	L-type	VGCC	activity	in	spines	of	prefrontal	cortex	(Meredith	et	al.,	

2007)	 and	 reduced	mRNA	 for	L-type	Ca2+	channels	 in	 several	brain	 regions	 (Chen	et	 al.,	 2003)	

(Figure	6).	These	alterations	have	been	 linked	 to	 changes	 in	 the	 threshold	 for	 the	 induction	of	

spike	timing-dependent	synaptic	plasticity	in	FMR1	KO	mice	(Meredith	et	al.,	2007).	

1.2.5. Non-canonical	role	of	FMRP	

A	 number	 of	 synaptic	 FMRP	 actions	 arise	 from	 direct	 protein-protein	 interactions	

between	FMRP	and	some	ion	channels,	independently	of	FMRP’s	traditional	role	in	translational	

regulation	(Brown	et	al.,	2010;	Deng	et	al.,	2013;	Ferron	et	al.,	2014;	Myrick	et	al.,	2015a).	Initial	

evidence	for	direct	modulation	of	ion	channel	function	by	FMRP	came	from	studies	by	Kaczmarek	

and	 colleagues	 which	 demonstrated	 that	 FMRP	 interacts	 directly	 with	 the	 sodium-activated	

K+	channel	Slack,	and	modulates	its	gating	in	the	auditory	brainstem	(Brown	et	al.,	2010).	The	N-

Figure	6:	FMRP	regulation	of	neuronal	excitability:	molecular	and	cellular	mechanisms.	Chart	representing	
various	aspects	of	neuronal	excitability	affected	by	FMRP	loss	and	corresponding	changes	in	the	absence	of	FMRP	
in	 expression	 of	 proteins	 regulating	 these	 processes.	 Interactions	 that	 have	 been	 functionally	 validated	 and	
demonstrated	 to	 have	 an	 effect	 on	 excitability	 in	Fmr1	KO	 mice	 are	 shown	 in	BOLD.	 Figure	 adapted	 from	
(Contractor	et	al.,	2015).	



terminal	aa1-298	fragment	of	FMRP,	which	lacks	ability	to	interact	with	ribosomes,	is	sufficient	

for	 this	 interaction.	 Slack	 channels	 play	 major	 roles	 in	 excitability	 in	 many	 brain	 regions	 by	

regulating	adaptation	of	firing	during	sustained	activity	and	by	setting	a	high	temporal	accuracy	

of	APs,	essential	in	many	forms	of	sensory	processing	(Kim	et	al.,	2014a).	Mutations	in	the	Slack	

channel	have	been	 linked	to	childhood	seizures	and	severe	 forms	of	 intellectual	disability	(Kim	

and	Kaczmarek,	2014),	implicating	altered	activity	of	this	channel	in	the	absence	of	FMRP	as	an	

important	contributor	to	excitability	defects	in	FXS	(Zhang	et	al.,	2012).	

FMRP	 also	 regulates	 excitability	 of	 hippocampal	 and	 cortical	 pyramidal	 neurons	 by	

directly	modulating	another	K+	channel,	the	BK	channel	(Deng	et	al.,	2013;	Myrick	et	al.,	2015a).	

Owing	 to	 their	 dual	 voltage-	 and	 Ca2+	dependence,	 BK	 channels	 influence	 excitability	 by	

controlling	 the	 AP	 duration	 and	 the	 AHP	 during	 sustained	 firing,	 thereby	 regulating	 both	

neurotransmitter	release	efficiency	and	 the	neuron’s	ability	 to	generate	high-frequency	spiking	

(Contractor,	 2013).	 Loss	 of	 FMRP	 reduces	 BK	 channel	 activity	 and	 causes	 excessive	 AP	

broadening,	 leading	 to	elevated	presynaptic	Ca2+	influx	and	 increased	glutamate	 release	during	

repetitive	activity	in	both	hippocampal	and	cortical	pyramidal	neurons	(Deng	et	al.,	2013).	This	

study	 determined	 that	 FMRP	 regulates	 BK	 channel	 activity	 by	 interacting	 with	 the	 channel’s	

auxiliary	 β4	 subunit,	 which	 explains	 its	 reduced	 Ca2+	sensitivity	 in	 the	 absence	 of	 FMRP.	 This	

interaction	 is	 necessary	 for	 FMRP	 regulation	 of	 AP	 duration	 since	 FMRP-dependent	 AP	

broadening	could	not	be	induced	in	mice	lacking	BK	β4	subunit.	Together	these	findings	suggest	

that	 FMRP	 regulation	 of	 AP	 duration	 is	 translation-independent;	 indeed,	 the	 excessive	 AP	

broadening	 in	FMR1	KO	mice	 can	 be	 rapidly	 rescued	 and	mimicked	 in	 the	 absence	 of	 protein	

synthesis	(Deng	et	al.,	2013).	

The	 translation-independent	 role	 of	 this	 FMRP	 function	 in	 FXS	 excitability	 defects	 has	

been	revealed	in	a	study	of	an	FMR1	missense	mutation	R138Q,	which	is	in	the	KH0	RNA	binding	

domain	of	FMRP,	and	was	found	in	a	patient	with	a	partial	FXS	phenotype	(Myrick	et	al.,	2015b,	

2015a).	 This	 patient	 has	 a	 history	 of	 global	 developmental	 delay,	 intellectual	 disability,	 and	

intractable	seizures,	but	no	other	features	typical	of	FXS.	While	the	R138Q	mutation	was	found	to	

preserve	 the	 canonical	 mRNA	 binding	 and	 translation-regulation	 capabilities	 of	 FMRP,	 the	

mutation	 rendered	 FMRP	 unable	 to	 modulate	 AP	 duration	 in	 both	 hippocampal	 and	 cortical	

pyramidal	neurons	 (Myrick	 et	 al.,	 2015a).	The	R138Q	mutation	also	 almost	 fully	 abolished	 the	

interaction	of	FMRP	with	the	BK	channel	β4	subunit.	This	finding	provides	further	evidence	for	

the	 role	 of	 FMRP-BK	 channel	 interactions	 in	 regulation	of	 the	AP	properties	 and	 suggests	 that	

this	translation-independent	function	of	FMRP	is	linked	to	a	specific	subset	of	FXS	phenotypes.	

Another	non-canonical	aspect	of	FMRP’s	effects	on	excitability	is	that	it	directly	binds	to	

presynaptic	N-type	VGCCs	and	regulates	their	surface	expression	(Ferron	et	al.,	2014).	Unlike	the	

interactions	of	FMRP	with	the	Slack	and	BK	channels,	there	is	no	effect	of	FMRP	loss	on	N-type	

channel	activity.	This	 interaction	of	FMRP	also	differs	 from	 interactions	with	other	channels	 in	

that	 it	 is	mediated	 by	 the	 carboxyl-terminal	 domain,	 rather	 than	 the	 amino-terminus	 of	 FMRP	



(Ferron	et	al.,	2014).	Loss	of	this	interaction	has	a	major	impact	on	neurotransmitter	release	in	

dorsal	 root	 ganglion	 neurons,	 expanding	 the	 known	 range	 of	 FMRP	 functions	 that	 affect	

excitability	 and	 neurotransmitter	 release.	 Loss	 of	 direct	 protein-protein	 interactions	 of	 FMRP	

with	ion	channels	is	therefore	emerging	as	a	major	contributor	to	excitability	defects	in	FXS.	

1.2.6. Learning	and	memory	deficit	in	FXS	

A	majority	of	individuals	with	FXS	exhibit	intellectual	impairment,	which	can	range	from	

mild	to	severe.	Studies	showed	a	larger	hippocampus	in	individuals	with	FXS	(Kates	et	al.,	1997;	

Reiss	 et	 al.,	 1994)	 and	 functional	 deficits	 in	 the	 hippocampal	 domain	 in	 subjects	 with	 FXS	

(Cornish	 et	 al.,	 1998,	 1999)	would	 suggest	 that	 any	 fear	 task,	 spatial	 navigation	 or	 associative	

memory	 task	 requiring	 the	hippocampus	would	 show	a	deficit.	 Further,	while	 individuals	with	

FXS	 have	 normal	 amygdala	 and	 prefrontal	 cortex	 volumes,	 they	 have	 altered	 behavioral	

responses	 to	 tasks	 requiring	 the	 amygdala	 (Kim	 et	 al.,	 2014b),	 frontal	 lobe	 (Mazzocco	 et	 al.,	

1992)	and	prefrontal	cortex	(Kwon	et	al.,	2001).	

Therefore,	decades	of	research	characterizing	the	cognitive	abilities	of	 individuals	with	

FXS	 predict	 that	 deficits	 in	 a	 FXS	 mouse	 model	 should	 occur	 in	 short-term	 (visual)	 memory,	

visual-spatial	 abilities,	 sequential	 information	 processing,	 executive	 function	 and	 attention	

(Cianchetti	et	al.,	1991;	Freund	and	Reiss,	1991;	Maes	et	al.,	1994).		

	

1.3. Role	of	neuronal	intrinsic	excitability	in	mPFC	function	

1.3.1. Overview	

Learning	and	memory	are	most	frequently	studied	as	a	change	in	the	efficacy	of	synaptic	

transmission.	 However,	 it	 is	 now	 clear	 that	 learning	 can	 also	 induce	 non-synaptic	 forms	 of	

plasticity	 such	 as	 changes	 in	 the	 intrinsic	 excitability	 of	 a	 neuron.	 Intrinsic	 plasticity	 can	 be	

defined	as	a	change	in	the	neuron’s	electrical	properties,	which	are	determined	by	ion	channels	

expression	in	the	membrane	of	neurons.	These	changes	are	induced	by	various	neuromodulators,	

activity	 patterns,	 disease	 states,	 or	 learning	 paradigms	 (Disterhoft	 and	 Oh,	 2006;	 Frick	 and	

Johnston,	2005;	Magee,	2008;	Mozzachiodi	and	Byrne,	2010;	Szlapczynska	et	al.,	2014;	Zhang	and	

Linden,	2003).	These	changes	are	mediated	by	a	change	in	the	properties	and/or	expression	level	

of	a	wide	range	of	voltage-gated	Na+,	Ca2+,	K+	hyperpolarization-activated	and	cyclic	nucleotide-

gated	 (HCN)	 channels,	 as	 well	 as	 voltage-independent	 ion	 channels	 present	 in	 the	 neuronal	

membrane	 (Migliore	 and	 Shepherd,	 2002;	 Nusser,	 2012).	 The	 exact	 kinetics	 and	 expression	

levels	 of	 these	 channels	 are	 characteristic	 for	 a	 given	 neuronal	 type	 and	 its	 sub-cellular	

compartments	 (e.g.	 soma	 versus	 dendrites).	 Any	 changes	 in	 the	 biophysical	 properties	 and/or	

distribution	 of	 these	 channels	will	 alter	 the	 excitability	 of	 the	 neuronal	membrane	 (Frick	 and	

Johnston,	 2005).	 Intrinsic	 plasticity	 can	 take	 place	 anywhere	 along	 the	 cellular	 membrane	



causing	 a	 neuron-wide	 change	 in	 excitability,	 or	 it	 can	 occur	 locally	 and	 remain	 restricted	 to	

individual	 dendritic	 branches.	 Changes	 induced	 in	 the	 somato-dendritic	 compartment	 typically	

affect	 the	 integration	 and	 propagation	 of	 synaptic	 inputs	whereas	 those	 occurring	 in	 the	 axon	

modulate	action	potential	properties	(AP)	and	synaptic	transmission.		

The	 study	 of	 intrinsic	 plasticity	 is	 particularly	 useful	 in	 the	 context	 of	 learning	 and	

memory	 because	 it	 can	 potentially	 affect	 a	 wide	 range	 of	 neuronal	 functions	 including	 the	

presynaptic	release	of	neurotransmitters,	the	way	synaptic	inputs	are	integrated	in	the	dendrites,	

the	 AP	 output	 at	 the	 AP	 initiation	 site,	 the	 active	 back-flow	 of	 information	 into	 the	 dendrites,	

calcium	signaling	and	numerous	signaling	pathways.	Additionally,	 it	has	been	suggested	 that	 it	

serves	as	a	mechanism	 for	metaplasticity,	homeostatic	 regulation	of	neuronal	activity,	memory	

allocation	or	it	even	acts	as	part	of	the	memory	trace	itself	(Benito	and	Barco,	2010;	Chen	et	al.,	

2006;	 Disterhoft	 and	 Oh,	 2006;	 Frick	 and	 Johnston,	 2005;	 Frick	 et	 al.,	 2004;	Mozzachiodi	 and	

Byrne,	2010;	Xu	et	al.,	2012;	Zhang	and	Linden,	2003;	Zhou	et	al.,	2009).		

1.3.2. 	Ion	channels	involved	in	regulating	intrinsic	excitability		

Neurons	contain	a	vast	number	of	different	ion	channels,	which	play	an	important	role	in	

shaping	the	excitability	of	the	neuron.	Ion	channels	are	pore-forming	membrane	proteins	and	are	

the	 most	 fundamental	 excitable	 elements	 in	 the	 neuronal	 membrane.	 They	 are	 specifically	

responsive	to	incoming	stimulation	such	as	membrane	potential	change,	neurotransmission	and	

neuromodulation,	 chemical	 signaling	or	mechanical	deformation,	 to	name	 just	a	 few.	When	 ion	

flux	occurs	across	the	membrane,	it	has	an	immediate	effect	on	the	membrane	potential	leading	

to	the	activation	of	voltage-sensitive	ion	channels.	Ion	channels	are	present	in	membranes	of	all	

cells	and	play	a	critical	 role	 in	 regulating	many	aspects	of	 their	 function.	For	example	 they	are	

responsible	for	shaping	the	cell’s	resting	membrane	potential	(RMP),	controlling	the	flow	of	ions	

across	 the	 neuronal	 membrane	 including	 the	 messenger	 Ca2+	 ions,	 regulating	 the	 electrical	

signals	generated	by	the	cell	as	well	as	controlling	the	cell’s	volume	(Hille,	2001).	The	quest	for	

investigating	the	distribution	and	properties	of	voltage-gated	ion	channels	can	be	dated	back	to	

the	 1950s.	 That	 is	when	 Alan	Hodgkin	 and	 Andrew	Huxley	 first	 described	 a	model	 that	 could	

accurately	 predict	 the	 shape	 of	 an	 AP	 that	 is	 generated	 and	 propagated	 along	 the	 squid	 giant	

axon	 (Hodgkin	 and	 Huxley,	 1952).	 Since	 then	 electrophysiological	 and	 molecular	 studies	

unveiled	the	complex	distribution	patterns	and	properties	of	various	families	of	ion	channels	in	

the	neuronal	membrane	(Catterall	et	al.,	2012;	Lai	and	Jan,	2006;	Migliore	and	Shepherd,	2002).	

Below	 I	 provide	 a	 brief	 overview	 of	 the	 voltage-gated	 ion	 channels	 that	 are	 present	 in	

mammalian	pyramidal	neurons	of	the	neocortex.	

Voltage-gated	 ion	 channels	 fall	 into	 a	 number	 of	 broad	 categories	 based	 on	 their	

selectivity	 for	 certain	 ions,	 for	 example	K+,	Na+,	 Ca2+	 (Kv,	Nav,	 Cav,	 respectively)	 channels,	 and	

non-	 selective	 cation	 channels	 activated	 by	 hyperpolarisation	 (i.e.	 hyperpolarisation	 activated	

and	 cyclic	 nucleotide-gated	 channels,	HCN).	All	mammalian	 voltage-gated	 ion	 channels	 contain	



one	or	four	transmembrane	pore-forming	proteins.	More	specifically,	Nav	and	Cav	channels	are	

formed	by	a	single	α-subunit	(Nav)	or	α1-subunit	(Cav)	containing	four	transmembrane	repeats	

(domains	I-IV),	whereas	Kv	and	HCN	are	formed	by	four	α-subunits,	each	with	a	single	domain.	In	

the	case	of	Kv	and	HCN	channels,	the	four	α-subunits	can	co-	assemble	to	form	both	homo-	and	

heterotetrameric	 pore-forming	 subunits,	 increasing	 their	 molecular	 diversity	 (Lewis	 and	

Chetkovich,	 2011;	 Luján,	 2010).	Each	domain	 comprises	 six	 transmembrane	 segments	 (S1-S6).	

The	 S4	 segment	 in	 each	domain	detects	 changes	 in	membrane	potential	whereas	 segments	 S5	

and	 S6	 and	 the	 re-entrant	 pore	 loop	 between	 them	 form	 the	 lining	 of	 the	 pore.	 These	 pore-

forming	subunits	are	associated	with	auxiliary	subunits	(α2,	β,	γ	or	δ),	as	well	as	a	range	of	other	

molecules,	such	as	scaffolding	proteins,	which	serve	to	modulate	the	channels’	properties	or	their	

subcellular	 location.	 Differential	 splicing,	 the	 formation	 of	 heteromers	 and	 additional	 post-

translation	modifications	further	extend	the	diversity	of	voltage-gated	ion	channels	(Luján,	2010;	

Migliore	and	Shepherd,	2002;	Vacher	et	al.,	2008).		

1.3.2.1. Nav	channels		

Nav	 channels	 mediate	 a	 fast	 depolarising	 inward	 current	 and	 thus	 are	 the	 primary	

channels	responsible	for	the	generation	and	propagation	of	APs	in	the	axon	(Hodgkin	and	Huxley,	

1952)	 as	 well	 as	 the	 back-propagation	 of	 APs	 into	 the	 dendrites	 (Stuart	 and	 Sakmann,	 1994;	

Stuart	et	al.,	1997a,	1997b).	They	also	allow	for	the	generation	of	Na+	mediated	dendritic	spikes	

and	 the	 non-linear	 integration	 of	 synaptic	 potentials	 (Larkum	 et	 al.,	 2007,	 2009;	 Stuart	 et	 al.,	

1997a).	In	mammals,	nine	genes	are	known	to	encode	the	α-subunits	of	Nav	channels	-	Nav1.1	to	

Nav1.9.	 Of	 the	 nine	 known	 Nav	 family	 members,	 four	 subunits	 (Nav1.1,	 1.2,	 1.3	 and	 1.6)	 are	

expressed	in	the	rodent/human	brain	(Golding	et	al.,	2001;	Trimmer	and	Rhodes,	2004).		

The	Nav1.2	 subunits	 are	expressed	 specifically	 in	 the	main	axon	and	 its	 terminals	 and	

are	thought	to	be	the	major	channels	underlying	AP	propagation	as	well	as	important	regulators	

of	neurotransmitter	release	in	the	terminals	(Westenbroek	et	al.,	1989).	Nav1.1	and	Nav1.3	show	

a	 somato-dendritic	 distribution,	 with	 Nav1.3	 having	 the	 highest	 expression	 levels	 in	 the	

embryonic	 and	 early	 postnatal	 brain.	 Finally,	 Nav1.6	 is	 present	 both	 in	 the	 somato-dendritic	

compartment	and	 in	 the	axon	(Golding	et	al.,	2001;	Trimmer	and	Rhodes,	2004).	Nav	channels	

are	sensitive	to	modulation	by	a	large	number	of	neurotransmitters,	which	have	been	shown	to	

alter	 their	 function.	 For	 example,	 phosphorylation	 of	 Nav	 channels	 has	 important	 functional	

consequences	 as	 it	 can	 result	 in	 a	 reduction	 of	 Na+	 currents	 or	 the	 long	 inactivation	 of	 Na	

channels	 in	 the	dendrites.	This	mainly	occurs	via	 the	phosphorylation	of	 the	α-subunits	by	 the	

cAMP	(cyclic	adenosine	monophosphate),	dependent	protein	kinase	A	(PKA)	and	protein	kinase	

C	 (PKC)	 or	 dephosphorylation	 by	 the	 Ca2+	 regulated	 phosphatase	 calcineurin	 and	 protein	

phosphatase	 (Cantrell	 and	 Catterall,	 2001;	 Frick	 and	 Johnston,	 2005;	 Spruston	 and	 Johnston,	

1992).	



Although	the	majority	of	the	current	generated	by	Nav	channels	is	fast,	Nav	channels	can	

also	generate	a	persistent	noninactivating	or	slowly	inactivating	current	INaP	(Crill,	1996;	Kiss,	

2008).	 This	 current	 constitutes	 only	 a	 small	 fraction	 of	 the	 transient	 Na+	 current	 but	 it	 has	

significant	physiological	consequences.	

1.3.2.2. Cav	channels		

Cav	channels	are	important	regulators	of	neuronal	excitability.	They	are	expressed	in	the	

somata,	dendrites	and	axon	terminals.	They	mediate	Ca2+	influx	into	the	cell	following	membrane	

depolarisation	 and	 play	 an	 active	 role	 in	 the	 amplification	 of	 incoming	 synaptic	 signals,	

generation	of	dendritic	Ca2+	spikes,	the	activation	of	Ca2+	gated	K+	channels,	signalling	resulting	

from	 back-propagating	 APs	 and	 synaptic	 plasticity.	 Cav	 channels	 also	 mediate	 a	 range	 of	

intracellular	 processes	 such	 as	 Ca2+	 dependent	 enzyme	 activation,	 gene	 transcription	 and	

neurotransmitter	secretion	(Catterall,	2011;	Vacher	et	al.,	2008).	For	those	reasons,	Cav	channels	

create	an	important	 link	between	neuronal	excitability,	physiological	events	within	the	cell	and	

synaptic	plasticity.	Cav	channels	can	be	classified	into	three	families	—	Cav1-3	—	giving	rise	to	

five	different	channel	 types:	L-type	(Cav1),	P/Q-type	(Cav2.1),	N-type	(Cav2.2),	R-type	(Cav2.3)	

and	T-type	(Cav3)	(Lai	and	Jan,	2006).		

Cav1	or	L-type	channels	are	expressed	in	the	somata	and	dendrites	where	they	play	an	

important	 role	 in	 somato-dendritic	 signalling.	 They	 require	 a	 strong	 depolarization	 for	 their	

activation	(high-voltage	activated),	conduct	large	currents	and	display	slow	inactivation	kinetics.	

On	 the	 other	 hand,	 Cav3	 or	 T-	 type	 channels	 are	 activated	 at	much	more	 negative	membrane	

potentials,	have	small	single	channel	conductance,	inactivate	rapidly	and	deactivate	slowly.	They	

play	a	role	in	regulating	Ca2+	permeability	around	RMP	and	AP	firing.	Finally,	Cav2	require	a	high	

voltage	 for	 activation	 and	 display	 fast	 deactivation	 kinetics	 and	moderate	 to	 slow	 inactivation	

kinetics.	 Apart	 from	 playing	 a	 role	 in	 somatodendritic	 Ca2+	 influx	 they	 also	 regulate	 fast	

neurotransmitter	 release	 from	 presynaptic	 terminals	 (Catterall,	 2011;	 Trimmer	 and	 Rhodes,	

2004;	Vacher	et	 al.,	 2008).	Cav	 channels	 are	modulated	by	phosphorylation,	G-proteins	and	by	

Ca2+	itself	(Catterall,	2000).		

1.3.2.3. TRP	channels	

Members	of	 the	TRP	 (Transient	Receptor	Potential)	 superfamily	of	 channels	 share	 the	

common	 features	of	 six	 transmembrane	segments,	varying	degrees	of	 sequence	homology,	 and	

permeability	 to	 cations.	Despite	 these	 similarities,	TRP	channels	 are	highly	unusual	 among	 the	

known	families	of	ion	channels	in	that	they	display	an	impressive	diversity	of	cation	selectivities	

and	specific	activation	mechanisms.	Perhaps	most	amazing	 is	 that	a	 single	TRP	channel	 can	be	

activated	 through	 seemingly	disparate	mechanisms.	 In	many	 cases,	TRPs	 can	be	 considered	as	

multiple	signal	integrators,	as	the	response	to	one	input	is	modified	by	another.	Nevertheless,	a	

common	thread	among	the	superfamily	is	that	TRP	channels	play	critical	roles	in	the	responses	



to	all	major	classes	of	external	stimuli,	including	light,	sound,	chemicals,	temperature,	and	touch.	

TRP	 channels	 also	 imbue	 individual	 cells	 with	 the	 ability	 to	 sense	 changes	 in	 the	 local	

environment,	such	as	alterations	in	osmolarity	(Venkatachalam	and	Montell,	2007).	

TRP	channels	are	expressed	and	 function	 in	a	great	variety	of	multicellular	organisms,	

including	worms,	fruit	flies,	zebrafish,	mice,	and	humans.	The	TRP	superfamily	is	broadly	divided	

into	groups	1	and	2,	which	are	 themselves	divided	 into	seven	subfamilies	 (Montell,	2005).	The	

separation	 of	 the	 group	 1	 and	 2	 TRPs	 is	 based	 on	 sequence	 and	 topological	 differences.	 The	

group	1	TRPs	 consist	 of	 five	 subfamilies:	 the	 classical	 or	TRPC,	TRPV,	TRPM,	TRPA,	 and	TRPN	

subfamilies.	 The	 two	 subfamilies	 TRPP	 and	 TRPML	 comprise	 the	 group	 2	 TRPs,	 which	 are	

distantly	related	to	the	group	1	TRPs.	The	TRPP	and	TRPML	proteins	share	sequence	homology	

over	 the	 transmembrane	 segments	 and	 contain	 a	 large	 loop	 separating	 the	 first	 two	

transmembrane	domains	(Venkatachalam	and	Montell,	2007).	

The	 mechanism(s)	 through	 which	 a	 given	 TRP	 is	 activated	 and	 regulated	 cannot	 be	

predicted	 reliably	 on	 the	 basis	 of	 its	 subfamily	 assignment.	 For	 example,	 thermally	 activated	

TRPs	belong	to	members	of	the	TRPV,	TRPM,	and	TRPA	subfamilies,	while	regulated	exocytosis	

stimulates	 cation	 influx	 via	 several	 TRPC,	 TRPV,	 and	 TRPM	 channels.	 However,	 in	 some	 cases	

there	 are	 similarities	 among	 subfamily	 members,	 as	 all	 TRPC	 channels	 are	 activated	 through	

pathways	coupled	to	stimulation	of	phospholipase	C	(PLC).	The	recurring	theme	is	that	most	TRP	

channels	are	activated	through	a	diversity	of	mechanisms	(Venkatachalam	and	Montell,	2007).		

The	TRP	superfamily	of	channels	participates	in	a	diversity	of	functions	in	both	excitable	

and	 nonexcitable	 cells.	 However,	 a	 recurring	 theme	 is	 that	 TRP	 channels	 have	 critical	 roles	 in	

sensory	physiology.	These	include	sensory	roles	in	the	broadest	sense.	TRP	channels	are	not	only	

essential	in	allowing	animals	to	sense	the	outside	world,	but	also	allow	individual	cells	to	sense	

their	local	environment.	

1.3.2.4. K+	channels		

K+	channels	are	the	most	 important	negative	regulators	of	 intrinsic	excitability	and	are	

the	largest	and	most	diverse	ion	channel	group.	In	general,	K+	channels	play	an	important	role	in	

dampening	neuronal	excitability	by	providing	outward	or	inward	rectifiers	currents.	Their	exact	

functional	 role	depends	on	 their	 specific	biophysical	properties	 such	as	 activation/inactivation	

kinetics,	voltage-dependence	of	activation	(Yuan	and	Chen,	2006).	There	are	over	100	genes	 in	

the	mammalian	 genome	 encoding	 K+	 channel	 α-	 and	 auxiliary	 subunits	 (Gutman	 et	 al.,	 2005;	

Yuan	and	Chen,	2006).	K+	channels	can	be	subdivided	 into	several	groups	based	on	their	pore-

forming	α-subunits	–	voltage-gated	(Kv),	Ca2+	activated,	inward	rectifying	(Kir3/GIRK)	and	two-

pore	(K2P)	channels.	In	contrast	two	Kv	and	Ca2+	activated	K+	channels,	K2P	and	Kir3	are	formed	

by	 four	 and	 two	 transmembrane	 domains	 respectively	 (Luján,	 2010).	 A	 study	 showed	 than	

increasing	 Kir3	 activity	 rescued	 all	 hippocampal	 deficits	 induced	 by	 Amyloid-β	due	 to	 the	



restoration	 of	 excitability	 values	 in	 the	 hippocampus	 CA3–CA1	 synapse	 (Sánchez-Rodríguez	 et	

al.,	2017).	This	study	suggests	a	role	in	plasticity	of	Kir3	channel.	

1.3.2.5. Kv	channels		

Kv	channels	represent	the	largest	and	most	diverse	group	of	voltage-gated	ion	channels	

(Luján,	2010;	Vacher	et	al.,	2008).	The	mammalian	Kv	α-subunits	are	encoded	by	approximately	

40	genes,	which	can	be	grouped	into	12	families	Kv1-Kv12	(Gutman	et	al.,	2005).	The	prototypic	

Kv	subunits	were	categorised	 into	4	 families	 (Kv1-Kv4)	based	on	 their	Drosophila	homologues	

Shaker,	 Shab,	 Shaw,	 Shal.	 More	 recently,	 α-subunits	 forming	 Kv5-Kv12	 subfamilies	 have	 been	

discovered.	 Consequently,	 the	 genes	 encoding	 the	 α-subunits	 are	 known	 under	 these	 names:	

Shaker/Kv1/KCNA;	 Shab/	 Kv2/KCNB;	 Shaw/Kv3/KCNC;	 Shal/Kv4/KCND;	 Kv5/KCNF;	

Kv6/KCNG;	Kv7/KNCQ;	Kv8/KCNV;	Kv9/KCNS;	Kv10/KCNH;	Kv11/KCNH;	and	Kv12/	KCNH.		

The	 expression	pattern	 of	Kv1	 is	 limited	mainly	 to	 the	 axon	 and	nerve	 terminals,	 Kv2	

and	Kv4	show	a	somato-dendritic	distribution,	whereas	Kv3	is	expressed	both	in	the	axonal	and	

somato-dendritic	 compartments.	 Kv7	 expression	 is	mainly	 axonal,	 with	 some	 accounts	 of	 also	

somato-dendritic	 localisation.	 Information	about	 the	subcellular	distribution	of	Kv5-6	and	Kv8-

12	 is	 limited.	 Depending	 on	 their	 activation	 kinetics,	 Kv	 channels	 can	 be	 categorised	 into	

transient	 (Kv1.4,	Kv3.3-Kv3.4,	Kv4),	 sustained	 (Kv1.1-Kv1.3,	Kv1.5-Kv1.6)	or	delayed	rectifying	

channels	(Kv2,	Kv7).		

One	of	the	most	studied	K+	channel	is	the	rapidly	activating	and	inactivating	dendritic	A-

type	K+	channel	(Kim	et	al.,	2007;	Yang	et	al.,	2015).	Most	of	our	knowledge	about	this	channel	

and	 the	 current	 it	 generates	 comes	 from	 studies	 on	 the	 hippocampus	 and	 neocortex.	 In	 these	

brain	 regions	 the	 A-type	 K+	 current	 is	 generated	 predominantly	 by	 Kv4.2	 and	 Kv4.3	 subunits	

with	 some	 contribution	 from	 Kv1.4	 (Norris	 and	 Nerbonne,	 2010).	 These	 currents	 regulate	 AP	

repolarisation,	 repetitive	 firing,	 synaptic	 integration	 and	AP	 backpropagation	 (Cai	 et	 al.,	 2004;	

Chen	et	al.,	2006;	Frick	et	al.,	2003;	Grewe	et	al.,	2010;	Johnston	et	al.,	2003).	Kv4.2	is	regulated	

by	 a	 number	 of	 intracellular	 signalling	 pathways	 and	 kinases,	 including	 PKA,	 PKC,	 MAPK	

(Mitogen	–	activated	protein	kinase)	and	CaMKII	(Ca2+/calmodulin	–	dependant	protein	kinase)	

(Rosenkranz	et	al.,	2009;	Schrader	et	al.,	2002).	The	activation	of	PKA,	PKC	and	MAPK	by	various	

neuromodulators	results	in	a	decrease	of	the	A-type	K+	channel	activity	(Hoffman	and	Johnston,	

1998,	1999;	Yuan	et	al.,	2002),	whereas	CaMKII	activation	alters	the	channel’s	surface	expression	

(Varga	et	al.,	2004).		

Kv7	 channels	 are	 delayed	 rectifiers	 with	 slow	 kinetics,	 which	 are	 activated	 at	

subthreshold	 levels	and	play	a	 role	 in	maintaining	 the	RMP	and	reducing	neuronal	excitability.	

Kv7	 channels	 underlie	 the	M-type	 current,	 a	 slowly	 activating	 and	 inactivating	 current	 that	 is	

modulated	by	G-proteins.	The	main	subunits	underlying	the	M-type	current	are	Kv7.2	and	Kv7.3.	

M-type	K+	channels	play	a	critical	role	in	controlling	the	subthreshold	membrane	excitability,	the	

generation	of	theta-frequency	oscillations,	the	regulation	of	interspike	intervals	and	the	neuron’s	



responsiveness	to	synaptic	inputs	(Guan	et	al.,	2011;	Wang	et	al.,	1998).	Moreover,	Kv7	channels	

regulate	 the	 dynamics	 of	 neuronal	 firing	 (Peters	 et	 al.,	 2005;	 Rogawski,	 2000)	 and	 have	 been	

shown	to	contribute	to	the	generation	of	fast	AHP	(fAHP)	occurring	after	a	single	AP	(Brown	and	

Passmore,	2009;	Santini	and	Porter,	2010).	Kv7	channels	are	also	readily	phosphorylated.	PKA	

activation	 for	 example,	 enhances	 M-type	 currents,	 whereas	 the	 activation	 of	 tyrosine	 kinase	

results	in	a	slow	inhibition	of	Kv7.2/Kv7.3	expression.		

Kv1	channels	that	are	expressed	mainly	in	the	main	axon	and	its	terminals,	and	are	likely	

to	be	the	channels	generating	the	dendrotoxin	sensitive	D-type	K+	current.	D-type	K+	current	is	a	

fast-activating,	 slow-inactivating	 current	 that	 plays	 a	 role	 in	 controlling	 the	 AP	 threshold,	

waveform,	firing	frequency,	presynaptic	neurotransmitter	release	and	synaptic	efficacy	(Bekkers	

and	Delaney,	2001;	Guan	et	al.,	2007a;	Kole	et	al.,	2007;	Shu	et	al.,	2007).		

Kv1,	Kv2	and	Kv7	channels	all	contribute	to	regulating	the	biophysical	properties	of	the	

somata	of	neocortical	pyramidal	neurons.	Out	of	these	three,	Kv2	channels	account	for	the	largest	

K+	current	of	 the	somatic	compartment	—	up	to	60%	of	 the	total	Kv	current	activated	by	 large	

depolarizing	 voltage	 steps	 (Guan	 et	 al.,	 2013).	 Kv2	 channels	 activate	 slowly	 at	 depolarized	

membrane	potentials	 (Guan	et	 al.,	 2007b)	 and	due	 to	 their	 slow	kinetics	 their	major	 role	 is	 to	

regulate	repetitive	firing	in	reducing	it	(Guan	et	al.,	2013;	Johnston	and	Narayanan,	2008;	Malin	

and	Nerbonne,	2002).		

Kv3	family	members	display	rapid	activation	kinetics	at	voltages	more	positive	than	-10	

mV	and	very	rapid	inactivation	kinetics.	Their	functional	role	is	to	facilitate	sustained	high	firing	

frequencies	 by	 enabling	 fast	 AP	 repolarization.	 They	 are	 therefore	 highly	 expressed	 in	 fast-

spiking	neurons,	such	as	neocortical	or	hippocampal	interneurons	(Vacher	et	al.,	2008).		

1.3.2.6. Ca2+	activated	K+	channels		

Ca2+	gated	K+	channels	are	activated	by	an	increase	in	the	intracellular	concentrations	of	

Ca2+	 and	 voltage	 changes.	 Their	 opening	 curtails	 calcium	 transients	 and	 causes	 membrane	

hyperpolarisation	and	a	decrease	 in	neuronal	 excitability.	The	main	Ca2+	 activated	K+	 channels	

expressed	 in	 the	 brain	 are	 the	 small-conductance	 voltage-insensitive	 K+	 channels	 (SK),	 with	 a	

single	 channel	 conductance	 of	 2-20pS,	 and	 the	 big-conductance	 K+	 channels	 (BK),	 which	 are	

activated	by	both	 intracellular	Ca2+	and	voltage	and	have	a	single	channel	conductance	of	200-

400pS	(Sah	and	Faber,	2002).	SK	channels	are	 formed	by	 three	subunits	SK1-SK3	and	they	are	

sensitive	 to	 apamin	 and	 bicuculline,	 which	 distinguishes	 them	 from	 BK	 channels	 that	 are	

insensitive	 to	 these	drugs	 (Luján,	2010;	Sah	and	Faber,	2002;	Wei	et	al.,	2005;	Yuan	and	Chen,	

2006).	 BK	 channels	 play	 a	 role	 in	 rapid	 repolarization	 of	 APs	 and	 the	 fAHP,	 which	 lasts	 2-5	

milliseconds	 and	 occurs	 immediately	 after	 a	 single	 AP.	 Also,	 M-type	 and	 A-type	 currents	 are	

thought	to	contribute	to	fAHP.	The	fAHP	plays	a	role	in	AP	repolarization	and	therefore	AP	width,	

and	 controls	 spike	 frequency	 adaptation	 (Disterhoft	 and	Oh,	 2006;	 Faber	 and	 Sah,	 2003;	 Yuan	

and	 Chen,	 2006).	 SK	 channels	 on	 the	 other	 hand	 are	 thought	 to	 underlie	 the	 medium	 AHP	



(mAHP)	 currents	 that	occur	 after	 a	 single	AP	or	 a	burst	of	APs.	The	mAHP	has	 a	much	 slower	

decay	time	than	the	fAHP	and	lasts	from	50-200	milliseconds	(Stocker	et	al.,	2004).	In	addition	to	

fAHP	and	mAHP,	the	AHP	can	also	have	a	third	slow	component	(sAHP)	that	typically	occurs	after	

a	 burst	 of	 APs	 and	 decays	 over	 the	 course	 of	 seconds.	 The	 exact	 Ca2+	 activated	 K+	 channel	

underlying	this	conductance	has	not	yet	been	identified	(Andrade	et	al.,	2012;	Disterhoft	and	Oh,	

2006).		

In	 the	 cortex,	 SK	 channels	 respond	 to	 the	 Ca2+	 induced	 Ca2+	 release	 triggered	 by	 the	

activation	of	muscarinic	 receptors	 (Gulledge	et	al.,	2007;	Yamada	et	al.,	2004)	or	metabotropic	

glutamate	 receptors	 (Hagenston	et	al.,	2008).	 In	 the	prefrontal	 cortex	 the	block	of	SK	channels	

improves	 working	 memory	 (Brennan	 et	 al.,	 2008).	 In	 L5	 pyramidal	 neurons	 of	 the	 mPFC,	 SK	

channels-mediated	 hyperpolarization	 followed	 by	 a	 prolonged	 depolarization	 that	 respectively	

decreased	and	 increased	neuronal	excitability	 through	an	 interaction	with	NMDA	(N-methyl-D-

aspartate)	receptors	and	Cav	channels	(Faber,	2010).	Both	SK	and	BK	channels	are	present	in	the	

soma	 and	 dendrites	 of	 pyramidal	 cortical	 neurons	 (Benhassine	 and	Berger,	 2005;	 Sailer	 et	 al.,	

2004;	 Sausbier	 et	 al.,	 2006).	 SK1	 and	 SK2	 are	 highly	 expressed	 in	 the	 neocortex	 with	 SK3	

showing	higher	expression	levels	in	the	subcortical	regions	(Stocker	et	al.,	2004).		

1.3.2.7. HCN	channels		

HCN	 channels	 differ	 from	 other	 voltage-gated	 ion	 channels	 as	 they	 are	 activated	 by	

hyperpolarisation	 and	 deactivated	 by	 depolarisation.	 They	 belong	 to	 the	 superfamily	 of	 K+	

channels,	 however,	 they	 are	 non-selective	 cation	 channels	 enabling	 flux	 of	 a	 mixed	 K+/Na+	

current.	 This	 hyperpolarisation-activated	 current	 is	 called	 Ih.	 HCN	 channels	 are	 directly	

modulated	 by	 cAMP.	 Because	 HCN	 channels	 can	 generate	 rhythmic	 activity	 in	 neurons	 and	

cardiac	 cells,	 they	 are	 often	 referred	 to	 as	 ‘pacemaker	 channels’.	 Ih	 plays	 a	 wide	 range	 of	

important	 functions	 in	 neurons:	 they	 contribute	 to	 the	 RMP,	 act	 as	 resonance	 conductors,	

suppress	 temporal	 and	 spatial	 summation	 of	 synaptic	 inputs	 and	 decrease	 the	 efficacy	 of	

backpropagating	 AP.	 Most	 of	 HCN	 activity	 results	 in	 a	 reduction	 of	 dendritic	 excitability.	

However,	 Ih	 also	 causes	 rebound	 depolarisations	 following	membrane	 hyperpolarisations	 that	

contribute	 to	 the	 generation	 of	 dendritic	 plateau	 potentials	 or	 spikes	 (Lewis	 and	 Chetkovich,	

2011;	Luján,	2010).		

HCN	channels	are	composed	of	four	subunits	HCN1-HCN4.	The	functional	properties	of	

these	 channels	 are	 determined	 by	 the	 subunits	 that	 form	 them.	 For	 example,	 HCN1	 subunits	

respond	 much	 faster	 to	 hyperpolarising	 potentials	 and	 display	 faster	 activation	 kinetics	 than	

HCN2-4.	 Out	 of	 all	 the	 subunits,	 HCN4	 require	 the	 strongest	 hyperpolarisation	 and	 are	 the	

slowest	to	activate.	On	the	other	hand,	HCN4	subunits	are	very	sensitive	to	the	presence	of	cAMP,	

whereas	 the	 responsiveness	 of	 HCN1	 to	 cAMP	 is	 minimal.	 cAMP	 activity	 shifts	 the	 voltage	

activation	 of	HCN	 channels	 to	more	 depolarised	 potentials,	which	 enhances	 their	 activation	 at	

RMP.	In	the	neocortex,	the	two	major	subunits	responsible	for	generating	Ih	are	HCN1	and	HCN2	



and	 they	show	a	non-uniform	gradient	of	distribution	 increasing	 in	density	with	distance	 from	

soma.	HCN3	and	HCN4	subunits	are	more	concentrated	in	subcortical	regions.	HCN	channels	are	

also,	although	to	a	lesser	degree,	expressed	in	the	axon	(Kole	et	al.,	2006;	Migliore	and	Shepherd,	

2002;	Notomi	and	Shigemoto,	2004;	Pape,	1996;	Robinson	and	Siegelbaum,	2003).		

	

1.4. Cell	classification	

Cells	 have	 traditionally	 been	 categorized	 based	 on	 location	 within	 an	 organism,	 their	

structure,	function	or	even	developmental	history.	Neuronal	classification	remained	a	dominant	

theme	 in	 neurobiology	 over	 the	 past	 half-century	 as	 a	 physiological	 and	 molecular	 methods	

matured	 and	mechanistic,	 to	 be	 valued	over	projects.	 The	development	 of	 a	 cellular	 taxonomy	

will	facilitate	our	understanding	of	how	the	brain	works	or,	in	diseases,	fails	to	work	properly.	

What	 are	 the	 relevant	 properties?	 The	 four	 main	 categories	 are	 morphological,	

physiological,	 molecular	 and	 connectivity	 (Fishell	 and	 Heintz,	 2013;	 Petilla	 Interneuron	

Nomenclature	 Group	 et	 al.,	 2008;	 Sanes	 and	 Masland,	 2015)	 (Figure	 7).	 The	 morphological	

properties	of	neurons,	dendritic	and	axonal	shapes	and	branching	patterns	have	been	the	most	

informative;	 however,	 features	 such	 as	 soma	 size	 and	 spine	 density	 are	 also	 used.	 The	

physiological	properties	of	neurons	include	biophysical	properties	and	the	action	potential	firing	

pattern	and	rate.	Of	the	many	molecular	properties	that	can	be	considered,	the	most	useful	are	

protein	 composition	 and	 mRNA	 composition	 (Figure	 7).	 A	 fourth	 category	 of	 properties,	

connectivity,	is	equally	relevant	but	is	harder	to	assess	and	is	therefore	less	often	used.	



	

Figure	 7:	 Neurons	 can	 be	 classified	 using	 morphological,	 physiological	 and	 molecular	 criteria.	a,	

Representative	examples	of	five	subclasses	of	cortical	neurons	obtained	from	brain	slices.	The	cells	were	filled	with	

biocytin,	 stained	 and	 imaged	 following	 patch	 clamp	 recording	 (b).	 For	 the	 four	 interneurons	 on	 the	 left,	 the	

dendrites	 are	 shown	 in	dark	 grey	 and	 the	 axons	 in	 light	 grey.	b,	 Differential	 electrophysiological	 responses	 of	 the	

five	 subclasses	 of	 neurons	 shown	 in	 part	(a)	to	 square	 pulses	 of	 current	 in	 patch	 clamp	 recordings.	c,	 Differential	

molecular	signatures	of	 the	 five	subclasses	of	 cortical	neurons	 illustrated	 in	part	(a)	derived	 from	single-cell	RNA-

sequencing	data.	The	violin	plot	shows	the	collective	gene	expression	profile	for	each	gene	of	all	the	cells	 in	a	type	

(cluster).	The	smallest	discrete	clusters	of	cells	are	defined	as	types	and	the	aggregates	of	types	that	share	common	

features	as	classes	or	subclasses.	Each	 transcriptomic	cell	 type	 is	 shown	as	a	column	of	data	points	with	 the	same	

color.	Figure	adapted	from	(Zeng	and	Sanes,	2017).	

New	methods	 for	sparse	 labelling	and	high-throughput	 light-microscopic	 imaging	have	

fueled	efforts	to	assess	neuronal	morphologies,	including	entire	axonal	and	dendritic	arbours,	in	

both	 fruitflies	 and	 mice.	 A	 key	 advance	 has	 been	 the	 generation	 of	 many	 cell	 type-specific	

transgenic	lines	driven	by	cis-regulatory	elements	in	isolation	or	in	a	genomic	context	(Harris	et	

al.,	2014;	Taniguchi	et	al.,	2011).	These	and	other	tools	—	e.g.	viral	tools	(Haberl	et	al.,	2015)	—	

are	being	used	to	collect	whole-brain	catalogues	of	morphologies	(Economo	et	al.,	2016;	Gong	et	

al.,	 2013).	 In	 addition,	 recordings	 from,	 and	 morphological	 reconstructions	 of,	 thousands	 of	

neurons	 from	 cortical	 brain	 slices	 have	 been	 used	 to	 classify	 them	 into	 hundreds	 of	morpho-

electrical	types	(Frick	et	al.,	2008;	Markram	et	al.,	2015;	Oberlaender	et	al.,	2011;	Radnikow	and	

Feldmeyer,	2018).	

A	 series	 of	 important	 advances	 in	 single-cell	 genome-wide	 molecular	 profiling	

techniques	that	have	occurred	over	the	past	decade	are	benefiting	cell-type	classification	efforts	

(Shapiro	et	al.,	2013;	Trapnell,	2015).	These	advances	include	improvements	in	methods	used	to	

assess	 the	 genome,	 transcriptome,	 proteome	 and	 epigenome	 of	 single	 cells.	 These	 methods	



demonstrate	vastly	 improved	sensitivity	compared	with	 the	previous	generation	of	 techniques.	

These	previous	approaches	typically	require	as	input	hundreds	to	millions	of	cells,	revealing	only	

an	 average	 reading	 across	 cell	 populations.	 For	 developmental	 biology,	 where	 individual	 cells	

make	decisions	about	 their	 fate,	 these	ensemble	measures	provide	only	 limited	 information,	as	

individual	cellular	measurements	are	lost.	

At	 this	 time,	 the	most	mature,	 scalable	 and	useful	 technique	 for	molecular	profiling	of	

cell	type	diversity	is	single-cell	RNA	sequencing	(scRNA-seq).	This	method	is	easily	amenable	to	

automation	 and,	 if	 applied	 at	 a	 sufficiently	 large	 scale,	 could	 drive	 a	 first	 'complete'	 cell-type	

classification.	To	perform	scRNA-seq,	investigators	dissociate	cells	from	tissues	and	isolate	them	

by	 manual	 picking,	 microfluidics	 or	 fluorescence-activated	 cell	 sorting.	 Subsequently,	 RNA	 is	

converted	 to	 cDNA,	 which	 is	 amplified	 and	 sequenced.	 A	 number	 of	 studies	 have	 used	 this	

approach	 to	 identify	 and	 classify	 cell	 types	 in	 a	 collection	of	 neural	 tissues	 (Földy	 et	 al.,	 2016;	

Poulin	et	al.,	2016;	Svensson	et	al.,	2017).	

Satisfactory	 cell-type	 classification	 requires	 the	 collection	 of	 morphological,	

physiological,	 molecular	 and	 possibly	 connectional	 categories	 (Figure	 7).	 This	 is	 best	

accomplished	 by	 collecting	 two	 or	more	 data	 types	 from	 the	 same	 cells.	 This	was	 common	 in	

earlier	 studies:	 for	 example,	 dye	 filling	 of	 neurons	 was	 performed	 following	 intracellular	

recording,	 and	 immunohistochemistry	 was	 performed	 on	 green	 fluorescent	 protein	 (GFP)-

labelled	cells.	More	recently,	in	Patch-seq,	cellular	contents	are	extracted	following	patch	clamp	

recordings	 and	 subjected	 to	 scRNA-seq	 (Cadwell	 et	 al.,	 2016;	 Földy	 et	 al.,	 2016;	 Fuzik	 et	 al.,	

2016).	This	combination	provides	rich	data	but	is	restricted	to	small	numbers	of	cells.	

	

1.5. Aims	of	this	study	

Objective	1:	Establish	the	molecular	and	intrinsic	excitability	signature	of	L5	pyramidal	

neurons	mediating	D1/D2	modulation	within	PL.	 

To	 achieve	 this,	 we	 combined	 electrophysiological	 whole-cell	 recordings	 from	 L5	

pyramidal	neurons	 in	acute	 slices	of	 the	PL	part	of	 the	mPFC	with	 single-cell	RNA	sequencing,	

morphological,	 and	 connectivity	 analysis.	 Electrophysiological	 recordings	 revealed	 different	

intrinsic	 properties	 of	 L5	 pyramidal	 neurons.	 The	 Fmr1-KO	 mice	 presented	 a	 deficit	 in	 some	

intrinsic	properties	of	both	subpopulations	D1R	and	D2R	type.	Accordingly,	principal	component	

analysis	 enabled	 the	 categorization	 into	 two	 neuron	 types,	 resembling	 the	 D1R	 and	 D2R	 type	

described	in	the	literature.	To	further	explore	the	molecular	underpinnings	of	these	differences,	

we	 performed	 single-cell	 RNA	 sequencing	 of	 the	 recorded	 neurons.	 Transcriptome	 analysis	

revealed	 significant	 differences	 in	 the	 expression	 level	 of	 >500	 gene	 products	 (out	 of	 14000	

RNAs	detected)	for	D1R	and	D2R	comparaison,	belonging	to	many	different	functional	categories.	

We	 also	 showed	 a	 significant	 differences	 in	 the	 expression	 level	 of	 >1500	 and	 >1100	 gene	



products	 for	 D1R	WT	 versus	 D1R	 KO	 and	 D2R	WT	 versus	 D2R	 KO,	 respectively.	 For	 example,	

differences	 in	 the	 intrinsic	 excitability	 correlate	 with	 a	 differential	 ion	 channel	 expression	

pattern.	 Importantly,	 109	gene	products	were	 exclusively	 expressed	 in	 either	one	or	 the	other	

neuron	 type,	 including	 transcription	 factors	 and	 risk	 genes	 for	 disease,	 providing	 potential	

candidates	for	cell-type	specific	genetic	targeting	and	disease	prediction,	respectively.		

	 

Objective	 2:	 Probe	 the	 functional	 role	 of	 intrinsic	 excitability	 plasticity	 in	 PL-L5	

pyramidal	neurons	of	the	neurons	belonging	to	the	class	of	D1-type	neurons	and	projecting	to	the	

basolateral	amygdala,	in	long-term	memory	formation.	

We	 first	 tested	 if	 contextual	 fear	 conditioning	 induces	 plasticity	 of	 the	 intrinsic	

excitability	 in	 L5	 pyramidal	 neurons	 of	 the	 PL	 that	 are	 projecting	 to	 the	 basolateral	 amygdala	

(BLA),	and	the	time	course	of	this	form	of	plasticity.	To	address	this,	we	used	electrophysiological	

whole-cell	recordings	in	acute	slices	of	the	PL	either	1	to	4	or	10	to	15	days	after	the	learning	task	

.	 	 While	 we	 observed	 a	 change	 in	 the	 intrinsic	 excitability	 during	 the	 early	 phase	 of	 memory	

formation,	there	was	no	significant	plasticity	observed	at	the	later	phase.	To	investigate	a	causal	

role	 between	 intrinsic	 excitability	 plasticity	 and	 long-term	 memory	 formation,	 we	 used	 a	

pharmacogenetic	approach	to	manipulate	the	excitability	of	PL–BLA	L5	pyramidal	neurons	at	the	

same	time	 intervals	 following	 learning	where	 intrinsic	excitability	plasticity	was	either	present	

or	not,	and	tested	memory	retrieval	during	remote	time	points.	Reducing	the	excitability	of	these	

neurons	1	to	7	days	 following	 learning	reduced	remote	memory	performance,	while	 increasing	

their	excitability	had	the	opposite	effect.	In	contrast,	no	change	in	remote	memory	performance	

was	 observed	 following	 manipulation	 during	 the	 later	 time	 period.	 These	 findings	 suggest	

causality	between	the	intrinsic	excitability	plasticity	of	PL	L5	neurons	projecting	to	the	BLA	and	

long-term	memory	formation.	

	

2. Results	

2.1. Molecular	 and	 intrinsic	 excitability	 profiles	 of	 L5	 pyramidal	

neurons	D1R	and	D2R	type	

The	 following	 manuscript	 describes	 experiments	 leading	 to	 better	 understand	 the	

functional	 role	 of	 two	 subpopulations	 of	 L5	 pyramidal	 neurons	 into	 the	 PL	 area	 involved	 in	

memory	formation	via	two	different	streams	of	DA	modulation.		
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Abstract	

Among	the	hallmark	phenotypes	reported	in	individuals	with	fragile	X	syndrome	(FXS)	

are	deficits	in	attentional	function,	 inhibitory	control,	and	cognitive	flexibility,	a	set	of	cognitive	

skills	 thought	 to	 be	 associated	 with	 the	 prefrontal	 cortex	 (PFC).	 However,	 despite	 substantial	

clinical	 research	 into	 these	 core	 deficits,	 the	 PFC	 has	 received	 surprisingly	 little	 attention	 in	

preclinical	research,	particularly	 in	animal	models	of	FXS.	 In	our	study,	we	decided	to	 focus	on	

neurons	 expressing	 D1	 or	 D2	 receptor	 and	 characterized	 them	 by	 electrophysiology,	

morphology,	 connectivity	 and	 transcriptomic	 profiling	 in	 WT	 and	 Fmr1-KO	 mice.	

Electrophysiological	recordings	revealed	different	intrinsic	properties	of	L5	pyramidal	neurons.	

The	Fmr1-KO	mice	presented	a	deficit	 in	some	intrinsic	properties	of	both	subpopulations	D1R	

and	 D2R	 type.	 Accordingly,	 principal	 component	 analysis	 enabled	 the	 categorization	 into	 two	

neuron	types,	resembling	the	D1R	and	D2R	type	described	 in	 the	 literature.	To	 further	explore	

the	molecular	underpinnings	of	 these	differences,	we	performed	 single-cell	RNA	sequencing	of	

the	recorded	neurons.	Transcriptome	analysis	revealed	significant	differences	in	the	expression	

level	 of	 >500	 gene	 products	 (out	 of	 14000	 RNAs	 detected)	 for	 D1R	 and	 D2R	 comparaison,	

belonging	to	many	different	functional	categories.	We	also	showed	a	significant	differences	in	the	

expression	 level	 of	 >1500	 and	 >1100	 gene	 products	 for	D1R	WT	 versus	 D1R	KO	 and	D2R	WT	

versus	D2R	KO,	respectively.	Importantly,	109	gene	products	were	exclusively	expressed	in	either	

one	 or	 the	 other	 neuron	 type,	 including	 transcription	 factors	 and	 risk	 genes	 for	 disease,	

providing	 potential	 candidates	 for	 cell-type	 specific	 genetic	 targeting	 and	 disease	 prediction,	

respectively.	

Introduction	

During	 higher-order	 executive	 tasks,	 the	 medial	 prefrontal	 cortex	 (mPFC)	 exerts	 top-

down	 control,	 coordinating	 activity	 in	 downstream	 networks	 via	 extensive	 connections	 to	

cortical	 and	 subcortical	 targets	 (Miller,	 2000b;	Narayanan	 and	 Laubach,	 2006).	 This	 top-down	

control	of	PFC	neurons	is	tuned	by	several	neuromodulators,	 including	acetylcholine,	serotonin	

and	dopamine	(DA).	DA	modulation	in	the	PFC	modulates	a	number	of	higher	cognitive	functions,	

such	 as	 working	 memory	 (Seamans	 and	 Yang,	 2004),	 relaying	 motor	 commands	 and	 gating	

sensory	 input	 (Ott	 and	Nieder,	2019).	 Indeed,	dysfunction	of	 the	DA	modulatory	 system	of	 the	



mPFC	has	been	 implicated	 in	 cognitive	and	behavioral	 impairments	 associated	with	Tourette's	

syndrome,	 post-traumatic	 stress	 disorder,	 attention-deficit	 hyperactivity	 disorder,	 and	

schizophrenia	(Bonilha	et	al.,	2008;	Bremner	et	al.,	1999;	Casey	et	al.,	2007;	Lewis	and	González-

Burgos,	2008;	Marsh	et	al.,	2007;	Shin	et	al.,	2004).	DA	alters	the	intrinsic	excitability	of	neurons	

via	DA	1	(D1R)	or	2	(D2R)	receptor	(Seamans	and	Yang,	2004),	but	the	nature	of	the	modulation	

depends	on	the	brain	area	(Wang	and	O’Donnell,	2001;	Ceci	and	Borsini,	1999;	Rozenkranz	and	

Johnston,	 2006),	 downstream	 signaling	 (Seaman	 and	 Yang,	 2004)	 and	 the	 activity	 of	 the	

surrounding	network	(Gulledge	and	Jaffe,	2013).	

A	 primary	 source	 of	 output	 from	 the	 mPFC	 occurs	 via	 layer	 V	 pyramidal	 neurons.	

Neuromodulation	of	synaptic	 inputs	of	pyramidal	neurons	possessing	D1R	or	D2R	(Law-Tho	et	

al.,	1993;	Couey	et	al.,	2007;	Wang	et	al.,	2008;	Kruse	et	al.,	2009)	and	their	 intrinsic	properties	

have	been	 characterized,	with	 some	 conflicting	 results	 (Gulledge	and	 Jaffe,	 1998;	Gulledge	and	

Stuart,	2003;	Yang	and	Seamans,	1996).	One	potential	explanation	 for	 these	discrepancies	may	

be	 the	 diversity	 of	 layer	 V	 pyramidal	 neuron	 types.	 In	 several	 neocortical	 regions,	 layer	 V	

pyramidal	neurons	have	distinct	interconnectivity,	morphology,	and	firing	patterns	depending	on	

their	 long-range	 projection	 targets	 (Brown	 and	 Hestrin,	 2009;	 Molnár	 and	 Cheung,	 2006;	

Morishima	and	Kawaguchi,	2006;	Otsuka	and	Kawaguchi,	2008).	Another	explanation	comes	by	

the	fact	that	pyramidal	neurons	have	different	sets	of	DA	receptors,	D1R,	D2R	and	a	combination	

of	both.	Then,	we	also	have	a	difference	in	the	modulation	of	intrinsic	excitability	depending	on	

which	receptors	are	activated	(Claudia	Rangel-Barajas	and	Claudia	Rangel-Barajas,	2015).	Single-

cell	RNA	sequencing	combined	with	electrophysiological	recordings	and	morphological	analysis	

provides	a	tool	for	detailed	profiling	of	D1R	and	D2R	pyramidal	neurons	and	thus	identification	

of	distinct	cell	types.		

Fragile	X	syndrome	(FXS)	is	the	most	common	form	of	inherited	mental	retardation	with	

a	variety	of	phenotypes	including	impaired	cognitive	ability,	working	memory,	autistic	behavior,	

and	 increased	 incidence	of	epilepsy	(Dykens	et	al.,	1987;	Maes	et	al.,	1994;	Munir	et	al.,	2000).	

Most	 commonly,	 FXS	 is	 caused	by	 silencing	of	 the	 fmr1	gene	 encoding	 for	 the	 fragile	X	mental	

retardation	 protein,	 FMRP	 (Bell	 et	 al.,	 1991).	 A	 Fmr1	KO	mouse	model	was	 reported	 to	 show	

similar	 phenotypes	 and	 is	 frequently	 used	 to	 study	 the	 neurobiological	 underpinnings	 of	 the	

disease	(The	Dutch-Belgian	Fragile	X	Consortium,	1994).	 

FMRP	is	known	to	interact	with	at	least	800	different	mRNAs.	In	addition,	recent	studies	

show	 that	 FMRP	 interacts	with	 different	 voltage-gated	 ion	 channels	 via	 direct	 protein-protein	

interaction	 (Gross	 and	 Bassell	 2011;	 Brown	 and	 Kaszmarek,	 2010;	 Strumbos	 and	 Kaszmarek	

2010;	 Deng	 et	 al.,	 2013).	 Considering	 the	 role	 of	 ion	 channels	 in	 determining	 the	 intrinsic	

excitability	 of	 neurons,	 these	 findings	 raise	 the	 possibility	 of	 an	 altered	 intrinsic	 excitability	

phenotype	in	Fmr1	KO	neurons.	Furthermore,	dopaminergic	modulation	of	synaptic	transmission	

was	found	to	be	altered	in	Fmr1	KO	mice	(Wang	and	Zhuo,	2008).	Experimental	evidence	further	



supported	 the	 hypothesis	 that	 dopaminergic	 signaling	 in	 FXS	 is	 disrupted	 (Wang	 et	 al.,	 2008),	

raising	the	possibility	that	the	modulation	of	ion	channels	is	also	altered	in	these	mice.	 

Here,	 we	 combined	 electrophysiological	 recordings	 with	 single-cell	 RNA	 sequencing	

(RNAseq)	 and	 morphological	 analysis	 to	 identify	 and	 characterize	 D1R-	 and	 D2R	 layer	 5	

pyramidal	neuron	types	within	the	pre-limbic	(PL)	part	of	the	mPFC.	Our	data	represent	the	first	

single-cell	transcriptome	analysis	from	electrophysiologically	and	morphologically	defined	layer	

5	 pyramidal	 neurons	 of	 the	 mPFC.	 We	 find	 several	 characteristic	 differences	 in	 the	 intrinsic	

properties	 of	 these	 neuron	 types	 that	 are	 correlative	 of	 differences	 in	 their	 ion	 channel	 gene	

expression	profiles.	The	quantification	of	expressed	genes	shows	that	D1R/D2R	neurons	can	be	

characterized	by	the	differential	expression	of	>500	genes	divided	into	different	categories	(ion	

channels,	 cell	 adhesion	molecules,	 transcription	 factors,	 receptors,	…).	The	 comparison	 in	gene	

expression	 between	 D1R	 WT	 and	 D1R	 KO	 neurons	 reveals	 more	 than	 1500	 genes	 with	 a	

differential	 expression	 and	 more	 than	 1100	 genes	 between	 D2R	 WT	 and	 D2R	 KO	 neurons.	

Another	interesting	fact,	is	that	D2R	WT	cell-type	showed	an	overall	high	expression	of	different	

genes	and	might	be	more	prone	to	disease	based	on	the	highest	expression	of	autism	risk	genes.	

However,	 D1R	 KO	 cell-type	 seems	 more	 impacted	 by	 the	 lost	 of	 FMRP	 leading	 to	 an	 over	

expression	of	different	genes.			Our	data	lays	the	foundation	for	a	biologically	relevant	analysis	of	

how	 cell	 type-specific	 neuronal	 gene	 expression	may	 sculpt	 neural	 circuits.	 Further,	 this	 study	

could	also	lead	to	a	generation	of	mice	model	targeting	D1R	or	D2R	pyramidal	neurons	into	layer	

5	PL	area	and	could	also	provide	a	potential	therapeutic	target	for	FXS.	

	

Materials	and	Methods	

Brain	slice	preparation	

Electrophysiological	experiments	were	performed	on	 layer	(L)	5	pyramidal	neurons	 in	

acute	prelimbic	cortex	 (PrL)	slices	 from	male	 (P28-35)	C57Bl/6J	mice.	Mice	were	anesthetized	

with	a	lethal	dose	of	isoflurane	(absence	of	foot-pinch	reflexes),	and	intracardially	perfused	with	

ice-cold	cutting	solution	containing	(in	mM):	2.5	KCl,	25	NaHCO3,	7	MgCl2,	1.25	NaH2PO4,	1	CaCl2	

and	240	Sucrose	(pH	7.4;	300-310	mOsm).	Coronal	slices	(300	μm	thick)	were	prepared	using	a	

vibratome	(VT1200,	Leica,	Germany)	in	ice-cold	cutting	solution,	and	then	incubated	at	37°C	for	

30	min	 in	artificial	 cerebrospinal	 fluid	 (aCSF)	containing	(in	mM):	125	NaCl,	25	NaHCO3,	25	D-

glucose,	2.5	KCl,	1.25	NaH2PO4,	2	CaCl2,	1	MgCl2,	1	ascorbic	acid	and	4	pyruvic	acid	(pH	7.4;	300-

310	 mOsm).	 Both	 solutions	 were	 saturated	 with	 carbogen	 (5%	 CO2/95%	 O2).	 For	

electrophysiological	 recordings,	 brain	 slices	 were	 placed	 in	 a	 submerged	 chamber	 and	

superfused	with	aCSF	at	a	rate	of	3-5	ml/min.	

	

Electrophysiology	



PrL-L5	 pyramidal	 cells	were	 visualized	 by	 infrared	 gradient	 contrast	 using	 an	 upright	

microscope	 (Carl	 Zeiss	 Axio	 Examiner.D1),	 fitted	 with	 a	 63X/1.0	 numerical	 aperture	 water-

immersion	 objective.	Whole-cell	 patch-clamp	 recordings	 were	 performed	 from	 the	 cell	 bodies	

using	 borosilicate	 glass	 pipettes	 with	 filaments	 (Harvard	 Apparatus,	 GC150F-7.5,	 1.5	 mm	 OD,	

0.86	mm	 ID,	 7.5	 cm	 length).	 Pipettes	 (open	 tip	 resistance	4-6	MΩ)	were	 filled	with	 a	 standard	

intracellular	solution	(in	mM):	135	K-	gluconate,	10	HEPES,	10	Phosphocreatine-Na,	4	KCl,	4	ATP-

Mg,	 0.3	Na-GTP	 (pH	7.3	 adjusted	with	KOH,	 290-300	mOsm).	 Signals	were	 sampled	 at	 50	 kHz	

acquisition	 rate	 and	 low-pass	 filtered	 at	 3	 kHz	 using	 a	 Multiclamp	 700B	 amplifier	 (Axon	

Instruments,	 Inc.).	 Current-clamp	 recordings	 were	 obtained	 in	 continuous	 single-electrode	

current-clamp	mode,	and	capacitance	and	bridge	were	compensated	 for.	Access	resistance	was	

monitored	 throughout,	 in	 the	 range	 of	 15	 –	 30	MOhm,	 and	 recordings	were	 terminated	 if	 the	

value	was	above	30	MOhm	or	increased	by	>15%.	Recordings	were	also	terminated	if	the	initial	

resting	 membrane	 potential	 changed	 by	 >5	 mV.	 All	 experiments	 were	 performed	 at	 room	

temperature	and	in	the	presence	of	the	following	synaptic	blockers	(in	µM):	10	Gabazine	(GABAA	

receptor),	 3	 NBQX	 (AMPA	 receptor)	 and	 50	 DL-APV	 (NMDA	 receptor).	 All	 chemicals	 were	

purchased	from	Sigma	or	Tocris.		

	

Identification	of	Cell	Types	

Cells	were	 identified	based	on	 soma	 location	and	passive/active	membrane	properties	

including	 action	 potential	 (AP)	 firing	 properties.	 For	 the	 recordings	 that	 were	 combined	with	

RNA	 sequencing,	we	 did	 not	 use	 any	 labeling	method	 that	 could	 potentially	 interfere	with	 the	

RNA	quality.	Thus,	post	hoc	morphological	or	immunohistochemical	analyses	were	performed	on	

a	different	set	of	recordings.	Biocytin-filled	neurons	were	processed	using	standard	procedures	

(see	Frick	et	al.,	2008).	Briefly,	slices	were	fixed	at	4°C	for	2	h	in	phosphate	buffer	(PB)	containing	

4%	paraformaldehyde	(PFA),	then	incubated	overnight	at	4°C	in	0.5%	Triton	X-100,	3%	Bovine	

Serum	 Albumin	 (BSA),	 4%	 Normal	 Goat	 Serum	 (NGS)	 solution	 containing	 Streptavidin-Alexa	

Fluor	 488	 (Molecular	 probes).	 Slides	 were	 embedded	 using	 Mowiol	 (Sigma-Aldrich).	 Neurons	

were	 reconstructed	using	 the	Neurolucida	 system	 (MBF	Bioscience)	with	 a	100×oil-immersion	

objective.	

	

Single	cell	RNA	collection	

To	 avoid	 any	 impact	 of	 the	 whole-cell	 recording	 on	 the	 number	 of	 detected	 gene	

transcripts,	 we	 kept	 the	 duration	 of	 the	 electrophysiological	 recording	 time	 to	 <10	min.	 After	

recording,	 the	 cytosol	 of	 individual	 L5	 pyramidal	 neurons	 was	 aspirated	 through	 the	 patch	

pipette	 and	 collected	 in	 1	 µl	 of	 buffer	 (10x	 collection	 buffer).	 Cell	 collection	 microtubes	

containing	cell	 collection	buffer	were	stored	on	 ice	until	 they	were	used	 for	cDNA	preparation.	

Although	 the	 aspirated	 cytosol	 may	 have	 contained	 some	 of	 the	 genomic	 DNA,	 our	 choice	 of	



cDNA	 preparation,	 which	 involved	 poly-A	 selection	 virtually	 eliminated	 the	 possibility	 of	

genomic	contamination	in	the	RNAseq	data.		

	

cDNA	Preparation	and	Library	Preparation	for	Next-Generation	Sequencing	

Single-cell	mRNA	 sequencing	was	 performed	using	 the	 Clontech’s	 SMARTer	Ultra	 Low	

Input	RNA	Kit	for	Sequencing.	Briefly,	after	collecting	the	cytoplasm	in	buffer,	the	samples	were	

briefly	spun,	snap	frozen	on	dry	ice,	and	stored	at	−80	°C	until	further	processing.	As	a	next	step,	

RNA	was	converted	into	cDNA,	harvested	and	analyzed	using	the	automated	fragment	analyzer	

by	Advanced	Analytical.	Only	cells	 that	had	a	 cDNA	concentration	higher	 than	0.05	ng/µl	were	

selected	 for	 library	 preparation.	 Library	 preparation	 was	 performed	 using	 Nextera	 XT	 DNA	

Sample	 Preparation	 Kit	 (Illumina)	 as	 described	 in	 the	 protocol.	 Following	 library	 preparation,	

cells	were	pooled	and	sequenced	in	an	Illumina	NextSeq500	instrument	using	2	×	75	paired	end	

reads	on	a	NextSeq	high-output	kit	(Illumina).	

	

Processing	of	mRNA	Sequencing	Data	

After	demultiplexing	the	raw	reads	into	single-cell	datasets,	we	used	Prinseq	to	remove	

short	reads	(-min_len	30),	to	trim	the	first	10	bp	on	the	5′-end	(-trim_left	10),	to	trim	reads	with	

low	quality	 on	 the	3′-end	 (-trim_qual_right	25),	 and	 to	 filter	 low	 complexity	 reads	 (-lc_method	

entropy	 \-lc_threshold	 65).	 We	 used	FASTQC	to	 determine	 overrepresented	 sequences	 and	

removed	those	using	cutadapt	(-e	0.15	–m	30).	We	then	used	Prinseq	to	remove	orphan	pairs	less	

than	30	bp	in	length	followed	by	removal	of	Nextera	adapters	using	Trim	Galore	(–stringency	1).	

Remaining	 reads	were	 aligned	 to	 the	mm10	 genome	with	STAR	using	 the	 following	 options	 (–

outFilterType	 BySJout	 \–outFilterMultimapNmax	 20	 \–alignSJoverhangMin	 8	 \–

alignSJDBoverhangMin	 1	 \–outFilterMismatchNmax	 999	 \–outFilterMismatchNoverLmax	 0.04	

\–alignIntronMin	 20	 \–alignIntronMax	 1000000	 \–alignMatesGapMax	 1000000	 \–

outSAMstrandField	 intronMotif).	Then,	 in	each	sample,	aligned	reads	were	converted	 to	counts	

for	every	gene	using	HTSeq	(-m	intersection-nonempty	\-s	no).	

	

Labeling	of	projections	from	PL-L5	pyramidal	neurons	to	BLA/VTA/Thalamus	

For	 injection	 of	 retrograde	 tracers	 to	 label	 projections	 from	 the	 PL	 to	 other	 brain	

regions,	mice	were	 anesthetized	with	 isoflurane	 (1.5-2%)	 and	 held	 in	 a	 stereotaxic	 apparatus	

(David	Kopf	 Instruments,	Tujunga,	CA).	The	scalp	was	 incised	and	retracted,	and	head	position	

was	adjusted	 to	place	bregma	and	 lambda	 in	 the	same	horizontal	plane.	Small	burr	holes	were	

drilled	 in	 the	 skull	 above	 the	 BLA	 (1.45mm	 posterior	 to	 bregma,	 3.5mm	 lateral	 to	 bregma,	 -

4.2mm	 ventral	 to	 the	 skull	 surface),	 VTA	 (-3.16mm	 posterior	 to	 bregma,	 0.6mm	 lateral	 to	



bregma,	 -4.2mm	ventral	 to	 the	 skull	 surface)	 or	Thalamus	 (-1mm	posterior	 to	 bregma,	0.5mm	

lateral	 to	 bregma,	 -3mm	 ventral	 to	 the	 skull	 surface).	 A	 10	 μl	 Hamilton	 syringe	mounted	 to	 a	

infusion	pump	(UltraMicroPump,	World	Precision	Instruments)	was	used	to	deliver	300,	200	and	

200	 nl,	 respectively,	 of	 Cholera	 toxin	 subunit	 B	 (CtB)	 Alexa	 Fluor	 conjugates	 555	 (CtB	 555;	

C22841,	Molecular	Probles).	Once	the	infusions	were	complete	the	skull	was	closed	and	the	skin	

sutured	 (Ethilon	5-0,	 FS-3	Needle,	 F2413,	Ethicon).	The	 skin	was	 treated	 locally	with	Betadine	

(10%,	 MedaPharma)	 for	 local	 disinfection.	 The	 mice	 were	 then	 rehydrated	 through	

intraperitoneal	injections	of	0.2-0.3	ml	of	saline.	The	mice	were	left	to	recover	on	a	heating	pad.	

Once	 awake	 they	 were	 injected	 subcutaneously	 with	 an	 analgesic	 Buprenorphine	 (0.01-0.05	

mg/kg,	 Axience).	 The	 mice	 were	 allowed	 to	 recover	 for	 one	 week	 before	 any	 further	

experimentation.	All	these	mice	were	then	used	for	electrophysiological	recordings	to	determine	

the	cell-type	(D1-	or	D2-type)	projecting	to	these	3	different	areas.	

	

Electrophysiology	Analysis	

Electrophysiology	 data	 were	 acquired	 using	 Axograph	 (John	 Clements),	 and	 analyzed	

using	 Axograph	 as	well	 as	 custom	written	 routines	 in	 Python.	 Action	 potential	 (AP)	 threshold	

was	 determined	 as	 the	membrane	 potential	 at	 which	 the	 voltage	 rise	 exceeds	 10	mV/ms.	 AP	

amplitude	was	measured	as	peak	of	 the	 action	potential	 from	baseline,	 and	AP	half-width	was	

determined	as	the	width	of	the	AP	at	50%	of	the	maximum	voltage	amplitude	from	baseline.	To	

determine	 input	 resistance	 (Rn),	 a	 current-voltage	 (I/V)	plot	was	 created,	 and	 the	 slope	of	 the	

curve	 was	 measured	 near	 the	 resting	 membrane	 potential	 (membrane	 potential	 changes	 to	

current	 injections	 in	 the	 range	 from	 -20	 pA	 to	 +20	 pA).	 Rheobase	 values	were	 defined	 as	 the	

minimum	current	injection	that	elicited	an	AP.	The	voltage	sag	was	measured	by	giving	current	

pulses	from	-200	pA	to	-50	pA	during	800	ms.	Sag	response	was	determined	by	the	ratio	between	

the	 voltage	 response	 at	 the	 steady-state	 and	 the	 voltage	 response	 at	 the	 peak	 after	 the	 long	

hyperpolarizing	 current	 pulses.	 To	 compare	 the	 voltage	 sag	 between	 different	 neurons,	 the	

voltage	 deflection	 (the	 steady-state	 hyperpolarization	 during	 the	 current	 injection)	 was	

approximately	10	mV.	Action	potential	 firing	accommodation	was	quantified	as	 the	ratio	of	 the	

inter-spike	interval	(ISIs)	of	the	first	and	that	of	the	last	pair	of	APs	during	a	train	of	ten	APs.	The	

resonance	frequency	was	measured	using	sinusoidal	current	injections	of	constant	amplitude	(30	

pA)	and	linearly	increasing	frequency	in	the	range	from	0	to	20	Hz	within	20	s.	The	impedance	

amplitude	profile	(ZAP)	was	determined	by	taking	the	ratio	of	the	fast	Fourier	transform	of	the	

voltage	 response	 to	 the	 fast	 Fourier	 transform	of	 the	 current	 injection.	The	ZAP	plot	was	 then	

fitted	 with	 5-7	 exponential	 fits	 and	 the	 resonance	 frequency	 was	 defined	 as	 the	 peak	 of	 the	

exponential	 fit.	The	amplitude	of	 the	 somatic	 after-	depolarization	 (ADP)	was	measured	as	 the	

difference	in	the	RMP	and	the	maximum	voltage	deflection	10	ms	after	the	peak	of	the	last	AP	of	a	

train	of	three	APs.		

	



Morphological	Analysis	

To	aid	cell	type	identification	and	to	quantify	differences	in	the	morphology	of	recorded	

D1-	 vs	D2-type	neurons,	we	measured	 their	 cell	 body	diameter	 and	dendritic	 parameters.	 The	

following	 dendritic	 properties	 were	 extracted	 using	 Neurolucida	 explorer	 (MBF	 Bioscience):	

Number	of	primary	dendrites,	 total	dendritic	 length,	surface	area	and	volume,	ratio	of	 the	total	

dendritic	 length	 to	 the	 total	 dendritic	 surface	 area,	 highest	 dendritic	 order	 segment,	 average	

tortuosity	 of	 dendritic	 segments	 (defined	 as	 the	 ratio	 of	 the	 length	 of	 the	 segment	 over	 the	

straight-line	 path	 between	 its	 extremities),	 and	 number	 of	 dendritic	 nodes.	 In	 addition,	 we	

performed	a	Sholl	analysis	(Sholl,	1953)	to	describe	differences	between	neuronal	arborization.	

The	 length	 of	 the	 dendritic	 arborization	 that	 could	 be	 enclosed	within	 a	 100	μm	 radius	 circle	

around	the	cell	body,	between	100	and	200	μm	radii,	between	200	and	300	μm	radii,	and	outside	

a	300	μm	radius	was	systematically	extracted.	

	

Protein-Protein	Interaction	(PPI)	Analysis	

For	protein	interaction	analysis	of	the	statistically	different	expressed	gene	transcripts,	

we	used	Molecular	 Interaction	Search	Tool	 (MIST),	which	 is	 an	 integrated	 resource	 for	mining	

gene	 and	protein	 interaction	data	 (https://fgrtools.hms.harvard.edu/MIST/).	 To	 determine	 the	

gene	 position	 and	 the	 size	 of	 the	 mouse	 chromosome	 we	 used	 files	 coming	 from	

http://www.informatics.jax.org/downloads/reports/index.html.	Concerning	the	genes	belonging	

to	the	Autism	Spectrum	Disorder	risk	genes	list,	they	have	been	determine	by	a	specific	database	

on	 https://gene.sfari.org/.	 Circa	 plots	 for	 visualization	 of	 mRNA-correlated	 interactions	 were	

generated	using	Circa	software	(http://omgenomics.com/circa/).	

	

Statistics	

Summary	 data	 are	 shown	 as	 box	 plots,	 with	 individual	 data	 points	 (circles),	 median	

(white	line),	interquartile	range	(box),	and	min	–	max	range	(whiskers).	Significance	was	defined	

as	 p	 <	 0.05	 (*)	 and	 determined	 using	 the	 nonparametric	Wilcoxon-Mann-Whitney	 two-sample	

rank	test	or	the	Wilcoxon	signed	rank	test	for	paired	data	(when	appropriate),	neither	of	which	

makes	assumptions	about	the	data	distribution.	Principal	component	analysis	(PCA)	was	applied	

to	determine	the	relative	correlation	between	the	 two	cell	 types,	using	 the	electrophysiological	

properties	of	each	cells	 recorded.	This	analysis	 is	a	dimensionality	 reduction	method	 that	uses	

transformations	 to	 project	 a	 high-dimensional	 set	 of	 data	 into	 a	 lower	 dimensional	 set	 of	

variables,	 called	 principal	 components	 (PCs).	 The	 extracted	 PC	 values	 contain	 important	

information	from	the	data,	revealing	its	internal	structure	in	a	way	that	best	explains	its	variance.	

PCs	 are	 ranked	 according	 to	 the	 percentage	 of	 total	 variance	 in	 the	 data	 they	 explain.	 PC1	

explains	the	maximal	total	variance	found	within	the	data.	The	subsequent	PC	values	represent	



the	 remaining	 variation,	without	 being	 correlated	with	 the	 preceding	 components.	 Python	 has	

been	used	to	realize	the	PCA.	

	

Results	

 

Fig	1:	 Intrinsic	properties	difference	between	D1R	and	D2R	WT	and	Fmr1-KO.	 (A)	and	 (B)	Representative	 traces	 from	

D1R	(blue)	and	D2R	(orange)	L5	pyramidal	neurons	in	response	to	an	I/V	curve	steps.	The	D1R/D2R	colored	responses	

represent	 the	 rheobase	 for	 comparison.	 (C)	Example	 traces	of	minimum	dV/dt	of	 the	 first	Action	Potential	 (AP)	 (D1R:	

blue,	D2R:	orange).	Group	data	showing	difference	in	Rheobase	(D),	Input	resistance	(E),	Interspike	interval	ratio	(F),	AP	

threshold	(G),	AP	amplitude	(H),	AP	half	-width	(I),	Sag	ratio	(J),	resting	membrane	potential	(RMP)	(K)	and	time	constant	

(L)	change	between	D1R	and	D2R	types	in	WT	and	KO	mice.	(M)	Representative	traces	from	D1R	(blue)	and	D2R	(orange)	

L5	 pyramidal	 neurons	 in	 response	 to	 a	 resonance	 frequency	 step.	 (N)	 Example	 traces	 of	 impedance	 (Mohm)	 over	

frequency	(Hz)	(D1R:	blue,	D2R:	orange).	Group	data	showing	difference	in	resonance	frequency	(Hz)(O)	and	impedance	

Fig2: (A) and (B) Representative traces from D1R (blue) and
D2R (orange) L5 pyramidal neurons in response to an I/V
curve steps. The D1R/D2R colored responses represent the
rheobase for comparison. (C) Example traces of minimum
dV/dt of the first Action Potential (AP) (D1R: blue, D2R:
orange). Group data showing difference in Rheobase (D),
Input resistance (E), Interspike interval ratio (F), AP
threshold (G), AP amplitude (H), AP half-width (I), Sag ratio
(J), resting membrane potential (RMP) (K) and time
constant (L) change between D1R and D2R types in WT and
KO mice. (M) Representative traces from D1R (blue) and
D2R (orange) L5 pyramidal neurons in response to a
resonance frequency step. (N) Example traces of
impedance (Mohm) over frequency (Hz) (D1R: blue, D2R:
orange). Group data showing difference in resonance
frequency (Hz)(O) and impedance (Mohm)(P) change
between D1R and D2R types in WT and KO mice. (Q)
Representation of a PCA analysis allowing a clustering of
the different cell types following the mice condition based
on the electrophysiological properties (Blue: D1WT, orange:
D2WT, green: D1KO and red: D2KO). D1R WT neurons are
displayed in blue (n=18), D2R WT in orange (n=25), D1R KO
in green (n=8) and D2R in red (n=5). Data are mean ± SEM,
*P<0.05, **P<0.01, ***P<0.001.
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(Mohm)(P)	 change	between	D1R	and	D2R	 types	 in	WT	and	KO	mice.	 (Q)	Representation	of	 a	 PCA	analysis	 allowing	 a	

clustering	 of	 the	 different	 cell	 types	 following	 the	mice	 condition	 based	 on	 the	 electrophysiological	 properties	 (Blue:	

D1WT,	orange:	D2WT,	green:	D1KO	and	red:	D2KO).	D1R	WT	neurons	are	displayed	in	blue	(n=18),	D2R	WT	in	orange	(n	

=	25),	D1R	KO	in	green	(n=	8)	and	D2R	in	red	(n=	5).	Data	are	mean	±	SEM,	*P<0.05,	**	P<0.01,	***	P<0.001.	

 

Distinct	electrophysiology	properties	between	D1R	and	D2R	pyramidal	neurons	

into	PL	in	WT	mice	

Previous	 studies	 showed	 that	 mPFC	 L5	 pyramidal	 neurons	 form	 a	 heterogeneous	

population	 that	 can	 be	 distinguished	 based	 on	 their	 dendritic	 morphology	 and	

electrophysiological	 parameters.	 Seong	 and	 Carter	 (2010)	 showed	 that	 mPFC	 L5	 pyramidal	

neurons	 can	be	 subdivided	 in	 two	 subpopulations	of	 neurons	 expressing	dopamine	 receptor	1	

(D1R)	 or	 not	 (D2R).	 Based	 on	 these	 findings,	we	 decided	 to	 focus	more	 our	 study	 into	 the	 PL	

cortex.	Using	whole-cell	patch-clamp	recordings	 (Fig1A,B),	we	observed	a	 lot	of	difference	 into	

the	intrinsic	properties	highlighted	by	the	phase	plot	(Fig1C-P).	The	rheobase	is	higher	for	D2R	

than	D1R	cells	suggesting	a	hypoexcitability	of	D2R	cells	(D1R=	50	±	6.71	pA,	n=18;	D2R=	100	±	

8.49	pA,	 n=25;	P	<	0.001)	 (Fig1C).	We	 found	 a	 highly	 significant	 difference	 in	 input	 resistance	

(RN)	 (D1R=	 288.61	 ±	 17.18	MΩ,	 n=18;	D2R=	 123.04	 ±	 7.77	MΩ,	 n=25;	P	 <	 0.001)	 (Fig1E)	 and	

voltage	sag	(D1R=	8.24	±	1.46,	n=18;	D2R=	23.67	±	1.33,	n=25;	P	<	0.001)	(Fig1J),	as	predicted	by	

Seong.	Therefore,	 the	 latter	 study	observed	a	 significant	more	hyperpolarized	RMP	 in	 the	D1R	

group,	which	we	also	 found	(D1R=	-66.64	±	1.12	mV,	n=18;	D2R=	 -61.25	±	1.16	mV,	n=25;	P	<	

0.05)	 (Fig1K).	 For	D1R	 cells,	we	 showed	 an	 ISI	 ratio	 between	 the	 second	 and	 the	 last	 interval	

higher	than	D2R	cells	suggesting	an	accommodation	during	long	stimulation	(D1R=	1.68	±	0.10,	

n=18;	D2R=	1.04	±	0.01,	n=25;	P	<	0.001)	(Fig1F).	Then,	we	determined	significative	difference	in	

AP	parameters,	which	could	explain	an	easier	implication	of	one	type	versus	another	one	during	

plasticity	 formation	 during	 a	 specific	 behavior.	 AP	 threshold	 is	 higher	 for	 D1R	 than	 D2R	

suggesting	a	higher	number	of	Na+-K+	pump	on	D1R	membrane	(D1R=	26.86	±	1.43	mV,	n=18;	

D2R=	22.89	±	0.9	mV,	n=25;	P	<	0.05)	(Fig1G).	D1R	presents	lower	AP	amplitude	than	D2R	(D1R=	

98.74	±	2.28	mV,	n=18;	D2R=	111.46	±	1.63	mV,	n=25;	P	<	0.001)	(Fig1H).	We	also	observed	a	

higher	 AP	 half-width	 for	 D1R	 than	 D2R,	 which	 suggests	 a	 difference	 in	 K+	 or	 T-type	 calcium	

channel	expression	(D1R=	2.94	±	0.17	ms,	n=18;	D2R=	1.87	±	0.09	ms,	n=25;	P	<	0.001)	(Fig1I).	

Then,	we	also	wanted	to	characterize	the	resonance	frequency	and	the	impedance	associated	of	

D1R	and	D2R	(Fig1	M-P).	We	found	a	higher	resonance	frequency	for	D2R	than	D1R	(D1R=	1.44	±	

0.10	Hz,	n=18;	D2R=	1.85	±	0.13	Hz,	n=25;	P	<	0.05)	(Fig1O).	In	contrast,	impedance	was	higher	

for	 D1R	 than	 D2R	 (D1R=	 125.95	 ±	 17.35	MΩ,	 n=18;	 D2R=	 47.80	 ±	 7.1	 MΩ,	 n=25;	P	<	 0.001)	

(Fig1N,	 P).	 These	 two	 last	 findings	 suggest	 a	 difference	 in	H-	 or	 calcium-current	 between	D1R	

and	D2R.	To	 finish,	we	decided	to	perform	principal	cluster	analysis	 (PCA)	(Fig1Q).	These	data	

showed	two	different	groups	based	on	their	electrophysiological	properties.	Once	the	WT	mice	



characterized,	 we	 decided	 to	 go	 through	 the	 Fmr1-KO	 mice	 to	 determine	 if	 these	 intrinsic	

properties	difference	between	D1R	and	D2R	are	still	present.		

	

Fmr1-KO	 mice	 show	 altered	 intrinsic	 properties	 of	 D1R	 and	 D2R	 pyramidal	

neurons	in	L5	of	the	PL	

Somatic	whole-cell	recordings	revealed	that	D1KO	and	D2KO	pyramidal	neurons	present	

two	intrinsic	properties	(rheobase	and	RN)	with	the	same	significative	difference	than	WT.	D1KO	

showed	 lower	 rheobase	 than	 D2KO	 (D1R=	 35	 ±	 5	 pA,	 n=8;	 D2R=	 107.27	 ±	 6.19	 pA,	 n=5;	P	<	

0.001)	 (Fig1D).	As	WT	mice,	Fmr1-KO	mice	 showed	a	higher	RN	 for	D1KO	 than	D2KO	neurons	

(D1R=	285.05	±	17.94	MΩ,	n=8;	D2R=	116.25	±	11.29	MΩ,	n=5;	P	<	0.001)	 (Fig1E).	Then,	 four	

others	intrinsic	properties	(AP	amplitude,	ISI	ratio,	sag	ratio	and	impedance)	were	still	showing	

significative	difference	but	 less	than	WT.	AP	amplitude	was	higher	for	D2KO	than	D1KO	(D1R=	

102.81	±	3.2	mV,	n=8;	D2R=	112.63	±	2.37	mV,	n=5;	P	<	0.05)	(Fig1H),	as	well	as	the	voltage	sag	

(D1R=	11.61	±	1.19,	n=8;	D2R=	18.04	±	1.63,	n=5;	P	<	0.01)	(Fig1J).	ISI	ratio	presented	a	higher	

value	as	for	WT	mice	for	the	D1KO	neurons	(D1R=	1.44	±	0.09,	n=8;	D2R=	1.18	±	0.05,	n=5;	P	<	

0.05)	 (Fig1F).	 D1KO	 showed	 higher	 impedance	 than	D2KO	 neurons	 (D1R=	 96.43	 ±	 11.09	MΩ,	

n=8;	D2R=	65.32	±	6.46	MΩ,	n=5;	P	<	0.05)	(Fig1P).	Based	on	these	intrinsic	properties,	we	also	

performed	PCA	analysis	allowing	us	to	cluster	the	Fmr1-KO	cell-type.	

Then,	we	decided	to	compare	each	cell-type	between	the	two	conditions	(WT	and	Fmr1-

KO)	to	determine	a	potential	deficit	between	the	cell-types.	We	found	three	intrinsic	properties	

different	(RN,	AP	amplitude	and	time	constant)	between	D1R	WT	and	D1R	KO	and	two	intrinsic	

properties	 different	 (AP	 half-width	 and	 voltage	 sag)	 between	 D2R	 WT	 and	 D2R	 KO.	 We	

hypothesized	 than	 these	 differences	 could	 be	 due	 to	 ion	 channel	 gene	 expression	 changes	

between	the	subpopulations.		

	

	

Fig2:	Morphological	 difference	between	D1R	and	D2R	WT.	 (A)	Neurolucida	 reconstruction	of	D1R	 (left,	 n=5)	 and	D2R	

(right,	n=7)	L5	pyramidal	neurons.	Scale	bars	=	50	µm.	(B)	Summary	of	total	number	of	branch	points	in	the	apical	and	
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Fig1: (A) Neurolucida reconstruction of D1R (left, n=5) and D2R (right, n=7) L5 pyramidal neurons. Scale bars = 50 µm.
(B) Summary of total number of branch points in the apical and basal dendrites of D1R (blue) and D2R (orange)
neurons. (C) Summary of terminal and node quantity in the apical dendrites of D1R (blue) and D2R (orange) neurons.
(D) Summary of total dendritic length (mm) in the apical and basal dendrites of D1R (blue) and D2R (orange) neurons.
(E) Summary of apical length in terminal and nodes of D1R (blue) and D2R (orange) neurons. (F) and (G) Sholl analysis
of apical dendritic length (µm) and nodes quantity, respectively of D1R (blue) and D2R (orange) neurons. Significance is
indicated by *.



basal	 dendrites	 of	 D1R	 (blue)	 and	 D2R	 (orange)	 neurons.	 (C)	 Summary	 of	 terminal	 and	 node	 quantity	 in	 the	 apical	

dendrites	of	D1R	(blue)	and	D2R	(orange)	neurons.	(D)	Summary	of	total	dendritic	length	(mm)	in	the	apical	and	basal	

dendrites	of	D1R	(blue)	and	D2R	(orange)	neurons.	(E)	Summary	of	apical	length	in	terminal	and	nodes	of	D1R	(blue)	and	

D2R	(orange)	neurons.	(F)	and	(G)	Sholl	analysis	of	apical	dendritic	length	(µm)	and	nodes	quantity,	respectively	of	D1R	

(blue)	and	D2R	(orange)	neurons.	Significance	is	indicated	by	*.	

	

Morphology properties characterization in WT mice  

To	a	better	characterization,	we	also	decided	to	determine	the	morphology	of	D1R	and	

D2R	WT.	After	electrophysiology	recordings	of	the	intrinsic	properties,	we	filled	D1R	and	D2R	L5	

pyramidal	neurons	with	biocytin	and	analyzed	them	using	confocal	microscopy	and	neurolucida	

software	 (Fig2A).	 We	 found	 that	 the	 apical	 dendrites	 of	 D1R	 neurons	 were	 smaller	 and	 less	

complex	than	D2R	neurons	in	terms	of	total	number	of	branch	points	(D1R	=	13.25	±	3.33,	n	=	5;	

D2R	 =	 23	 ±	 6.63,	 n	 =	 7;	 P	 <	 0.05)	 (Fig2B)	 while	 none	 difference	 was	 observed	 in	 the	 basal	

dendrites.	 Still	 in	 apical	 dendrites,	 the	 nodes	 quantity	 was	 also	 smaller	 in	 D1R	 than	 in	 D2R	

suggesting	 bigger	 back	 propagation	 in	 D2R	 neurons,	 which	 correlates	 with	 the	 HCN1	 gene	

higher-level	 expression	 (D1R	 =	 13.6	 ±	 5.8	mm,	 n	 =	 5;	 D2R	 =	 24.4	 ±	 5.8	mm,	 n	 =	 7;	P	 <	 0.05)	

(Fig2C).	Dendritic	length	was	less	in	the	D1R	apical	dendrites	than	in	D2R	(D1R	=	1.9	±	0.8	mm,	n	

=	 5;	 D2R	 =	 3.5	 ±	 0.7	 mm,	 n	 =	 7;	 P	 <	 0.05),	 while	 none	 difference	 was	 observed	 in	 the	 basal	

dendrites	(Fig2D).	We	observed	a	higher	apical	length	in	the	terminal	dendrites	of	D2R	type	than	

D1R	advising	higher	probabilities	of	input	received	by	D2R	cells	(D1R	=	14.75	±	3.64	mm,	n	=	5;	

D2R	=	24.33	±	2.6	mm,	n	=	7;	P	<	0.05)	(Fig2E).	Then,	we	decided	to	focus	our	sholl	analysis	on	

two	parameters	(apical	length	and	apical	nodes	quantity).	We	observed	a	significative	difference	

in	apical	length	inside	100	until	200µm	from	the	soma	between	D1R	and	D2R	(Fig2F).	For	apical	

nodes	quantity,	the	significative	differences	were	in	150µm	and	350µm	from	the	soma	between	

D1R	and	D2R.	Together,	 these	 results	 indicate	 that	 L5	pyramidal	 neurons	 expressing	D1R	and	

D2R	represent	a	morphologically	distinct	set	of	cells	 into	PL	area	and	that	the	main	differences	

occur	into	the	apical	part	of	the	neurons.		



 

Fig3:	 Cell-type	projection	preference	 through	 three	 different	 brain	 areas.	 (A)	Thalamus-projecting	 cells	 from	PL	 (left).	

Scale	 bar	 =	 500	 µm.	 PCA	 of	 thalamus-projecting	 cells	 (green)	 combined	with	 D1R	 (blue)	 and	 D2R	 (orange)	WT	 cells	

already	characterized	(right).	(B)	VTA-projecting	cells	from	PL	(left).	PCA	of	VTA-projecting	cells	(black)	combined	with	

D1R	(blue)	and	D2R	(orange)	WT	cells	already	characterized	(right).	(C)	BLA-projecting	cells	from	PL	(left).	PCA	of	BLA-

projecting	cells	(red)	combined	with	D1R	(blue)	and	D2R	(orange)	WT	cells	already	characterized	(right).	

 

Preferential subtypes projecting to specific brain areas in WT 

PL	cortex	is	connected	to	different	brain	areas.	We	decided	to	take	three	of	them	related	

to	 diverse	 functions.	 After	 CTB555	 injections	 into	 thalamus,	 ventral	 tegmental	 area	 (VTA)	 and	

basolateral	amygdala	(BLA),	we	decided	to	perform	whole	cell	recordings	and	identify	if	one	cell-

type	was	more	engaged	in	a	specific	brain	area.	

First,	we	observed	a	difference	 in	 terms	of	 localization	 following	 the	brain	area	where	

they	 are	 projecting.	 Thalamus-projecting	 neurons	 seem	 to	 be	more	 localized	 in	 layer	 5	 and	 6	

(Fig3A,	 left).	 VTA-projecting	 neurons	 look	 like	 specifically	 focused	 in	 layer	 5	 (Fig3B,	 left)	 and	

BLA-projecting	neurons	are	sparsely	localized	in	layer	2/3	and	5	(Fig3C,	left).	
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Second,	 after	 PCA	 analysis	we	 observed	 that	 thalamus-projecting	 cells	were	 both	D1R	

and	D2R	cell	type	without	any	type	preference	(Fig3A,	right).	VTA-projecting	neurons	recorded	

were	 presenting	 similar	 intrinsic	 properties	 than	 D2R	 cell-type	 (Fig3B,	 right),	 suggesting	 a	

specific	 target	 of	 D2R	 neurons	 projecting	 to	 VTA.	 BLA-projecting	 neurons	were	 closer	 to	 D1R	

intrinsic	properties	(Fig3C,	right)	suggesting	a	specific	modulation	of	D1R	cell-type	when	BLA-PL	

stream	is	engaged	in	a	specific	behavior	such	as	fear	memory	formation.		

 

 

Fig4:	Volcano	plot	illustrating	genes	enriched	in	D2R	or	D1R	cells	and	significantly	different	(colored	dots)	for	different	

gene	 categories	 (Overall	 view,	 Ion	 channels,	 Transcription	 factors,	 Cell	 Adhesion	 molecules	 (CAM)).	 (A),	 (B)	 and	 (C)	

Volcano	plot	showing	an	overall	view	of	the	genes	detected	after	single-cell	RNA	sequencing	between	D1R	(blue)	and	D2R	

(orange)	WT	 (A),	 D1R	WT	 (blue)	 and	 D1R	KO	 (green)	 (B),	 D2R	WT	 (orange)	 and	D2R	KO	 (red)	 (C).	 (D),	 (E)	 and	 (F)	

Volcano	 plot	 showing	 the	 ion	 channels	 genes	 detected	 after	 single-cell	 RNA	 sequencing	 between	D1R	 (blue)	 and	D2R	

(orange)	WT	 (D),	 D1R	WT	 (blue)	 and	 D1R	 KO	 (green)	 (E),	 D2R	WT	 (orange)	 and	 D2R	 KO	 (red)	 (F).	 (G),	 (H)	 and	 (I)	

Volcano	plot	showing	the	transcription	factors	genes	detected	after	single-cell	RNA	sequencing	between	D1R	(blue)	and	

D2R	WT	(orange)	(G),	D1R	WT	(blue)	and	D1R	KO	(green)	(H),	D2R	WT	(orange)	and	D2R	KO	(red)	(I).	(J),	(K)	and	(L)	

Volcano	plot	showing	 the	CAM	genes	detected	after	single-cell	RNA	sequencing	between	D1R	(blue)	and	D2R	(orange)	

WT	(J),	D1R	WT	(blue)	and	D1R	KO	(green)	(K),	D2R	WT	(orange)	and	D2R	KO	(red)	(L).	Fold	enrichment	is	plotted	in	

linear	space	to	describe	how	much	the	expression	differs	from	one	group	to	the	other	group.	Gray	dots	denote	genes	with	

P	≥	0	.05	or	fold	enrichment	≤	1.5.	
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Overview	of	single-cell	RNAseq	between	D1R	and	D2R	WT	and	Fmr1-KO	mice	

In	 the	aim	 to	go	deeper	 in	 the	characterization	of	D1R	and	D2R	cell-type	between	WT	

and	Fmr1-KO	mice,	we	decided	to	perform	single-cell	RNA	sequencing.	After	electrophysiological	

recordings,	 we	 analyzed	 their	 transcriptome	 by	 aspiration	 of	 cytosol	 followed	 by	 single-cell	

RNAseq.	Using	 this	approach,	we	characterized	 the	 transcriptomics	of	D1R	and	D2R	pyramidal	

neurons,	which	have	been	previously	clustered	by	their	electrophysiology	profiles	(Fig1Q).	Upon	

alignment	of	sequencing	reads	and	assignment	of	gene	counts	for	each	gene,	we	applied	stringent	

quality	control	metrics	 to	each	cell.	RNAseq	data	obtained	 in	this	manner	 from	18	D1R	WT,	25	

D2R	WT,	8	D1R	KO	and	5	D2R	KO	pyramidal	cells	passed	quality	control.	

To	gain	insight	into	the	molecular	identity	of	recorded	cells,	we	examined	expression	of	

genes	 that	 had	 been	 previously	 associated	 with	 pyramidal	 cells.	 As	 expected,	 Camk2a	 and	

Neurod6	 were	 highly	 expressed	 in	 pyramidal	 cells.	 Although	 Gad1	 and	 Gad2	 are	 markers	 for	

interneurons,	we	found	2	cells	expressing	both.	Then,	we	decided	to	look	for	verification	of	the	

layer	5	specificity.	Studies	showed	that	different	genes	can	act	as	a	 layer	5	control	and	some	of	

them	 only	 are	 present	 in	 one	 subpopulation	 of	 the	 layer	 5	 such	 as	 ER81,	 Lmo4,	 Ctip2	 and	

Calretinin	 (Molnár	 and	 Cheung,	 2006).	 At	 least,	 one	 of	 these	 four	markers	 are	 present	 in	 our	

neurons	suggesting	that	they	are	belonging	to	the	layer	5.	

Single-cell	RNA	sequencing	revealed	significant	differences	in	557	gene	products	(out	of	

14067	RNAs	detected),	belonging	to	many	different	functional	categories	between	D1R	and	D2R	

WT	(Fig4A).	We	observed	more	genes	highly	expressed	in	D2R	(orange)	than	D1R	(blue)	WT.	The	

RNAseq	 analysis	 showed	 1546	 genes	with	 a	 significant	 difference	 in	 expression	 level	 between	

D1R	 WT	 and	 D1R	 KO	 (Fig4B)	 divided	 in	 different	 categories.	 This	 analysis	 showed	 a	 bigger	

number	 of	 genes	 highly	 expressed	 in	 D1R	 KO	 (green)	 than	 D1R	 WT	 (blue),	 suggesting	 an	

overexpression	 of	 genes	 potentially	 due	 to	 the	 lost	 of	 FMRP	 regulation.	 	 The	 overall	 RNAseq	

analysis	between	D2R	WT	(orange)	and	D2R	KO	(red)	highlighted	1176	gene	products	differently	

expressed	and	divided	in	different	categories.	As	for	the	D1R	KO	neurons,	D2R	KO	neurons	seem	

to	present	an	overexpression	of	genes.	 Interestingly,	some	genes	were	exclusively	expressed	 in	

either	 one	 or	 the	 other	 neuron	 type,	 providing	 potential	 candidates	 for	 their	 specific	 genetic	

targeting.	These	findings	provide	a	specific	transcriptomic	profile	for	each	subpopulation	(Fig4A	

-	C).	

	

Ion	channels	expression	

As	previously	described,	we	observed	differences	 in	 intrinsic	properties	between	each	

cell-types.	Intrinsic	properties	are	directly	linked	to	ion	channels	and	their	expression	on	the	cell	

membrane.	For	these	reasons,	we	decided	to	focus	our	analysis	in	the	expression	of	ion	channels	

genes	 (Fig4	D-F).	The	RNAseq	analysis	between	D1R	and	D2R	WT	allowed	us	 to	 explain	 some	



intrinsic	properties	features	such	as	the	voltage	sag	almost	non-existent	 in	the	D1R	type	or	the	

higher	 impedance	 in	 D1R	 type.	 Some	 studies	 showed	 that	 HCN1	 channels	 which	 underlie	 a	

neuronal	hyperpolarization-activated	cationic	current	(Ih)	 is	one	of	the	most	 important	channel	

involved	in	sag	response	and	also	in	the	impedance	amplitude	(Chen	et	al.,	2009).	In	our	study,	

we	can	see	that	HCN1	is	highly	expressed	in	D2R	than	D1R	WT	confirming	the	previous	literature	

(Fig4D).	 Another	 channel	 highly	 expressed	 in	 D2R	 compared	 to	 D1R	 WT	 is	 the	 potassium	

voltage-gated	 channel	 subfamily	 D	 member	 2	 (Kcnd2)	 (Fig4D).	 Some	 studies	 showed	 its	

implication	 in	mediating	 the	 transient	 outward	 K+	 current	which	 allow	 a	 faster	 repolarization	

phase	 (Zhu	et	al.,	1999).	Our	 findings	correlate	by	 the	 fact	 that	AP	half-width	 is	 lower	 for	D2R	

than	 D1R	 WT	 meaning	 a	 faster	 repolarization	 of	 D2R	 cell-type.	 Then,	 we	 have	 a	 higher	 ion	

channel	gene	expression	of	G-protein-activated	inward	rectifier	potassium	channel	2	(Kcnj6)	into	

D2R	than	D1R	WT	(Fig4D).	These	channels	regulate	the	neuronal	excitability	and	the	presence	of	

a	high	level	in	D2R	compare	to	D1R	WT	could	explain	a	higher	rheobase	in	D2R	WT	neurons.	

Our	electrophysiological	recordings	showed	that	D1R	WT	and	D1R	KO	were	presenting	

more	differences	than	D2R	WT	and	D2R	KO.	After	RNAseq	analysis,	we	can	observe	than	D1R	WT	

versus	D1R	KO	presented	higher	ion	channels	gene	products	differently	expressed	than	D2R	WT	

and	D2R	KO.	This	finding	suggests	that	D1R	KO	intrinsic	properties	are	more	affected	by	the	lost	

of	FMRP	than	D2R	KO.	

	

Transcription	factors	differences	between	D1R	and	D2R	WT	and	KO	

Our	study	is	a	starting	point	for	other	studies	and	we	are	providing	a	dataset	allowing	to	

manipulate	different	cell-types	into	the	PL.	The	transcription	factors	are	proteins	that	control	the	

rate	 of	 transcription	of	 genetic	 information	 from	DNA	 to	mRNA.	Thanks	 to	 these	 transcription	

factors,	 we	 could	 target	 genetically	 one	 specific	 subpopulation	 leading	 to	 transgenic	 mice.	

Another	option	is	to	target	one	subpopulation	using	immunohistochemistry	because	into	PL	area,	

the	labeling	D1R	or	D2R	didn’t	work	for	us.	For	example,	we	observed	a	higher	expression	of	the	

nuclear	 factor	 1B	 (Nf1b)	 gene	 into	 D2R	 than	 D1R	WT	 (Fig4G).	 One	 study	 indicate	 that	 Nf1b	

proteins	 may	 play	 an	 important	 role	 in	 regulating	 tissue-specific	 gene	 expression	 during	

mammalian	embryogenesis	(Chaudhry	et	al.,	1997).		

We	also	observed	than	the	comparison	between	WT	and	Fmr1-KO	mice	from	the	same	

cell-type	showed	a	higher	expression	of	transcription	factors	in	Fmr1-KO	mice	(Fig4H,	I).	These	

findings	suggest	a	high	regulation	of	the	transcription	factors	by	the	FMRP	protein.	

	

Cell	Adhesion	Molecules	detection	after	single-cell	RNAseq		



CAMs	 are	 a	 subset	 of	cell	 adhesion	proteins	 located	 on	 the	 cell	 surface	involved	

in	binding	with	other	cells	or	with	the	extracellular	matrix	in	the	process	called	cell	adhesion.	We	

observed	 4	 genes	 significantly	 different	 between	 D1R	 and	 D2R	 WT,	 which	 can	 explain	 the	

differences	 in	neuronal	 connectivity	at	 the	molecular	 level.	One	 fact	 interesting	 is	 that	D1R	KO	

mice	present	a	higher	number	of	gene	products	different	from	D1R	WT	that	D2R	KO	versus	D2R	

WT.	This	finding	could	suggest	that	D1R	KO	is	differently	connected	to	the	local	network	as	well	

as	to	the	overall	brain	network.		

	

	

Fig	5:	Circa	plots	of	protein-protein	interactions	(PPI)	of	mRNA	genesets	differentially	expressed	between	D1R	and	D2R	

WT	 cell-type.	 (A)	 Circa	 plot	 showing	 the	 PPI	 of	 ASD	 risk	 genes	 highly	 expressed	 in	 D1R	WT	 neurons.	 (B)	 Circa	 plot	

showing	the	PPI	of	ASD	risk	genes	highly	expressed	in	D2R	WT	neurons.	

Protein-Protein	Interactions	(PPI)	

The	RNA	sequencing	analysis	showed	different	categories	of	genes	and	also	genes,	which	

were	differently	expressed	between	D1R	versus	D2R	 type	 (557	genes).	These	data	 represent	a	

starting	 point	 for	 further	 studies,	 especially	 studies	 going	 towards	 disease	model.	We	 decided	

modeling	 a	 PPI	 only	 with	 Autism	 Spectrum	 Disorder	 (ASD)	 risk	 genes.	 Also,	 for	 a	 better	

understanding,	we	decided	to	cluster	our	PPI	in	two	figures.	These	figures	are	showing	ASD	risk	

genes	highly	expressed	in	D1R	or	in	D2R	WT	neurons	(respectively,	Fig5	A	and	B).	This	database	

can	also	provide	us	an	information	about	which	subpopulation	can	be	more	affected	by	a	specific	

gene	mutation	involved	in	ASD	mouse	model.	For	example,	Pxdn	mutation	has	been	detected	in	

ASD	patient	and	an	interaction	is	done	with	Pxdn	in	D1R	type	(Fig5A).	This	finding	can	suggest	a	

bigger	 impact	 on	 D1R	 type	 cells	 in	 the	 PL	 for	 a	 Pxdn	 mutation,	 leading	 to	 a	 dopaminergic	

modulation	deficit	and	then,	to	a	learning	deficit.		

	

Discussion	



This	 study	 used	 electrophysiology,	 morphology,	 connectivity	 and	 mRNA	 expression	

profiling	to	evaluate	the	divergence	between	D1R	and	D2R	pyramidal	neurons	of	PL	area	both	in	

WT	 and	 Fmr1-KO	 mice.	 We	 first	 showed	 a	 difference	 in	 electrophysiological	 profiles	 and	

morphology,	 followed	by	a	clustering	based	on	 the	 intrinsic	properties.	Then,	we	determined	a	

preference	 of	 cell-type	 for	 three	 different	 regions	 for	 D1R	 and	 D2R	 WT	 mice.	 Therefore,	 we	

analyzed	the	mRNA	expressing	profiles	of	D1R	and	D2R	WT	and	KO	into	different	categories.	We	

finished	by	a	protein-protein	 interaction	analysis	based	on	ASD	risk	genes	expressed	 into	D1R	

and	D2R	WT	pyramidal	neurons.	These	results	expand	our	understanding	of	DR	pyramidal	cells	

into	 the	 PL	 in	WT	 and	Fmr1-KO	mice,	with	 both	 important	 implications	 for	 cognitive	 function	

impaired	in	disease	and	therapeutical	target	for	FXS.	

Seong	and	Carter	were	not	 the	only	authors	reporting	distinct	neuronal	populations	 in	

the	 PL	 cortex.	 Dembrowet.	 al.	 (2010)	 used	 retrograde	 markers,	 which	 were	 injected	 in	 the	

contralateral	PL	cortex	 (COM)	and	 the	pons	 (CPn).	The	 two	populations	showed	an	 interesting	

overlap	with	the	populations	reported	by	Seong	et	al.	More	specifically,	the	COM	neurons	showed	

high	RN,	a	weak	voltage	sag	ratio	and	a	trend	in	a	hyperpolarized	membrane	potential	compared	

to	CPn	neurons.	A	possibility	arises	that	COM	neurons	are	the	same	as	the	D1R	neurons	reported	
by	Seong	and	al.	Both	studies	presented	morphological	data	of	the	recorded	neurons,	were	both	

the	 COM	 and	 D1R	 neurons	 showed	 significant	 smaller	 total	 apical	 dendritic	 length	 and	 less	

complex	than	CPn	and	COM	neurons,	respectively.	These	properties	contrast	with	D2R	neurons,	

but	 are	 similar	 to	 other	 subpopulations	 of	 L5	 pyramidal	 neurons	 in	 the	 PFC	 (Kawaguchi,	

1993;	Yang	 et	 al,	 1996)	 that	 have	 unique	 projection	 targets	 (Morishima	 and	 Kawaguchi,	

2006;	Dembrow	et	al.,	2010;	Gee	et	al.,	2012).	One	interesting	possibility	is	that	D1R	neurons	also	

make	 distinct	 connections	 onto	 other	 neurons	 in	 the	 local	 circuit.	 This	 could	 support	 the	

recurrent	 excitation	 required	 for	 the	 persistent	 activity	 thought	 to	 underlie	 working	 memory	

(Goldman-Rakic,	 1995;	Miller	 and	 Cohen,	 2001).	 Our	 results	 also	 indicate	 a	 clear	 clustering	

between	 D1R	 and	 D2R	 WT	 pyramidal	 neurons	 based	 on	 intrinsic	 properties	 indicating	

differences	in	ion	channels	expression.	These	data	allow	us	to	obtain	a	database	and	by	the	fact	

can	help	us	to	determine	some	deficits	in	FXS	mice.	

FMRP	is	capable	of	supporting	protein-protein	interactions,	which	can	directly	regulate	

properties	of	ion	channel	proteins,	such	as	the	(potassium)	K+	channels	Slack	and	BK	(Brown	et	

al.,	 2010;	Deng	et	 al.,	 2013),	 as	well	 as	 calcium	(Ca2+)	 channels	 (Ferron	et	al.,	 2014).	FMRP	can	

therefore	potentially	influence	neuronal	excitability	through	multiple	mechanisms:	by	regulating	

translation	of	a	diverse	array	of	proteins	that	indirectly	set	neuronal	excitability,	and	through	a	

translation-independent	role	by	interacting	directly	with	a	number	of	membrane	ion	channels	to	

alter	 cellular	excitability.	Our	 results	 show	 lesser	difference	between	D1R	and	D2R	KO	 than	 in	

WT.	The	data	show	a	higher	number	of	intrinsic	properties	differences	in	D1R	KO	compared	with	

the	same	cell-type	in	WT	suggesting	a	bigger	deficit	into	D1R	KO	neurons	than	D2R	KO	(Wang	et	

al.,	2008).	These	findings	indicate	a	possible	impairment	in	ion	channels	expression	into	D1R	KO.		



Some	studies	demonstrated	that	the	lost	of	FMRP	can	lead	to	an	overexpression	of	some	

mRNA	 (Liu	 et	 al.,	 2018;	 Thomson	 et	 al.,	 2017).	 Different	 studies	 highlighted	 the	 fact	 that	 an	

overexpression	 of	 specific	 transcription	 factors	 allow	 a	 different	 cellular	 differentiation	

(Hirayama	et	al.,	2017).	Then,	it	is	known	that	CAM	are	responsible	of	the	cell	adhesion	into	the	

extracellular	matrix	and	also	 involved	 in	pre-	and	post-	synaptic	 formation	(Washbourne	et	al.,	

2004).	Our	data	indicate	an	overexpression	especially	for	the	D1R	KO	cell-type	for	the	three	main	

categories	 that	 we	 identified	 such	 as	 ion	 channels,	 transcription	 factors	 and	 CAM.	 This	 data	

indicate	a	possible	differentiation	of	D1R	KO	cell-type,	or	a	remodeling	aspect	of	this	specific	cell-

type	 inside	 the	 PL	 and	 also	 a	 modification	 of	 the	 intrinsic	 properties.	 These	 findings	 seem	

indicate	 that	 D1R	KO	 pyramidal	 neurons	 are	more	 affected	 by	 the	 lost	 of	 FMRP	 than	D2R	KO	

neurons.	

Based	in	our	PPI	analysis,	it	seems	to	have	more	probabilities	than	D2R	WT	neurons	are	

affected	than	D1R	WT	neurons.	However,	it	seems	to	be	the	opposite.	One	explanation	could	be	

that	there	is	still	a	lack	in	database	allowing	the	construction	of	this	PPI	analysis.		

In	 conclusion,	 our	 data	 allow	 a	 full	 classification	 of	 D1R	 and	 D2R	WT	 neurons	 of	 PL.	

Further,	this	database	can	be	crucial	for	disease	model	comparison	as	we	also	used	to	compare	

with	FXS.	Then,	 the	data	obtained	 for	D1R	and	D2R	KO	can	 lead	 to	new	therapeutic	 target	and	

allow	a	possible	understanding	in	the	neuronal	modulation	deficit	during	memory	formation	in	

FXS.	
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2.2. Intrinsic	excitability	properties	in	a	BLA-projecting	PL	neurons	



This	manuscript	 allows	 a	 better	 understanding	 on	 the	 processes	 involved	 in	memory	

formation	 occurring	 into	 PL	 area	 and	 more	 precisely	 in	 BLA-projecting	 PL	 neurons.	 Fear 

conditioning induces plasticity of intrinsic excitability in specific neuronal populations of the PL region 

of the mPFC. The changes occur in neurons projecting to the amygdala, but not in those projecting to 

the contra-lateral PL. Then, this form of plasticity is dependent on learning. 
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Summary	

The	medial	prefrontal	cortex	plays	an	important	role	in	the	encoding	and	expression	of	

fear	memories,	as	well	as	 in	their	extinction.	However,	the	specific	way	in	which	information	is	

acquired	and	stored	in	the	brain	depends	largely	on	the	functional	and	anatomical	connectivity	

between	 various	 brain	 regions.	 More	 specifically,	 the	 long-range	 connectivity	 of	 different	

neuronal	 types	 could	 cause	 certain	 neuronal	 populations	 to	 be	 preferentially	 involved	 in	

information	processing	in	a	learning	paradigm.	We	investigated	this	hypothesis	by	studying	the	

plasticity	of	intrinsic	excitability	in	the	prelimbic	(PL)	part	of	the	mPFC	in	two	defined	neuronal	

groups:	 those	 projecting	 to	 the	 ipsilateral	 amygdala	 and	 those	 projecting	 to	 the	 contralateral	

mPFC.	 We	 used	 contextual	 fear	 conditioning	 together	 with	 retrograde	 tracing	 and	 whole-cell	

electrophysiological	 recordings	 of	 labeled	 pyramidal	 neurons	 in	 adult	 2-3	 month	 old	 male	

C56BL/6J	mice.	We	 show	 that	 BLA-projecting	 neurons	 display	 learning-dependent	 changes	 in	

neuronal	 excitability	 following	 contextual	 fear	 conditioning.	 In	 contrast,	 the	 excitability	 of	

neurons	 projecting	 to	 the	 contralateral	 mPFC	 does	 not	 differ	 between	 trained	 and	 control	

animals.	 Together,	 these	 results	 indicate	 that	 learning-induced	 changes	 in	 intrinsic	 excitability	

are	 not	 generalized	 across	 all	 PL	 neurons	 but	 instead	 are	 defined	 by	 the	 neurons’	 long-range	

projection	targets.	

 

Introduction	

Associative	memories	are	gradually	stored	and	stabilized	within	the	neocortical	circuits	

during	 the	 course	 of	 systems-level	memory	 consolidation	 [1-3].	As	 such,	 the	medial	 prefrontal	



cortex	(mPFC)	provides	a	pivotal	role	due	to	its	critical	involvement	in	executive	processes	that	

include	decision-making,	goal-oriented	action,	error	detection	and	memory	 [4-5].	Moreover,	 its	

connectivity	 with	 a	 diversity	 of	 subcortical	 brain	 regions	 implicated	 in	 the	 processing	 of	

emotional	 states	places	 it	 in	 a	 strategic	position	 for	mediating	 adaptive	behaviour	 through	 the	

control	 of	 emotional	 responses	 [5].	 For	 example,	 the	mPFC	 is	 interconnected	with	 the	 ventral	

hippocampus	[6]	and	the	basolateral	amygdala	(BLA;	[7-10]),	thereby	mediating	the	formation	of	

long-lasting	associations	between	environmental	contexts	and	threatening	cues.	Indeed,	it	is	now	

well	established	that	the	mPFC	plays	a	critical	role	in	the	acquisition,	consolidation	and	storage	of	

fear	memories	[11-13]	as	well	as	in	their	expression	and	extinction	[14-16].		

Learning	and	memory	are	typically	studied	in	the	context	of	activity-dependent	changes	

in	 synaptic	 strength.	However,	 it	 is	 now	 clear	 that	 learning	 and	 different	 patterns	 of	 neuronal	

activity	 can	 also	 induce	 diverse	 non-synaptic	 forms	 of	 plasticity	 such	 as	 localized	 or	 global	

changes	in	the	intrinsic	excitability	of	a	neuron	[17-22].	Learning-induced	intrinsic	plasticity	has	

been	 demonstrated	 in	 various	 behavioural	 tasks	 [20],	 including	 fear	 conditioning	 [23-27].	

However,	despite	an	increasing	interest	in	learning-induced	changes	in	intrinsic	excitability,	the	

identity	of	the	neuronal	types	and	cellular	mechanisms	underlying	fear	memory	acquisition	and	

expression	 in	 the	 mPFC	 are	 still	 largely	 unknown.	 The	 mPFC	 contains	 several	 distinct	

populations	of	neurons	that	are	defined	by	their	projections	to	different	brain	areas.	This	 long-

range	 connectivity	 might	 therefore	 determine	 the	 way	 in	 which	 mPFC	 neurons	 are	 recruited	

during	learning	[28].		

To	explore	this	question	we	used	a	combination	of	retrograde	labelling,	contextual	fear	

conditioning,	 and	 whole-cell	 patch-clamp	 recordings	 to	 characterize	 properties	 of	 defined	

projection	neurons	following	learning.	We	focused	on	the	prelimbic	cortex	(PL),	an	mPFC	region	

implicated	 in	the	acquisition	and	expression	of	conditioned	fear	[5].	We	focussed,	 in	particular,	

on	two	populations	of	PL	neurons:	those	projecting	to	the	ipsilateral	basolateral	amygdala	(BLA)	

and	those	projecting	to	the	contralateral	mPFC.	Here,	we	report	that	contextual	fear	conditioning	

results	in	learning-dependent	changes	in	the	intrinsic	properties	of	PL	neurons.	Importantly,	we	

demonstrate	 that	 intrinsic	plasticity	does	not	 occur	 globally	 in	 the	PL	but	 is	 instead	 limited	 to	

specific	neuronal	populations	defined	by	their	projection	targets.	

Results	

Learning	induced	changes	in	the	intrinsic	excitability	of	BLA-projecting	PL	neurons	

The	 mPFC	 and	 the	 BLA	 are	 reciprocally	 connected	 and	 the	 interaction	 of	 the	 two	

structures	is	necessary	for	the	acquisition,	expression	and	extinction	of	conditioned	fear	memory	

[29-37].	In	order	to	investigate	the	effect	of	 fear	conditioning	on	the	intrinsic	excitability	of	the	

BLA-projecting	 neurons,	 we	 measured	 the	 subthreshold	 properties	 of	 these	 neurons	 in	 two	

groups	of	mice:	COND	and	CTX	 (Figure	1	and	Supplementary	Table	1).	We	 found	 that	neurons	

from	COND	mice	had	more	depolarised	resting	membrane	potentials	(RMP)	compared	to	those	



from	CTX	mice	(p	=	0.0016).	No	differences	between	the	two	behavioural	groups	were	present	in	

the	neuronal	 input	 resistance	 (RN;	p	 =	 0.53),	 resonance	 frequency	 (fR;	p	 =	 0.28),	 sag	 ratio	 (p	 =	

0.50),	 membrane	 time	 constant	 (τ)	 in	 both	 the	 depolarising	 (p	 =	 0.68)	 and	 hyperpolarising	

directions	(p	=	0.48)	and	in	the	rheobase	(p	=	0.45).		

We	 then	probed	changes	 in	 the	properties	of	 single	action	potentials	 (APs;	Figure	2A).	

While	APs	have	traditionally	been	perceived	as	binary	signals	that	transmit	information	via	their	

rate	and	 temporal	pattern,	 this	view	 is	now	being	challenged.	Emerging	evidence	suggests	 that	

the	AP	waveform	is	an	important	carrier	of	information.	It	is	responsible	for	regulating	calcium	

influx	and	transmitter	release	at	the	synapse	as	well	as	the	temporal	pattern	of	AP	firing	[38-39].	

We	 found	 that	 the	BLA-projecting	neurons	 from	COND	mice	 fired	APs	 that	had	a	 slower	 initial	

maximum	rate	of	rise	(dV/dt;	p	=	0.026	and	a	longer	half-width	(p	=	0.035)	than	those	from	CTX	

mice	 (Figure	 2B-E).	 There	was	 no	 difference	 in	 the	AP	 threshold	 (p	 =	 0.11)	 or	 amplitude	 (p	 =	

0.37)	between	these	neurons	(Supplementary	Table	1).	Because	of	these	specific	changes	in	AP	

waveform	we	probed	changes	in	the	first	interspike	interval	(ISI).	We	observed	a	strong	but	not	

significant	trend	towards	an	increased	first	ISI	 in	COND	mice	when	compared	to	CTX	mice	(p	=	

0.0504;	 Figure	 2F)	 suggesting	 that	 the	 slower	 AP	 kinetics	 of	 neurons	 from	 COND	mice	 could	

reduce	the	AP	firing	frequency	in	these	neurons.	

	The	post-burst	afterhyperpolarisation	(AHP)	is	an	important	regulator	of	neuronal	firing	

rates	[40].	It	consists	of	the	medium	(mAHP)	and	slow	AHP	(sAHP)	components,	both	mediated	

by	Ca2+	activated	K+	channels	[41-42].	The	mAHP	is	activated	within	milliseconds	following	the	

AP	and	has	a	decay	time	of	50-200	ms.	The	sAHP	on	the	other	hand	reaches	its	maximum	peak	

over	 several	 hundred	 milliseconds	 and	 decays	 over	 the	 course	 of	 seconds	 [42].	 Learning	

dependent	 changes	 in	 the	 post-burst	 AHP	 have	 been	 shown	 to	 be	 induced	 by	 a	 variety	 of	

behavioural	tasks	including	spatial	learning	and	fear	conditioning	[40-45].	

We	found	that	fear	conditioning	caused	an	increase	in	the	amplitude	of	the	mAHP	in	the	

BLA-projecting	neurons	at	frequencies	of	60-100Hz	(p	<	0.05;	Figure	2G,H).	The	amplitude	of	the	

mAHP	depends	on	the	frequency	of	APs	[41].	In	agreement	with	this,	we	found	a	significant	effect	

of	AP	 frequency	on	 the	amplitude	of	mAHP	regardless	of	 the	behavioural	condition	 tested	(p	<	

0.0001).	Similarly	to	the	mAHP,	the	sAHP	was	significantly	increased	in	BLA-projecting	neurons	

from	COND	mice	when	compared	to	those	from	CTX	mice	(p	=	0.02;	Figure	2I,J).		

The	 aforementioned	 changes	 in	 ISI,	 mAHP,	 and	 sAHP	 would	 be	 expected	 to	 drive	

changes	 in	 the	 AP	 firing	 patterns	 of	 neurons	 from	 COND	 mice.	 Surprisingly,	 we	 found	 no	

difference	 in	 the	 number	 of	 APs	 fired	 by	 the	 BLA-projecting	 neurons	 at	 any	 of	 the	 current	

intensities	tested	by	neurons	from	COND	and	CTX	mice	(p	=	0.25;	Figure	2K,L).	Also,	no	between	

group	differences	were	observed	in	the	maximum	number	of	APs	elicited	by	these	neurons	(p	=	

0.22;	Figure	2M).		

 



mPFC	projecting	neurons	display	no	changes	following	conditioning	

The	 PL	 is	 strongly	 interconnected	 with	 other	 regions	 of	 the	 mPFC	 [33,	 46]	 and	 the	

interhemishperic	 communication	 might	 be	 important	 for	 mediating	 responses	 to	 stressful	

situations	 [47].	 For	 this	 reason	 we	 also	 measured	 the	 intrinsic	 properties	 of	 PL	 neurons	

projecting	 to	 the	 contralateral	mPFC.	 However,	 in	 contrast	 to	 the	 BLA-projecting	 neurons,	 we	

found	that	the	RMP	of	the	mPFC-projecting	neurons	did	not	differ	between	COND	and	CTX	mice	

(p	=	0.73;	Supplementary	Table	2).	We	also	 found	no	between	group	differences	 in	 the	RN	(p	=	

0.98),	 fR	 (p	 =	 0.89),	 sag	 ratio	 (p	 =	 0.12),	membrane	 τ	 in	 both	 the	 depolarising	 (p	 =	 0.75)	 and	

hyperpolarising	directions	(p	=	0.06)	and	in	the	rheobase	(p	=	0.32;	Supplementary	Table	2).	

We	 next	 investigated	 the	 AP	 properties	 of	 mPFC-projecting	 neurons	 following	 fear	

conditioning.	 In	 contrast	 to	 the	 BLA-projecting	 neurons,	 fear	 conditioning	 did	 not	 alter	 the	

maximum	 dV/dt	 (p	=	 0.88)	 or	 the	 AP	 half-width	 (p	=	 0.071)	 of	 the	 mPFC-projecting	 neurons	

(Figure	3A-E).	Also	the	AP	threshold	(p	=	0.17)	and	amplitude	(p	=	0.30)	(Supplementary	Table	2)	

as	well	as	the	first	ISI	(p	=	0.38;	Figure	3F)	did	not	differ	in	neurons	from	COND	and	CTX	mice.	

The	investigation	of	the	post-burst	AHP	revealed	that	the	behavioural	group	had	also	no	

effect	 on	 the	 amplitude	 of	 the	 mAHP	 in	 the	 mPFC-projecting	 neuronal	 population	 (p	 =	 0.91;	

Figure	3G,H).	However,	due	to	the	dependence	of	mAHP	amplitude	on	AP	frequency	we	found	a	

significant	 increase	 in	mAHP	 amplitude	with	AP	 frequency	 (p	 <	 0.0001).	No	 differences	 in	 the	

amplitude	 of	 the	 sAHP	 were	 present	 between	 COND	 and	 CTX	 mice	 in	 the	 mPFC-projecting	

neurons	(p	=	0.60;	Figure	3I,J).	Finally,	the	analysis	of	the	mPFC-projecting	neurons	also	did	not	

reveal	any	differences	in	the	number	of	APs	elicited	at	any	current	intensity	(p	=	0.86)	or	in	the	

maximum	number	of	APs	fired	by	neurons	from	COND	and	CTX	mice	(p	=	0.83;	Figure	3K-M).	

These	 results	 show	 that	 contextual	 fear	 conditioning	 causes	 neuronal-population	

specific	changes	in	intrinsic	excitability	in	the	PL.	These	changes	suggest	an	overall	reduction	in	

the	intrinsic	excitability	of	BLA-projecting	neurons,	but	are	absent	in	mPFC-projecting	neurons.	

 

Intrinsic	plasticity	of	BLA-projecting	neurons	is	driven	by	learning	

We	 found	 that	contextual	 fear	conditioning	causes	 long-lasting	changes	 in	 the	 intrinsic	

excitability	of	BLA-projecting	PL	neurons.	However,	 the	 footshock	that	the	mice	are	exposed	to	

during	training	is	also	a	stressful	and	mildly	painful	experience.	It	is,	therefore,	not	clear	whether	

the	observed	changes	in	excitability	are	learning-dependent	or	whether	they	could	arise	from	the	

pain	and/or	 stress	associated	with	 the	 footshock.	This	 is	 an	 important	 consideration	given	 the	

fact	that	neurons	in	the	mPFC	are	known	to	be	required	for	pain-related	aversion	learning	[36].	

Moreover,	 some	mPFC	 neurons	 have	 been	 shown	 to	 respond	 selectively	 to	 the	 expectation	 of	

aversive	events	[31-41].	In	order	to	control	for	the	aversive	effect	of	the	footshock	on	neuronal	

excitability	we	measured	 the	 intrinsic	 excitability	 in	 a	 second	 control	 group	 –	 the	 IMM	 group	



(Experimental	 procedures).	 In	 contrast	 to	 COND	 mice,	 IMM	 mice	 do	 not	 form	 an	 association	

between	the	context	and	the	aversive	event	(as	measured	by	freezing)	and	this	is	known	as	the	

immediate	 shock	 deficit	 [42-43].	 Using	 this	 control	 allowed	 us	 to	 compare	 the	 changes	 in	

intrinsic	plasticity	of	neurons	 from	mice	 that	had	successfully	undergone	conditioning	 to	 those	

that	did	not	despite	having	been	exposed	to	the	same	aversive	stimulus	(Figure	1A,B).		

Given	 that	 fear	 conditioning	 did	 not	 induce	 intrinsic	 plasticity	 in	 the	mPFC-projecting	

neuronal	population,	we	limited	our	investigation	to	BLA-projecting	neurons.	The	analyses	of	the	

subthreshold	 parameters	 of	 intrinsic	 excitability	 revealed	 that	 neurons	 from	 COND	 mice	 had	

significantly	more	depolarised	RMP	compared	to	those	from	IMM	mice	(p	<	0.05).	No	statistically	

significant	 difference	 was	 present	 between	 the	 RMP	 of	 CTX	 and	 IMM	 mice	 (p	 ≥	 0.05;	

Supplementary	 Table	 3).	We	 found	 no	 significant	 between-group	 differences	 in	 the:	 RN	(p	=	

0.54),	 fR	 (p	 =	 0.40),	 sag	 ratio	 (p	 =	 0.76),	membrane	τ	 in	both	 the	depolarising	 (p	 =	 0.063)	 and	

hyperpolarising	directions	(p	=	0.79)	and	 in	the	rheobase	(p	=	0.50;	Supplementary	Table	 3).	

These	results	indicate	that	the	depolarised	shift	in	the	RMP	was	specific	to	neurons	from	COND	

mice.	On	the	other	hand	fear	conditioning	did	not	alter	any	of	the	other	subthreshold	parameters	

measured.	

Next,	we	analysed	the	AP	kinetics	(Figure	4A).	We	found	that	neurons	 from	the	COND	

mice	had	a	significantly	slower	maximum	dV/dt	compared	to	those	from	the	IMM	mice	(p	<	0.05).	

There	were	no	differences	between	the	maximum	dV/dt	of	neurons	from	CTX	and	IMM	mice	(p	≥	

0.05;	Figure	 4B,C).	Additionally	we	 found	that	neurons	 from	the	COND	group	had	significantly	

longer	AP	half-widths	compared	to	those	from	the	IMM	group	(p	<	0.05).	There	was	no	significant	

difference	in	the	AP	half-width	between	the	neurons	from	CTX	and	IMM	mice	(p	≥	0.05;	Figure	

4D,E).	 Fear	 conditioning	 did	 not	 alter	 the	 AP	 threshold	 (p	 =	 0.068)	 or	 amplitude	 (p	 =	 0.51;	

Supplementary	 Table	 3).	 Finally,	 the	 analysis	 of	 the	 first	 ISI	 did	 not	 reveal	 any	 differences	

between	 neurons	 from	 IMM,	 COND	 and	 CTX	mice	 although	 a	 strong	 trend	 towards	 significant	

inter-group	differences	was	present	(p	=	0.0522;	Figure	4F).	These	results	show	that	changes	in	

the	AP	kinetics	occur	only	in	neurons	from	COND	mice	and	are	absent	in	neurons	from	CTX	and	

IMM	mice.	Fear	conditioning,	however	has	no	effect	on	the	AP	threshold	or	amplitude.		

We	 then	 analysed	 the	 amplitude	of	 the	mAHP	and	 sAHP	 (Figure	 4G,I).	We	 found	 that	

cells	 from	 the	 COND	 mice	 had	 increased	 mAHP	 when	 compared	 to	 those	 from	 IMM	 mice	 at	

frequencies	 between	 40-100	 Hz	 (40-60	 Hz:	 p	 <	 0.05,	 80-100	 Hz:	 p	 <	 0.01).	 No	 significant	

differences	 in	 the	mAHP	were	present	between	neurons	 from	CTX	and	 IMM	mice	(Figure	 4H).	

Moreover,	 as	 before	we	 found	 a	 significant	 effect	 of	 the	AP	 frequency	 on	 the	 amplitude	 of	 the	

mAHP	 (p	 <	 0.0001).	 Similarly	 to	 the	mAHP,	 the	 sAHP	was	 significantly	 larger	 in	neurons	 from	

COND	 mice	 when	 compared	 to	 those	 from	 IMM	 mice	 (p	 <	 0.05).	 There	 was	 no	 significant	

difference	between	 the	 sAHP	of	neurons	 from	CTX	and	 IMM	mice	 (p	≥	0.05;	Figure	 4J).	These	

results	 indicate	 that	 the	 increase	 in	 the	post-bust	AHP	observed	 in	 the	BLA-projecting	neurons	

following	fear	conditioning	was	learning-dependent.	



Finally,	as	before,	we	 found	no	effect	of	 contextual	 fear	conditioning	on	 the	number	of	

APs	 fired	 in	 response	 to	 depolarising	 steps	 at	 any	 current	 intensity	 (p	 =	 0.24;	 Figure	 4K,L).	

Similarly,	 the	 maximum	 number	 of	 APs	 elicited	 was	 comparable	 in	 neurons	 from	 all	 three	

behavioural	groups	(p	=	0.27;	Figure	4M).	

To	summarise,	we	found	that	fear	conditioning	results	in	learning-dependent	changes	in	

the	 intrinsic	 properties	 of	 PL	 neurons.	 These	 are:	 a	 depolarised	 shift	 in	 the	 RMP,	 a	 slower	

maximum	dV/dt,	a	longer	AP	half-width	and	an	increase	in	the	post-burst	AHP.	We	demonstrate	

that	these	changes	are	learning	dependent	because	they	occur	only	in	neurons	from	COND	mice	

and	are	absent	in	those	from	CTX	and	IMM	mice.	Furthermore,	we	show	that	changes	in	intrinsic	

excitability	occur	 in	 the	BLA-projecting	but	not	 in	 the	mPFC-projecting	neurons.	This	 indicates	

that	learning-induced	intrinsic	plasticity	does	not	occur	globally	in	the	PL	but	is	instead	limited	

to	 specific	neuronal	populations,	which	can	be	distinguished	based	on	 the	neurons’	 long-range	

projection	targets.		

 

Plasticity	modulation	in	BLA-projecting	neurons	alters	memory	retrieval	

In	 order	 to	 determine	 the	 direct	 role	 of	 this	 plasticity	 changes	 on	 the	 behaviour	

response,	 we	 decided	 to	 use	 an	 excitatory	 and	 inhibitory	 DREADD	 approach.	 To	 specifically	

target	BLA-projecting	neurons	into	the	PL,	we	injected	a	vector	containing	a	LoxP	system	into	the	

PL	 and	 a	 retrograde	 vector	 belonging	 a	 Cre	 recombinase	 into	 the	 ipsi	 BLA	 allowing	 the	

expression	of	hM4Di	DREADD	into	BLA-projecting	neurons.	After	memory	retrieval	experiments,	

we	 observed	 a	 significative	 decrease	 of	 freezing	 response	 for	 the	 mice	 under	 CNO	 injection	

compared	 to	 the	 ones	 under	 saline	 (Saline:	 56.61%,	 CNO:	 34.17%,	 p	 =	 0.001).	 These	 results	

suggest	 that	 an	 inhibition	of	 the	 cell	 activity	 and	plasticity	 occurring	 the	 seven	 first	 days	 after	

training	prevent	the	formation	of	the	retrieval	memory	in	BLA-projecting	neurons.	

Then,	we	used	hM3Dq	DREADD	vector	to	determine	if	an	enhancement	of	 the	memory	

retrieval	 would	 be	 possible	 only	 in	 modulating	 the	 plasticity	 of	 BLA-projecting	 neurons.	 We	

observed	an	increase	of	 freezing	response	in	the	animals	receiving	CNO	injections	compared	to	

the	ones	under	saline	(Saline:	30%,	CNO:	53%,	p	=	0.029).	Our	results	 indicate	a	role	crucial	of	

BLA-projecting	 neurons	 in	 the	 construction	 and	 formation	 of	 the	 retrieval	memory	 during	 the	

learning	phases.	

An	 evaluation	 of	 the	 effect	 of	 CNO	on	 the	 relationship	 between	plasticity	 and	 freezing	

response	 changes	 showed	 that	 CNO	 only	 didn’t	 alters	 the	 freezing	 response	 compared	 to	 the	

control	mice	(Saline:	56.61%,	CNO:	60.95%,	p	=	0.127).	This	 finding	allows	us	 to	conclude	 that	

the	 freezing	 response	 effects	 observed	 after	 each	 DREADD	 experiments	 are	 well	 due	 to	 the	

modification	 and	 alteration	 of	 plasticity	 in	 BLA-projecting	 neurons	 in	 the	 early	 phases	 after	

learning.		



 

Discussion	

Fear	 conditioning	 has	 been	 shown	 to	 induce	 intrinsic	 plasticity	 in	 a	 number	 of	 brain	

regions	including	the	hippocampus	[31,	35],	the	BLA	[36,	44],	and	the	infralimbic	cortex	(IL).	Our	

results	confirm	that	fear	conditioning	alters	neuronal	intrinsic	excitability	and	we	expand	on	the	

above	 findings	 by	 showing	 that	 these	 changes	 also	 occur	 in	 the	 PL.	 More	 importantly,	 by	

investigating	 two	 distinct	 neuronal	 populations	 we	 show	 that	 the	 BLA-projecting	 but	 not	 the	

mPFC-projecting	neurons	 are	 altered	by	 fear	 conditioning.	Our	 findings	 are	 in	 agreement	with	

other	 recent	 research	 showing	 that	 fear	 conditioning	 preferentially	 recruits	 selected	 neuronal	

populations	within	 the	 same	brain	 region	 based	 on	 the	 neurons’	 long-range	 projection	 targets	

[44-45].	

The	PL	is	bi-directionally	connected	to	the	BLA	[20,	22,	24]	and	this	pathway	is	believed	

to	 be	 important	 for	 fear	 learning	 and	 expression	 [27-28,	 46-47].	 Indeed,	 fear	 conditioning	 has	

been	shown	to	alter	the	amplitude	of	evoked	field	potentials	at	the	PL-BLA	pathway,	which	then	

positively	 correlates	 with	 freezing	 levels	 during	 memory	 retrieval	 [28].	 Furthermore,	 the	

disruption	 of	 the	 communication	 between	 the	 PL	 and	 the	 BLA	 results	 in	 impairments	 in	 the	

expression	of	fear	memory	[27].	Given	the	importance	of	PL-BLA	communication,	any	alteration	

in	 the	 intrinsic	 excitability	 of	 the	 BLA-projecting	 PL	 neurons	 could	 in	 turn	 influence	 BLA-

mediated	fear	expression	and/or	memory	allocation	to	these	neurons.		

In	 contrast	 to	 the	 BLA-projecting	 neurons,	 we	 found	 now	 no	 change	 in	 the	 intrinsic	

excitability	 of	mPFC-projecting	neurons.	 Could	 this	 therefore	mean	 that	 these	neurons	 are	 not	

recruited	 by	 fear	 conditioning?	 Perhaps	 inter-hemispheric	 communication	 between	 mPFC	

neurons	becomes	necessary	only	in	tasks	requiring	higher	cognitive	processing	such	as	working	

memory,	error	detection	or	decision-making	[48].	Alternatively,	mPFC-projecting	neurons	could	

still	 play	 an	 important	 role	 in	 fear	memory	but	do	 so	 at	more	 remote	 time	points.	 Indeed,	 the	

mPFC	has	been	shown	to	play	a	role	 in	the	consolidation,	storage	and	retrieval	of	remote	 long-

term	memories	[49-53].	A	scenario	in	which	the	mPFC-projecting	neurons	are	recruited	at	more	

remote	time	points	could	therefore	seem	plausible.	On	the	other	hand,	the	early	involvement	of	

the	 BLA-projecting	 neurons	 makes	 sense.	 Fear	 memory	 is	 available	 for	 recall	 as	 early	 as	 2	 h	

following	conditioning	suggesting	that	 the	recruitment	of	 the	PL-BLA	pathway	could	take	place	

from	very	early	time	points.		

Most	 studies	 that	 investigated	 the	 effect	 of	 fear	 conditioning	 on	 intrinsic	 excitability	

report	an	increase	in	excitability	following	learning	in	neurons	of	the	hippocampus	and	amygdala	

[31,	35-36,	44].	This	is	usually	manifested	by	a	reduction	in	the	post-burst	AHP	and/or	increased	

AP	firing	rates	in	response	to	depolarising	current	injections.	In	contrast,	we	observed	no	change	

in	 the	 overall	 number	 of	 AP	 fired	 in	 response	 to	 depolarising	 current	 pulses	 as	 well	 as	 an	

increase	 in	 the	 post-burst	 AHP.	 These	 findings	 are	 therefore	 surprising	 and	 reconciling	 our	



results	with	 previous	 research	 presents	 something	 of	 a	 challenge.	 One	 possible	 reason	 for	 the	

discrepancies	could	be	that	the	rules	governing	learning	in	the	PL	are	different	to	those	for	the	

hippocampus	(reviewed	in	[34]),	amygdala	[36,	44]	or	 IL.	To	our	knowledge	only	one	previous	

study	investigated	the	intrinsic	excitability	of	PL	neurons	following	fear	conditioning,	but	found	

no	changes	in	the	excitability	of	the	overall	population	of	PL	neurons.	However,	this	is	surprising	

given	the	well-established	role	of	the	PL	in	fear	learning	and	expression	[54-55].	Importantly,	our	

study	 suggests	 that	 changes	 in	 the	 intrinsic	 excitability	 only	 occur	 in	 specific	 neuronal	

populations	 of	 the	 PL	 (i.e.	 the	 BLA-projecting	 neurons),	 and	may	 therefore	 not	 be	 seen	 at	 the	

entire	PL	population	level	as	investigated	in	Santini	et	al.	

Another	 reason	 for	 the	 discrepancies	 between	 our	 and	 the	 aforementioned	 studies	

regarding	 the	 direction	 of	 intrinsic	 excitability	 (increase	 versus	 decrease)	 could	 be	 a	

methodological	one	-	the	type	of	behavioural	protocol	used.	Most	studies	 investigating	learning	

induced	 changes	 in	 intrinsic	 excitability	 used	 auditory	 fear	 conditioning	 protocols,	 where	 the	

imminent	occurrence	of	the	shock	is	signalled	by	a	tone	[31,	35-36,	44].	However,	fear	learning	in	

paradigms	were	the	footshock	is	paired	with	a	tone	could	occur	on	different	rules	to	the	one	in	

which	the	presentation	of	the	shock	is	unsignalled.	Indeed,	the	fact	that	the	NMDA	(N-methyl-D-

aspartate)	receptor	mediated	transmission	is	necessary	for	some	but	not	all	forms	of	contextual	

fear	learning	in	the	PL	has	been	demonstrated	by	Gilmartin	&	Helmstetter	[56].	The	blockade	of	

NMDA	receptor	mediated	signalling	with	APV	impairs	the	acquisition	of	contextual	fear	memory	

when	the	footshock	is	paired	with	a	tone.	Interestingly,	when	the	tone	is	presented	but	it	is	not	

paired	 with	 the	 shock,	 the	 infusion	 of	 APV	 has	 no	 effect	 on	 contextual	 fear	 acquisition.	 This	

unexpected	finding	shows	that	mechanisms	supporting	contextual	fear	conditioning	are	not	the	

same	across	all	training	paradigms	[56].		

In	 summary,	 our	 study	 provides,	 for	 the	 first	 time,	 evidence	 for	 learning-induced	

changes	 in	 intrinsic	 excitability	 in	 the	 PL.	 We	 show	 that	 fear	 conditioning	 induces	 intrinsic	

plasticity	 in	 the	PL	 in	a	neuronal	population	 specific	manner.	Moreover,	our	 results	add	 to	 the	

growing	 evidence	 for	 the	 importance	 of	 the	 PL-BLA	 pathway	 in	 fear	memory	 processing.	 The	

functional	consequences	of	 intrinsic	plasticity	of	the	BLA-projecting	PL	neurons	will	depend	on	

the	identity	of	their	postsynaptic	targets	(i.e.	inhibitory	and/or	excitatory	neurons).	For	example,	

intrinsic	plasticity	in	these	neurons	may	impact	on	memory	consolidation	by	changing	the	rules	

for	plasticity	 in	their	associated	neuronal	networks	(for	reviews	see	[34,	57-59]).	 In	conclusion	

this	work	not	only	demonstrates	that	contextual	 fear	conditioning	induces	neuronal	population	

specific	 changes	 in	 intrinsic	 excitability,	 it	 also	 sets	 the	 stage	 for	 understanding	 the	 functional	

role	of	these	changes	for	memory	expression.	

 

 

Experimental	Procedures	



PL	projection	neurons	were	visualised	by	prior	infusions	of	a	retrograde	tracer	Cholera	

toxin	B	(CtB)	into	the	ispilateral	BLA	and/or	the	contralateral	mPFC	of	2-3	month	old	C57BL/6J	

mice	(Figure	1C).	Labelled	neurons	from	both	projection	groups	were	distributed	throughout	the	

superficial	layers	2-3	and	the	deeper	layers	5-6	in	agreement	with	previous	research	[22];	Figure	

1B,	layer	6	not	shown).	For	the	purpose	of	this	study	we	limited	our	recordings	to	layers	2/3	and	

5.		

	One	week	following	surgery	the	mice	were	trained	in	a	contextual	fear	conditioning	task.	

The	mice	were	divided	into	three	behavioural	groups	(Figure	1A):	i)	a	conditioned	group	(COND),	

where	the	mice	received	three	unsignaled	footshocks	(at	1	min	intervals)	preceded	by	2	min	of	

context	exploration,	ii)	a	context	only	group	(CTX),	where	the	mice	explored	the	training	context	

but	received	no	 footshocks	and	 iii)	 the	 immediate	shock	(IMM),	where	 the	mice	received	three	

consecutive	 footshocks	 (at	 1	 s	 intervals)	 immediately	 upon	 placement	 in	 the	 conditioning	

context.	 The	 length	 of	 each	 behavioural	 session	 lasted	 5	 min.	 Electrophysiological	 recordings	

were	performed	1-4	days	following	the	behavioural	session	on	neurons	from	mice	that	had	not	

undergone	memory	 retrieval.	 This	 was	 done	 to	 avoid	 re-exposing	 the	 animals	 to	 the	 training	

context	 in	 the	absence	of	an	electric	shock.	 In	contextual	 fear	conditioning	context	re-exposure	

results	in	a	reduction	of	freezing	responses	and	reverses	learning	induced	changes	in	excitability	

to	levels	observed	in	naïve	animals	[28].	In	order	to	test	for	fear	memory	(as	measured	through	

freezing)	we	re-exposed	on	a	subset	of	mice	 to	 the	 training	context	24	h	after	conditioning.	As	

expected,	COND	mice	showed	robust	learning	by	freezing	significantly	more	than	both	the	CTX	(p	

<	0.001)	and	the	IMM	mice	(p	<	0.001;	Figure	1B).		

	

Supplementary	information	

Experimental	Procedures	

Animals	

The	mice	used	in	all	of	the	experiments	were	C57Bl/6J	mice	obtained	from	Janvier	Labs,	

France.	 The	 mice	 were	 group-housed	 and	 kept	 in	 a	 temperature-regulated	 room	 on	 a	 12	 h	

light/dark	schedule	with	 free	access	 to	 food	and	water.	All	 the	experiments	were	conducted	 in	

the	light	phase	of	the	cycle	and	the	mice	were	at	least	8	weeks	old	at	the	time	of	any	experimental	

manipulation.	 All	 experiments	 were	 performed	 in	 accordance	 with	 the	 European	 Directive	

2010/63/EU	 and	 French	 law	 (approved	 by	 the	 Ethics	 Committee	 of	 Bordeaux,	 authorisation	

number	5012025-A).	

	

Viral	vectors	



Two	AAV2/1	vectors	used	in	this	study	were	cloned	and	packaged	by	the	University	of	

Zurich	Viral	Vector	Core.	Both	vectors	were	suspended	 in	phosphate	buffered	saline	and	stored	

at	 −80C	 until	 injected.	 Expression	 of	 the	 hM3Dq	 DREADD	 (fused	 to	 a	mCherry	 tag)	 or	 hM4Di	

DREADD	 (fused	 to	 a	 mCherry	 tag)	 gene	 was	 restricted	 to	neurons	in	 BLA-projecting	 neurons.	

This	restriction	is	due	to	the	presence	of	a	LoxP	system	inside	the	two	vectors.	The	expression	of	

these	 vectors	 is	 only	 possible	 in	 the	 presence	 of	 the	 AAV2retrohelper	 CMV	 eGFP	 Cre	 (2.1411	

copies/mL)	injected	into	BLA.	

	

Stereotaxic	surgery		

Mice	were	anaesthetised	with	an	isoflurane/air	mix	(4%	for	initial	induction,	and	1.5%-

2%	for	maintenance),	head-fixed	in	a	stereotaxic	apparatus	(David	Kopf	Instruments),	and	placed	

on	 a	 heating	 pad	 (HP-1M,	 Physitemp	 Instruments	 Inc),	 equipped	 in	 a	 rectal	 probe	 (MLT1404,	

Physitemp	 Instruments	 Inc)	 connected	 to	 a	 controller	 (TCAT-2LV,	 Physitemp	 Instruments	 Inc)	

set	to	maintain	the	body	temperature	at	37°C.	An	eye	cream	(Lacrigel,	Europhta)	was	applied	to	

prevent	the	drying	of	the	eyes.	The	fur	on	the	head	was	then	shaved	using	an	electrical	razor	and	

the	mice	were	injected	with	0.1	µl	of	Lurocaïne	(Vetoquinol)	just	underneath	the	scalp	to	provide	

local	 anaesthesia,	 and	 a	 hole	 was	 drilled	 in	 the	 skull.	 Next,	 following	 the	 set	 of	 experiments,	

vectors	 previously	 described	 or	 retrograde	 tracers—the	 Cholera	 toxin	 subunit	 B	 (CtB)	 Alexa	

Fluor	 conjugates	 488	 (CtB	 488;	 C22841,	 Molecular	 Probes)	 and	 594	 (CtB	 594;	 C-22842,	

Molecular	 Probes)—were	 infused	 either	 into	 the	 ipsi	 or	 contralateral	medial	 prefrontal	 cortex	

(Paxinos	 &	 Franklin	 (2001)	mouse	 brain	 atlas;	mPFC;	 1.94	mm	 anterior	 to	 bregma,	 0.30-0.50	

lateral	 to	 bregma,	 2.50	 mm	 ventral	 to	 bregma)	 and/or	 into	 the	 ipsilateral	 (left)	 basolateral	

amygdala	 (BLA;	 1.46	 mm	 posterior	 to	 bregma,	 3.40	 mm	 lateral	 to	 bregma,	 5.00	 ventral	 to	

bregma).	The	tracers	were	infused	at	the	rate	of	50	nl/min.	After	the	infusion	of	100-200	nl,	the	

infusion	rate	was	reduced	to	5	nl/min	for	10	min	after	which	the	injection	needle	was	removed.	

Tracer	 infusions	 were	 performed	 using	 a	 Nanofil	 33	 or	 34	 gauge	 bevelled	 needle	 (World	

Precision	 Instruments)	 attached	 to	 a	 10μl-NanoFil	 microsyringe	 (NanoFil,	 World	 Precision	
Instruments).	 The	 microsyringe	 was	 driven	 by	 an	 electronic	 micro	 pump	 system	

(UltraMicroPump,	 World	 Precision	 Instruments)	 connected	 to	 a	 microprocessor	 controller	

(Micro4,	MicroSyringe	Pump	Controller).	Once	the	infusions	were	complete	the	scull	was	closed,	

the	skin	sutured	and	treated	locally	with	Betadine	(10%,	MedaPharma)	for	local	disinfection,	and	

the	 mice	 were	 injected	 subcutaneously	 with	 an	 analgesic	 Buprenorphine	 (0.01-0.05	 mg/kg,	

Axience).	The	mice	were	allowed	to	recover	for	one	week	before	any	further	experimentation.	

	

Behavioural	Apparatus	

The	mice	were	fear	conditioned	in	a	grey	Perspex	chamber	(length	26	cm,	width	18	cm,	

height:	 25	 cm,	 Imetronic,	 Pessac,	 France)	 with	 a	 metal	 grid	 floor	 that	 could	 be	 electrified	 to	



deliver	a	mild	scrambled	electric	shock.	The	chamber	was	located	inside	a	sound-attenuating	box	

(length:	55	cm,	width:	60	cm,	height:	50	cm;	Imetronic,	Pessac,	France)	and	was	illuminated	by	

four	 small	 overhead	 lights.	 A	 video	 camera	 placed	 above	 the	 conditioning	 box	 allowed	 for	 the	

observation	and	the	recording	of	the	animals’	behaviour.	The	mice	were	tested	for	memory	recall	

either	 in	 the	 same	 chamber	 in	which	 they	had	been	 conditioned	 (SAME)	or	 in	 a	 novel	 context	

(NOVEL).	The	NOVEL	context	was	a	round	cylinder	(diameter	20	cm,	height	27	cm)	with	white	

and	grey	diagonal	stripes.	The	metal	grid	floor	was	replaced	with	a	plastic	floor	tray	covered	with	

sawdust.	

	

Behavioural	procedures	

The	mice	were	divided	into	three	behavioural	groups:	conditioned	(COND),	context	only	

(CTX)	 and	 immediate	 shock	 (IMM).	 All	 mice	 were	 handled	 for	 five	 days	 before	 the	 onset	 of	

training.	On	the	day	of	the	training	the	mice	were	placed	in	the	fear-conditioning	chamber	for	a	5	

min	long	behavioural	session.	The	COND	mice	were	allowed	to	explore	the	context	for	2	min	after	

which	they	received	three	unsignalled	footshocks	(1	s	in	duration,	0.5	mA).	Each	footshock	was	

separated	by	a	1	min	interval.	After	the	delivery	of	the	last	shock	the	COND	mice	remained	in	the	

conditioning	 chamber	 for	 an	additional	minute	before	being	 removed	and	placed	back	 in	 their	

home	 cage.	The	CTX	mice	were	 also	placed	 in	 the	 conditioning	 chamber	but	 in	 contrast	 to	 the	

COND	mice	they	did	not	receive	any	footshocks	and	were	allowed	to	 freely	explore	the	context	

for	 the	entire	5	min.	The	 IMM	mice	 received	 three	unsignalled	 footshocks	 (1	 s	 in	duration,	0.5	

mA)	immediately	upon	placement	in	the	conditioning	context.	Each	shock	was	separated	by	a	1	s	

interval.	After	the	delivery	of	the	last	shock,	the	IMM	mice	remained	in	the	conditioning	chamber	

for	 the	 remaining	 5	 min	 before	 being	 placed	 back	 in	 their	 home	 cages.	 The	 COND	 group	

constituted	 the	 learning	 group	 whereas	 the	 CTX	 and	 IMM	mice	 were	 used	 as	 control	 groups.	

Between	mice,	floor	trays	and	shock	bars	were	cleaned	with	ETOH	70%.		

Fear	memory	was	 tested	on	a	subset	of	mice	24	h	 following	 training.	During	 the	recall	

phase	 mice	 were	 placed	 back	 in	 the	 conditioning	 chamber	 for	 3	 min,	 after	 which	 they	 were	

returned	 back	 to	 their	 home	 cage.	 All	 three	 behavioural	 groups	 underwent	 the	 same	memory	

recall	 procedure.	 Freezing	was	analysed	manually	using	a	 custom	written	analysis	programme	

BehavScor	(version	3.0	beta,	2008,	by	A.	Dubreucq).	Freezing	was	classified	as	complete	lack	of	

movement	 apart	 from	 breathing.	 Every	 time	 freezing	was	 observed	 the	 experimenter	 pressed	

and	held	down	a	key	on	the	keyboard.	The	key	was	released	when	the	mouse	moved	again.	The	

time	spent	freezing	was	then	calculated	as	a	percentage	of	the	total	time	spent	in	the	chamber.		

In	order	to	control	for	the	specificity	of	the	memory,	the	COND	and	CTX	mice	were	also	

tested	 for	 memory	 retrieval	 7	 days	 following	 training.	 Here,	 the	memory	 test	 was	 performed	

either	in	the	SAME	or	in	the	NOVEL	context.	As	before,	the	memory	retrieval	session	was	3	min	

long.	In	the	NOVEL	context	the	sawdust	was	exchanged	between	each	mouse.		



	Another	set	of	mice	was	used	to	test	causality.	These	mice	were	injected	with	hM3Dq	or	

hM4Di	 vectors	 into	 mPFC,	 eGFP-CRE	 vector	 into	 ipsi	 BLA	 and	 then	 divided	 in	 COND	 or	 CTX	

groups.	 One	 to	 seven	 days	 after	 training,	 Clozapine	 N-Oxide	 (CNO,	 0.5mg/mL)	 was	 injected	

intraperitoneally	 two	 times	 per	 day	 with	 12	 hours	 interval.	 Then	 21	 days	 after	 training,	 the	

memory	 retrieval	 was	 tested	 in	 order	 to	 determine	 the	 freezing	 rate	 due	 only	 to	 the	 same	

context.		

The	mice	that	had	undergone	stereotaxic	surgery	and	were	used	for	electrophysiological	

recordings	 were	 never	 tested	 for	 memory	 retrieval.	 However,	 a	 subset	 of	 mice	 was	 tested	

regularly	 for	 memory	 recall	 in	 order	 to	 ensure	 that	 no	 change	 in	 the	 efficacy	 of	 the	 training	

protocol	had	taken	place.	These	mice	were	not	used	for	electrophysiological	recordings.	

	

Cortical	slice	preparation	

The	 mice	 that	 were	 not	 used	 for	 fear	 memory	 recall	 were	 sacrificed	 for	

electrophysiological	 recordings	 1-4	 days	 following	 the	 behavioural	 session.	 The	 mice	 were	

anaesthetised	 with	 isoflurane	 and	 intercardiacally	 perfused	 with	 ice-cold	 (4°C)	 artificial	

cerebrospinal	fluid	(aCSF)	consisting	of	the	following	(in	mM):	2.5	KCl,	1.25	NaH2PO4,	25	NaHCO3,	

1	 CaCl2,	 7	MgCl2,	 7	 D-glucose,	 3	 kynurenic	 acid,	 200	 sucrose,	 1.3	 ascorbic	 acid,	 and	 3	 sodium	

pyruvate.	 The	 solution	 was	 bubbled	 with	 95%	 O2	 and	 5%	 CO2	 to	 maintain	 a	 pH	 of	 ~	 7.4.		

Following	the	perfusion,	 the	mice	were	decapitated,	 the	heads	were	 immersed	 in	 ice-cold	aCSF	

and	the	brains	were	removed	rapidly.	Next,	the	frontal	cortex	was	isolated	by	making	a	coronal	

cut	approximately	at	bregma	point	to	maximise	the	dendritic	projections	within	the	plane	of	the	

slice.	The	second	half	of	the	brain,	containing	the	BLA,	was	preserved	and	fixed	overnight	in	4%	

PFA	at	4°C	in	order	to	verify	the	accuracy	of	the	stereotaxic	injection.	The	accuracy	of	the	mPFC	

injection	 was	 readily	 observable	 during	 the	 electrophysiological	 experiment.	 Coronal	 slices	 of	

300	µm	were	cut	and	gently	transferred	into	an	incubating	chamber	filled	with	aCSF	containing	

(in	mM):	100	NaCl,	2.5	KCl,	1.25	NaH2PO4,	25	NaHCO3,	1	CaCl2,	7	MgCl2,	7	d-glucose,	3	kynurenic	

acid,	1.3	ascorbic	acid,	and	3	sodium	pyruvate	bubbled	with	95%	O2	and	5%	CO2.	Following	15-

20	min	of	incubation	at	37°C	slices	were	transferred	to	a	second	incubation	chamber	containing	

(in	mM):	125	NaCl,	2.5	KCl,	1.25	NaH2PO4,	25	NaHCO3,	2	CaCl2,	1	MgCl2,	10	d-glucose,	1.3	ascorbic	

acid,	and	3	sodium	pyruvate	bubbled	with	95%	O2	and	5%	CO2.	The	slices	were	left	to	incubate	

for	another	20	min	at	37°C	after	which	they	were	stored	at	room	temperature	(22°C)	until	 the	

time	 of	 recording.	 All	 recordings	were	 performed	 blind	with	 respect	 to	 the	 behavioural	 group	

assignment.	

The	part	of	the	brain	that	was	preserved	after	slicing	and	fixed	overnight	in	4%	PFA	was	

rinsed	3	times	in	0.1	M	PB.	Coronal	slices	of	100	µm	were	cut	using	a	vibrating	tissue	slicer	(Leica	

VT	 1000S)	 and	 next	 visualised	 under	 standard	 inverted	 microscope	 (Zeiss	 Axiovert	 100)	

equipped	 in	 470	 nm/525	 nm	 and	 550nm/605nm	 excitation/emission	 filter	 sets	 to	 verify	 the	



accuracy	of	the	BLA	injections.	Recordings	from	neurons	where	the	injections	were	inaccurate	or	

not	limited	to	the	BLA	were	excluded	from	the	analysis.	

	

Whole-cell	recordings	

Whole-cell	current-clamp	recordings	were	performed	on	slices	submerged	in	a	chamber	

filled	with	aCSF	heated	to	32	-34°C	via	a	Scientifica	system	equipped	in	a	heated	perfusion	tube	

(HPT-2,	ALA	Scientific	Instruments).	The	slices	were	continuously	superfused	with	aCSF	bubbled	

with	a	mixture	of	95%	O2	and	5%	CO2.	The	flow	rate	was	set	at	1-2	ml/min	to	ensure	sufficient	

oxygenation	 but	 also	 to	 minimise	 mechanical	 disruption	 of	 the	 recordings.	 The	 aCSF	 was	

identical	 to	 that	used	during	 the	 second	 incubation.	Neurons	were	 visualised	using	 a	 standard	

upright	microscope	(Carl	Zeiss	Axio	Examiner.D1)	using	the	Dodt	contrast	method,	under	a	63x	

water-immersion	 objective	 (Zeiss).	 CtB-labelled	 neurons	 were	 excited	 via	 a	 Compact	 Light	

Source	 HXP	 120	 (Leistungselektronic	 JENA	 GmbH)	 filtered	 through	 485nm/535nm	 and	

560nm/645nm	 excitation/emission	 filters	 for	 CtB	 488	 and	 for	 CtB	 594	 respectively.	 Neurons	

were	 visualised	 using	 an	 Evolve	 512	 EMCCD	 Camera	 (Photometrics).	 Patch	 pipettes	 (4-7	MΩ)	
were	pulled	from	capillary	glass,	dimensions:	1.16	x	2.00	x	80.00	mm.	(Science	Products)	using	a	

Flaming/Brown	micropipette	 puller	 (Model	 P-97,	 Sutter	 Instruments).	 The	 pipettes	were	 then	

filled	with	 internal	 solution	 containing	 the	 following	 (in	mM):	 135	 K-gluconate,	 10	HEPES,	 10	

Na2-Phosphocreatine,	4	KCl,	4	Mg-ATP	and	0.3	Na-GTP.	Data	were	acquired	using	a	Dagan	BVC-

700A	amplifier	and	AxoGraph	X	(version	1.3.5).	Recordings	were	filtered	at	3	kHz	and	digitised	at	

20	 kHz	 using	 an	 ITC-16	 (InstruTech).	 All	 recordings	 were	 performed	 in	 the	 presence	 of	 fast	

synaptic	 activity	 blockers:	 50μM	 of	 DL-AP5	 (DL-2-Amino-5-phosphonopentanoic	 acid	 sodium	
salt,	 Abcam),	 3μM	 of	 NBQX	 (2,3-Dioxo-6-nitro-1,2,3,4-tetrahydrobenzo[f]quinoxaline-7-

sulfonamide	 disodium	 salt,	 Abcam),	 and	 10μM	of	 gabazine	 (2-(3-Carboxypropyl)-3-amino-6-(4	

methoxyphenyl)pyridazinium	 bromide,	 Abcam).	 All	 drugs	 were	 made	 up	 as	 1000x	 stock	

solutions	in	distilled	water	and	were	diluted	to	the	desired	concentration	in	aCSF	at	the	start	of	

the	experiment.	 	Drugs	were	allowed	10	min	 to	wash	 in	before	 taking	any	measurements.	The	

pipette	capacitance	was	compensated	and	the	bridge	was	balanced	before	each	recording.	Series	

resistance	 was	 measured	 throughout	 the	 experiment.	 The	 experiment	 was	 terminated	 if	 the	

series	 resistance	was	 larger	 than	 30	MΩ.	 Biocytin	 (Sigma)	 1.5-2.5	mg/ml	was	 included	 in	 the	
internal	solution	for	post-hoc	morphological	identification	of	the	recorded	neurons.	At	the	end	of	

the	 electrophysiological	 recordings	 the	 slices	 were	 fixed	 overnight	 in	 4%	 paraformaldehyde	

(PFA)	 in	 phosphate	 buffered	 saline	 (PB),	 pH	 7.4.	 The	 following	 day	 the	 slices	 were	washed	 3	

times	for	10	min	in	0.1	M	PB	and	stored	in	0.1M	PB	at	4°C	for	up	to	2	months.		

	

Biocytin	labelling	procedure	



Biocytin	labelling	was	performed	on	fixed	free-floating	300	µm	slices	that	had	been	used	

for	electrophysiological	recordings.	Slices	were	processed	in	a	24	well	plate	each	slice	occupying	

one	well.	Slices	were	first	washed	3	times	in	0.1	M	PB	for	10	min	after	which	they	were	incubated	

for	 15-30	 min	 in	 a	 freshly	 prepared	 H2O2	 solution	 (3%	 H2O2	 in	 0.1	 M	 PB)	 to	 block	 any	

endogenous	peroxidase	activity.	This	incubation	resulted	in	the	development	of	oxygen	bubbles.	

Next,	 the	 slices	 were	 washed	 5	 times	 with	 0.1	 M	 PB	 for	 10	 min.	 The	 slices	 were	 then	

permeabilised	for	1	h	in	a	0.1	M	PB	solution	containing	2%	Triton	X-100	(wt/vol	Sigma;	e.g	0.4	g	

Triton	 X-100	 in	 20	 ml	 0.1	 M	 PB).	 Next,	 the	 slices	 were	 incubated	 for	 at	 least	 2	 h	 at	 room	

temperature	in	the	ABC	solution	(Vectastain	Elite	kit,	avidin-biotin	complex,	Vector	Laboratories,	

PK-6100)	in	0.1	M	PB	containing	1%	Triton	X-100	(e.g.	4	drops	of	#A,	4	drops	of	#B	and	0.2	g	of	

Triton	X-100	in	20	ml	of	0.1	M	PB).	Following	the	incubation,	the	slices	were	washed	5	times	for	

10	min	with	0.1	M	PB.	The	chromagenic	reaction	allowing	for	biocytin	visualisation	was	started	

by	 placing	 the	 slices	 in	 a	 solution	 containing	 3,3’-Diaminobenzidine	 Tetrahydrochloride	 (DAB,	

Sigma;	taken	out	of	a	stock	solution	of	17.5	mg/ml)	and	0.01%	H2O2	in	0.1	M	PB.	The	slices	were	

incubated	in	this	solution	for	several	minutes	and	the	reaction	was	observed	under	a	dissection	

microscope.	When	the	desired	contrast	between	the	cell	and	the	slice	was	reached,	the	reaction	

was	stopped	by	transferring	the	slices	into	0.1	M	PB.	After	that	the	slices	were	washed	5	times	for	

10	min.		

DAB-processed	 slices	 were	 mounted	 using	 polyvinyl	 alcohol	 4-88	 (Mowiol	 4-88)	

mounting	medium	(Fluka)	and	visualised	with	a	brightfield	microscope.	Neurons	that	were	not	

located	 in	 the	PL	or	did	not	have	 the	 appearance	of	 pyramidal-shaped	neurons	were	 excluded	

from	 the	 analysis.	 Example	 neurons	were	 reconstructed	 using	 a	 100x	 oil-immersion	 objective	

with	 a	 computer-controlled	 system	 running	 Neurolucida	 imaging	 software	 (MicroBrightField	

Bioscience).	

	

Data	analysis	

All	data	were	acquired	and	analysed	using	AxoGraph	X.	The	resting	membrane	potential	

(RMP)	was	recorded	after	break-in	after	having	allowed	several	minutes	for	the	cell	to	stabilise.	

To	 examine	 the	 effects	 of	 behavioural	 training	 on	 membrane	 excitability,	 PL	 neurons	 were	

injected	with	800	ms	current	pulses	ranging	from	-200	to	300	pA	at	20	pA	increments.	The	input	

resistance	was	measured	as	the	slope	of	the	linear	fit	of	the	voltage-current	plot	between	-100	pA	

and	-40	pA.	The	rheobase	was	defined	as	the	minimum	amount	of	current	necessary	to	evoke	the	

first	 action	 potential	 (AP).	 The	 first	 AP	 in	 a	 train	 of	 4-5	 AP	 was	 analysed	 for	 AP	 threshold,	

maximum	 rate	 of	 rise	 (dV/dt	 in	 mV/ms),	 AP	 amplitude	 and	 AP	 half-width.	 Threshold	 was	

determined	at	the	point	when	the	dV/dt	exceeded	10	mV/ms.	AP	amplitude	was	measured	from	

threshold	to	peak	and	the	half-width	was	measured	at	half	this	distance.	The	interspike	interval	

(ISI)	was	measured	between	the	first	two	APs	in	a	train	of	4-5	APs.	The	number	of	APs	evoked	by	

depolarising	current	steps	as	well	as	the	maximum	number	of	APs	fired	was	also	measured.	The	



resonance	 frequency	 was	 measured	 using	 sinusoidal	 current	 injections	 of	 constant	 amplitude	

(30-100	 pA:	 adapted	 to	 prevent	 AP	 firing;	 average	 of	 3	 repetitions)	 and	 linearly	 increasing	

frequency	0-20	Hz	in	20	s.	The	impedance	amplitude	profile	(ZAP)	was	determined	by	taking	the	

ratio	of	 the	 fast	Fourier	 transform	of	 the	voltage	 response	 to	 the	 fast	Fourier	 transform	of	 the	

current	 injection	 (Ulrich,	 2002;	 Narayanan	 and	 Johnston,	 2007).	 The	 ZAP	 plot	was	 then	 fitted	

with	5-7	exponential	fits	and	the	resonance	frequency	was	defined	as	the	peak	of	the	exponential	

fit.	The	sag	response	was	measured	using	hyperpolarising	current	 injections	(-100	pA,	800	ms,	

average	of	10	repetitions).	In	order	to	calculate	the	sag,	two	values	were	measured:	the	voltage	

difference	 between	 the	 RMP	 and	 the	 peak	 of	 the	 hyperpolarisation	 as	 well	 as	 the	 voltage	

difference	between	the	steady-state	voltage	and	the	peak	of	the	hyperpolarisation.	The	sag	ratio	

was	then	calculated	as	the	ratio	of	the	two	values	and	expressed	as	a	percentage.	The	membrane	

time	 constant	 was	 measured	 through	 the	 injection	 of	 alternating	 depolarising	 and	

hyperpolarising	current	pulses	(400	pA,	1	ms,	10	repetitions).	It	was	then	calculated	as	the	slow	

component	of	a	double-exponential	fit	of	the	average	voltage	decay	in	both	the	depolarising	and	

hyperpolarising	 directions.	 	 The	medium	 afterhyperpolarisation	 (mAHP)	was	measured	 as	 the	

maximum	negative	peak	 following	 the	 last	AP	 in	a	 train	of	5	AP	evoked	at	 frequencies	 ranging	

from	20	to100	Hz	(at	20	Hz	intervals)	by	2	ms	current	pulses	of	2	nA.	The	slow	AHP	(sAHP)	was	

measured	 as	 the	 maximum	 negative	 peak	 following	 the	 last	 AP	 in	 a	 train	 of	 15	 AP	 at	 50	 Hz	

evoked	by	2	ms	current	pulses	of	2	nA.		

Statistical	 analyses	 were	 performed	 using	 the	 unpaired	 student’s	 t-test,	 a	 one-way	

ANOVA	or	a	two-way	mixed-design	ANOVA.	After	a	significant	main	effect,	post	hoc	comparisons	

were	 performed	 with	 the	 Tukey	 test,	 Bonferroni’s	 multiple	 comparisons	 test	 or	 Dunnett’s	

multiple	comparisons	 test.	The	group	size,	mean	and	the	standard	error	of	 the	mean	(SEM),	as	

well	as	the	exact	statistical	test	used	for	each	analysis	are	provided	in	the	corresponding	figure	

legends.	
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Figure	legends	

	



Figure	 1:	 Contextual	 fear	 conditioning	 and	 retrograde	 labelling.	 A,	 Three	 experimental	 groups	 were	 studied.	 In	 the	

conditioned	group	(COND),	mice	explored	the	context	for	2	min	after	which	they	received	3	unsignalled	footshocks	(each	

1	min	apart).	 In	the	control	group	(CTX)	mice	explored	the	context	without	receiving	any	footshocks.	In	the	immediate	

shock	group	(IMM)	mice	received	three	consecutive	unsignalled	footshocks	immediately	upon	placement	in	the	context.	

All	behavioural	sessions	lasted	5	min.	The	memory	was	tested	24	h	after	conditioning	for	3	min.	B,	Mean	percentage	of	

freezing	across	all	behavioural	 groups.	COND	mice	 (45.61	±	4.48%,	n	=	10)	 froze	 significantly	more	 than	CTX	 (10.96	±	

2.81%,	 n	=	10,	 p	<	0.001)	 and	 IMM	mice	 (14.15	 ±	 3.23%,	 n	 =	 10	 p	 <	 0.001;	 F2,25	=	28.80,	 p	<	0.0001).	 C,	 Schematic	 of	

stereotaxic	 injections	 strategy.	 Alexa	 Fluor	 conjugates	 of	 cholera	 toxin	 B	 (CtB)	 were	 infused	 into	 the	 ipsilateral	 BLA	

(Alexa	594)	and/or	into	the	ipsilateral	mPFC	(Alexa	488).	D,	Representative	coronal	slices	displaying	the	site	of	the	Ctb	

injections	(BLA	injection,	top	left;	mPFC	injection,	top	right)	and	the	resulting	labelling	in	the	PL	(BLA	injection,	bottom	

left;	mPFC	injection,	bottom	right).	Scale	bars	represent	500	µm	(top)	50	µm	(bottom).	E,	Representative	reconstructions	

from	biocytin	filled	and	DAB	processed	BLA-	(red)	and	mPFC-projecting	(green)	neurons.	Data	are	shown	as	the	mean	±	

SEM,	***p	<	0.001.	Statistical	significance	was	calculated	using	a	one-way	ANOVA	with	a	Tukey	post-hoc	test	(B).	

	

	

Figure	 2:	 Fear	 conditioning	 induced	 plasticity	 of	 intrinsic	 excitability	 in	 BLA-projecting	 neurons	 A,	 Example	 traces	

showing	 the	 first	 AP	 fired	 by	 BLA-projecting	 neurons	 from	 both	 COND	 and	 CTX	mice	 in	 response	 to	 an	 800	ms	 step	

current	injection	sufficient	to	evoke	4	APs.	B,	Phase	plots	for	the	corresponding	APs	shown	in	(A).	Maximum	dV/dt	was	

measured	as	the	maximum	peak	of	 the	phase	plot.	C,	Fear	conditioning	resulted	 in	BLA-projecting	neurons	from	COND	

mice	(318	±	9.06	mV/ms,	n	=	14)	having	a	significantly	slower	maximum	dV/dt	 than	those	 from	CTX	mice	(346	±	5.89	

mV/ms,	n	 =	 10;	 t(22)	=	 2.38,	p	=	 0.026).	D,	 Example	 traces	 showing	 the	 AP	 half-width	measured	 at	 half	 the	 distance	

between	 the	 AP	 threshold	 and	 peak	 for	 BLA-projecting	 neurons	 from	 both	 COND	 and	 CTX	 mice.	 E,	 BLA-projecting	

neurons	from	COND	mice	(1.09	±	0.03	ms,	n	=	14)	had	increased	AP	half-width	when	compared	to	those	from	CTX	mice	

(1.00	±	0.02	ms,	n	=	10;	t(22)	=	2.24,	p	=	0.035).	F,	Strong	but	not	significant	trend	towards	a	longer	first	ISI	in	neurons	

from	 COND	mice	 when	 compared	 to	 CTX	mice	 (COND,	 133	 ±	 12	ms,	 n	=	 14;	 CTX,	 93	 ±	 15	ms,	 n	=	 10;	 t(22)	 =	2.07,	

p	=	0.0504).	G,	Example	 traces	 of	 AP	 trains	 at	 100	 Hz	 in	 neurons	 from	 COND	 and	 CTX	mice	 (traces	 are	 shown	 as	 an	



average	of	3	repetitions,	APs	are	truncated).	The	mAHP	was	measured	as	the	maximum	negative	peak	following	the	last	

AP	in	train	(black	arrow).	H,	Fear	conditioning	increased	the	amplitude	of	the	mAHP	in	the	BLA-projecting	neurons	(F1,76	

=	6.52;	p	=	0.0194).	This	difference	was	most	pronounced	at	frequencies	between	60-100	Hz	(p	<	0.05).	I,	Example	traces	

showing	 15	 APs	 at	 50	 Hz	 in	 neurons	 from	 COND	 and	 CTX	mice	 (APs	 are	 truncated).	 The	 sAHP	was	measured	 at	 1	 s	

following	the	last	AP	in	train	(black	line).	J,	Group	data	showing	an	increase	in	sAHP	(-0.81	±	0.20	mV,	n	=	11)	in	COND	

mice	 when	 compared	 to	 those	 from	 CTX	mice	 (-0.22	 ±	 0.09	mV,	 n	=	 9,	 t(18)	 =	 2.55,	 p	 =	 0.02).	K,	 Example	 traces	 of	

repetitive	AP	firing.	L,	Number	of	APs	plotted	as	function	of	current	injected	reveal	no	difference	between	neurons	from	

COND	and	CTX	mice	 (COND:	n	 =	 14,	 CTX:	n	 =	 10;	F1,308	=	 1.38,	p	 =	 0.25).	M,	 No	 significant	 difference	 in	 the	maximum	

number	of	APs	(COND,	16	±	0.72,	n	=	14;	CTX,	17	±	0.87,	n	=	10;	t(22)	=	1.27,	p	=	0.22).	Data	are	shown	as	the	mean	±	SEM.	

Statistical	significance	was	calculated	with	an	unpaired	student’s	t-test	(C,	E,	F,	J,	M),	or	a	two-way	mixed-design	ANOVA	

(H,	L)	with	Bonferroni’s	multiple	comparisons	test	(H).	*p	<	0.05.	

	

	

Figure	3:	Lack	of	plasticity	of	the	intrinsic	excitability	in	mPFC-projecting	neurons.	A,	Example	traces	showing	the	first	AP	

fired	 by	 mPFC-projecting	 neurons	 from	 both	 COND	 and	 CTX	 mice	 in	 response	 to	 an	 800	 ms	 step	 current	 injection	

sufficient	 to	evoke	4	APs.	B,	Phase	plots	 for	 the	corresponding	APs	shown	 in	(A).	C,	Fear	conditioning	did	not	alter	 the	

maximum	dV/dt	of	the	mPFC-projecting	neurons	(COND,	364	±	12.34	mV/ms,	n	=	10;	CTX,	361.1	±	10.65	mV/ms,	n	=	13,	

t(21)	=	0.16,	p	=	0.88).	D,	Example	traces	showing	the	AP	half-width	for	neurons	from	both	COND	and	CTX	mice.	E,	The	AP	

half-width	of	mPFC	neurons	 from	COND	(0.91	±	0.02	ms,	n	=	10)	and	CTX	(0.99	±	0.03	ms,	n	=	13)	mice	did	not	differ	

(t(21)	=	1.90,	p	=	0.071).	F,	Fear	conditioning	did	not	alter	the	first	ISI	(COND,	110	±	19	ms,	n	=	10;	CTX,	86	±	19	ms,	n	=	

13;	t(21)	=	0.90,	p	=	0.38).	G,	Example	traces	showing	AP	trains	at	100	Hz	(averages	of	3	repetitions,	APs	are	truncated).	

The	mAHP	was	measured	as	the	maximum	negative	peak	following	the	last	AP	in	train	(black	arrow).	H,	Fear	conditioning	

had	no	effect	on	the	amplitude	of	the	mAHP	(F1,84	=	0.01;	p	=	0.91).	I,	Example	traces	showing	15	APs	at	50	Hz	in	neurons	

from	COND	and	CTX	mice	(APs	are	truncated).	The	sAHP	was	measured	at	1	s	following	the	last	AP	in	train	(black	line).	J,	

There	was	no	difference	in	the	sAHP	between	COND	(-0.79	±	0.27,	n	=	9)	and	CTX	(-0.64	±	0.14,	n	=	12)	neurons	(t(19)	=	

0.53,	p	=	0.60).	K,	Example	traces	of	repetitive	AP	firing.	L,	Fear	conditioning	had	no	effect	on	the	number	of	APs	fired	in	



response	to	depolarising	steps	of	different	current	intensities	(COND:	n	=	10,	CTX:	n	=	13;	F1,294	=	0.03,	p	=	0.86).	M,	The	

maximum	number	of	APs	fired	did	not	differ	(COND,	18	±	1.57,	n	=	10;	CTX,	18	±	1.43,	n	=	13;	t(21)	=	0.21,	p	=	0.83).	Data	

are	shown	as	the	mean	±	SEM.	Statistical	significance	was	calculated	with	an	unpaired	student’s	t-test	(C,	E,	F,	J,	M),	a	two-

way	mixed-design	ANOVA	(H,	L).	

	

	

Figure	4:	Plasticity	of	intrinsic	excitability	in	BLA-projecting	neurons	is	learning-dependent.	A,	Example	traces	of	the	first	

AP	fired	in	BLA-projecting	neurons	from	both	COND	and	IMM	mice.	B,	Phase	plot	for	the	corresponding	APs	shown	in	(A).	

C,	The	maximum	dV/dt	was	reduced	in	neurons	from	COND	mice	(318	±	9.06	mV/ms,	n	=	14)	when	compared	to	those	

from	IMM	mice	(351	±	9.91	mV/ms,	n	=	11;	p	<	0.05).	There	was	no	difference	in	the	maximum	dV/dt	between	neurons	

from	CTX	(346	±	5.89	mV/ms,	n	=	10)	and	IMM	mice	(p	≥	0.05;	F2,32	=	4.54,	p	=	0.02)	D,	Example	traces	of	the	AP	half-

width	 for	BLA-projecting	neurons	 from	both	COND	and	 IMM	mice.	E,	The	AP	half-width	differed	 significantly	between	

COND	 (1.09	 ±	 0.03	 ms,	 n	 =	 14),	 CTX	 (1.00	 ±	 0.02	 ms,	 n	 =	 10)	 and	 IMM	 mice	 (1.00	 ±	 0.02;	 n	 =	 14)	 following	 fear	

conditioning	(F2,32	=	4.25,	p	=	0.02).	Neurons	from	COND	mice	had	significantly	increased	AP	half-widths	when	compared	

to	those	from	IMM	mice	(p	<	0.05).	No	difference	was	present	in	the	AP	half-width	of	neurons	from	CTX	and	IMM	mice	(p	

≥	0.05).	F,	Fear	conditioning	did	not	alter	the	first	ISI	of	neurons	from	COND	(133	±	12	ms,	n	=	14),	CTX	(93	±	15	ms,	n	=	

10)	and	IMM	mice	(90	±	15	ms,	n	=	11)	although	a	strong	trend	towards	significantly	different	group	means	was	present	

(F2,32	 =	3.24,	p	=	0.0522).	G,	Example	 traces	 showing	 a	 train	of	APs	 fired	 at	 a	100	Hz	by	BLA-projecting	neurons	 from	

COND	and	IMM	mice	(averages	of	3	repetitions,	APs	are	truncated).	The	mAHP	was	measured	as	the	maximum	negative	

peak	 (black	 arrow).	 H,	Mean	 amplitude	 of	 the	 mAHP	 across	 20-100	 AP	 frequencies	 for	 all	 behavioural	 groups.	 The	

amplitude	of	the	mAHP	was	significantly	larger	in	neurons	from	COND	mice	when	compared	to	those	from	IMM	mice	at	

AP	frequencies	between	40-100	Hz	(40-60	Hz:	p	<	0.05,	80-100	Hz:	p	<	0.01).	No	significant	differences	in	the	amplitude	

of	the	mAHP	were	present	between	neurons	from	CTX	and	IMM	mice	(p	≥	0.05;	F2,116	=	5.85;	p	=	0.0073).	I,	Example	traces	

showing	15	APs	at	50	Hz	 in	the	BLA-projecting	neurons	from	COND	and	IMM	mice	(APs	are	truncated).	The	sAHP	was	

measured	at	1s	following	the	last	AP	in	train	(black	line).	J,	The	sAHP	in	neurons	from	COND	mice	(-0.81	±	0.20	mV,	n	=	

11)	was	larger	when	compared	to	that	from	IMM	mice	(-0.28	±	0.10	mV,	p	<	0.05).	No	difference	in	the	sAHP	amplitude	



was	present	 in	neurons	 from	CTX	(-0.22	±	0.09	mV,	n	=	9)	and	IMM	mice	(p	≥	0.05;	F2,28	=	5.32,	p	=	0.011).	K,	Example	

traces	 for	 repetitive	 AP	 firing	 induced	 in	 COND	 and	 IMM	 neurons.	 L,	No	 significant	 difference	 in	 the	 number	 of	 APs	

evoked	as	function	of	injected	current	in	COND,	CTX	and	IMM	mice	(F2,448	=	1.50,	p	=	0.24).	M,	The	maximum	number	of	

APs	elicited	did	not	differ	between	neurons	from	COND	(16	±	0.72,	n	=	14),	CTX	(17	±	0.87,	n	=	10)	and	IMM	mice	(17	±	

0.99,	n	=	11;	F2,32	=	1.35,	p	=	0.27).		Data	are	shown	as	the	mean	±	SEM.	Statistical	significance	was	calculated	using	a	one-

way	between-subjects	ANOVA	with	Dunnett’s	multiple	comparisons	test	(C,	E,	F,	IMM	compared	to	COND	and	CTX),	a	two-

way	mixed-design	ANOVA	(H,	L)	with	Bonferroni’s	multiple	comparisons	tests	(H)	or	a	one-way	between-subjects	ANOVA	

(J,	 M)	 with	 Dunnett’s	 multiple	 comparisons	 test	 (IMM	 compared	 to	 COND	 and	 CTX;	 J),	 *p	 <	 0.05,	 **p	 <	 0.01	 (IMM	

compared	to	COND).	Data	for	COND	and	CTX	mice	are	the	same	as	those	presented	in	Figure	1.	

	

	

Figure	5:	Plasticity	modulation	in	BLA-projecting	neurons	alters	freezing	response.	A,	Schematic	of	vectors	microinjection	

and	efferent	connections	from	PL	to	others	brain	regions	such	as	BLA.	B,	Experimental	procedure	used	to	test	retrieval	

memory	 (21	 days	 after	 training)	 after	 pharmacogenetic	 modulation	 (1	 to	 7	 days	 after	 training)	 of	 BLA-projecting	

neurons.	C,	Time	spent	 freezing	during	 retrieval	 session	was	decreased	by	 inhibition	of	BLA-projecting	neurons	 in	 the	

CNO	injected	group	(34.17%,	n = 6)	compared	to	saline	group	(56.61%,	n	=	13,	p	=	0.001).	D,	Freezing	response	during	

retrieval	session	was	increased	by	increasing	the	excitability	of	BLA-projecting	neurons	in	the	CNO	injected	group	(53%,	

n	=	7)	compared	to	saline	group	(30%,	n	=	8,	p	=	0.029).	

	

3. Discussion	and	perspectives	

The	first	aim	of	this	project	was	to	characterize	and	identify	2	different	subpopulations	

(D1R	 and	 D2R)	 into	 the	 PL	 in	 WT	 and	 Fmr1-KO	 mice.	 For	 this	 purpose	 we	 combined	

electrophysiological	 recordings,	 morphology	 analysis,	 connectivity	 and	 single-cell	 RNA	

sequencing.	We	demonstrated	that:	(1)	in	WT	mice,	D1R	and	D2R	neurons	own	distinct	features	

as	 well	 as	 intrinsic	 properties	 that	 morphology	 or	 connectivity,	 (2)	 these	 characteristics	 are	



changed	 in	 Fmr1-KO	 mice	 and	 D1R	 KO	 neurons	 are	 more	 impaired	 in	 terms	 of	 intrinsic	

properties	 changes	 compare	 to	 D1R	 WT,	 (3)	 RNAseq	 analysis	 showed	 differences	 in	 gene	

expression	between	each	cell-type	in	different	gene	categories	such	as	ion	channels,	transcription	

factors	or	CAM.	Our	data	suggest	that	D1R	KO	neurons	seem	more	affected	by	the	lost	of	FMRP	

into	the	PL	area.	The	second	aim	of	 the	project	was	was	to	explore	whether	 learning	alters	the	

intrinsic	 excitability	 of	 the	 prelimbic	 neurons	 (PL)	 that	 project	 to	 the	 ipsilateral	 basolateral	

amygdala	 (BLA)	 or	 to	 the	 contralateral	medial	 prefrontal	 cortex	 (mPFC).	 For	 this	 purpose	we	

combined	 contextual	 fear	 conditioning	 with	 retrograde	 labelling	 and	 patch-clamp	

electrophysiology.	 We	 demonstrated	 that:	 (1)	 contextual	 fear	 conditioning	 does	 alter	 the	

intrinsic	excitability	of	PL	neurons,	(2)	these	changes	are	neuronal	population	specific	-	plasticity	

occurred	 in	 the	BLA-projecting	neurons	but	was	absent	 in	 the	mPFC-projecting	neurons.	These	

findings	therefore	 indicate	that	 learning	 in	a	contextual	 fear-conditioning	task	 induces	 intrinsic	

plasticity	of	PL	neurons	that	is	not	generalized	across	all	neurons	but	is	instead	limited	to	specific	

neuronal	populations.		

3.1. D1R	 and	 D2R	WT	 present	 different	 characteristic	 allowing	 a	

distinct	clustering	

Cell	type	classification	remains	one	major	goal	in	neuroscience	and	nowadays	thanks	to	

new	approaches,	 it	 can	be	more	 and	more	 complete	 (Markram	et	 al.,	 2015;	Oberlaender	 et	 al.,	

2011;	 Radnikow	 and	 Feldmeyer,	 2018).	 One	 important	 aspect	 of	 the	 classification	 is	 the	

nomenclature	used	and	into	the	mPFC	it	is	a	major	problem	(Laubach	et	al.,	2018).	Some	studies	

showed	 a	 controversial	 modulation	 effect	 of	 DA	 into	 the	 mPFC	 area	 but	 few	 studies	 really	

characterized	 the	precise	 location	of	 these	modulated	neurons	 (Puig	et	 al.,	 2014;	Seamans	and	

Yang,	2004;	Seong	and	Carter,	2012;	Yang	and	Seamans,	1996).	Seong	and	Carter	were	not	 the	

only	 authors	 reporting	 distinct	 neuronal	 populations	 in	 the	 PL	 cortex.	 Dembrowet.	 al.	 (2010)	

used	retrograde	markers,	which	were	injected	in	the	contralateral	PL	cortex	(COM)	and	the	pons	

(CPn).	 The	 two	 populations	 showed	 an	 interesting	 overlap	 with	 the	 populations	 reported	 by	

Seong	et	al.	More	specifically,	the	COM	neurons	showed	high	RN,	a	weak	voltage	sag	ratio	and	a	

trend	in	a	hyperpolarized	membrane	potential	compared	to	CPn	neurons.	A	possibility	arises	that	
COM	neurons	are	the	same	as	the	D1R	neurons	reported	by	Seong	and	al.	Both	studies	presented	

morphological	 data	 of	 the	 recorded	 neurons,	 were	 both	 the	 COM	 and	 D1R	 neurons	 showed	

significant	 smaller	 total	 apical	 dendritic	 length	 and	 less	 complex	 than	 CPn	 and	 COM	 neurons,	

respectively.	 These	 properties	 contrast	 with	 D2R	 neurons,	 but	 are	 similar	 to	 other	

subpopulations	of	L5	pyramidal	neurons	 in	 the	PFC	(Kawaguchi,	1993;	Yang	et	al.,	1996b)	that	

have	 unique	 projection	 targets	 (Dembrow	 et	 al.,	 2010;	 Gee	 et	 al.,	 2012;	 Morishima	 and	

Kawaguchi,	2006).	One	interesting	possibility	is	that	D1R	neurons	also	make	distinct	connections	

onto	other	neurons	in	the	local	circuit.	This	could	support	the	recurrent	excitation	required	for	

the	 persistent	 activity	 thought	 to	 underlie	working	memory	 (Goldman-Rakic,	 1995;	Miller	 and	

Cohen,	2001).	



3.2. Intrinsic	properties	of	D1R	and	D2R	KO	are	affected	by	the	lost	

of	FMRP	

FMRP	is	capable	of	supporting	protein-protein	interactions,	which	can	directly	regulate	

properties	of	ion	channel	proteins,	such	as	the	(potassium)	K+	channels	Slack	and	BK	(Brown	et	

al.,	2010;	Deng	et	al.,	2013),	as	well	as	calcium	(Ca2+)	 channels	 (Ferron	et	al.,	2014).	FMRP	can	

therefore	potentially	influence	neuronal	excitability	through	multiple	mechanisms:	by	regulating	

translation	of	a	diverse	array	of	proteins	that	indirectly	set	neuronal	excitability,	and	through	a	

translation-independent	role	by	interacting	directly	with	a	number	of	membrane	ion	channels	to	

alter	 cellular	excitability.	Our	 results	 show	 lesser	difference	between	D1R	and	D2R	KO	 than	 in	

WT.	The	data	show	a	higher	number	of	intrinsic	properties	differences	in	D1R	KO	compared	with	

the	same	cell-type	in	WT	suggesting	a	bigger	deficit	into	D1R	KO	neurons	than	D2R	KO	(Wang	et	

al.,	 2008).	 These	 findings	 indicate	 a	 preferentially	 impairment	 in	 ion	 channels	 expression	 into	

D1R	KO.	FMRP	regulates	local	protein	synthesis	in	dendritic	spines	(Bear	et	al.,	2004;	Garber	et	

al.,	2008;	Grossman	et	al.,	2006).	Previous	studies	suggested	that	FMRP	phosphorylation	might	

be	a	key	regulator	for	activity-dependent	protein	synthesis	(Ceman	et	al.,	2003;	Narayanan	et	al.,	

2007,	 2008).	 D1R	WT	 stimulation	 could	 cause	 dynamic	 changes	 of	 FMRP	 phosphorylation	 at	

serine	residues	in	PFC	slices.	The	changes	of	FMRP	phosphorylation	correspond	to	the	temporal	

pattern	 of	 SAPAP3	 after	 D1R	 stimulation.	 This	 suggests	 that	 FMRP	 could	 be	 involved	 in	 DA	

mediated	synapse-associated	protein	expression.	A	study	showed	that	FMRP	plays	key	roles	for	

DA	modulation	 in	 forebrain	 neurons	 (Wang	 et	 al.,	 2008).	 In	 this	 study,	 they	 found	 that	DA	D1	

receptor-mediated	 SAPAP3	expression	was	 abolished	 in	Fmr1	KO	PFC	neurons.	 It	 indicates	 the	

requirement	of	FMRP	for	DA	D1	receptor-induced	synapse-associated	protein	synthesis	and	by	

the	 consequence,	 the	 lost	 of	 FMRP	 could	 impaired	 the	 function	 of	 D1R	 neurons	 (Wang	 et	 al.,	

2010).	

3.3. RNAseq	 revealed	 differences	 in	 gene	 expression	 for	 different	

categories	into	each	cell-type	in	WT	and	Fmr1-KO	mice	

Using	 translating	 ribosome	 affinity	 purification	 (TRAP),	 a	 recent	 study	 found	 altered	

translation	 of	 120	mRNAs	 and	 down-regulated	 expression	 of	 FMRP	 target	mRNAs	 as	 a	 group	

in	Fmr1	KO	CA1	pyramidal	neurons	(Heiman	et	al.,	2008;	Thomson	et	al.,	2017).	FMRP is an RNA 

binding protein that is highly expressed in the brain and largely functions as a translational repressor 

(Darnell and Klann, 2013). It is also known that FMRP	 amino	 terminus	 is	 capable	 of	 supporting	

protein-protein	interactions	which	can	directly	regulate	properties	of	ion	channel	proteins,	such	

as	 the	 (potassium)	K+	channels	 Slack	 and	BK	 (Brown	 et	 al.,	 2010;	Deng	 et	 al.,	 2013)	while	 the	

carboxyl-terminus	of	FMRP	is	able	to	directly	interact	with	calcium	(Ca2+)	channels	(Ferron	et	al.,	

2014).	 FMRP	 can	 therefore	 potentially	 influence	 neuronal	 excitability	 through	 multiple	

mechanisms:	by	regulating	translation	of	a	diverse	array	of	proteins	that	indirectly	set	neuronal	

excitability,	and	through	a	translation-independent	role	by	interacting	directly	with	a	number	of	



membrane	 ion	 channels	 to	alter	 cellular	excitability.	A	 study	 showed	 that	FMRP	 target	mRNAs	

are	 genes	 encoding	 for	 proteins	 mostly	 involved	 in	 synaptic	 activity,	 cell	 adhesion,	 and	

cytoskeleton	 structure	 and	 remodeling,	 suggesting	 that	 dysregulation	 of	 these	 processes	 is	

responsible	for	the	neurological	phenotypes	of	FXS.	Our	data	revealed	that	D1R	KO	and	D2R	KO	

transcriptome	profiles	were	different	from	the	WT	condition.	These	differences	were	in	a	higher	

number	 of	 genes	 differently	 expressed	 coding	 for	 different	 categories	 such	 as	 ion	 channels,	

transcription	factors	or	CAM.	However,	after	deeper	analysis	it	seems	that	D1R	KO	neurons	are	

more	affected	by	the	lost	of	FMRP	than	D2R	KO	neurons	due	to	a	higher	overexpression	of	genes	

compare	to	the	same	cell-type	in	WT.			

3.4. Fear	 conditioning	 induces	 intrinsic	 plasticity	 in	 the	 BLA-	

projecting	PL	neurons		

Fear	 conditioning	 has	 been	 shown	 to	 induce	 intrinsic	 plasticity	 in	 a	 number	 of	 brain	

regions	including	the	hippocampus	(McKay	et	al.,	2009;	Song	et	al.,	2012),	the	BLA	(Sehgal	et	al.,	

2014;	Senn	et	al.,	2014),	and	the	infralimbic	cortex	(IL;	(Santini	et	al.,	2008)).	Our	results	confirm	

that	fear	conditioning	alters	neuronal	intrinsic	excitability	and	we	expand	on	the	above	findings	

by	 showing	 that	 these	 changes	 also	 occur	 in	 the	 PL.	 More	 importantly,	 by	 investigating	 two	

distinct	 neuronal	 populations	 we	 show	 that	 the	 BLA-projecting	 but	 not	 the	 mPFC-projecting	

neurons	 are	 altered	 by	 fear	 conditioning.	 This	 finding	 is	 in	 agreement	 with	 other	 research	

showing	 that	 fear	conditioning	preferentially	 recruits	 selected	neuronal	populations	within	 the	

same	 brain	 region	 based	 on	 the	 neurons’	 long-range	 projection	 targets	 (Knapska	 et	 al.,	 2012;	

Senn	et	al.,	2014).	The	mPFC	is	an	important	region	for	the	acquisition	and	storage	of	long-term	

fear	 memories	 (Einarsson	 and	 Nader,	 2012;	 Frankland	 et	 al.,	 2004)	 as	 well	 as	 the	 executive	

control	 over	 emotional	 responses	 (Euston	 et	 al.,	 2012).	 While	 individual	 mPFC	 subregions	

contribute	differently	 to	 the	processing	of	 fear	memories	and	extinction,	 the	PL	seems	 to	be	of	

particular	 importance	 for	mediating	 the	expression	of	 learned	 fear	 (Burgos-Robles	et	al.,	2009;	

Corcoran	 and	 Quirk,	 2007;	 Laurent	 and	 Westbrook,	 2008;	 Vidal-Gonzalez	 et	 al.,	 2006).	

Consequently,	 any	 change	 in	 the	 intrinsic	 properties	 of	 PL	 neurons	 could	 alter	 the	manner	 in	

which	 fear	 responses	 are	 generated.	 This	 is	 particularly	 relevant	 in	 the	 context	 of	 the	 BLA-

projecting	 neurons.	 The	 PL	 is	 bi-directionally	 connected	 to	 the	 BLA	 (Vertes,	 2004)	 and	 this	

pathway	 is	 important	 for	 fear	 learning	 and	 expression	 (Corcoran	 and	Quirk,	 2007;	 Stevenson,	

2011;	 Vouimba	 and	Maroun,	 2011).	 Indeed,	 fear	 conditioning	 has	 been	 shown	 to	 increase	 the	

amplitude	 of	 evoked	 field	 potentials	 at	 the	 PL-BLA	 pathway	 and	 this	 increase	 correlates	

positively	 with	 freezing	 levels	 during	 memory	 retrieval	 (Vouimba	 and	 Maroun,	 2011).	

Furthermore,	 the	 disruption	 of	 the	 communication	 between	 the	 PL	 and	 the	 BLA	 results	 in	

impairments	in	the	expression	of	fear	memory	(Stevenson,	2011).	Finally,	the	BLA-projecting	PL	

neurons	have	been	shown	to	be	preferentially	recruited	during	states	of	high	fear	(Orsini	et	al.,	

2011).	 Given	 the	 above	 evidence,	 any	 alteration	 in	 the	 excitability	 of	 the	 BLA-projecting	 PL	



neurons	 could	 therefore	 influence	BLA-mediated	 fear	 expression	 and/or	memory	 allocation	 to	

these	neurons.	

3.5. Fear	 conditioning	 causes	 a	 depolarized	 shift	 in	 the	 resting	

membrane	potential		

Our	 results	 show	 that	 BLA-projecting	 neurons	 display	 more	 depolarized	 resting	

membrane	potentials	(RMP)	 following	 fear	conditioning,	while	no	changes	are	present	 in	other	

subthreshold	membrane	parameters.	This	change	in	RMP	is	in	agreement	with	other	studies	that	

have	 found	a	positive	shift	 in	 the	RMP	 following	associative	 learning	 (Gainutdinov	et	al.,	1998;	

Kemenes	et	al.,	2006).	The	RMP	is	an	important	mediator	of	the	overall	neuronal	excitability.	For	

example,	 more	 depolarized	 RMP	 can	 enhance	 cell	 excitability	 by	 bringing	 the	 membrane	

potential	 closer	 to	 the	 action	 potential	 (AP)	 firing	 threshold,	which	 results	 in	 an	 increased	AP	

discharge	to	a	given	current	injection.	Moreover,	because	voltage-gated	ion	channels	depend	on	

the	membrane	voltage,	a	shift	in	the	RMP	can	produce	changes	in	the	neuronal	input	resistance	

and	 enhance	 neuronal	 firing	 independently	 of	 the	 AP	 threshold	 (Dougherty	 et	 al.,	 2012).	

However,	in	our	study	the	depolarized	shift	in	the	RMP	was	not	accompanied	by	changes	in	other	

subthreshold	membrane	parameters	or	by	an	 increase	 in	neuronal	 firing.	 Interestingly,	 similar	

results	have	been	reported	 in	a	study	on	 the	cerebral	giant	cells	of	a	snail,	where	a	single-trial	

associative	learning	paradigm	resulted	in	a	depolarized	shift	 in	the	RMP	that	emerged	between	

16-24	 h	 following	 conditioning	 and	 persisted	 for	 at	 least	 14	 days.	 At	 baseline	 conditions,	 this	

depolarization	was	not	accompanied	by	changes	in	neuronal	input	resistance	or	firing	frequency.	

However,	 upon	 exposure	 to	 the	 conditioned	 stimulus	 (CS)	 the	 depolarized	 RMP	 caused	 an	

increase	in	neuronal	firing,	showing	that	a	change	in	the	RMP	was	sufficient	to	drive	an	increase	

in	 the	 network’s	 response	 to	 the	 CS	 (Kemenes	 et	 al.,	 2006).	 In	 the	 context	 of	 our	 paradigm,	 it	

could	 therefore	be	hypothesized	 that	 the	depolarized	RMP	could	contribute	 to/drive	 increased	

firing	upon	re-exposure	to	the	conditioning	environment.	Another	possible	function	for	a	shift	in	

the	 RMP	 is	 to	 regulate	 subsequent	 neuronal	 excitability	 and	 synaptic	 plasticity.	 For	 example,	

prolonged	AP	firing	of	lateral	amygdala	(LA)	neurons	can	rapidly	decrease	membrane	excitability	

in	 vivo	 by	 reducing	 the	 number	 of	 APs	 evoked	 by	 subsequent	 depolarizing	 current	 steps.	

Interestingly,	this	reduction	in	excitability	is	sensitive	to	shifts	in	the	membrane	potential.	When	

LA	neurons	are	stimulated	at	more	hyperpolarized	RMPs	to	induce	bursting	in	the	theta	rhythm,	

the	observed	decrease	in	excitability	is	only	transient.	However,	when	the	membrane	potential	is	

depolarized	 to	more	 physiological	 levels,	 the	 same	 stimulation	 results	 in	 a	 robust	 decrease	 of	

excitability.	 This	 decrease	 in	 intrinsic	 excitability	 reduces	 the	 efficacy	 of	 subsequently	 induced	

synaptic	LTP	(Rosenkranz,	2011).	Given	the	fact	that	changes	in	intrinsic	excitability	can	readily	

control	the	induction	of	synaptic	plasticity	in	vivo	what	role	could	this	serve	in	the	intact	brain?	A	

possible	physiological	function	for	this	phenomenon	is	to	reduce	subsequent	associative	learning	

while	leaving	previous	plasticity	intact.	This	would	have	important	implications	for	the	formation	



of	long-term	memories	and	could	act	as	a	mechanism	that	is	used	during	heightened	periods	of	

activity	(Rosenkranz,	2011),	such	as	fear	conditioning.		

3.6. Fear	 conditioning	 increases	 the	 post-burst	

afterhyperpolorisation		

Our	 results	 showed	 that	 contextual	 fear	 conditioning	 increases	 the	

afterhyperpolarisation	(AHP)	occurring	after	a	train	of	APs.	This	was	manifested	by	an	increase	

in	 both	 the	 medium	 (mAHP)	 and	 slow	 (sAHP)	 component.	 Unexpectedly,	 our	 results	 do	 not	

support	 previous	 findings,	 most	 of	 which	 consistently	 show	 a	 decrease	 of	 postburst	 AHP	

following	learning	in	a	variety	of	behavioural	paradigms	including	trace-eyelid	conditioning	(Kuo	

et	 al.,	 2008;	Moyer	 et	 al.,	 1996;	Oh	et	 al.,	 2009;	Thompson	et	 al.,	 1996),	 spatial	 learning	 in	 the	

Morris	 water	 maze	 (Oh	 et	 al.,	 2003),	 operant	 conditioning	 (Saar	 et	 al.,	 1998)	 as	 well	 as	 fear	

conditioning	(McKay	et	al.,	2009;	Song	et	al.,	2012;	Sehgal	et	al.,	2014).	In	fact,	the	post-burst	AHP	

is	considered	to	be	a	marker	for	successful	 learning	and	a	 lack	of	decrease	has	been	associated	

with	 a	 failure	 to	 acquire	 the	 task	 (Moyer	 et	 al.,	 1996;	 Oh	 et	 al.,	 2003;	 Song	 et	 al.,	 2012).	 Both	

mAHP	 and	 sAHP	 are	 generated	 by	 Ca2+	 dependent	 K+	 currents	 that	 are	 activated	 by	 a	 Ca2+	

influx	 that	 occurs	 during	 a	 train	 of	 APs	 (Abel	 et	 al.,	 2004;	 Sah	 and	 Faber,	 2002).	 The	

pharmacological	 block	 of	 the	 small	 conductance	 Ca2+	 activated	 K+	 channels	 (SK)	 facilitates	

learning	(Criado-Marrero	et	al.,	2014;	Deschaux	et	al.,	1997;	Messier	et	al.,	1991;	van	der	Staay	et	

al.,	 1999;	 Stackman	 et	 al.,	 2002).	 Moreover,	 the	 pharmacological	 activation	 or	 the	 genetic	

overexpression	of	SK2	channels	 -	 the	specific	channels	underlying	mAHP	-	reduce	spontaneous	

firing	rates	 in	vivo	and	 impair	memory	acquisition	over	a	range	of	behavioural	 tasks,	 including	

contextual	fear	conditioning	(Hammond	et	al.,	2006;	Vick	et	al.,	2010).	In	slices,	the	activation	or	

overexpression	of	SK2	channels	increases	the	mAHP,	decreases	the	number	of	APs	as	well	as	the	

synapatically	 evoked	glutamatergic	EPSPs,	 and	attenuates	LTP	 (Hammond	et	 al.,	 2006;	Criado-

Marrero	et	al.,	2014).	The	exact	effect	of	sAHP	modulation	on	behaviour	has	been	investigated	to	

a	 lesser	 degree	 because	 the	 specific	 Ca2+	 activated	 K+	 channels	 generating	 the	 current	

responsible	for	sAHP	have	yet	to	be	identified	(Sah	&	Faber,	2002).	It	is	known	however,	that	the	

sAHP	plays	a	role	in	the	late	phase	spike	frequency	adaptation	leading	to	a	strong	reduction	in	AP	

firing	 and	 it	 might	 impair	 NMDA	 receptor	 mediated	 responses	 (Disterhoft	 et	 al.,	 2004).	 The	

channels	 mediating	 sAHP	 are	 thought	 to	 be	 important	 for	 memory	 encoding	 and	 a	 baseline	

increase	in	the	sAHP	in	ageing	animals	is	believed	to	underpin	learning	deficits	(Disterhoft	et	al.,	

2004).	If	the	increase	in	post-burst	AHP	is	learning-specific,	what	could	be	its	physiological	role?	

First	of	all,	it	is	worth	noting	that	the	AHP	plays	an	active	role	in	regulating	firing	frequency	–	a	

reduction	 in	 AHP	 increases	 neuronal	 firing,	 whereas	 an	 increase	 in	 AHP	 causes	 a	 marked	

decrease	in	firing	(Moyer	et	al.,	1996;	Thompson	et	al.,	1996;	Kuo	et	al.,	2008;	McKay	et	al.,	2009;	

Song	 et	 al.,	 2012;	 Sehgal	 et	 al.,	 2014;	 McKay	 et	 al.,	 2012;	 Criado-Marrero	 et	 al.,	 2014).	

Surprisingly,	in	our	study	we	find	no	difference	in	number	of	AP	fired	in	response	to	depolarizing	

current	 pulses.	 However,	 given	 the	 fact	 that	 the	 effect	 of	 the	 post-burst	 AHP	 on	 regulating	



neuronal	firing	is	well	established	(Sah	&	Faber,	2002),	it	seems	likely	that	in	our	study,	the	AHP	

could	still	have	reduced	neuronal	firing.	Instead	of	causing	a	marked	reduction	in	the	number	of	

AP	 it	 might	 have	 alternatively	 acted	 as	 a	 feedback	 mechanism	 to	 compensate	 for	 neuronal	

overexcitability	 by	 bringing	 the	 firing	 rates	 down	 to	 control	 levels.	 Indeed,	 Ca2+	 entry	 during	

repetitive	firing	provides	the	cell	with	a	simple	and	precise	indicator	of	its	recent	activity	and	can	

act	 as	 a	 negative	 feedback	 system	 by	 activating	 AHP	 conductances.	 Additionally,	 apart	 from	

mediating	 post-bust	 AHP,	 SK	 channels	 also	 play	 an	 important	 role	 in	 regulating	 synaptic	

transmission	and	plasticity	 in	 the	prefrontal	 cortex	 (Faber	&	Sah,	2007).	During	basal	 synaptic	

transmission	they	are	activated	by	Ca2+	influx	through	NMDA	receptors	as	well	as	voltage-gated	

Ca2+	 channels.	 Their	 activation	 results	 in	 the	 attenuation	 of	 excitatory	 synaptic	 transmission	

(Faber,	 2010).	 The	 activation	 of	 SK	 channels	 could	 therefore	 act	 as	 a	 filtering	 mechanism	 to	

reduce	unnecessary	or	conflicting	synaptic	input.	Another	reason	for	the	activation	of	the	Ca2+-

depenent	K+	channels	 in	our	study	could	be	 linked	to	the	specific	role	played	by	the	PL	 in	 fear	

conditioning.	Given	the	well-established	role	of	the	PL	in	mediating	the	expression	of	conditioned	

fear	 (Vidal-Gonzales	 et	 al.,	 2006;	 Corcoran	 and	 Quirk,	 2007;	 Laurent	 and	 Westbrook,	 2009;	

Sierra-Mercado	 et	 al.,	 2011),	 the	 activation	 of	 Ca2+-depenent	 K+	 channels	 could	 act	 as	 a	

balancing	force	to	prevent	 fear	expression	outside	of	 the	conditioning	context.	This	mechanism	

would	 be	 of	 particular	 importance	 in	 the	 PL-BLA	 pathway,	 which	 mediates	 fear	 learning	 and	

expression	(Stevenson,	2011;	Vouimba	and	Maroun,	2011;	Orsini	et	al.,	2011).		

3.7. Implications	of	changes	in	intrinsic	excitability		

The	 study	 of	 intrinsic	 plasticity	 is	 particularly	 useful	 in	 the	 context	 of	 learning	 and	

memory	 because	 it	 can	 affect	 a	 wide	 range	 of	 neuronal	 functions	 including	 the	 presynaptic	

release	of	neurotransmitters,	the	way	synaptic	inputs	are	integrated,	the	AP	output	at	the	soma	

and	 the	 active	 back-flow	 of	 information	 into	 the	 dendrites.	 Furthermore,	 it	 could	 act	 as	 a	

regulator	 of	 synaptic	 plasticity,	 support	 rule	 learning,	 or	 in	 some	 cases	 serve	 as	 part	 of	 the	

memory	 trace	 itself	 (Zhang	 and	 Linden,	 2003;	 Frick	 et	 al.,	 2004;	 Frick	 and	 Johnston,	 2005;	

Disterhoft	 and	 Oh,	 2006;	 Szlapczynska	 et	 al.,	 2014).	 The	 functional	 consequences	 of	 intrinsic	

plasticity	 for	 memory	 formation	 will	 depend	 on	 the	 nature	 of	 the	 change	 (e.g.	 increase	 or	

decrease	 in	 excitability),	 its	 cellular	 localization	 (e.g.	 neuron-wide	 or	 global	 versus	 individual	

dendritic	 branch),	 or	 its	 time	 course	 (transient,	 long-term).	 Several	 learning	 paradigms	

(including	 trace	eyelid	 conditioning,	olfactory	discrimination,	 and	 fear	 conditioning)	have	been	

used	to	demonstrate	a	neuron-wide	change	in	intrinsic	excitability	(Moyer	et	al.,	1996;	Saar	et	al.,	

1998;	Kuo	et	al.,	2008;	McKay	et	al.,	2009;	Oh	et	al.,	2009;	Sehgal	et	al.,	2014).	The	significance	of	

a	global	increase	in	neuronal	excitability	is	not	clear,	but	it	may	promote	memory	consolidation	

by	 (i)	 reducing	 the	 threshold	 for	 the	 induction	of	 other	 forms	of	 plasticity	 such	 as	 synaptic	 or	

structural	plasticity,	(ii)	enhancing	the	likelihood	that	these	neurons	will	be	engaged	in	memory	

encoding,	 or	 (iii)	 enabling	 the	 selective	 reactivation	 of	 these	 neurons	 during	 post-training	

rest/sleep	(Zhang	and	Linden,	2003;	Frick	and	Johnston,	2005;	Disterhoft	and	Oh,	2006;	Euston	



et	 al.,	 2007;	Zhou	et	 al.,	 2009;;	 Szlapczynska	et	 al.,	 2014).	The	 fact	 that	 an	 increase	 in	 intrinsic	

excitability	 could	 for	 example	promote	memory	allocation	 to	 specific	neurons	 is	 an	 interesting	

concept.	Zhou	et	al.,	 (2009)	experimentally	manipulated	 levels	of	 the	cellular	 trasciption	 factor	

CREB	 (cyclic	 adenosine	 3′,5′-monophosphate	 response	 element	 binding	 protein)	 in	 lateral	

amygdala	 (LA)	neurons.	They	 found	 that	neurons	expressing	higher	 levels	of	CREB	were	more	

excitable	and	because	of	this	they	were	more	likely	to	get	activated	during	fear	conditioning	and	

be	 recuited	 into	 storing	 the	 conditioning	episode	 (Zhou	et	 al.,	 2009).	 Intrinsic	plasticity	 is	 also	

closely	 coupled	 to	 synaptic	plasticity	and	has	been	 suggested	 to	act	 as	a	possible	 substrate	 for	

metaplasticity	 (Frick	 and	 Johnston,	 2005;	 Chen	 et	 al.,	 2006).	 Metaplasticity	 is	 a	 phenomenon	

whereby	 the	 neuron’s	 ability	 to	 undergo	 synaptic	 plasticity	 is	 subject	 to	 the	 character	 of	

previously	 induced	 neuronal	 changes	 (Abraham	 and	 Bear,	 1996).	 Therefore,	 any	 long-term	

change	in	intrinsic	properties	that	occurs	as	a	consequence	of	behavioural	learning	or	neuronal	

activity	could	in	turn	modulate	the	rules	governing	the	induction	of	synaptic	plasticity	(Johnston	

et	 al.,	 2003;	 Sjöström	 et	 al.,	 2008).	 Indeed,	 activity	 induced	 alteration	 in	 the	 voltage-gated	 ion	

channel	function	is	bound	to	influence	the	manner	in	which	future	synaptic	inputs	are	integrated	

(Magee,	2000;	Magee	and	Johnston,	2005).	Moreover,	when	backpropagating	AP	are	paired	with	

local	EPSPs,	this	can	result	in	increased	Ca2+	influx	the	induction	of	NMDA	receptor	dependent	

LTP	(Sjöström	et	al.,	2008).	Interestingly,	depending	on	the	exact	timing	of	the	backpropagation	

APs	and	the	location	of	the	activated	synapses,	the	backpropagating	AP	can	act	as	a	bidirectional	

switch	promoting	the	induction	of	either	LTP	or	LTD.	Finally,	short	trains	of	backpropagating	APs	

have	 also	 been	 shown	 to	 cause	 an	 enduring	 depression	 of	 R-type	 Ca2+	 channels	 in	 individual	

dendritic	spines,	which	in	turn	inhibits	the	induction	of	synaptic	plasticity	(Yasuda	et	al.,	2003).	

Another	possible	function	of	intrinsic	plasticity	is	the	homeostatic	regulation	of	neuronal	activity	

(Desai	 et	 al.,	 1999;	Grubb	 and	Burrone,	 2010;	O’Leary	 et	 al.,	 2010;	 Pratt	 and	Aizenman,	 2007;	

Turrigiano	et	al.,	1994).	It	could	serve	as	a	feedback	mechanism	that	would	allow	the	network	to	

remain	stable	following	for	example	Hebbian	plasticity	or	acute	changes	in	neuronal	excitability	

(Frick	et	al.,	2004;	Narayanan	and	Johnston,	2007;	Brown	and	Randall,	2009).	Intrinisic	plasticity	

is	well	suited	for	this	role	because	it	plays	a	part	in	the	regulation	of	neuronal	firing	rates	(Frick	

&	Johnston,	2005).	Indeed,	it	has	been	shown	that	sustained	alterations	in	neuronal	activity	can	

alter	 the	 expression	 of	 voltage-gated	 ion	 channels	 responsible	 for	 shaping	 firing	 patterns.	 For	

example,	the	long-term	blocking	(several	days)	of	neuronal	activity	in	cultured	cortical	pyramidal	

neurons	 can	 result	 in	 the	upregulation	of	Na+	 channels	 and	 a	 downregulation	of	 sustained	K+	

currents.	 This	 in	 turn	 results	 in	 a	 lower	 threshold	 for	 AP	 initiation	 as	well	 as	 increased	 firing	

frequency	 upon	 stimuluation	 (Desai	 et	 al.,	 1999).	 Another	 example	 comes	 from	 the	 studies	 on	

crustaceans	 models.	 The	 lobster	 stomatogastric	 ganglion	 (STG)	 neurons	 fire	 in	 bursts	 upon	

synaptic	 and	 modulatory	 stimulation	 but	 fire	 tonically	 when	 pharmacologically	 isolated.	

However,	 3-4	 days	 of	 isolation	 of	 these	 neurons	 in	 culture	 results	 in	 a	 change	 of	 their	 firing	

pattern	from	tonic	to	bursting	upon	depolarisation.	This	is	a	consequence	of	an	increase	in	Ca2+	

and	 decrease	 in	 K+	 conducatances	 that	 compensate	 for	 the	 absence	 of	 their	 normal	 synaptic	

inputs	(Turrigiano	et	al.,	1994).	In	contrast,	exposing	cultured	hippocampal	neurons	to	periods	of	



sustained	 depolarisation	 by	 using	 a	 medium	 containing	 high	 KCl	 levels,	 results	 in	 a	

hyperpolarising	 shift	 in	 the	 RMP	 direction.	 Interestingly,	 the	 shift	 in	 the	 RMP	 becomes	 more	

hyperpolarized	as	KCl	 treatment	concentration	 is	 increased.	 Importantly,	however,	when	 these	

cells	are	then	reexposed	to	high	KCl	conditions	they	compensate	by	depolarising	less	than	would	

be	 predicted	 for	 untreated	 cells	 (O’Leary	 et	 al.,	 2010).	 Blocking	 neuronal	 activity	 with	

glutamatergic	 antagonists	 CNQX	 and	 APV	 also	 results	 in	 a	 homeostatic	 increase	 in	 excitability	

through	 an	 increase	 in	 the	 number	 of	 AP.	 This	 effect	 is	 bidirectional	 because	 treatement	with	

bicuculline	 -	 The	 GABAA	 receptor	 antagonist	 causes	 a	 decrease	 in	 neuronal	 excitability	

(Karmarkar	and	Buonomano,	2006).	

3.8. Future	perspectives	

Based	on	our	findings	we	suggest	the	following	long-term	experimental	plan:		

(1)	 In	 order	 to	 better	 categorize	 D1R	 and	 D2R	 WT,	 one	 solution	 should	 to	 perform	

single-cell	RNAseq	on	 labeled	 cells	 projecting	 to	different	brain	 areas.	However,	mRNA	 is	 very	

sensitive	and	any	cytotoxicity	due	 to	a	 labeling	 lead	 to	changes	 in	 transcriptome	profile,	 so	 for	

the	 moment	 this	 approach	 is	 restricted.	 Another	 plan,	 should	 be	 to	 create	 a	 new	 transgenic	

mouse	 line	targeting	only	D1R	or	D2R	neurons	 into	the	PL	area	allowing	a	specific	 targeting	of	

these	cells	engaged	in	modulation	of	memory	for	example.	A	 last	thing	could	be	to	determine	a	

therapeutic	 target	 in	 the	 entire	 database	 that	 we	 got	 from	 the	 Fmr1-KO	mice.	 Then,	 test	 this	

target	on	mice	performing	a	task	where	they	are	presenting	deficit	and	see	the	performance	can	

be	rescue	to	normal	phenotype.	

(2)	 For	 future	 research	 would	 be	 to	 use	 pharmacological	 approaches	 to	 better	

understand	 the	 channels	 mediating	 the	 learning-induced	 changes	 in	 excitability	 that	 we	

observed.	Because	we	found	a	reduction	in	the	maximum	dV/dt,	an	increase	in	AP	half-width	and	

an	increase	in	the	post-bust	AHP,	the	most	obvious	candidates	for	investigation	would	include:	i)	

Na+
	
channels	 that	mediate	 the	depolarising	phase	of	 the	AP,	 ii)	BK	and/or	Kv4	channels	which	

control	AP	repolarisation	and	iii)	SK	channels	underlying	the	post-burst	AHP.	Moreover,	by	using	

drug	 infusions	 in	 vivo	 as	 well	 as	 genetic	 overexpression/knockout	 approaches	 it	 might	 be	

possible	 to	 elucidate	 the	 importance	 of	 these	 channels	 for	 mediating	 fear	 expression	 and	

memory.		
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