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de confusion et de diffusion requises, assurant
ainsi les propriétés cryptographiques souhaitables.
Les résultats de simulation et d’expérimentation
ont démontré l’efficacité et la robustesse des
solutions cryptographiques proposées. De plus,
l’utilisation des schémas cryptographiques proposés
ouvre la porte à des algorithmes cryptographiques
dynamiques qui peuvent conduire à un gain de
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Abstract:
In this thesis, effective and robust cryptographic
schemes were proposed to overcome the current
security and privacy issues of recent medical
systems and applications. The main contribution of
this thesis is to reach a high level of security with
minimum possible overhead contrary to many other
existing solutions. Therefore, two cipher schemes
and a data availability approach were proposed
for medical data to ensure the following security
services: data confidentiality, integrity and availability
as well as source authentication. The proposed
cryptographic solutions are based on the dynamic
cryptographic cipher structures to ensure a better
resistance against existing and modern attacks.

Moreover, these solutions were designed to be
lightweight and they require a small number of
iterations. The proposed ciphers round function
is iterated only once and uses a key dependent
block permutation. It also satisfies the required
confusion and diffusion properties, consequently
ensuring the desirable cryptographic properties.
Simulation and experimental results demonstrated
the efficiency and the robustness of the proposed
cryptographic solutions. Furthermore, employing the
proposed cryptographic schemes open the door to a
dynamic cryptographic algorithms that can lead to a
significant performance and security gain compared
with other recent related state-of-art.
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CONTEXT AND PROBLEMS
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1
INTRODUCTION

Currently, traditional healthcare models face a challenge when dealing with the enormous
increase in the number of patients as well as the recent technology revolution, thus,
mandating a shift in the healthcare sector mindset. As such, it has become essential to
benefit from modern technology in order to develop and enhance the services of the
healthcare sector (called E-Health services).

E-Health services promise to initiate a revolution in the area of healthcare in general
such as the reduction of the congestion in hospital emergency services, remote patient
monitoring that can be performed via wearable sensors, hence offering an efficient and
low-cost solution. The result is ongoing monitoring and care for patients, resulting in
fewer visits to the doctor and helping to reduce the number of medical accidents that can
threaten patients’ lives. Technically, E-Health services can use a collection of medical
devices and applications that connect to healthcare IT systems through secure networks.
Medical devices allow machine-to-machine communication by using several wireless
connection types such as WI-FI. Moreover, these devices transmit captured data to cloud
platforms to be analyzed and stored.

E-Health systems face different security and privacy issues and challenges. In fact, the
introduction of new technologies such as Internet of Things (IoT) led to new threats
emanating from different sources, starting from attackers with malicious intents and
ending with opportunists exploiting vulnerabilities in such systems to cause deliberate
or accidental harm. Moreover, the cyber threat landscape has indeed evolved from
individual hackers to highly organized criminal groups and advanced cyber-criminal
syndicates, having healthcare as a major target. The nature of e-Health devices can be
small with limited capabilities. This renders them an easy targets for cyber-attacks that
can threaten the highly sensitive nature of the data carried by those simple devices.

Consequently, current research efforts are focused on ensuring a safe and secure
deployment of e-Health systems, which will increase the confidence and acceptance of
such services such as remote patient monitoring. This can be achieved by implementing
the right and appropriate security measures to protect the privacy and security of
patients’ data.

E-Health applications are tightly linked to sensitive infrastructures. They handle sensitive
information about patients, such as their locations and movements, and their general
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4 CHAPITRE 1. INTRODUCTION

state of health. The acceptance and wide deployment of E-Health applications will
depend on the protection it provides to patients’ privacy and the levels of security it
guarantees. In addition, E-Health security and privacy requirements are expected to be
more essential than those of conventional networked systems. Therefore it is clear that
in the absence of robust and efficient security and privacy solutions, attacks may offset
E-Health benefits and lead to dangerous consequences and as such, hinder its wide
deployment.

Therefore, these healthcare technology advancements came side-by-side with privacy
and security issues, due to the fact that these data are vulnerable to interception, and
falsification through open networks. In this pursuit, the encryption scheme is mandatory
to ensure the confidentiality of medical data for a secure transmission over the public
networks. As result, security of medical applications have been increasingly studied in
the last decade [Almohri et al., 2017, Kocabas et al., 2016].

To ensure security, two kinds of solutions are available : cryptographic or non-
cryptographic algorithms.

Consequently, data protection requires cryptographic algorithms mainly to ensure data
confidentiality, data integrity, source authentication and data availability security services
in order to achieve secure storage and communication, especially during transmission
over public networks.

In addition, confidentiality is generally ensured by the use of encryption algorithms, while
a key hash function (or authentication mode) is required to protect against threats to
data integrity and source authentication. Encryption can be performed at the block level
or in stream mode. In stream cipher, data is mixed with a pseudo-random stream, while
in block cipher, data is divided into blocks of fixed size (usually 128 bits). A block cipher
employs a round function that is iterated r times on each block and it is a reversible
function [Kwon et al., 2005].

Additionally, block cipher can be considered as a stream cipher when the block cipher is
used to produce a keystream sequence, which is the case in OFB (Output Feedback) and
CTR (CounTeR) operation modes [Dworkin, 2001]. The security in stream cipher is based
on different metrics that depend on the quality of the produced keystream sequences,
which should ensure high non-linearity, long periodicity and high randomness degree.
Furthermore, KDF (Key Derivation Function) and PRNG (Pseudo Random Number
Generator) can be based on block cipher, keyed or un-keyed hash functions as described
in [Barker et al., 2012].

1.1/ PROBLEM FORMULATION

Devices with good computational resources and reasonable memory capacity rely on
traditional cryptographic algorithms to ensure the required security services such as
data confidentiality, data integrity and source authentication. In general, confidentiality is
based on Symmetric Key Cryptography (SKC) since it is more efficient than Asymmetric
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Key Cryptography (AKC). The SKC Algorithms [Paar et al., 2009a] are based on a secret
key shared between two entities and it consists of a cipher algorithm, a keyed hash
function, such as HMAC (keyed-Hash Message Authentication Code), and a DPRNG
(Deterministic Pseudo Random Number Generator). In addition, a Key Derivation
Function (KDF) can be built based on a keyed hash function or a block cipher.

Subsequently, encryption of medical data such as images became mandatory to ensure
data confidentiality to prevent eavesdropping attacks, in addition to protecting privacy.
This is all the more necessary because medical images contain some patient information
(visual and non-visual) in addition to meta-data. However, traditional symmetric-key
cryptographic algorithms such as AES [Daemen et al., 2002b] requires multi-rounds
and multi-operations (substitution and diffusion) for each round. Therefore, this kind
of cipher may be inappropriate for multimedia content (medical images and video),
due to the intrinsic features of frames, and the strong correlation among the adjacent
pixels [Flayh et al., 2009]. Thus, offering a new kind of cipher structure to secure medical
multimedia contents is necessary.

This thesis presents an overview of the existing cryptographic algorithms and explains
its limitations. In fact, the static structure of the functions of the rounds used is the main
cause of these problems because a large number of rounds and operations are required.
This therefore introduces an additional cost in terms of latency and resources.

Alternatively, a new kind of cryptographic algorithm was presented and it is based on
chaotic maps, which refer to non-linear dynamic system that can produce pseudo-
random sequences or to produce substitution and diffusion primitives. As a result of
this propriety, researchers have been investigating Chaotic Cryptography paradigm
for the last two decades. Chaos theory proposes good properties for cryptography
applications, mainly due to the extreme sensitivity of the initial conditions and parameters
owing to the non-linear maps. These initial values could be set as secret keys for
the cryptography applications based on chaos, which illustrates the role of chaotic
maps with cryptographic applications. Moreover, chaos-cryptography was integrated
extensively in order to build symmetric cryptographic algorithms with various applications
to secure the digital images such as stream cipher scheme [Lin et al., 2018], block cipher
algorithm [Wang et al., 2015b] and hash-encryption system [Li et al., 2016].

However, chaos cryptographic algorithms suffer from different security and imple-
mentation issues. Especially with digital images security, where recent algorithms
have shown critical issues of resisting differential attacks which led to cryptanalyzed
most of them [Li et al., 2011, Rhouma et al., 2010, Li et al., 2002]. Most of these is-
sues are presented since the employed chaotic maps were 1-D and consequently
have short periodic [Huang et al., 2009], and they are implemented with a finite
computing precision. This makes the system vulnerable to reduce the length of
generated sequence periodic which facilitates the tracking of different types of at-
tacks [Arroyo et al., 2009, Alvarez et al., 2009]. In addition, iterating chaotic maps with
float precision makes the practical real software or hardware implementation of these
solutions very complex in term of efficiency.
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1.2/ CONTRIBUTION

To overcome these limitations, this thesis proposes and recommends the deployment of
the dynamic cryptographic algorithm structure to reduce the required round number and
operations. However, designing dynamic cryptographic primitives with maximum cryp-
tographic performances and efficiency is also reached with the proposed cryptographic
variants. Moreover, the proposed dynamic key dependent cryptographic solutions are de-
signed to reach a good balance between the security and performance level.

Firstly, we highlight all the above-mentioned security issues in details with full discussion
in their emerging medical health-care such as IoMT. Then, we present the existing secu-
rity solutions that are required to make these systems secure. However, these security
solutions introduce an overhead, which can degrade the system performance. Then, we
list the different issues of these security solutions.

The proposed approach ensures several contributions compared to the recent cryptogra-
phic schemes to reach a high level of efficiency and security. The main contributions of
this thesis in terms of system performance and security level are summarized as follows :

SYSTEM PERFORMANCE

1. The proposed cryptographic algorithms are realized in the block level with a flexible
size of blocks that can be adjusted according to the available memory, thus allowing
the approach to be realized with tiny limited devices.

2. Efficient key dependent cryptographic primitives are built (with a substitution and
permutation tables for cipher scheme, and an invertible diffusion matrix for the data
availability scheme) that can ensure good cryptographic performances and can ac-
complish a good improvement in time and simplicity. This will reduce the time requi-
red in order to build these cipher layers and will simplify the hardware implementa-
tion. This is essential, since each primitive of these three has its effect and its role
in making the proposed cipher scheme secure and efficient.

3. We propose two new cipher schemes that are based on the dynamic key dependent
cipher approach. The proposed ciphers require to iterate a round function for only
one round iteration with a minimum possible of simple operations compared to the
majority of encryption schemes. This reduces the required delay and resources for
each block of data.

4. In addition, the proposed algorithm ensures the avalanche effect with only one
round since it is based on the dynamic key approach, where a new dynamic key
is used for each input image. Moreover, the proposed cipher schemes can ensure
a minimum error propagation.

SECURITY PERFORMANCE

1. The proposed cipher scheme presents an efficient collaboration scheme between
substitution, byte and block permutation to ensure a high level of security and effi-
ciency.

2. A block permutation operation is introduced to randomize the sequential order of
chained blocks. This operation can make the procedure of possible future attacks
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complex and consequently ensures a better security level compared to the existing
cipher approaches that preserve the encryption sequential order. In addition, this
step requires a lower latency overhead and will not degrade the previous perfor-
mance contributions.

3. The dynamic key approach is used and the key can be changed for each
fixed/chosen time (defined by an application or a user) or for each input image which
will make the cryptanalysis task unfeasible. The attacker’s task becomes more dif-
ficult because of the sensitivity of the unpredicted dynamic key especially if this
dynamic key is changed for each input image. This will ensure a high level of secu-
rity against the existing and modern powerful attacks since dynamic cryptographic
primitives are unknown.

As a conclusion, the presented results of performance and security tests prove that the
proposed approach is efficient and can ensure a high level of security compared to other
recent image encryption algorithms that have static or chaotic structures.

Therefore, the proposed cipher can be considered as a good candidate since it ensures a
good balance between system performance and security level. Therefore, we think that
the modern cryptographic algorithms should be based on the dynamic approach
that can reach a good balance between efficiency and security.

1.3/ ORGANIZATION

The thesis work is organized as follows :

In Chapter 1, we discuss the different security issues and challenges of E-healthcare
systems such as the lack of security and privacy measures, in addition to the necessary
training and awareness explained in detail. To enhance the defense level of IoMT against
attacks, the right security measures and the required training skills should be applied.
Consequently, existing security solutions are presented to make E-healthcare systems
more secure and safer to use. In this chapter, the security solutions are divided into
two classes : either cryptographic or non-cryptographic. Then, the different solutions
are analyzed and compared in terms of computational complexity, required resources,
and additional hardware. Unfortunately, ensuring security introduces a trade-off between
the security level and system performance. In fact, new lightweight security solutions
are required to reduce the delay and resources overhead. On the other hand, non-
cryptographic solutions are presented and explained in details. We clearly indicate that
there is a need to design an efficient intrusion detection/prevention system that coope-
rates with dynamic shadow honeypots. Moreover, different forensics issues surrounding
the E-healthcare systems are explained. Afterwards, existing digital forensics solutions
are also explained to preserve pieces of evidence. Finally, a security solution is proposed,
which is divided into five different layers to detect and prevent attacks, in addition to
reducing/correcting the damage of these known attacks and preserving the patient’s
privacy.

The second chapter is devoted to the design of selective medical encryption schemes.
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To this end, we study the characteristic of medical images. First of all, we would like
to remind you the existing ciphers, and especially the recent lightweight ones. Then,
we present the proposed medical image encryption algorithms that require only one
round to reduce the required delay and resources. Therefore, a high-security level is
ensured, since each medical image is encrypted independently of previous and next
images. Then, we quantify the cryptographic performance of cipher primitives, and
consequently of the proposed cipher by using different cryptographic metrics such as
linear and differential probability approximation, avalanche criteria, and key sensitivity. In
addition, a set of performance metrics were used such as the execution time and error
propagation. Based on the obtained results, the proposed one round cipher is efficient.
Therefore, it can be considered suitable for real-time applications and tiny devices.
Moreover, we propose a specific medical image encryption solution that defines three
variants of the encryption algorithms(3) : (a) full, (b) middle-full, and (c) selective. The
full approach encrypts all sub-matrices of a medical image, while the middle-full variant
is a middle solution between the selective and full algorithms and its goal is to just hide
the type of the medical image(s). Selective encryption identifies a set of sub-matrices
of an image according to a statistical average test, known as the region of interest
(ROI). The middle-full and selective variant reduces more and more the required latency
and resources compared to the traditional full encryption scheme. Consequently, our
proposed approach is flexible since it can be applied in either selective, middle-full, or full
modes. Also, the size of a sub-matrix is variable and can be changed according to the
available memory size.

In the third chapter, we focus on enhancing the first cipher and designing a newly secure
and lightweight enhanced one round cipher scheme. In addition, we develop the different
cryptographic primitives (layers) based on the key setup algorithm of RC4, which requires
less computation complexity compared to the presented ones in the second chapter.
Based on these cipher primitives, we then describe the proposed enhanced one round
cipher, which uses primitives such as substitution and permutation tables. In fact, based
on the obtained results, we can conclude that the second enhanced one round cipher
scheme can also resist against data confidentiality attacks as it is more suitable for
real-time applications and tiny devices compared to the first one.

The fourth chapter, presents the detailed structure and the study of a new medical data
availability and protection scheme. This chapter defines a new data availability solution
that is based on the secret sharing algorithm and especially the information dispersal
one that can reach better performance compared to Shamir Secret Sharing. This solu-
tion will complete the previous cipher solutions to ensure data availability, data integrity
source authentication in addition to data confidentiality for medical data. To do this, we
first present the existing Information Dispersal Algorithm (IDA) variants and their proper-
ties. Then, based on the original IDA, we realize a very efficient AONT-IDA (AONT means
All or Nothing Transform), using dynamic key dependent invertible IDA matrices. Let us
indicate that a new lightweight information dispersal algorithm variant is presented and it
is dependent on the dynamic key, which makes its corresponding structure variable and
dynamic. This can consequently help with reaching a higher level of security. Several se-
curity and performance tests were realized to prove the effectiveness and the robustness
of the proposed information dispersal variant. Finally, we present and analyze the perfor-
mance of the proposed medical data availability-protection solution, before concluding on
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this chapter.





2
SECURING MEDICAL DATA AND

SYSTEMS : LIMITATIONS, ISSUES AND
RECOMMENDATIONS

ABSTRACT

Traditional health-care systems suffer from new challenges associated with the constant
increase in the number of patients. In order to address this issue, and to increase the
accuracy, reliability, efficiency, and effectiveness of the health-care domain, the Internet
of Medical Things (IoMT) was proposed. IoMT can be considered as an enhancement
and investment to respond more effectively and efficiently to patients’ needs. However,
IoMT suffers from different issues and challenges such as the lack of security and pri-
vacy measures, in addition to the necessary training and awareness. In this chapter, we
highlight the importance of implementing the right security measures and the required
training skills, in order to enhance the immunity of IoMT against cyber-attacks. Moreover,
we review the main IoMT security and privacy issues, and the existing security solutions.
These solutions are classified as cryptographic or non-cryptographic. Then, the different
solutions are analyzed and compared in terms of computational complexity and required
resources. It is important to note that the security measures for IoMT exhibit a trade-off
between the security level and the system performance, especially in the rise of digital
healthcare v4.0 era. Next, we discuss the appropriate security solutions such as light-
weight cryptographic algorithms, and protocols that attempt to reduce the overhead in
terms of computations and resources. This leads to the conclusion that there is a need
to design an efficient intrusion detection/prevention system that cooperates with dynamic
shadow honeypots. Finally, we propose a security solution, which is divided into five dif-
ferent layers to detect and prevent attacks, in addition to reducing/correcting the damage
of these known attacks and preserving the patients’ privacy. However, it should be noted
that zero-day attacks and exploits are still the main challenging issue that surrounds IoMT.

2.1/ INTRODUCTION

The integration of medical devices within the Internet of Things (IoT) (see FIGURE 2.1),
led to the emergence of the Internet of Medical Things (IoMT) [Balandina et al., 2015].
With the emergence of the new digitized healthcare era, called Healthcare v4.0

11
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[Thuemmler et al., 2017, Pang et al., 2018], IoT devices were deployed in several me-
dical domains, especially with the excessive use of medical wireless sensors, devices,
Unmanned Aeria Vehicles (UAVs), and robots. In fact, medical sensors and actuators
are used as wearable devices in the context of body area networks. Instead of keeping
patients in hospitals, these devices are capable of constantly monitoring the patient’s
health in real-time, while offering them better physical flexibility and mobility. On the
other hand, medical robots can also serve as surgical robots, as well as hospital
robots [Beasley, 2012], which are capable of accurately performing small surgeries.
They are also capable of performing several medical tasks such as Cardio-Pulmonary
Resuscitation (CPR) [Rosen et al., 2006]. However, the main issue is that many IoMT
devices are prone and vulnerable to cyber-attacks simply because medical devices are
either poorly secured against potential adversaries, or not secure at all. Therefore, any
cyber-attack can have drastic consequences, threatening patients’ lives, which would
hinder the wider deployment of IoMT.

Furthermore, IoMT applications are closely related to sensitive healthcare services, es-
pecially that they handle sensitive information about patients including their names, ad-
dresses, and health conditions. The main challenge in the IoMT domain is preserving the
patient’s privacy without degrading the security level. In addition, appropriate security and
privacy solutions should include minimum computations and require minimal resources.

IoT
Device 1

IoT
Device 2

IoT
Device 3

IoT
Device 

n-2

IoT
Device 

n-1

IoT
Device n

Aggregation node 1 Aggregation node k

Gateways 

Data center (Control Center)

Internet 

Server m Server 1- - - -

- - - - - - - - - - - - - -

- - - - - -

Users 

FIGURE 2.1 – An Example of Internet-of-Things System with n IoT Devices, k Aggregation
Nodes & m Servers

2.1.1/ MOTIVATIONS & AIMS

Recently, medical IoT systems became among the most important advanced medical
technologies. This technology can achieve a significant gain by enhancing the remote
monitoring of medical services. Moreover, it can help in detecting any medical issue very
early and thus, preserve patients’ lives and health.

However, in the IoMT domain, many of the connected medical devices present security
vulnerabilities that make them prone to malicious exploitation attempts. Such issues
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may lead to drastic consequences, which would affect patients’ lives by perturbing (or
controlling) medical devices. Therefore, it is mandatory to overcome these issues to
preserve the efficiency and accuracy levels of medical IoT systems.

On the other hand, the pervasiveness of medical sensitive data within IoMT systems
makes them prone to advanced attacks (e.g. Ransomware) that target their main security
aspects including privacy, integrity and confidentiality. This would severely impact the
credibility, adoption, and wide deployment of IoMT systems.

Our aim, in this chapter, is to identify the main threats that may compromise the security
of IoMT devices and systems, and to identify the necessary and appropriate measures
that are essential for their security.

2.1.2/ RELATED WORK

Medical IoT systems became core to the e-Healthcare domain whereby smart me-
dical sensors and devices are installed to improve patients’ lifespan and medi-
cal conditions. However, this domain came under a variety of attacks such as
botnets targeting medical systems [Zhang et al., 2011], as part of targeted cyber-
crimes [Zhang et al., 2012]. In [Kumar et al., 2014a], IoT security and privacy issues
were discussed but were not effectively linked to IoMT. Various intrusion detection
[Mitchell et al., 2014, Zarpelão et al., 2017] and authentication/authorisation [Sey, 2018,
Trnka et al., 2018] methods were presented to ensure a secure IoT environment with lit-
tle notice to their application to IoMT. Moreover, only recently more work was directed
to the security of healthcare systems. A generic survey on medical big data analysis
was conducted in [Kuila et al., 2019] to sort big data issues and challenges of adopting
IoMT solutions [Challoner et al., 2019], while an on-demand IoT adoption in hospitals was
conducted in [Kang et al., 2019] to enhance nurses’ experience based on the pros and
cons of the IoT adoption in healthcare technologies [Adhikary et al., 2019]. In this chapter,
we present a more detailed, holistic and analytical view point on the IoMT and healthcare
domains, as well as the integration of cyber-physical systems within the medical field. All
the mentioned cyber-attacks exclusively target healthcare systems, while the presented
security measures are discussed in a way to ensure their adoption in such domains.

2.1.3/ CONTRIBUTIONS

The novelty of the chapter stems from the fact that it includes a comprehensive overview
and analysis of all security and privacy issues related to medical IoT systems. Also, the
chapter discusses the recent lightweight security solutions, which consist of cryptographic
and non-cryptographic techniques. Moreover, several lessons are learned from the over-
view and accordingly, several recommendations are proposed towards making medical
IoT systems secure and safe to deploy and use.

More specifically, the contributions of this chapter can be summarized in the following
points :

— Perspective & Future Trends of IoMT systems are presented, including their
communication types, device types, and applications.

— Benefits of IoMT systems and applications are presented and discussed.
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— Concerns & Risks are highlighted, especially in terms of public and privacy
concerns, while risks are presented and evaluated through a proposed qualitative
risk analysis method.

— Attack Sources & Characteristics are presented and discussed in details, inclu-
ding their scope and impacts.

— Cyber-Attacks are presented per security breach, while exploring malware and
code injection attacks. Moreover, real-case cyber-attacks are also presented.

— Security Measures including technical and non-technical ones are presented,
evaluated and analysed especially in terms of their advantages and limitations.

— Suggestions & Recommendations are presented based on the conducted re-
search for a much more efficient and secure IoMT environment.

2.1.4/ ORGANIZATION

This chapter is divided into seven sections, in addition to the introduction, which sheds
light on the digitization era of healthcare v4.0. Section 2.2 presents and details the main
IoMT communication protocols and application domains. Section 2.3 highlights the main
IoMT challenges, constraints, concerns, and risks, while presenting a qualitative risk as-
sessment. Section 2.4 presents and discusses the most recurring cyber-attack types
against IoMT main security goals, including real-case cyber-attacks against well-known
hospitals in the United Stated (US) and the United Kingdom (UK). Section 2.5 presents
various technical and non-technical security measures that are suitable for protecting
the IoMT and e-Healthcare systems, communication and devices, along with their ad-
vantages and limitations. Section 2.6 presents the most valuable lessons learnt from
this survey. Section 2.7 highlights this chapter’s main suggestions & recommendations
which include the adoption of lightweight cryptogprahic solutions, hybrid and dynamic
non-cryptographic solutions, and finally the implementation of artificial intelligence for a
higher accuracy and in a real-time. Section 2.8 concludes the presented work with some
prospects on future work.

2.2/ IOMT BACKGROUND, PERSPECTIVE & FUTURE

In this section, the main communication types used in IoMT are presented, in addition to
the different types of medical devices, as well as the benefits offered by IoMT systems.
Moreover, the future prospects of IoMT are also highlighted and presented in FIGURE 2.2.

2.2.1/ IOMT COMMUNICATIONS

Real-time data transmission among medical devices takes place via four main communi-
cation networks types. These types include Body Area Networks, Home Area Networks,
Neighbourhood Area Networks, and Wide Area Networks.

— Body Area Network : A Body Area Network (BAN) is a network medium for the
transmission of patients’ vital signals, which are measured by either a wearable or
a portable sensor. In [Kocabas et al., 2016], Kocabas et al. stated that the commu-
nications between medical devices can be secured using biomedical signals. The-
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FIGURE 2.2 – IoMT’s Communication, Perspective & Future Taxonomy

refore in [Poon et al., 2006], Poon et al. presented a low-power bio-identification
mechanism by using an Inter-Pulse Interval (IPI) to secure the communication
between Body Area Network sensors. In [Venkatasubramanian et al., 2010], Ven-
katasubramanian et al. managed to use a physiological signal that agrees over a
secret key of the symmetric key cryptosystem for BAN sensor communications. As
a result, the collected medical data is sent to the controller in two different ways :
— Smart-Phone : transmits the collected data via a mobile network to the base

station (BS) that routes it until it reaches the medical data center.
— Wireless Medical Device : (see FIGURE 2.3) transmits data using one of se-

veral wireless communication protocols such as Zigbee [ZigBee, 2006], Blue-
tooth [Bhagwat, 2001], or Wi-Fi [Alliance, 2010].

— Home Area Network : A Home Area Network (HAN) uses a controller,
which handles the communication for sending the gathered data to an avai-
lable Access Point (AP) located in the patient’s home. Transmissions can
rely on Wi-Fi, or LTE/LTE-A [Doppler et al., 2009] in case of a Femtocell
AP [Chandrasekhar et al., 2008].

— Neighbourhood Area Network : A Neighbourhood Area Network (NAN) enables
users to quickly connect to the Internet [Ye et al., 2015]. It is used to establish
wireless communication between close areas such as homes and their neighbou-
rhoods. It can be based on an omnidirectional antenna that allows a single AP to
cover a radius of at least half a mile. Moreover, a NAN can rely on a directional
antenna to improve the AP’s signal as shown in FIGURE 2.4. As such, the AP for-
wards the data to a mobile data station, which allows the data sent from the home’s
AP to be directly received at the mobile Base Station (BS).

— Wide Area Network : A Wide Area Network (WAN) represents the communica-
tion from a mobile Base Station or from an access point to the mobile/Internet
(remote) medical infrastructure. In case of emergencies, a WAN ensures real-time
data transmission to emergency response teams. Once the data is received, the
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FIGURE 2.3 – Body Area Network

FIGURE 2.4 – Neighbouring Area Network

AP can also send the data to cloud services for storage at the specified server.

2.2.2/ IOMT DEVICES & PROTOCOLS

Medical devices are differentiated according to their needs. In fact, many of them are
available as a gadget in the medical market, or are being used by hospitals for real-time
smart remote monitoring. These smart medical devices can range from fitness devices,
to blood-pressure devices, to sugar-level devices. A set of these medical devices is listed
in TABLE 2.2.

Given that the aging population in developed countries is growing, there is a need for a
much more sophisticated and suitable health-care system. The recent IoMT technology
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is considered as one of the most important solutions, which was introduced to answer the
growing needs and demands. IoMT ensures physical mobility for patients, which leads
to the reduction of the number of patients in a hospital performing Blood Pressure (BP)
tests, or a Cardio-Vascular Disease (CVD) tests, which constitute 30% of global death,
as stated by the World Health Organization (WHO). Moreover, diabetic cases can now
be remotely monitored from hospitals.

These devices can be either implanted, worn, or held. Moreover, some devices can be
used in-home and others are specialized and to be used in hospitals and clinics. In the
following, we give examples of such devices. The different protocols supported and em-
ployed to (inter-)connect such devices are listed in TABLE 2.1.

TABLE 2.1 – A set of protocols used for IoMT interconnection

Protocol Classification Range Description
4G or LTE Wireless Medium

Range
Cellular Technologies that Connects Medical
Personal and Wearable Devices

Wi-Fi, 802.1x Wireless Medium
Range

Reliable, Real-Time, High Power and Long
Range Medical Connection

Zigbee Wireless Medium
Range

Used for Low Data Rate Medical Connections
with Minimum Latency & Energy Consump-
tion

Z-Wave Wireless Medium
Range

Used for Low Data Rate Medical Connec-
tions, include Sending Alerts & Tele-Home
Healthcare (Remote Monitoring)

Bluetooth Wireless Short Range Used for Short Range Connection to a
Nearby Medical Device including Smart Me-
dical Sensors

6LoWPan Wireless Medium
Range

Used for Medical Low Power Wireless Perso-
nal Area Networks

Machine-to-
Machine (M2M)

Wireless Long Range Real-Time Remote Patient Monitoring & Er-
ror Detection, Enhanced Patient Care & At-
tention

Internet Proto-
col (IP)

Wireless Long Range Software Responsible of IoMT and E-
Healthcare Communications

— Wearable and Personal Devices : these include smart and electronic medical
devices that collect, monitor and improve patients’ health conditions in a real-
time manner, and at a reduced cost [Wang et al., 2015c]. Wearable devices in-
clude fitness trackers, smart health watches, wearable Blood Pressure Moni-
tors (BPM), ring-type heart rate monitor and biosensors [Koydemir et al., 2018,
Hiremath et al., 2014]. Due to the increase in the number of ageing population and
spread of diseases, there is even a higher demand for tele-home healthcare. In the
following some of these devices are described in detail.
— Smart Fitness Devices are used to maintain a healthy lifestyle for patients and

to improve their health conditions. This is achieved by adopting a daily workout
routine, which varies and depends on the patients’ ability and physical status,
along with their condition, age and gender. Several additional smart fitness
devices were mentioned in [Naditz, 2009], including ”TomTom Spark 3”, which
is a fitness tracker and ”on-wrist navigator” [Yuen et al., 2017] and ”Moov Now”,
which is also a fitness tracker [Pinto et al., 2017].
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— Smart Blood-Pressure Devices are deployed in many IoMT fields and do-
mains. They are used to remotely and continuously monitor the blood pres-
sure of patients. These devices check for deviations in blood pressure from
the norm towards detecting rapidly any anomaly and transmitting the data
in real-time. A set of such devices includes ”Omron EVOLV” [Asmar, 2017],
”iHealth Feel & View BPM” [Kasl et al., 1966] and ”Philips Upper Arm
BPM” [Nijboer et al., 1988].

— Smart Glucose-Level Devices are used to monitor and to track the real-
time sugar levels of patients who suffer from diabetes types I and II. They
help in maintaining the right insulin level to protect the patients. This re-
duces the implications and risks associated with unexpected higher or lo-
wer levels of insulin. Examples of such devices include the GlucoWise de-
vice [Aggidis et al., 2015], in addition to turning a given IoT device (mainly
smartphones) into a blood sugar meter sensor [Swan, 2012], and iBGStar
Blood Glucose Meter [Tran et al., 2012]. In case of an insulin drop, signals are
sent to the actuators of the insulin pump to inject the appropriate insulin dose.
Another actuator example is the spinal cord stimulator, which is implanted in
the patient’s body to ensure long-term pain relief [Krames, 2002].

— Smart Heart-Rate Devices are used in several medical domains and they are
capable of saving patients’ lives. A set of k devices can monitor patients’ heart
rates in real-time, while other devices communicate only urgent data, when an
anomaly is detected. As such, the main task of these devices is to predict any
possible heart-attack before it occurs. These devices may include wearable
wireless sensor networks and BANs [Wang et al., 2017], along with different
heart-rate monitoring devices [Komulainen, 2001].

— Smart Diet Devices are being used to maintain a healthy diet for patients
who mainly suffer from eating disorders. They are specifically used by obese
people who struggle in following a certain diet or sometimes forget about
diet restrictions. In fact, smart diet devices have become a substitute for
paper-written diets. Such devices would send users automatic updates about
their daily diets, with different nutrition ingredients, via a smart diet soft-
ware [Marrow et al., 2001].

— In-home Medical Devices : these include ventilators, infusion pumps, and dia-
lysis machines that are currently being used outside the hospital or clinic, which
are also provided by a health care professional, and rely on simple technologies
(e-mail, the Internet, smart medical devices) to communicate with the hospital
[Hung et al., 2004]. Among these devices, we mention test kits, first aid equip-
ment, durable medical equipment, feeding equipment, voiding equipment, treat-
ment equipment, respiratory equipment, infant care, and other equipment which
are further discussed in [Council et al., 2010].

— In-Hospitals and Clinics Medical Devices : hospitals must always be prepared
for any emergency or incidence, whether or not these are life threatening. As such,
a high level of readiness of both medical equipment and staff is a must to offer the
right treatment for patients. In this context, medical donations play a crucial role
[Perry et al., 2011]. Among such medical devices we list defibrillators, anesthesia
machines, patient monitors, Electrocardiogram (EKG) Machines [Bio, 2019], sur-
gical tables, blanket and fluid warmers, electro-surgical units, surgical tables and
lights, which are further discussed in [10P, 2017].
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TABLE 2.2 – A set of medical IoT applications [Ullah et al., 2012]

Application Data rate Bandwidth
(Hz)

Accuracy (bits)

ECG (12 leads) 288 kbps 100–1000 12
ECG (6 leads) 71 kbps 100–500 12
EMG 320 kbps 0– 10,000 16
EEG (12 leads) 43.2 kbps 0–150 12
Blood saturatio n 16 bps 0–1 8
Glucose monitoring 1600 bps 0–50 16
Temperature 120 bps 0–1 8
Motion sensor 35 kbps 0–500 12
Cochlear implant 100 kbps 70-

350/3500-
8500

16

Artificial retina 50-700
kbps

¡10 12

2.2.3/ IOMT APPLICATION DOMAINS

Despite the challenges that surround the IoMT domain, this technology offers several
advantages via health-care applications [Suvarna et al., 2016]. First, and since the vital
signs of a patient could be monitored in real-time, this allows patients and the medical
staff to communicate instantly. This reduces the cost of medical care by reducing the
number of doctor visits. Improving patients health and lifestyle is another benefit of IoMT.
The immediate access to a patient vital signs allows the early diagnosis, the prescription
of medication and the injection of medication via a wearable device.
The future of IoMT aims at further involving devices and applications in the roles of doc-
tors, nurses, medical kits and receptionists. However, the general public still has concerns
about the necessary security, privacy, trust and accuracy of such IoMT systems.

— Smart-Doctor : One of the future plans is to introduce the concept of smart-
medical robots to perform the role and tasks of a real doctor. Some patients have
expressed concerns regarding this matter while others felt more comfortable spea-
king to a robot doctor about their private medical issues than they would with a real
doctor. Despite the opposing views, in the near future, the term smart-doctor will
be frequently heard and used.

— Smart-Nurse : Smart-medical robots will also be able to perform secondary me-
dical tasks such as taking the role of a nurse. In many cases, they may perform
the task of a smart-assistant to a given nurse to facilitate the nurse’s tasks. The
plan is to rely on robots to perform a secondary or/and supportive medical task,
according to the medical conditions and needs.

— Smart-Medical Technology : It includes Smart medical equipment and kits that
are currently being deployed and used by paramedics to provide immediate help
to patients who are in urgent need of medical care and assistance. One example
is the use of of medical drones to perform such a task [Haidari et al., 2016]. Me-
dical drones were originally introduced to respond to emergencies related to pa-
tients suffering from cardiac arrests [Pulver et al., 2016], since these drones are
the fastest to arrive at the emergency scene. The drones would be directed to fly
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to specific destinations, which saves time and as such, saves lives since para-
medics might end up stuck in traffic, and may not be able to respond as quickly
as needed. This encourages the reliance on smart medical robots [Li et al., 2004]
to perform surgical operations within a hospital setting. Virtual/Augmented Reality
and Artificial-Intelligence (AI)-based medical technologies were also employed for
various medical purposes. This includes Virtual-Reality to perform various rea-
listic operations such as simulated training [McCarthy et al., 2019], emergency
training [Munzer et al., 2019], and Cardio-Pulmonary Resuscitation (CPR) training
[Balian et al., 2019]. AI-based medical technologies are also being used to ensure
a higher accuracy rate [Jiang et al., 2017]. This includes exploring bio-chemical in-
teractions [Hunter, 2016], such as IBM Watson and Gene Network Sciences (GNS)
Healthcare AI systems [Shah et al., 2019] used to search for the right cancer treat-
ment [Agrawal, 2018].

— Smart-Receptionist : A smart-receptionist is yet another trend in the IoMT do-
main ; a medical robot is capable of operating as a normal receptionist, having the
ability to “think” and “understand” a given medical, or urgent case before diverting
the patient towards the right medical department. Also, these robots would ans-
wer phone calls and book appointments for patients, whilst classifying the urgent
and normal appointments. Such a classification could be based on statistical or
machine-learning algorithms.

— Personal Emergency Response Systems (PERS) : these are seeing increasing
use to alert patients and doctors in a real-time manner of any patient’s abnor-
mal medical event (E.g stroke, cardiac arrest, seizure etc.) by remotely sending
vital signals to the hospital [Tran, 2013] based on a predictive risk assessment
method [Pauws et al., 2017]. PERS are now being modified to become location-
based [Peabody, 2012] for a higher accuracy and faster response time. A typical
example is the Active-Protective’s smart belt which can be placed on a patient’s
waist and uses Bluetooth and AI to transmit real-time data.

— Ingestible Cameras : these are cutting-edge and cost-effective capsules that can
be swallowed (in-vivo/in-vitro) by a patient to provide internal-organ real-time visual
monitoring for early detection of chronic diseases and cancer [Kiourti et al., 2014].
Many ingestible devices were presented including Swallow-able data recorder cap-
sule medical device [Marshall, 2003], ingestible endoscopic optical scanning de-
vice [Bandy et al., 2013], and ingestible hydrogel device [Liu et al., 2019]. Inges-
tible devices rely on an X-ray or camera capsule, a tracking/recording system and
the diagnostics toolkit for evaluation.

— Real-Time Patient Monitoring (RTPM) : this is a new evolving trend among
the new generation, including millennials, due to their heavy reliance on smart
devices as a key part of their daily lives [Toohey et al., 2016]. In fact, RTPM is
used to ensure a real-time, cost-effective remote consistent monitoring depen-
ding on the sensors linked to the patient’s body, either through a homecare te-
lehealth systems [Santoso et al., 2015, McFarland et al., 2019] or telecare moni-
toring systems [Cullin et al., 2019, Saeed et al., 2019]. This may include monito-
ring fitness level, glucose level, respiration rate, and heart rate, etc. Many new
RTPM trends are now available including, but not limited to, connected inha-
ler delivery systems, Apple Watch app that monitors depression, Apple’s Re-
search Kit and Parkinson’s Disease and ADAMM intelligence Asthma Monitoring
[Anderson et al., 2016, Kang et al., 2018] .

As listed above, IoMT will enable innovative healthcare applications ; however, there are
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many challenges that might hinder the evolution of this technology. One of the key chal-
lenges is related to the security and privacy issues. In the next section, we discuss the
main security concerns, challenges, and risks that might be associated with the deploy-
ment of IoMT systems.

2.3/ CONCERNS, CHALLENGES & RISKS

In this section, we highlight the main concerns that are related to IoT systems, in general,
with emphasis on medical issues.

2.3.1/ IOMT CONCERNS

IoMT-related concerns can be classified into four key categories, one of them is raised by
the general public and is related to the security, privacy, trust and accuracy issues.

— Security Concerns : Due to the reliance of IoMT devices on the use of open
wireless communications, these devices are prone to various wireless/network
attacks. In fact, an attacker can eavesdrop and intercept incoming and outgoing
data and information due to the lack of security measures that most IoMT devices
either suffer from by design, or due to weak security authentication measures that
can be easily bypassed by a skilled attacker. Another security issue is the ability
to gain unauthorized access, without being detected, due to the inability to detect
and prevent such attacks. This would result into gaining an elevated privilege,
injecting malicious codes, or infecting devices with a malware. On the other hand,
IoMT devices could be hijacked (as botnets) and used to launch Distributed Denial
of Service (DDoS) attacks. In [Clark et al., 2017], Clark et al. showed how medical
devices are prone to botnets or “zombies” attacks, which can lead to physical
attacks on human patients. An attack, for example, can logically manipulate a
drug dose that would kill or have serious health implications on a given patient.
Moreover, IoMT devices, when hijacked by terrorists, could be used as a mean
for targeted assassination. For this reason, the US Vice President, Dick Cheney,
disabled the wireless functionality of his heart implant out of fear of being hacked
to eliminate him [Peterson, 2013]. Moreover, as described in [Clark et al., 2017],
IoMT devices can have a negative effect on the psychological state of patients,
since these can potentially scare patients, causing them to suffer from a heart-
attack due to being surrounded by machines instead of humans.

Manufacturers of medical devices need to focus on security as a primary task to
ensure and maintain the security of the Medical-Cyber Physical System (MCPS),
along with medical systems and devices alike. In other terms, protection against
passive and active attacks is a must to mitigate the main IoMT security concerns.
Hence, the need for the right security measures and tools is crucial.

— Privacy Concerns : Passive attacks such as traffic analysis leads to privacy is-
sues since it would be possible to gather and disclose information about patients’
identity, in addition to sensitive and confidential information.
This is a very serious threat for patients since an attacker is capable of iden-
tifying his/her medical records and medical conditions, which poses drastic life-
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threatening effects on patients.
Another reason for breaching the privacy of patients, through attacking hospitals,
is identity theft. Most of these real-case attacks led to a breach of patients’ pri-
vacy either through the leakage, or through the disclosure of personal/sensitive
information.
As a summary, privacy is more than ensuring the secrecy of sensitive and private
medical information. It also entails the need for anonymity, non-linkability, and non-
observability.
— Anonymity : a patient should not be identifiable ; when a patient is in commu-

nication, his identity should be kept hidden. In other terms, passive attacks can
see what you do, but not who you are.

— Non-Linkability : Items of Interest (IoI) such as subjects, messages, events,
actions should not be disclosed by passive attacks. This means that the proba-
bility of those items not being exposed from the attacker’s perspective should
stay the same, before and after observation.

— non-Observability :
non-observability is the state of Items Of Interest (IoI) being indistinguishable
from any IoI of the same type. This means that messages are not discernible
from any random noise(s). In other words, it should not be noticeable whether,
a message has been exchanged between a sender/receiver in any relationship.

— Trust Concerns : The breach of patients’ privacy translates into serious trust is-
sues. Patients are becoming skeptical of the idea of machines taking over the
roles of humans (doctors, nurses, and receptionists). As a result, people are more
concerned about having a medical robot, or a medical machine, or even a medical
device monitoring and controlling their health conditions [Kelly, 2012].

— Accuracy Concerns : This type of concern has surfaced after more than 144
patients in the U.S. lost their lives [Birkmeyer et al., 2003] due to accidental mis-
takes related to medical robots’ lack of accuracy and diagnosis. This also resulted
into having more than 1,400 patients being partially or permanently injured, where
reports of malfunction revealed that more than 8,061 malfunctions have occur-
red within thirteen years (2000-2013) [Ayala, 2016]. Another example is the false
diagnosis of some patients as having dementia or Alzheimer. These incidents in-
dicate the lack of accuracy and precision in the operations being led by medical
robots, along with the false diagnosis of patients, and wrong medical prescrip-
tions [Sensmeier, 2017].

2.3.2/ IOMT CHALLENGES

IoMT challenges emerged as soon as the integration of medical devices
into IoT systems started. One major challenge is the lack of standardization.
In [Hassanalieragh et al., 2015], Hassanalieragh et al. discussed in details the main IoMT
challenges. The issue of standardization is essential to having different medical devices
operating together, and for vendors to adopt the right security measures to protect
them from being hacked. This would lead to higher protection, efficiency, scalability,
consistency, and effectiveness. In fact, many of these challenges are mainly related but
not limited to various IoMT security constraints (see FIGURE 2.5).
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FIGURE 2.5 – IoMT Security Constraints

2.3.3/ IOMT RISKS

The deployment of IoMT systems into the healthcare domain is associated with a number
of risks which are listed as follows :

— Disclosure of Personal Information can seriously affect patients’ medical condi-
tions, as well as hospital’s reputation.

— Data Falsification can result into having the transmitted data from any medical
device altered and modified, which would result into a higher drug dosage or wrong
medical description that can lead to further medical complications.

— Whistle-blowers are based on unsatisfied or rogue medical employees leaking
medical details and information about the hospital or patients by either being bri-
bed, or part of an organised crime activity, risking patients’ privacy and lives.

— Lack of Training among nurses and doctors can result into risking patients’ lives
with permanent disabilities or the loss of life.

— Accuracy is still a debatable issue and is still responsible for inaccuracies in the
medical operations conducted by specialised robots. This can also seriously affect
patients’ lives and lead to disabilities or fatalities.

Thus, a new risk assessment method is required to quantify the security risks of IoMT
attacks, which is a complicated task. Addressing threats in IoMT and analyzing their as-
sociated risks is the first step towards identifying the required security solutions to be
adopted by IoMT applications and communication protocols. The risk analysis, presen-
ted in [Turner et al., 2013], is based on Threat, Risk, and Vulnerability Analysis (TVRA)
methodology [Moalla et al., 2012]. This methodology is based on the likelihood of a given
attack, and the attack impact on the system including the system assets and its asso-
ciated threats. In addition, the threat agent which is trying to break the system is also
identified by the TVRA method. Therefore, the outputs of TVRA are measures of the risk
of the already identified threats and can be determined based on their estimated value of
likelihood and impact on the system. The existing threats can be ranked as either critical,
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major, or minor, and they are represented in TABLE 2.3, depending on their impact on
human emotional conditions, which should also be taken into consideration.

In fact, given the above listed concerns, challenges and risks, it is essential to review the
possible security attacks and their causes. Thus, in the next section, we give a detailed
description of the attack types, causes and effects.

2.4/ CYBER-ATTACKS AGAINST IOMT

Such attacks can either be targeted, organized or even coordinated, based on the atta-
ckers’ skills, experience, knowledge, and tools in order to carry out a successful cyber-
attack. These attacks target the confidentiality, integrity, availability and/or the authenti-
cation of a given system and/or its components. In fact, it depends on the malware type
used in order to carry out the attack.

2.4.1/ CHARACTERISTICS OF CYBER-ATTACKS

Before identifying and classifying a given attack, it is important to understand its cha-
racteristics. In general, any attack can be classified as one of five main categories (see
FIGURE 2.6), based on its nature, target, scope, capacity, and impact, all of which are
directly related to the attacker’s purpose, aim, objectives and goals. More precisely, it de-
pends on the attacker’s skills, knowledge, experience, available tools and resources at
his disposal.

— Attackers’ Nature : There are four categories of attackers, internal, external, pas-
sive and active attackers. In some cases, different types of attackers may collude
to ensure a more sophisticated cyber-attack.
— Internal & External Attackers : An internal attacker is mainly a rogue

employee who can be a nurse, a doctor or a medical staff who wants to cause
damage to a hospital by damaging its reputation via removing or modifying
data, or targeting patients’ health and privacy. In some cases, it can be a spy
masqueraded as a nurse or a doctor who managed to successfully evade all
the security measures of a given hospital to eliminate a given patient for either
political or other criminal purposes. Internal attackers might pave the way for
external attackers to perform their cyber-attacks easily.

External attackers are mainly classified as malicious hackers who aim at gai-
ning an elevated unauthorized privileged access into the hospital’s system. This
is mainly achieved through worms, Rootkits, or Remote Access Trojan attacks.
In many cases, the attack is based on spear-phishing techniques through sen-
ding a malicious Portable Document Format (PDF) file, or any other file as a
Curriculum Vitae (CV). Once downloaded, a backdoor or a key-logger will be
installed on the given system. The main aim is to breach the privacy of pa-
tients and sell them to malicious third parties through the deep dark web for
scamming purposes.

— Passive & Active Attackers : A passive attacker tries to evade detection by
remaining ”hidden” in the background, without making any activity. The aim
here is to intercept data, transmitted via any wireless communication, between
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different medical devices, read them and build up their own information
gathering process that can be used for further exploitation, which may lead to
a much more sophisticated cyber-attack. Passive attackers can be cooperating
with external or even internal attackers as part of the information gathering
process.

Unlike a passive attacker, an active attacker relies on intercepting the com-
munication between a given source and destination. Such interception is done
aggressively by altering, modifying and deleting the given information and data
being transmitted without the knowledge of the source and destination. Such
an attack is very dangerous when used for example to inject a patient with a
higher dosage of a drug, or when prescribing the wrong drugs, and thus, se-
riously risking patients’ lives.

— Malicious & Rational Attackers : Malicious attackers do not have a specific
goal and do not look for specific results either. They launch their attacks sim-
ply because they can do it with the intention to disrupt an IoMT system. This
can be done, for example, by transmitting false information to the data center
in a specific geographical area. In contrast, rational attackers have a speci-
fic target which can have a very dangerous impact. In other terms, they are
unpredictable and generally follow the passive class.

— Organized & Coordinated Attackers : Cyber-attacks against IoMT can be
organized or coordinated. Organized attacks are usually based on having
prior knowledge of a given medical device or system before launching a cyber-
attack against it. In fact, the aim is to either gain an unauthorized access or
disclose sensitive information. Coordinated attacks are based on the coope-
ration and collaboration between insiders and outsiders. In fact, insiders are
rogue/unsatisfied employees (Hospital IT, staff, nurses, receptionists, etc..) ha-
ving an authorized access to the system and possibly install a malware. Mal-
ware types allow outsiders to have an elevated remote access or privilege and
carry out a combined attack against a specific medical system. The attack
might be carried out in order to hit the system’s availability and prevent au-
thorized medical personnel and patients from accessing medical records, book
appointments, or disrupt medical operations.

— Target : A targeted attack is typically used for assassination or terrorism purposes.
Such an attack targets a specific patient or a hospital for various reasons that could
be political (assassinating a public figure), ideological, racial or religious reasons.
The attackers’ goal could be to target a minority group of patients or to target a
foreign country with the aim of fueling racism, or spreading terrorism, or part of a
cyber-warfare campaign linked to cyber-politics.

— Scope : the scope of an attack is related to the targeted area, which may be
quantified as small scale or large scale. Typically, attackers try to extend their ma-
licious actions to a large area [Senie et al., 1998, Bagnall et al., 1999] to increase
the number of victims, such as patients in hospitals.

— Impact : the impact of an attack is quantified by the amount of damage it causes,
along with its nature and its scope.

— Capacity : this refers to the protection required to prevent, mitigate, or reduce the
damage associated with an attack.
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FIGURE 2.6 – Characteristics and profiles of attackers and its corresponding impact

2.4.2/ TARGETED IOMT’S SECURITY ASPECTS

IoMT security seems to be jeopardized by various types of cyber-attacks, which are di-
vided and described depending on the security aspect that they target. As illustrated in
FIGURE 2.7, in this section we aim at reviewing the security attacks that target the IoMT
data security, including its availability, confidentiality and integrity. On the other hand, we
aim to dissect the security attacks that target the system security including user privacy,
system availability, confidentiality/trust, authentication and integrity.

2.4.2.1/ DATA CONFIDENTIALITY ATTACKS

In order to hit the confidentiality of IoMT data, gathering information is a must. Due to the
open and public nature of IoMT wireless communications, patients are becoming more
prone to being intercepted through confidentiality (sniffing) attacks. Therefore, the risk of
personal and private information being either leaked, hijacked, modified or even stolen is
seriously high. However, in order to achieve it, different passive attacks can be carried out.
This includes eavesdropping, traffic analysis, and brute force attacks. TABLE 2.4 presents
the main confidentiality attacks.

— Eavesdropping Attacks are typically based on gathering information and
they are divided into two main types. The first one is Passive Eavesdrop-
ping [Coleman et al., 2012], where wireless access points are scanned to identify
which medical device is connected to them. The second type is the Active Eaves-
dropping, where the adversary can monitor incoming and outgoing data during
transmission and Thus, gathering more information in a faster and easier manner.

— Data Interception Attacks occur when a man-in-the-middle attack is carried
out. This allows the adversary to intercept data and re-transmit it at a later
time [He et al., 2017]. This allows the attacker to eavesdrop the Address Reso-
lution Protocol (ARP) request and keeps on repeating it in order to capture a hand-
shake. This handshake is then used to obtain encryption keys and gain unauthori-
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FIGURE 2.7 – IoMT Security Goals

zed access to medical systems and records.
— Packet Capturing Attacks or packet sniffing attacks include the capture of

the transmitted medical data packets that are unencrypted and revealing their
content including patients’ medical conditions and passwords. Wireshark is a prime
example of a network monitoring software tool.

— Wiretapping Attacks include hacking medical telecommunication and tele-
healthcare devices to intercept real-time incoming/outgoing medical data.

— Dumpster Diving Attacks include searching through dumpsters and retrieving
any medical information including papers and file thrown in the bin including pa-
tients records, medical prescriptions, staff names, etc. This is one of the main
reasons why most file and data records are becoming paperless.

2.4.2.2/ SOCIAL ENGINEERING (SE) ATTACKS

Social engineering is a technique used to manipulate people through either bai-
ting or pre-texting in order to lure people to give out information. This includes
passwords, names, IDs, private information in order to proceed with a cyber-attack
later on. Luring people can be easily achieved by relying on human emotions which
seems to be easier than exploiting a system’s vulnerability. Therefore, the attacker
relies on people’s curiosity, or lust, and sends infected adult pictures (phishing), for
example, in order to gain access to medical systems or/and records. Different SE
attacks are presented in TABLE 2.5.
— Reverse Engineering Attacks : A reverse social engineering attack is also

known as a person-to-person attack [Irani et al., 2011]. This allows the attacker
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TABLE 2.4 – Different types of data confidentiality attacks with their corresponding solu-
tions.

Data Confidentiality
Attack

Solutions Possible Reason(s)

Eavesdropping Encryption • Broadcast nature of mes-
sages via wireless channels
• Unencrypted communica-
tion channel

Data Interception Encryption • Non-Secure Channels
• Open Wireless Communi-
cations

Packet Capturing Encryption • Open Wireless Communi-
cations
• Non-Secure Channels
• Lack of Encryption

Wiretapping • Secure Communications
• Closed Communications

• Open Wireless Communi-
cation
• Non-Secure Channels

Dumpster Diving • Enhanced Employee Trai-
ning
• Paperless Process

• Lack of Employee Training
• Lack of Awareness

to masquerade himself as a technician trying to fix an issue in a hospital’s
medical system and gaining insight and physical access to the system. It also
allows him to possibly upload a malware or detect vulnerabilities that can be
exploited. In other cases, an attacker can masquerade himself as a person
visiting a patient, asking questions in order to gain a better insight about the
used medical systems and devices.

— Error Debugging Attacks are usually caused by an improper handling of er-
ror, which results into medical systems becoming vulnerable to various secu-
rity problems [Schaumont, , Yuce, 2018]. Such exploitation can lead to internal
error messages that target medical web servers, application servers, and web
application environments by displaying database dumps, stack traces and error
codes to the attacker. This would mainly result into a system call failure/crash,
network timeout or unavailable database. This consumes a high amount of
resources and causes a tremendous network overhead, preventing and disrup-
ting the availability of medical services to patients.

— Phishing Attacks : Phishing relies on sending fake e-mails, including links
to malicious websites, and to direct the victims to these fake and malicious
websites [Jagatic et al., 2007, Zhang et al., 2012]. Once a malicious link is cli-
cked on, their sensitive information including user-name and passwords are
leaked [Felix et al., 1987]. This allows the attacker to carry out an attack using
the obtained credentials.

— Spear Phishing Attacks : Such attacks [Parmar, 2012, Smith et al., 2015]
usually occur when the attacker creates a fake CV, for example, which is in-
fected with a virus. The attacker intends to send it to the medical staff applying
for a medical job. Once the email is received along with the malicious CV, the
recruiting staff will open the CV and would not realize that a malicious software
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has been installed on their system. This leads to a various range of attacks from
elevated privilege, to Root-kit, remote access Trojans, unauthorized access, or
even botnets. This also includes whaling (targeting high-profile employees in-
cluding doctors, specialists and surgeons) [Hong, 2012], and vishing attacks
(stealing access/log in credentials) [Griffin et al., 2008] and other aspects of
phishing attacks.

TABLE 2.5 – Different types of social engineering attacks with their corresponding solu-
tions.

Social Enginee-
ring Attack

Solutions Possible Reason(s) Related Threats

Social Enginee-
ring

Training staff against
baiting/pretexting

Poor training of em-
ployees

May affect the confi-
dentiality and privacy.

Reverse Social
Engineering

Training staff against
strangers’ questions

No identification and
verification processes

Depends on the asked
questions, primarily tar-
gets confidentiality and
privacy. In addition, to
affecting authentication
and availability.

Error Debug Limit appearing infor-
mation

Different error ques-
tions giving additional
information

May affect
(data/system’s) confi-
dentiality and privacy.

Phishing Avoid suspicious E-
mails and links

Poor training of staff Depends on the mal-
ware task and atta-
cker’s goal, may affect
(data/system’s) confi-
dentiality and privacy.

Spear Phishing Avoid suspicious fol-
ders and file formats

Lack of awareness May affect
(data/system’s) confi-
dentiality and privacy.

Whaling Avoiding Suspicious E-
mails

Luring and Lust Depends on the mal-
ware task and atta-
cker’s goal

2.4.2.3/ PRIVACY ATTACKS

Ensuring patients’ privacy is one of the most important challenges in IoMT. Preserving
patients’ privacy is mainly related to preventing the disclosure of their real identities, in
addition to their location and information. This requires patients to keep their private in-
formation protected such as their identity, their behaviour, their past and present loca-
tion [Ohno-Machado et al., 2004, Terry, 2012, Murer, 2002]. Moreover, in the following,
the main privacy attacks are listed and described in TABLE 2.6.

— Traffic Analysis Attacks : TAA mainly affects patients’ privacy in addition to their
data confidentiality. This attack is extremely dangerous and consists of intercepting
and analyzing the network traffic pattern(s), trying to infer useful information. This
is due to the fact that IoMT devices’ activities can potentially reveal enough infor-
mation, enabling an adversary to cause malicious harm to the medical devices.
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More precisely, traffic analysis can target certain information that can be used to
establish or facilitate new social engineering attacks.

— Identity/Location Tracking Attacks : The attacker spies on an IoMT device
during its journey to discover the identity of the patient (relating the patient to a
place of work or home). In fact, an attacker may get a trace of the IoMT devices’
movements. Studying this trace can reveal the true identity of the patient, in
addition to their personal information. Therefore, getting the identity of a given
patient can put their privacy and possibly their life at risk.

In order to preserve the privacy of any patient, the MAC and IP addresses must
be constantly changed to avoid any possible identity disclosure and denial of ser-
vice, or spoofing attack [Senie et al., 1998]. Hence the need to design some new
algorithms to address the large memory-space dilemma. Therefore, each patient
should be allocated a pool of certified pseudonyms obtained from a certificate
authority [Wex et al., 2008, Son et al., 2015]. The most popular attack is the Sy-
bil attack. The pool of pseudonyms can be used to pretend they are for different
patients whilst sending false messages to a data center. This includes false traffic
jams, or false alerts forcing hospitals to react to a false event. The main authorities’
goal is to ensure that the identities and their corresponding sensitive data are pro-
tected and verified during any communication attempt. In case of any issue, the
system operators must interfere, however, it requires knowing the identity of the
user (digital forensics). This indicates that a trade-off between privacy and digital
forensics, indeed, exists.

TABLE 2.6 – Different types of privacy attacks with their corresponding solutions.

Privacy Attack Solutions Possible Reason(s)
Traffic Analysis • VPNs & Proxies

• Non-Linkability
• Pseudonyms

• Source and destination in-
formation are not encrypted
• Lack of secure channels
• Weak encryption algorithm

Identity/Location Tra-
cking

• Anonymity
• Non-Linkability
• Pseudonyms

• Lack of secure channels
• Location and identification
parameters are not encrypted

2.4.2.4/ DATA INTEGRITY AND MESSAGE AUTHENTICATION ATTACKS

Integrity attacks are based on the ability to alter the messages that are being transmitted
in order to target the integrity of a system or data. Different attacks can be carried out to
achieve this goal, such as injection attacks and data interception. Therefore, it is essential
to secure and maintain the integrity of data as much as possible [Jones et al., 2013,
Shah et al., 2016].

— Message Tampering-Alteration Attacks : The attacker here aims to break the
data integrity of the exchanged messages. This happens when the attacker mani-
pulates the received messages for his/her own goals [Yang et al., 2013]. This will
result into doctors making wrong decisions that might compromise the health of
patients.
One of these security methods is using a message authentication algorithm such
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as cryptographic keyed hash function as HMAC to ensure data integrity and source
authentication.

— Malicious Data injection : This kind of attack is generated from an entity that
can be legal or can authenticate with the system. Thus, this can cause hazardous
effects in the IoMT system and it may lead to fatal accidents [Liu et al., 2011b],
by creating a false message and transmitting it to the hospital data center or to
doctors. The strategy of this attack is to prevent the real and correct messages
from authorised users, and instead inject false messages into the network.
To defend against such an attack, messages should be authenticated.

— Malicious Script Injection Attacks : Such attacks introduce false update script
system where adversaries can mimic a legitimate server for system backup. This
allows a given adversary to gain unauthorized access to any IoMT device and
might introduce a backdoor [Rahman et al., 2012].

— Cloning And Spoofing Attacks can be combined in order to carry out a more so-
phisticated attack [Spiekermann, 2015] against a medical system or device. Clo-
ning attacks duplicate the data spoofed, whilst spoofing attacks use the cloned
data to gain unauthorised access [Wang et al., 2010].

TABLE 2.7 summarizes the main message integrity and authentication attacks.

TABLE 2.7 – Different types of data integrity and message authentication attacks along
their corresponding solutions.

Message Integrity and
Authentication Attack

Solutions Possible Reason(s)

• Message Tampering-
Alteration
• Malicious data injec-
tion
• Malicious Script Injec-
tion
• Cloning & Spoofing

• Keyed Hash Function
(HMAC) ;
• Message Authentica-
tion Algorithms

No data integrity and source
authentication protection
scheme

2.4.2.5/ AVAILABILITY ATTACKS

In order to target the availability of medical systems, different attacks are carried out to
degrade the performance of medical systems and devices. As a result, the availability
attacks can either target data availability or system availability.

— Data Availability attacks : The attacker aims to break the data availability of
the exchanged messages by dropping these messages. This happens when
the attacker manipulates the received messages for his/her own goals, which
results into hospital data center or doctors missing important information about
the patients’ health conditions.

— System Availability attacks : The main system availability attacks are listed below
and summarized inTABLE 2.8.
— Denial of Service Attacks (DoS) : In order to disrupt the availability of a gi-

ven medical IoMT system or device, DoS attacks are initiated and launched,
preventing legitimate patients from getting proper medications, and preventing



2.4. CYBER-ATTACKS AGAINST IOMT 33

nurses and doctors (GPs) from accessing medical information and records.
This prevents real-time data from being sent and received through the disrup-
tion and interruption of service.

— Distributed Denial of Service Attacks (DDoS) : These attacks can also be
simultaneously carried out from different geographical locations and from dif-
ferent countries. This can have a far greater impact on the availability of medical
devices and systems resulting into a negative impact on the patients’ lives with
the inability to respond on time.

— De-Authentication Attacks : Such attacks are usually carried out to ensure
a single de-authentication attack against a given medical device. It can also
be used in order to lead a mass de-authentication process, which prevents all
connected devices from being operational either temporarily or permanently.
This process also allows the capture of a handshake, which can be used later
on to launch a cracking attack, which enables an adversary to gain unauthori-
zed access to a medical system, device or even server.

— Wireless Jamming aims to severely interrupt and disrupt any established wi-
reless communication of medical devices between patients and hospitals. More
specifically, wireless networks are severely targeted [Vadlamani et al., 2016] by
a series of continuous denial of service attacks, which disrupts any communi-
cation attempt on secure and non-secure channels, depending on whether the
jamming attack is selective or non-selective [Proano et al., 2010]. However, this
attack can be mitigated through frequency hopping and frequency shifting, as
described in [Grover et al., 2014].

— Flooding Attacks : they are based on overwhelming and exhausting the me-
dical system’s resources by injecting false information and data to flood the
system with false data and information requests [Baig et al., 2013].
— ICMP Flooding Attacks are an Internet Control Message Protocol (ICMP)

flood or Ping flood attacks with a Denial-of-Service (DoS) ability that overw-
helms a targeted medical device with ICMP echo-requests known as pings
[Harshita, 2017]. Attackers rely on exploited IoMT devices (zombies or bots)
controlled by a bot master to conduct such type of attacks.

— SYN Flooding Attacks or “half-open” attacks primarily target high-capacity
IoMT devices since they rely on Transmission Control Protocol (TCP) ser-
vices to communicate (i.e email/web servers) [Bogdanoski et al., 2013].
The aim of this attack is to cause a medical server to crash by exhausting
the e-Healthcare server’s memory reserve to make insecure connections
available for further attacks.

— Black Nurse Attacks are highly effective low bandwidth (15-18 Mbit/sec)
ICMP attacks that target firewalls with high Central Processing Unit (CPU)
load through denial of service attacks [Shan et al., 2017]. This attack results
into preventing Local Area Network (LAN) users, including patients and me-
dical staff from transmitting internet network traffic.

— Delay Attacks : They introduce high delays for high priority message transmis-
sions. This offers the ability to either re-transmit them or not transmit them at
all after the elapsed time.
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TABLE 2.8 – Different types of system availability attacks with their corresponding solu-
tions.

Availability Attack Solutions Possible Reason(s)
Jamming Frequency Hooping, direct

sequence spread spectrum,
beam-forming

Targets Access Points or wi-
reless IoMT devices

Denial Of Service Backup Devices Lack of Backup Devices
Distributed Denial of
Service (DDOS)

DDOS detection solutions. In-
crease the security levels of
devices to avoid becoming
bots.

Exploiting devices turning
them into bots

De-authentication Firewalls, Intrusion Detection
Systems, Encryption

Captures a handshake to
Launch DoS or Password
Cracking Attack

Flood Timestamps, Certificate Au-
thority, IDS

Overwhelms & Exhausts
IoMT’s Resources through
False Information Injection

Delay Firewalls, Timestamps, IDS Overwhelms & Prevent or Se-
verely Delays any Transcei-
ving of Medical Information

2.4.2.6/ DEVICE/USER AUTHENTICATION ATTACKS

Authentication attacks aim to overcome passwords, which are classified as the first and
primary line of defence, in order to gain access to a given system [Clark et al., 1996].
Usually, attacks are successful in many cases including when a given password is either
too weak or too short, or is static. These attacks can either be encryption cracking (brute
force, dictionary, birthday, or rainbow-table attacks), among other attack types mentioned
in TABLE 2.9.

— Man-in-the-Middle Attacks : This attack is one of the main authentication at-
tacks ; it controls and monitors the communication between two legitimate parties,
whilst altering the transmitted data. This attack can either be passive or active. It
is considered as a passive attack when the attacker only intercepts and reads the
exchanged messages between the two entities. On the other hand, it is conside-
red as an active attack, if the attacker is able to alter, manipulate or/and modify the
transmitted data or information without any of the devices’ knowledge.

— Brute Force Attacks are based on an excessive search for all possible combi-
nations that make up and crack a given password of a medical [Ten et al., 2010].
Such an attack aims to acquire patients’ credentials and private medical infor-
mation for fraud purposes. Most targeted devices include, but are not limited to,
remote medical sensors and patient monitors [McMahon et al., 2017].

— Masquerading Attacks occur when a wireless network relay node is exploited
by a given attacker for malicious purposes. Such attack can constantly send false
alarms about an emergency medical condition, and can disrupt the availability of
medical services [Kumar et al., 2012]. Moreover, masquerading attacks can mo-
dify a patient’s medical condition and may result into injecting the wrong drug or
an excessive medicine usage, which may result into the loss of human lives.

— Replay Attacks modify the control signal being transmitted to another medical de-
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vice, especially once an attacker gains a high privilege to the system with the abi-
lity to control the system’s signals. The adversary may either steal or/and intercept
the transmitted information by redirecting it to another location. In some cases,
physical damage can be achieved against a given system [Baig et al., 2013], in-
cluding medical systems. System communications are recorded first before being
‘replayed’ later to the receiving device [Spiekermann, 2015]. This can lead to ei-
ther stealing, leaking or disclosing sensitive information to gain an unauthorized
access and elevated privilege on a given medical system [Grunwald, 2006].

— Cracking Attacks are based on capturing a handshake through a de-
authentication attack. Thus, luring the intended AP (Access Point) to respond back
with a handshake. Once the handshake is captured, a password cracking attack
is conducted against a given medical system or device. This allows the leakage of
information and data disclosure.

— Dictionary Attacks usually take place when trying to gain access to a given medi-
cal system [Nam et al., 2009]. Attacks are usually successful when security mea-
sures are less tight than the security measures of a given IoT device. Such attacks
occur by relying on a large set of dictionary words in an attempt to guess the
password so that the adversary can gain access. In fact, such an attack type is ex-
haustive in terms of resources and time, and can take time from minutes to hours,
and sometimes days. Brute force attacks are usually aimed at targeting a medical
device where the security measures are weak [Cho et al., 2011]. In many cases,
they still rely on a number combination including the personal identification number
(PIN).

— Rainbow Table Attacks are usually aimed at targeting the password and its hash
value relying on a technique process known as ”fault and trial” through the use
of reverse engineering. It usually contains a table of passwords along with their
hashes, which is executed until a match is found. To overcome this problem, dif-
ferent solutions were presented in [Narayanan et al., 2005, Tahir et al., 2013]. Ho-
wever, salt passwords can be a good solution to mitigate this type of attacks.

— Session Hijacking Attacks are also known as TCP Session Hijacking. This attack
is achieved by using a Session sniffer that involves a packet sniffer capable of
altering, capturing and reading the network traffic (header and data) between two
parties. This includes users or/and devices alike. In fact, this attack can capture a
valid Session ID (SID).

— Birthday Attacks are also due to users relying on weak hashing mechanisms,
where two different passwords can have the same hash. Such weakness can easily
be exploited to gain an unauthorised access to any medical system. A suggested
hash function balance was presented in [Bellare et al., 2004]. However, Secure
Hash Algorithm (E.g SHA-3 and SHA-512) mechanisms remain the best solution
against such attacks.

2.4.2.7/ MALWARE ATTACKS

Malware can take various forms of harmful software such as Trojans, worms, viruses,
spyware, backdoors, botnet, and many others. A malware is based on the exploitation
of a software weakness, vulnerability, or/and security gap. This leads to the possibility of
having a backdoor to a given medical device or system. Moreover, it is based on gaining
unauthorized access, leaking and disclosing sensitive information about a given patient.
In fact, the existence of a very advanced malware type such as encrypting services, or po-
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TABLE 2.9 – Different types of system authentication attacks with their corresponding
solutions.

Authentication
Attack

Solutions Possible Reason(s) Related Threats

Man-in-the-
Middle

Multi-Factor authentica-
tion scheme

Poor authentication
scheme (one factor)

Depending on attacker
goals, it might affect the
data’s integrity, confi-
dentiality and availabi-
lity.

Masquerading Multi-Factor authentica-
tion scheme

Poor authentication
scheme (one factor)

May affect data’s confi-
dentiality.

Cracking Multi-Factor authentica-
tion scheme

Poor authentication
scheme (one factor)

may affect the data’s
confidentiality and inte-
grity.

Replay • Timestamp or a
new random number for
each session connec-
tion
• Multi-Factor authenti-
cation scheme

Weakness in the au-
thentication protocol

May affect system’s
availability.

Dictionary • Strong password
• sufficient size of se-
cret key

Weak password and
one authentication fac-
tor

May affect the data’s
confidentiality & inte-
grity

Brute force • Strong and long pass-
word
• sufficient size of se-
cret key
• Multi-Factor authenti-
cation scheme

• Weak password
• and one authentica-
tion factor

May affect data’s confi-
dentiality and integrity

Rainbow Table Long Salt Passwords • Weak User-
names/Password
• Short Salt Passwords

May affect data’s confi-
dentiality and integrity

Birthday Secure Hash Algorithm Weak Hashing May affect data’s confi-
dentiality and integrity

Session Hija-
cking

• Encryption
• Sniffing Filters

• Lack of/Poor Encryp-
tion
• Non-Secure Chan-
nels

May affect data’s confi-
dentiality, integrity and
availability

lymorphic malwares [Nimmo, 2010] imposes a serious threat. Moreover, malware attacks
can take many forms and specifications including being based on signature, behavior,
or even anomaly. As a result, to prevent the existing kinds of malware, an anti-malware
software is required. For this purpose, Section 2.5.2.6 presents the different intrusion de-
tection techniques that can be implemented in order to detect, track down and prevent
any possible malware attack.
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— Spyware Attacks : Spyware’s main purpose is to collect and gather data and in-
formation about patients and send them to either a third party or sell them through
the deep dark web. Thus, keeping users under constantly covert surveillance. In
fact, spyware may be used in order to collect enough information about a given
patient for a possible assassination. Moreover, spyware is used in order to monitor
a patient’s health and activity without their knowledge. They can also be called as
key-loggers due to their ability to steal patients’ credentials [Lee et al., 2005].

— Ransomware Attack is a malware that encrypts the data and files stored and
hence, denying doctors or patients from accessing patients’ medical records. This
attack can also be called “cryptoware”. Such type of attacks aims at preventing a
given doctor from accessing his system and files, whilst urging them to pay a ran-
som in order to decrypt the files or risk deleting them. The most infamous example
is the “WannaCry” [Fruhlinger, 2017].

— Worm Attacks Worms are a form of malware that self-replicate vertically
over a connected device, after exploiting the device’s existing vulnerabilities.
Thus, they are capable of self-propagating without any human intervention. In
some cases, they can be designed to target a given industrial control sys-
tem [Falliere et al., 2011]. Worms can be implemented and used against medi-
cal systems and devices in order to gather information, damage or even destroy
any given device. In some other cases, worms can lead to file deletion or ran-
soms [Cooke et al., 2005].

— Remote Access Trojan Attacks : RAT attacks occur through the exploitation of a
medical system’s vulnerability, weakness or security gap in a given targeted medi-
cal system. Such attacks are based on evading all security procedures and coun-
termeasures by gaining a covert unauthorized access as a backdoor. This leads
to overcoming all of the security measures employed. This is mainly achieved by
bypassing the authentication process. The most infamous attack was the operation
Shady RAT [Alperovitch et al., 2011].

— Logic Bomb Attacks : Logic bombs are classified as small programs that logi-
cally explode after reaching a certain date or time, damaging the medical systems’
components including logs, data, and files. In fact, they are mostly installed by
insiders [Northcutt, 2005].

— Botnet Attacks are based on exploiting vulnerabilities of embedded physical de-
vices and turning them into bots, awaiting orders from the adversary through
command-and-control to send fake or false information to a given patient. They
can also be used to bring the whole medical system down through a DoS or DDoS
attacks [Stone-Gross et al., 2009, Zhang et al., 2011]. In fact, in many cases, such
attacks are aimed at disclosing sensitive information and using them for malicious
or personal gains.

All malware attacks and their solutions are summarized in TABLE 2.10.

2.4.2.8/ IMPLEMENTATION ATTACKS

Different implementation attacks on medical systems are presented in this section, inclu-
ding the side channel attacks, fault attacks, and timing attacks.

— Side Channel Attacks can possibly occur due to IoMT embedded systems having
very limited physical properties. Moreover, they are used to recover the secret
key using power consumption, differential power consumption or electromagnetic
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TABLE 2.10 – Different types of malware attacks with their corresponding solutions.

Malware Attack Solutions Possible Reason(s) Related Threats
Botnet Botnet detection so-

lution (anti-malware),
pen-testing, intrusion
detection

A logical collection
of exploited internet-
connected devices or
IoMT devices

Depends on the atta-
cker’s target (confiden-
tiality, integrity, authen-
tication and/or availabi-
lity)

Worm & Viruses Anti-virus, anti-
malware, pen-testing,
intrusion detection

Relies on compu-
ter network security
failures

Depends on the at-
tacker’s (confidentiality,
integrity, authentication
and/or availability)

Spyware Use antivirus and anti-
spyware solutions, up-
date OS, ensure higher
security and privacy le-
vels, intrusion detection

Part of other software
or downloads on file-
sharing sites

Primarily targets pri-
vacy and data confi-
dentiality but it can
used for other purposes
such as availability, au-
thentication and/or inte-
grity.

Remote Access
Trojan

Keep antivirus software
up to date, block unu-
sed ports, intrusion de-
tection

Downloaded invisibly
with a program or
update software

Depends on the at-
tacker’s (confidentiality,
integrity, authentication
and/or availability)

Rootkit Appropriate system
configuration, strong
authentication, patch
and configuration ma-
nagement, intrusion
detection

Exploits and targets ei-
ther the kernel, or the
user application space
gains root privileges.

Primarily targets sy-
sem’s authentication

Ransomware Up-to-date Anti-
Virus/Anti-Malware,
Avoid Using Personal
Information, Enhanced
System’s Security,
Higher Awareness

Weak Passwords,
Weak Multi-Factor,
Paying Ransoms

Targets system’s Au-
thentication and Availa-
bility, in addition to data
confidentiality and pri-
vacy

analysis. In fact, IoMT devices with Physical non-cloneable Functions (PUF) can
guard against different implementation attacks.

— Fault Attacks target a physical electronic device by stressing the device by ex-
ternal means. This includes the increase/decrease of voltage to generate errors,
which mostly leads to a security failure [Piret et al., 2003].

— Timing Attacks are classified as side channel attacks where an attacker attempts
to compromise a cryptosystem by analyzing the needed execution time of cryp-
tographic algorithms. In addition, a timing attack is a security exploitation, where
an attacker discovers security vulnerabilities surrounding the computer or network
system. Moreover, timing attacks are also used to target medical devices that use
OpenSSL [Dhem et al., 1998].

This attack can become inefficient when using the ”time stamping mechanism”
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for packets of delay-sensitive applications. However, this proposition encoun-
tered the problem of time synchronization between entities [Mills et al., 1985,
Clark et al., 1992].
All implementation attacks along with their solutions are summarized in
TABLE 2.11.

TABLE 2.11 – Different types of implementation attacks with their corresponding solutions.

Implementation
Attack

Solutions Possible Reason(s) Related Threats

Side Channel At-
tack

Hardware counter-
measure (PUF) and
software randomiza-
tion processes

Limitations of physical
properties related to
the embedded devices

It may lead to se-
cret key recovering
and consequently af-
fect the data confi-
dentiality.

Fault Attack uses protected hard-
ware and Spatial
Retreat

Memory & disk manipu-
lation

May affect the System
integrity. This type of
attacks modifies the
execution code to re-
cover the secret key
and consequently af-
fect both data authen-
tication and confiden-
tiality.

Timing Attack Constant Cryptogra-
phic Computations
Execution Time,
Independent Cryp-
tographic Algorithm

Possible cryptographic
software or algorithm
Exploitation

May cause the se-
cret key recovering
and consequently af-
fect data’s confiden-
tiality.

2.4.3/ REAL-CASE CYBER-ATTACKS

Cyber-attacks against healthcare [Decker, 2007, Martin et al., 2017] have recently emer-
ged. Therefore, in this section, the aim is to reveal the most recent cyber-attacks that
occurred, in addition to how these attacks were led, their types, and the attackers’ mo-
tives.

— NHS : In May 2017, the National Health Service (NHS) was vulnerable to the
WannCry ransomware attack (supposedly led by North Korea-Unit 180 (Laza-
rus)) [Maron, 2017], where 70,000 infected devices including computers and Ma-
gnetic Resonance Imaging (MRI scanners), before establishing a security opera-
tions centre. However, the NHS also invested £250,000 in order to raise awareness
and train NHS employees.

— Hancock Regional Hospital : On January 11th, 2018, Hancock Regional
Hospital in Indianapolis was infected by a SamSam Ransomware via an e-
mail [Maron, 2017]. Such an attack might have possibly been a phishing attack.
Hackers managed to lock the hospital’s computer systems and demanded a ran-
som to be paid through Bitcoin crypto-currency. This forced the hospital to pay
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$55,000 as a ransom [Coventry et al., 2018]. However, patient’s care was not dis-
closed nor compromised.

— UCLA Health : On September 2014, the University of California, Los Angeles
(UCLA) Health fell as a victim to a Medical Device Hijack (MEDJACK), where more
than 4.5 million patients had their personal data exposed. This exposure included
patients names, birth dates and medicare numbers [Frumento et al., 2016]. Such
attack took place because data was being transmitted in the clear (no encryption)
from medical devices to electronic health records. As a security measure, cyber-
security firms were hired from outside to guard UCLA’s networks.

— UoWM : On November 29th, 2013, University of Washington Medicine was subject
to an email phishing attack via an e-mail that had a malicious link embedded in
it. This led to compromising the personal information of around 90,000 patients
[Farringer, 2016]. This included patients’ names, addresses, phone numbers and
dates of birth [Ahmed et al., 2017]. This resulted into paying a $750,000 settlement
and agreeing to a corrective action plan. Between December 4th and 26th, 2019,
the University of Washington Medicine was prone to a misconfiguration mistake
where the medical data of one million patients was exposed for 3 weeks before
being discovered. However, there was no proper estimated cost of the recovery
and response to the breach.

— HPMC : On February 17th, 2016, Hollywood Presbyterian Medical Center was
under a ransomware attack [Winton, 2016]. More precisely, hackers managed to
infiltrate the network in order the access the data, before copying it and encrypting
it. Once the data was copied and encrypted, the original data was deleted. Moreo-
ver, hackers requested 40 Bitcoins worth of $17,000. This led to a delay in patient
care. However, control was regained and restored. In fact, the attack was conduc-
ted by Turkish hackers as a political statement without stealing any patient’s data.
On August 5th, 2019, Presbyterian Healthcare Services came once again under
a Phishing attack which started between May and June. The data of 116,183,000
patients was potentially breached. Security measures included conducting a tho-
rough review of the impacted emails and alerting federal law enforcement.

— CHS : On August 18th, 2014, Community Health Systems was prone to a
cyber-attack led by Chinese hackers People Liberation Army’s Cyber-Wing
[Engstrom, 2018] stealing patient’s data of around 4.5 million individuals using a
malicious software. The stolen data was sold to third parties in order to commit
insurance fraud [Frumento et al., 2016]. Such an attack took place using a mal-
ware software over non-secure server, which allowed hackers to locate the Virtual
Private Networks (VPNs) before logging into CHS’s infrastructure. As a security
solution, the focus was on how to enhance the servers’ security.

— IHSL : On May 19th, 2019, the Imperial Health in Southwest Louisiana came un-
der a ransomware attack [Fournette III, 2018] in the US, with more than 116,262
patients having their data breached. As a protective security measure, a new anti-
virus was used, and patients were offered precautious measures to follow.

— KPDvCHC : On July 25th, 2019 Kentucky’s Park DuValle Community Health Cen-
ter came under a ransomware attack [Fournette III, 2018] in the US, where the
data of 20,000 patients was locked for 2 months, before paying hackers $70,000
to decrypt data and end the attack.

To defend the listed attacks, several security measures should be taken, including techni-
cal and non-technical ones. In the next section, we review the existing security solutions
for IoMT data and systems. In addition, we include the security practices and guidelines
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that should be followed to ensure IoMT systems and data confidentiality, integrity, privacy,
etc.

2.5/ IOMT SECURITY MEASURES

Overcoming the rising IoMT security issues and challenges is a challenging task. Howe-
ver, mitigating them can be achieved by implementing multiple security measures, some
being technical and others non-technical measures.

2.5.1/ NON-TECHNICAL SECURITY MEASURES

This section is dedicated to highlight the different non-technical security measures that
can be applied according to the needs. This includes training the staff and safeguarding
the patients’ private medical health records.

Training the medical and IT staff could be accomplished in three different ways : raising
awareness, conducting technical training, and raising the education level as illustrated in
FIGURE 2.8.

FIGURE 2.8 – IoMT Staff Training

— Raising Awareness : It is highly necessary and recommended to raise awareness
among medical employees and staff, mainly the IT department in order to know
and identify an occurring attack from normal network behaviour. However, this is
not enough, as there is a higher need for defining what is a threat, risk and a
vulnerability. This offers them the chance to identify a risk from a threat. It also
offers the possibility to assess the likelihood and impact of a risk. Once a risk is
assessed, it is also essential to explain how to mitigate it and use the right security
measures to deal with any threat and reduce its risk.

— Technical Training : Raising awareness is not enough, it is equally important to
start training the medical staff and employees of the IT department, right after the
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teaching phase. The training must be divided into seven different phases, starting
with :
— Identification Phase where the IT is capable of identifying a suspicious beha-

viour from an abnormal behaviour.
— Confirmation Phase that is based on the ability to confirm that an attack is

occurring.
— Classification Phase that is based on the ability to identify the type of the

occurring attack.
— Reaction or Responsive Phase is based on the ability of the Computer Emer-

gency Response Team (CERT) to quickly react to a given attack using the right
security defensive measures and prevent an attack from escalating.

— Containment Phase is based on containing the attack incident and overco-
ming it.

— Investigation Phase is the implementation of forensic evidences where an
investigation process takes place to identify the cause of the attack, its impact
and damage.

— Enhancement Phase is based on learning from the lessons of previous at-
tacks.

— Raising Education Level : The current focus must be targeted towards raising the
level of education, especially for those in the IT domain. This is based on teaching
and educating cyber-security and IT staff the necessary techniques to classify
each attack and what it targets (confidentiality, integrity, availability, and/or authen-
tication). Attackers are also divided into insiders or outsiders. However, it is impor-
tant to assess the level of damage of an attack caused by an insider, along with
the possibility of a remote or outsider attack. Afterwards, it is also highly recom-
mended to educate them on how to evaluate the possibility of a risk from occurring
(likelihood/impact). It is also important to know what encryption or cryptographic
technique can or should be used to prevent any alteration or interception. To limit
the possibility of insider attacks, the right authorization and authentication tech-
niques should be applied, along with the best Intrusion Detection Systems (IDS)
in order to detect any attack based on either signature, anomaly or behaviour.

2.5.2/ TECHNICAL SECURITY MEASURES

In this section, we discuss the technical security measures that should be put in place
to ensure an end-to-end secure IoMT system. Thus, the following subsections discuss
techniques that aim at ensuring IoMT data and systems security.

2.5.2.1/ MULTI-FACTOR IDENTIFICATION AND VERIFICATION

In order to prevent any possible unauthorized access to IoMT systems, it is important to
ensure a strong identification and verification mechanism. The best solution is to rely on
biometric systems. There is also the need for a database to store the biometric templates
safely and securely for future use [Douglas et al., 2018]. However, achieving identification
and verification requires several biometric techniques, which can be divided into physical
and behavioural biometric techniques [Douglas et al., 2018].

— Physical Biometric Techniques : Secure physical biometric techniques can be
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adopted and used to safeguard and maintain patients’ medical privacy without
being prone to any insider threat. This includes facial recognition, retina scan, or
iris scan.
— Facial Recognition : Facial recognition managed to prove a high verification

rate [Woodward Jr et al., 2003]. Hence, it was used in order to recognize a per-
son’s facial structure, using a specialised digital video camera that identifies
and measures the face’s structure. This also includes the distance between the
triangle of eyes, nose and mouth. Hence, it is able to verify legitimate users
from non-legitimate users by comparing a scanned face with the authorized
faces registered in the database.

— Retina Scan : A retinal recognition scan is based on analyzing the blood ves-
sel region located behind the human eye. It proved to be a very accurate and
secure verification method by [Jain et al., 2004].

— Iris Scan proved to be essential for both identification and verification
purposes, due to its ability to generate accurate and precise measure-
ments [George, 2012]. Iris scan operates by analyzing and scanning the co-
loured tissue around a specific eye pupil to check if it matches the stored data
to either grant access or not.

— Behavioural Biometric Technique : A secure behavioural biometric technique
that can be used for both identification and verification phases is the hand geo-
metry. Such biometric systems rely on hand measurements, including palm size,
hand shape, and finger dimensions [Douglas et al., 2018]. Then, it is compared
to the set of stored data in a database to verify users. If there is match, a given
staff will be granted access. If not, access will be denied. However, such systems
are only limited to one-to-one systems [Al-Ani et al., 2013]. In fact, current sys-
tems are capable of differentiating between a living hand and a dead hand. This
prevents adversaries from trying to deceive the system and gain any illegal ac-
cess [Jain et al., 2012].

2.5.2.2/ MULTI-FACTOR AUTHENTICATION TECHNIQUES

Venka & Gupta [Venkatasubramanian et al., 2007] presented a survey that focused on
patients’ privacy violation, with the reliance on encryption, authentication and access
control mechanisms as countermeasures. Authentication is classified as the first line of
defence that authenticates the source and destination alike. In fact, authentication can be
a single-factor authentication that only relies on a password as the only security measure,
which is not preferable. It can also be a two-factor authentication that relies on another
security measure aside from the password in order to access a given system. Finally, it
can be a multi-factor authentication where a third security mechanism is required in order
to access a system. Therefore, authentication plays a key role in providing security for the
accessible resources on a given network.
Authentication can be either centralized where two nodes authenticate themselves
through a trusted third party, or it can be distributed where two nodes use a pre-defined
secret key to authenticate each other, without relying on a trusted third party.

Furthermore, in [Humayed et al., 2017], Halperin et al. presented a cryptography-based
key-exchange authentication mechanism that relies on external radio frequency rather
than batteries as an energy source. This approach can be used in order to constantly
prevent any unauthorized personnel from gaining access [Halperin et al., 2008]. The
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out-of-band authentication was also deployed in a number of wearable devices inclu-
ding mainly heart rate and blood pressure monitors [Seepers et al., 2016]. It is ba-
sed on the use of additional channels including audio and visual channels to ge-
nerate a key to encrypt and secure the body sensor communications in a given
network [Rushanan et al., 2014]. In [Ankaralı et al., 2015], Ankarali et al. presented a
physical layer authentication technique which relies on pre-equalization. Furthermore,
an enhanced dual-factor user authentication scheme was presented and used by
both authors in [He et al., 2010, Yeh et al., 2011] in order to protect WSNs. Accor-
ding to [Wang et al., 2018a], Das et al. presented a smart-card-based password au-
thentication scheme for WSNs [Chen et al., 2010], which mainly lacked user’s anony-
mity [Kim et al., 2014]. In [Li et al., 2013a], Li et al. presented their own advanced tem-
poral credential-based security scheme which included a mutual authentication and key
agreement for Wireless Sensor Networks (WSNs). Gope et al. presented another au-
thentication scheme based on a realistic lightweight anonymous authentication protocol
used for securing real-time application data access for WSN [Gope et al., 2016]. Kumar
et al. [Kumar et al., 2011] attempted to develop a privacy-preserving two-factor authenti-
cation framework exclusively for WSNs to overcome various attack types.

2.5.2.3/ AUTHORISATION TECHNIQUES

An assigned authorization must be based on offering the least privilege. Hence, the Role-
Based Access Control (RBAC) model is adopted. This model offers the least privilege
for a given medical staff or employee to perform a given task with the least (necessary)
permissions and functionalities to accomplish a specific task.

— T-Role-Based Access (T-RBAC) is mainly designed for cloud computing environ-
ments, especially where medical data is stored [Oh et al., 2003]. T-RBAC is a pro-
per access control model for Smart Health-care Systems [Wang et al., 2015a]. In
addition, T-RBAC also stands for Temporal Role Based Access Control, and can
be spatio-temporal [Ray et al., 2007], intelligent [Muthurajkumar et al., 2014], and
generalized [Joshi et al., 2005]. It is also capable of validating any needed access
permission for any medical user according to the assigned role and tasks. In fact,
T-RBAC can be divided between two task types, the workflow tasks that need to
be completed in a particular order (this requires an active access control), and the
non-workflow tasks, which can be completed in any order that requires a passive
access control.

2.5.2.4/ AVAILABILITY TECHNIQUES

The importance of maintaining availability against any possible disruption or/and inter-
ruption of signals is a must. However, maintaining the server’s availability requires the
implementation of computational devices that act as backup devices, along a verified
backup and Emergency Response Plans (ERP) in case of any sudden system failure.

— Against Jamming : Jamming can take many forms (see FIGURE 2.9), including
DoS, DDoS, or/and de-authentication. In the event of jamming attacks, several
medical services would be severely affected, especially with the disruption and
interruption of medical services. This can lead to the disruption and prevention
of communications between medical devices and the doctor or GP, which leads
to missing updates of patients’ health records and hence, health complications.
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Furthermore, with these medical services being brought down by a jamming at-
tack, first responders will not be able to arrive to the scene on time. This would
increase the potential of a given patient being prone to strokes that can possi-
bly lead to their death. For this specific purpose, different security measures must
be implemented in order to overcome any attack that would target the availability
of any given system. For example, having backup computational medical devices
and servers is crucial. In fact, medical devices must be available 24/7 in order to
ensure the necessarily medical requirements and needed attention. Furthermore,
backup devices must be quick to respond in real-time and activated in case of any
emergency that threatens the availability of a given medical system. In fact, additio-
nal security measures can be taken into consideration, including Channel surfing,
spatial retreat, and priority messages [Xu et al., 2004], which can be very useful
against wireless denial of service attacks. This can be a good countermeasure for
medical devices, especially in the IoMT domain.

FIGURE 2.9 – An Example Of Possible Jamming Attacks & Their Impact
On IoMT Systems Including : Data Center, First responders, Doctors &
Patients - Targeting Main IoMT Communication Channels.

2.5.2.5/ HONEYPOTS

Honeypot systems are really useful when it comes to detecting attackers, their targets
(see FIGURE 2.10), tools and used methods. However, the reliance on static honey-
pot systems is challenging. Hence, the need for a dynamic honeypot system configu-
ration. Although there are no specific honeypots for IoMT, some honeypots are being
employed in IoT systems and these might also be useful in the IoMT system as well.
In [Luo et al., 2017], Luo et al. mentioned that building honeypots for IoT devices is chal-
lenging using traditional methods. Therefore, they presented an automatic and intelligent
way to collect potential responses using a scanner and a leverage machine technique to
learn the correct behaviour during an interaction with an attacker. Their evaluation revea-
led that their proposed system can improve the session interaction with the attackers to
capture further attacks.
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FIGURE 2.10 – Honeypot Taxonomy Based on 4 Metrics : Purpose, Classifica-
tion, Implementation, & Interaction.

In [La et al., 2016], La et al. developed a game theoretic model to analyze deceptive at-
tacks and defense problems in a honeypot enabled IoT network. In fact, a Bayesian belief
update scheme was used in their repeated game. Their presented game model and si-
mulation results showed that whenever facing a high concentration of active attackers,
the defender’s best interest was to heavily deploy honeypots. This allowed the defenders
to use a mixed defensive strategy that keeps the attacker’s successful attack rate low.
Finally, their game theoretic approach may be suitable for medical health-monitoring sys-
tems, and sensor networks.
In [Dowling et al., 2017], Dowling et al. presented an analysis of the results from bespoke
ZigBee simulated honeypot deployed on Secure Shell (SSH). This simulated honeypot is
used to detect and analyze automated and random attack types before being examined
and identified. Brute-force and botnet attacks provided a better material for examination,
unlike individual and dictionary attacks. Therefore, these attacks managed to treat the
honeypot as an SSH device and concentrated on compromising it. This was done by sho-
wing interest in the honey-tokens to manipulate them. Individual attacks have shown an
interest in a small number of files that were already downloaded and sandboxed. This
also included the scripts that were analyzed, rather than having any specific knowledge
towards Zigbee networks. In [Anirudh et al., 2017], Anirudh et al. managed to conduct
a detailed study on how a DoS attack is conducted against IoT systems. This included
how they can be averted by a honeypot relying on a verification system to maintain the
efficiency of transmitted and received data. Their outcome demonstrated the capability
of their presented scheme to secure an IoT system through the implementation of ho-
neypots. Their future work includes deploying honeypots to overcome DDoS and botnet
attacks.

2.5.2.6/ INTRUSION DETECTION SYSTEMS

Due to cyber-physical systems becoming operational in medical devices, systems and do-
mains, a new term has emerged, which is the Medical Cyber-Physical Systems (MCPS).
However, MCPS are prone to various attacks. Hence, in this section, two main IDS types
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are presented including anomaly detection and behaviour-rule specification-based detec-
tion. Their main purpose is to overcome any possible intrusion such as data injection or
code injection attacks (see FIGURE 2.11). Since IoMT devices are resource-constrained,
they are prone and vulnerable to different types of threats and challenges. Before procee-
ding any further, it is recommended to give a clear idea regarding the different IDS types,
including Host-based IDS (HIDS), Network-based IDS (NIDS) and Application-based IDS
(AIDS). Unlike AIDS, HIDS is attached to a given device to monitor any occurrence of a
possible malicious activity. However, NIDS connects to more than one network, if nee-
ded, to monitor network traffic and protect it against any malicious activity. In fact, AIDS
monitors the applications on a given network or device to monitor and detect malicious ac-
tivities as early as possible. Moreover, IDS can be specific as signature-based, anomaly-
based (machine-learning and programming (rule-based)), or specification-based as dis-
cussed in the next subsections. Furthermore, IDS can either be centralized by being
installed on the router’s border, distributed, by being installed in each IoMT device, or
hybrid, which is a combination of both centralized and distributed.

— Signature Specification-Based Detection : In their IDS survey in the IoT do-
main, Zarpelao et al. [Zarpelão et al., 2017] presented different types of IDS that
can be applied in IoT in general and in some specific cases, to the IoMT do-
main. The signature-based IDS is based on detecting any possible intrusion when
a network or system behaviour matches a given attack signature stored in the
IDS database, which requires a constant update. In case of a match, an alarm
is triggered. However, the main drawback is the inability to detect attacks with
unknown signatures, or polymorphic malwares [Liao et al., 2013]. Moreover, seve-
ral interesting approaches were presented by different researchers and authors.
In [Liu et al., 2011a], Liu et al. employed Artificial Immune System mechanisms in
their signature-based IDS. The attack signatures have been modelled as immune
cells that are capable of classifying datagrams as either normal or malicious. These
detectors were able to adapt to new conditions and environments. However, no fur-
ther explanation was presented as to how the solution would be applied in IoT net-
works and systems. Furthermore, in [Kasinathan et al., 2013b], Kasinathan et al.
managed to integrate a signature-based IDS into the network framework that was
developed within “ebbits project3”. Their aim was to detect DoS attacks in IPv6 over
Low-Power Wireless Personal Area Networks-based (6LoWPAN-based) networks.
Such signature-based IDS was implemented by adapting the Suricata4 (signature-
based IDS employed in 6LoWPAN networks) to send alerts to a DoS protection
administrator for further analysis. This made it easier to confirm attacks and to
reduce the false alarm rate. Another signature-based approach was presented
by [Kasinathan et al., 2013a]. This approach is based on the extended work of the
presented approach in [Kasinathan et al., 2013b]. Moreover, in [Oh et al., 2014],
Oh et al. focused on reducing computational cost, network overhead and false
alarm rate due to the nature of the resource-constrained IoT devices. This was
achieved by initiating a comparison between packets payloads and attack signa-
tures.

— Anomaly-Based Detection seems to be very fit for overcoming the threat
of an undetectable attack. Therefore, [Almohri et al., 2017] surveyed several
works that proposed various schemes for the detection of attacks against me-
dical CPS systems and domains [Mitchell et al., 2014]. The survey identified
two main models : physical-based and cyber-based. The physical-based mo-
del is used to define normal operations within CPS through anomaly detec-
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FIGURE 2.11 – Modern IDS Classification Based on 5 Factors : Architecture, Locality,
Reaction-Response, Decision Class & Detection Methods.

tion. The cyber-based model is used to recognize potential attacks mentio-
ned in [Xu et al., 2016] and [Shu et al., 2015]. According to [Chen et al., 2016,
Abera et al., 2016], their studies revealed how MCPSs were prone to various
cyber-attacks. This included code-reuse attacks [Roemer et al., 2012], and mali-
cious code injection attacks [Francillon et al., 2008], along with fake data injection
attacks [Alemzadeh et al., 2016], and zero-control data attacks [Hu et al., 2016].
However, in order to be able to detect malicious code injection attacks in
MCPS, Zimmer et al. [Zimmer et al., 2010] exploited a worst-case execution time
by obtaining information using a static application analysis in CPS. Moreover,
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in [Yang et al., 2006], Yang and Hwang investigated an approach capable of fraud
detection in healthcare applications. Their approach was anomaly-based, provi-
ding measurements capable of validating the effectiveness of data mining imple-
mentations.

— Behaviour-Rule Specification-Based Detection : As a start,
in [Mitchell et al., 2015], Mitchell et al. analyzed a behaviour-rule
specification-based technique to employ IDS mainly in MCPS. Moreover,
In [Mitchell et al., 2015], Zarpelao et al. presented the transformation of beha-
viour rules into a state machine. Such approach was capable of detecting any
suspicious deviation initiated from any medical device’s behaviour specification.
In [Mitchell et al., 2014], Asfaw et al. studied a host-based anomaly detection for
MCPSs by focusing on attacks against MCPS privacy. In [Porras et al., 1997],
Porras and Neumann studied a hierarchical multi-trust behaviour-based IDS
that runs with different scopes of multi-trust data (service or domain). Their
approach is called ”Event Monitoring Enabling Responses to Anomalous Live
Disturbances” (EMERALD) [Cheung et al., 2007]. It relies on both signature and
anomaly analysis. The anomaly-based analysis is used in order to detect any live
intruder, as well as detecting any malicious code. In [Tsang et al., 2005], Tsang
and Kwong presented a multi-trust IDS called Multi-agent System (MAS), which
includes a function analysis named Ant Colony Clustering Model (ACCM). Such
an IDS is capable of collecting audit data, performing analysis, and managing
multi-trust communication, among other functionalities. In [Park et al., 2010], Park
et al. presented a semi-supervised anomaly-based IDS. Their approach was
behaviour-based ; it audits a series of events which include sensor ID, based on
time and duration. However, [Mitchell et al., 2015] presented a behaviour rule
Specification-based IDS to ensure the safety of MCPS. Such approach relies
on attacks that violate MCPS’s integrity and it has managed to outperform the
existing technique in [Park et al., 2010]. It can detect an attacker without any false
negative rate. Moreover, simulation results revealed that their bounding false alarm
probability varied between 5% (in some cases below 5%) and 25% for a given
attacker. Thus, covering a wider range of noise levels in a given environment.

2.5.2.7/ PRESERVING PRIVACY TECHNIQUES

Various cryptographic solutions were presented in [Pinkas, 2002, Agrawal et al., 2000,
Verykios et al., 2004, Kargupta et al., 2003], specifically for the purpose of securing com-
munications between medical devices. This offers the ability to preserve the privacy of
patients’ data. Moreover, this section will mention specific encryption mechanisms used
to secure the communication while maintaining data privacy.

— Non-Cryptographic Privacy Solutions : In order to maintain security and privacy,
it is important to maintain a high degree of anonymity, which can be done by one
of the following techniques :
— Pseudonymity is based on issuing alternative (virtual) identities that can sub-

stitute real identities, especially in communication and transaction domains,
and they would be known only by trusted entities. The main responsibility is
to be able to manage patients’ identities, by having them held by the certifica-
tion Authorities (CA). Each patient is given a well-defined set of pseudonyms
to preserve their privacy. However, using the pseudonym more than once will
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degrade the patient’s privacy. In fact, it is preferable to preserve the location pri-
vacy of a patient. This can be achieved by breaking the linkability between two
locations, which allows a given patient to update their pseudonym after each
transmission. As such, even a powerful adversary would not be able to link the
new and old pseudonyms at any time.

— Aggregation can be another technique, which allows the combination of data
with data of other individuals. Therefore, any disclosure of information of a given
patient cannot be retrieved due to the fact that it is mixed with other slices of
information. This leads to the inability to retrieve any useful information.

— Mixing aims to intertwine transactions, information, or/and communications in
a way that they cannot be traced back by a malicious attacker and thus, hinde-
ring any attempt to retrieve information.

— Proxies are the most popular used technique. They can take a much more
advanced form relying on VPNs, or safe browsing such as The Onion Router
(TOR). This reduces any attempt to compromise medical information.

— Cryptographic Privacy Solutions : Different algorithms can be applied to guard
against network eavesdropping and man-in-the-middle attacks.
— Traditional Cryptographic Algorithms are based on encryption me-

thodologies [Wunnava et al., 2002], which could be either symme-
tric [Emanuel et al., 2012] or asymmetric. However, adopting a hybrid
methodology [Zhou et al., 1992] is very effective at filling the gaps between
the advantages and drawbacks of a given encryption methodology. The hybrid
methodology is faster than the asymmetric key approach since the latter is
only used for the encryption and decryption of just the symmetric key and not
the whole message. On the other hand, the Advanced Encryption Standard
(AES) is being rapidly developed and employed for IoT applications. For
example, Tohoku University Research Group and Nippon Electric Company
(NEC) Corporation created the world’s most efficient AES crypto-processing
technology for IoT Devices with 50% less energy consumption. Concerning
public key encryption, Rivest, Shamir, and Adelman algorithm (RSA) is
highly secure, however, it suffers from latency issues. As a result, NTRUEn-
crypt [Howgrave-Graham et al., 2005] was adopted as a faster approach
than RSA, even though it is still being tested and its security has not being
confirmed yet.

— Attribute Based Encryption (ABE) : In order to secure data storage, preser-
ving privacy is a must. In [Li et al., 2010], authors presented various methods to
secure stored data in BANs, while distributing data access controls, mainly the
role-based access control [Ferraiolo et al., 2001]. In [Goyal et al., 2006], Goyal
et al. used an Attribute-Based Encryption (ABE) scheme to control the access
to the patients’ data by limiting access to specific authorized personnel only.
ABE was applied on a neighbouring local server where the communication bet-
ween the server and BANs is secured via symmetric key encryption.

— Homomorphic Encryption : Relying on conventional encryption schemes
means that in order to perform computations on encrypted data, these must be
decrypted first, which necessitates trusted storage entities. However, by using
homomorphic encryption, it is possible to perform computations on encrypted
data [Gentry, 2009, Page et al., 2015], which preserves the patients’ privacy.
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2.6/ LESSONS LEARNT

From this work, many lessons could be learnt to ensure a safe and secure IoMT environ-
ment :

— Patients’ Privacy needs to be protected at all time against cyber-attacks (remo-
tely) and physical-attacks (insiders).

— Multi-Factor Authentication must be adopted to prevent any unauthorised ac-
cess to medical private information related to patients and medical staff.

— Medical Training must start from the top level to the bottom level to ensure that
all medical staff, including IT, are trained against various social engineering and
phishing attack types.

— Lightweight Mechanisms are required for authentication and encryption to en-
sure a safe transmission of real-time medical data, especially for resource-
constrained smart healthcare devices. This require ensuring the right trade-off bet-
ween IoMT’s system performance, and security and privacy mechanisms.

— Intrusion Detection Systems must be hybrid, and in some cases lightweight, and
linked to machine learning (Artificial Intelligence) for a higher accuracy of detection
and protection against a variety of attacks including privacy, confidentiality and
integrity.

2.7/ SUGGESTIONS & RECOMMENDATIONS

Failing to implement encryption would lead to intercepting, modifying, and even deleting
data beyond recovery. As such, encryption techniques, and more so dynamic encryption,
must be implemented to safeguard the data and ensure its privacy and confidentiality
(see FIGURE 2.12). Moreover, since most attacks have occurred due to social enginee-
ring or phishing attacks, a budget must be allocated to raise the awareness and to conduct
training of medical staff, and to raise their technical knowledge to identify any potential
phishing or social/reverse engineering attack. Moreover, the IT staff should undergo more
specialised training in order to secure, maintain and safeguard the privacy of stored sen-
sitive confidential medical data and information. Additionally, a strong multi-factor authen-
tication must be employed (see FIGURE 2.13).
Note that there is a high level of mistrust among patients who are raising serious concerns
about their privacy, especially that the recent attacks disclosed private medical informa-
tion and data about patients. Therefore, it is crucial to establish trust and it should be
given a high priority. Aside from protecting and securing data by ensuring both security
and privacy, it is also important to maintain a high level of accuracy of medical robotics
operations, to avoid errors that may lead to unnecessary loss of life.

In the following, we list the main recommendations towards securing IoMT systems and
data.

2.7.1/ LIGHTWEIGHT CRYPTOGRAPHIC ALGORITHMS

In general, security is based on cryptographic algorithms (see FIGURE 2.12) to en-
sure data confidentiality, integrity and availability, with source authentication, and non-
repudiation. However, implementing security and privacy countermeasures introduces an
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FIGURE 2.12 – Existing Cryptographic Algorithms

FIGURE 2.13 – Existing Authentication Cryptographic Protocol Tech-
niques

overhead, which is considered high for some type of IoMT devices. Many related works
were presented towards reducing the required latency and resources for these coun-
termeasures. In some scenarios, medical data must be exchanged in real-time, without
any delay, such is the case of live monitoring and exchanging surveillance data. Moreo-
ver, the existing algorithms would quickly drain the battery life of small medical sensors,
or small endpoints within IoMT. To address this issue, the cryptographic algorithms pro-
posed in [Melki et al., 2018, Noura et al., 2018b, Noura et al., 2018d] rely on a dynamic
structure instead of the typical static structure, whereby the cipher primitives change for
each new input message, and thus, they require a small number of rounds to achieve
the required security level, which would require multiple rounds in a static structure.
In [Noura et al., 2018b], the technique meets the expected requirements and ensures
a high level of security that is both essential and mandatory for IoMT.

2.7.2/ LIGHTWEIGHT AUTHENTICATION PROTOCOLS

A survey on the existing authentication protocols for IoMT is presented in [Sey, 2018,
Trnka et al., 2018, Ferrag et al., 2017], and typically, such protocols use cryptographic al-
gorithms as a basic element. This includes a hash function (with or without key), as well
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as symmetric and asymmetric cryptographic algorithms (see FIGURE 2.13). Designing an
efficient cryptographic algorithm for IoMT would lead to reducing the required latency and
resources of the corresponding computation. Also, it is important to reduce the required
number of exchanged messages, and the size of the messages in the authentication step.

TABLE 2.12 – Recommended Security Layers & Components

Accuracy Layer

Trust Sub-layer

• Accurate Medical Applications
• Least Error Prone
• Patients Trust
• Trusted Medical Device/Equipment
• Certified Authority
• Trusted Third Party

Prevention Layer

Authentication Sub-layer

• User/Device Authentication :
• Multi-factor Authentication
• Physical Protection
• Strong and Variable Password

• Source Authentication and Message Integrity
• Access Control

Privacy Sub-layer

• Patients Privacy
• Anonymity (Pseudonymity)
• Proxies VPN
• Preserving Privacy at Cloud (Differential Privacy, Secret Sha-
ring, Homomorphic Encryption)

Data Confidentiality Sub-layer• Encryption Algorithm

Defensive Layer

Detection Sub-layer

• Intrusion Detection Systems (Anti-malware)
• SIEM
• Honeypots
• Data System Integrity

Correction Sub-layer

• Intrusion Prevention Systems
• Firewalls
• Data Backup
• Alternative Devices and Configuration

2.7.3/ LAYERED SECURITY ARCHITECTURE

The security layers in IoMT, as shown in TABLE 2.12, should consist of three main layers :

1. Accuracy Layer : Accuracy of medical operations and tasks heavily relies on ensu-
ring a three-way mutual trust that is set between medical staff (nurses and doctors)
and medical applications and operations, medical staff and patients, patients and
applications and operations.
— Trust Sub-Layer : it requires the adoption of the most accurate medical applica-

tions, which must be highly accurate in a real-time manner, with zero tolerance
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to errors. Moreover, digital medical devices and equipment must also be verified
through a certified authority, which may or may not be linked to a trusted third
party.

2. Prevention Layer is required to prevent any attack from within the organization,
and to reduce the likelihood of any remote attack to disclose the patients’ medical
data. This requires establishing the right authentication, privacy and confidentiality
mechanisms.
— Authentication Sub-Layer requires establishing a multi-factor authentication

that relies on a strongly dynamic and variable password, and on a biometric
technique that is unique for each patient, which makes any attempt to breach
into patients’ data extremely difficult. This can also be applied to medical staff to
establish the right access control mechanism by establishing the least privilege
per employee’s role. Moreover, user/device authentication must be established
to ensure a physical protection when using medical applications to prevent any
physical tampering. Finally, source authentication and message integrity must
be established by relying on a certified authority between the hospital and the
patient.

— Privacy Sub-Layer requires taking into consideration patients’ privacy as a high
priority. This requires allowing patients to adopt anonymity and pseudonymity, by
ensuring that they use a well-established private connection (Proxies and VPN)
when being linked to medical websites or applications. Moreover, medical IT
staff must rely on privacy preserving data mining techniques based on cloud and
fog computing, aside the adoption of traditional privacy preserving data mining
techniques such as differential privacy (Signal-to-Noise), secret sharing, and
homomorphic encryption.

— Data Confidentiality Sub-Layer must be maintained at all times to guard
against passive attacks. This requires the adoption of lightweight cryptographic
algorithms, as well as relying on quantum cryptography to protect high-value
assets.

3. Defensive Layer : to maintain a secure e-health environment, early detection mea-
surements are required before any corrective measures are established.
— Detection Sub-Layer requires establishing and employing the most advanced

up-to-date anti-malware and anti-viruses, along AI-based solutions linked to dy-
namic and hybrid Intrusion Detection Systems Security Information and Event
Management (SIEM), and dynamic honeypots. This will ensure an early and
highly accurate detection rate.

— Correction Sub-Layer must be maintained as the second line-of-defense to mi-
tigate and overcome security attacks. This includes an enhanced dynamic Intru-
sion Prevention Systems, dynamic and next generation firewalls, while ensuring
a secure and verified data backup, with alternative devices being available for
necessary computational requirements.

2.8/ CONCLUSIONS

Despite its advantages, IoMT is prone to a variety of attacks, issues and challenges
that mainly target the privacy of patients and the confidentiality, integrity and availability
of medical services. In this chapter, we presented and discussed the main problems,
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challenges and drawbacks facing IoMT, along with the different security measures that
can be implemented to safeguard and secure the IoMT domains and their associated
assets, which include medical devices, systems, and medical CPSs. Moreover, different
frameworks, taxonomies and approaches were presented to ensure a more enhanced
and robust IoMT, and improve the patients’ health and experience. Furthermore, it is
important to secure the different wireless communication protocols that the IoMT relies
on. Finally, it is essential to maintain a high level of security, privacy, trust and accuracy.
Hence, it is highly essential and recommended to train medical and IT staff so that they
do not fall victims to physical or/and cyber-attacks. As a summary, the aim of is chapter
is to tighten the ties between different technical solutions and non-technical solutions to
ensure a much more sophisticated, secure and efficient system in all IoMT domains.
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3
LIGHTWEIGHT AND SECURE CIPHER

SCHEME FOR MEDICAL IMAGES

ABSTRACT

With the exponential growth in Internet-of-Things (IoT) devices, security and privacy is-
sues have emerged as critical challenges that can potentially compromise their success-
ful deployment in many data-sensitive applications such as the medical one. Hence, there
is a pressing need to address these challenges, given that medical IoT systems suffer
from different limitations, and in general IoT devices are constrained in terms of energy
and computational power, which renders them extremely vulnerable to attacks. However,
protecting the contents of transmitted or stored medical data is of paramount importance
when it comes to preserving patients’ privacy. Most existing cryptographic-based solu-
tions rely on traditional encryption algorithms having a multi-round structure, which intro-
duces processing latency and requires increased resources. More specifically, medical
images possess special characteristics compared to other types of images. The main
goal of this chapter is to leverage these characteristics to design and implement an ef-
ficient and secure medical image encryption algorithm. The proposed solution defines
three variants of encryption algorithms : (a) full, (b) middle-full, and (c) selective. The
full approach encrypts all sub-matrices of an medical image, while the middle-full variant
is a middle solution between the selective and full algorithms and its goal is to just hide
the type of the medical image. Selective encryption identifies a set of sub-matrices of an
image according to a statistical average test, known as region of interest (ROI). In the
three approaches, a high security level is ensured since each image is encrypted inde-
pendently of the previous and next images. Also, all primitives of the proposed cipher,
such as permutation and substitution, depend on a dynamic key. Furthermore, the en-
cryption scheme is efficient since the proposed round function is lightweight and applied
for only one round. This reduces the latency and the required resources as compared
to traditional cryptographic schemes. The proposed approach is flexible as it can be ap-
plied in either selective, middle-full, or full mode. Also, the size of a sub-matrix is variable
and can be changed according to the available memory size. Several security and per-
formance tests are conducted to evaluate the effectiveness of the proposed solution. The
results validate the robustness of the proposed scheme against almost all considered
types of attacks and show an improvement in terms of latency and resources compa-
red to current image-encryption schemes. Also, the results confirm the robustness of the
proposed algorithm in protecting the contents of medical images.

59
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3.1/ INTRODUCTION

Digital medical images are critical diagnostic tools. They are generated using a number
of technologies and are mainly used for treating and predicting diseases. These techno-
logies include X-ray radiography, ultrasound, magnetic resonance imaging (MRI), etc.
There exists a number of applications which require storing and transmitting medical
images across public channels such as the Internet and hence, making them vulnerable
to security threats such as privacy, confidentiality, authentication, and integrity. Hospi-
tals are hesitant to allow access to such sensitive data via their networks, and as such,
there is a great need to secure such networks and enable them with the various secu-
rity services, which mainly rely on cryptographic algorithms, to resist the various types
of attacks [Paar et al., 2009a, Menezes et al., 1996]. The main security services include
Data Confidentiality (DC), privacy, Data integrity (DI) and Source Authentication (SA). En-
crypting an image protects its private contents from being accessed by an unauthorized
party. This ensures DC and privacy during transmission or storage, which can solve the
problems of passive attacks. Moreover, DI service is used to ensure that the received
data has not been modified during transmission and SA permits to verify the source
of the image [Babel et al., 2012, Kester et al., 2015]. The traditional encryption schemes
are based on symmetric key cryptography, which is efficient in terms of computational
resources and latency when compared to asymmetric key cryptography (AKC). A sym-
metric cipher can be block or stream based ; a block cipher divides the data into separate
blocks of fixed size such as the Data Encryption Standard (DES) [Smid et al., 1988], the
Advanced Encryption Standard (AES) [Daemen et al., 2013] (128-bit length), the Interna-
tional Data Encryption Algorithm (IDEA) [Schneier, 1993], etc.

3.1.1/ PROBLEM DEFINITION

Recently, a set of medical image authentication schemes were presented in
[Li et al., 2018a]-[Li et al., 2018b]. While, in this chapter, we focus to design an effi-
cient and secure medical cipher image solution. In fact, The conventional encryption
schemes that encrypt the whole plain image and not appropriate when executed on
constrained devices and in the case of real-time medical applications over wireless me-
dical networks and in mobile medical services. Recently, a selective image encryption
approach was presented to overcome the existing issues of conventional encryption,
whereby the insignificant parts are not encrypted, or encrypted using a light encryp-
tion method. Selective encryption reduces the computational complexity to the mini-
mum possible level while preserving a sufficient security level. The selective approach
is debatable since the most existing schemes are designed based on image com-
pression algorithms, and thus they are codec-specific, while the rest are applied at
the pixel level [Puech et al., 2005], [Bruckmann et al., 2000]-[Mostefaoui et al., 2015a].
Recent research works presented a new kind of compression algorithms that are
specific for encrypting image and video, and can ensure good performance such
as [Schonberg et al., 2008]-[Zhang et al., 2014a]. Therefore, we focus on this class since
it provides more flexibility, being codec-independent.

In fact, the selective image encryption approach meets the requirements of real-time
applications and tiny devices because a significant reduction of processing time for
encryption and decryption is achieved. Different pixel selection techniques have been
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suggested in the literature such as edge maps [Zhou et al., 2009], region of interest
(ROI) [Ou et al., 2007], entropy-based techniques [Mahmood et al., 2011], and average
of sub-matrices [Kanso et al., 2015, Mostefaoui et al., 2015a].

Nonetheless, a number of approaches, based on conventional encryption schemes such
as AES, has been proposed to protect medical records in the DICOM system [nat, 2004]
and in many other research chapters [Fornazin et al., 2008]-[Lima et al., 2015]. Howe-
ver, traditional cryptographic algorithms are defined mainly to protect textual data.
Thus, they are not designed for encrypting multimedia contents and do not account
for the intrinsic characteristics of multimedia such as (i) large data size, (ii) bulk data
capacity, (iii) high redundancy and (iv) strong correlation between adjacent pixels.
Therefore, a revision of the current encryption schemes should be done to propose new
ones taking into account the application requirements.

Another paradigm that was investigated by researchers in the last decade is the
”Chaos” field, which consists of a non-linear dynamic system that looks like ran-
dom [Baptista, 1998]. Due to its extreme sensitivity to initial conditions, chaos was integra-
ted extensively into the design of medical image encryption algorithms [Zhou et al., 2009]-
[Kanso et al., 2015]. Unfortunately, chaos-based encryption is not always secure ; some
of these approaches have security weaknesses and many of them have been crypt-
analyzed successfully as in [Ashtiyani et al., 2008]-[Chen et al., 2015] due to the in-
stability arising from the periodicity of mapping [Huang et al., 2009] and the fi-
nite computing precision that renders the system vulnerable to different kinds of at-
tacks [Arroyo et al., 2009, Alvarez et al., 2009]. Additionally, the majority of chaotic en-
cryption algorithms is based on non-integer operations, which introduces high resource
requirements and computational complexity and consequently overhead in terms of effi-
ciency and latency, especially that a floating-point system is much more expensive than
an integer one. Accordingly, we recommend to revise the chaotic cryptographic algo-
rithms and to discretize chaotic maps (integer) to replace the real ones (original form).
This is mandatory to reduce the required resources and latency overhead and to simplify
the hardware implementation and cost. Recently, an image encryption algorithm for me-
dical images was presented in [Kanso et al., 2015] but unfortunately, it suffers from the
limitations of the chaotic paradigm.

It is worth mentioning that focusing on updating chaotic cryptographic algorithms and
discretizing chaotic maps is justified since all traditional cryptographic algorithms are
based on integer operations such as AES, which can be implemented using bytes or
words of size 16 or 32 bits.

3.1.2/ CONTRIBUTION

In this chapter, an efficient encryption scheme suitable for full and selective medical image
encryption applications is proposed. It exhibits low processing latency and reduced re-
source requirements. Depending on the application, the scheme can be used for encryp-
ting (i) the full plain image or (ii) part of the plain image containing sensitive information.
We propose to detect the sensitive regions (ROI) and the non-sensitive regions (ROB) in
an image using a statistical approach based on the average of each sub-matrix, which
should be greater or equal to a threshold that we obtain according to simulation results.
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Towards reducing the latency and the required resources, we propose a cipher scheme
with a dynamic key that changes for each input image. The proposed scheme presents 4
variants for medical image encryption as shown below :

1. Selective Encryption-1 (SE1) : this technique employs only a permutation of the
sub-matrices of ROI. This variant requires the minimum computational complexity
compared to the other variants. It is the best choice for real-time applications, and
systems with constrained devices. However, this variant preserves the type of me-
dical data ;

2. Selective Encryption-2 (SE2) : in addition to the permutation technique of SE1,
SE2 consists also of a masking operation to the sub-matrices of ROI. As such, it
provides a higher security level than SE1 because of the masking process, which is
associated with a low overhead in terms of latency and resources ;

3. Middle-Full (MF) : this technique consists of masking the sub-matrices of ROI and
permuting all the sub-matrices of a plain image (ROI and ROB). This variant is
designed to hide the type of a medical image that is preserved using the previous
selective variants, SE1 and SE2 ;

4. Full approach : this variant consists of masking and permuting all the sub-matrices
of a plain image. It requires more overhead compared to the middle and selective
variants and it is used to obscure all useful information for the encrypted medical
image.

The common property among these variants is that they are all iterated for just one round
and have a key-dependent structure. Moreover, the round function is based on a permu-
tation table (P-box) and a substitution table (S-box) that are both dependent on a dynamic
key and an initial matrix IM, which is introduced to enhance the statistical randomness of
the proposed masking function. The dynamic key generation algorithm produces a key,
which depends on a secret key and an Initial Vector (IV) and that should be changed for
each input image to guard against cryptanalytic attacks. Additionally, the different steps of
the cipher are variable and depend on this dynamic key in contrast to the existing solutions
that employ a static cipher structure and require several rounds. The proposed technique
reduces the number of rounds to just one since variable cipher primitives are applied to
each input image and the desired randomness degree is attained. Consequently, this re-
duces the execution time while maintaining a high security level. Simulation results verify
the high performance and the robustness against existing attacks.
Note that the proposed scheme is easily applicable to other kinds of images that require
selective and full encryption. The novelty of the proposed approach is that it is based on a
dynamic approach, where the substitution and diffusion operations are variable and can
be changed for each new input image. In addition, the proposed cipher only requires one
round and its round function is very lightweight compared to the existing solutions such
as 3DES and AES.

3.1.3/ ORGANIZATION

The chapter is organized as follows : Section 3.2 describes the statistical approach for the
selection of the ROI. Section 3.3 gives a detailed look on the key derivation used in this
model. Then, detailed description of the proposed image encryption scheme is presented
in Section 3.4. Next, we explain in details the various cipher operations of the proposed
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scheme in 3.5. In Sections 3.6 and 3.7, we test a number of parameters to prove that the
cipher has the requirements to prevent cryptanalytic attacks. In Section 3.8, we discuss
the immunity of the proposed cipher variants against cryptanalysis and we study their
corresponding execution times. Finally, the chapter is concluded in Section 3.9.

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

FIGURE 3.1 – Original images studied (a)-(e) and their corresponding ECDF of the sub-
matrices average (f)-(j).

3.2/ SELECTIVE ENCRYPTION BASED ON SUB-MATRICES

The proposed image encryption scheme targets digital medical images and can also be
applied to other kinds of digital images. Medical images possess special features making
them of special interest ; they usually consist of two regions :

— the Region of Interest (ROI), which contains the sensitive information ;
— the Region of Background (ROB), which contains the non-sensitive information.

An input medical image, in matrix form, has a size is r × c × p, where r is the number of
rows, c is the number of columns and p is the number of planes (in gray scale p=1). The
number of blocks in the image is padded, if necessary, to obtain a multiple of h2 complete
sub-matrices ; each sub-matrix consists of (h × h) bytes. In the rest of the chapter, h will
be set to 8 and an optimum value may be selected depending on the application and the
available memory space. The total number of sub-matrices is α, where α = d

r×c×p
h2 e. In

order to locate the Region of Interest, we adopt a threshold segmentation method based
on the average and the standard deviation, as explained in [Kanso et al., 2015]. Indeed,
in this chapter, for each sub-matrix, the average only is required and it is computed and
compared against a threshold to detect its corresponding region.

Different kinds of medical images such as X-ray and Ultra-sound are analyzed in order
to quantify the threshold by analyzing the Empirical Cumulative Distribution Function
(ECDF) of the average of sub-matrices.

According to experimental (simulation) results, we found that almost all the ROI sub-
matrices have an average greater than the threshold τ = 10, as shown in FIGURE 3.1
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based on the ECDF of the average of sub-matrices. All sub-matrices of ROI have a mean
that falls in the interval [τ, 255].

The average of each sub-matrix is calculated and compared against this threshold to de-
termine whether or not to consider it as significant. If the average of a specific sub-matrix
is greater than the threshold, then, it is flagged as part of ROI and it will be encrypted.
ROB sub-matrices are not encrypted since they can affect seriously the latency and in-
fluence the resources. Note that the encrypted parts from ROI are combined with the
unchanged parts from ROB before being stored or sent over the channel.
The decryption scheme applies the same classification in order to locate the encryp-
ted ROI sub-matrices that should have a higher value close to the average (128) since
encrypted sub-matrices exhibit the uniformity propriety. On the other hand, TABLE 3.1
presents the notation and symbols used in this chapter.

TABLE 3.1 – Table of Notations

Notation Definition
L Number of rows
C Number of columns
P Number of planes (in gray scale p=1)
S K Secret Key
DK Dynamic Key
IV Initialization Vector
KS Substitution Key
KP Permutation Key
IM Initial Matrix
i Index of Sub-matrix from [1, l]
IMi Dynamic Initial matrix with index i
h Size of a block (sub-matrix)
ψ Dynamic Counter
l Number of sub-matrices (equal to α for the full approach and

β for the selective )
α Number of sub-matrices in one image
β Number of ROI sub-matrices in one image
rs Number of rounds to produce a good S-box
rp Number of rounds to produce a good P-box

3.3/ KEY DERIVATION

In order to achieve low complexity and simple implementation on constrained devices,
we consider one Secret Key shared between the transmitter and receiver. To protect the
key, it can be renewed by using Elliptic Curve Diffie Hellman (ECDH) and transmitted
to the receiver in an encrypted form or via a feedback channel. In order to make the
algorithm even more secure, the key is renewed after a periodic interval depending on
the application.
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3.3.1/ DYNAMIC KEY GENERATION, Dk

The secret key is xor-ed with an initialization vector IV (128 bits), which is then hashed
using SHA-512 to form the dynamic key of size 64 bytes. Note that the initial vector is
changed for every image hence the dynamic feature of the key is maintained. Next, the
dynamic key is divided into 4 sub-keys as such :

— The Permutation Key, KP, is used to generate a dynamic permutation table, P-
box, which is used to permute the selected sub-matrices according to the cipher
variant. For example, it is used to permute ROI sub-matrices for SE1 or SE2. The
128 bits of KP are taken from Dk and this sub-key can be used with any stream
cipher to produce the required binary key stream to control the proposed Modified
Group Operation Permutation algorithm (MGRP). Then, MGRP is iterated for Rp
times to obtain the P-box, which has a length of β and its values are within [1, l].

— The Substitution Key, KS , is used to generate a dynamic substitution table, S-
box. Another set of 128 bits are extracted from Dk and can be used with the same
stream cipher to produce the required binary key stream for rs iterations of MGRP.
Note that the produced S-box has a length of 256 and its values vary between [0,
255].

— Initial Matrix, IM : The third set of 128 bits of Dk will be passed to the same stream
cipher to produce a key stream sequence with h2 byte length. This sequence will be
reshaped to form an initial matrix IM with size h×h, which will be used to construct
the different IMi that vary for every sub-matrix, i = 1, 2, . . . , β.

— Counter ψ : The fourth group of 128 bits is used to obtain another matrix ψ that is
also used in the construction of IM.

The above sub-keys are unique for every image and are all derived from one dynamic key
that changes for every input image. Below is an explanation of these components. The
initial matrix, IM, will be used as a starting point to generate all the required IMi where
i is a variable between [1, l]. As such, we use a different IM for every sub-matrix to add
randomness to the system and hence to lower the success probability of cryptanalytic
attacks. IM is first xor-ed with the first value of the initial vector ψ. Then, the result will
undergo a substitution process using a dynamic key KS . The result is used as the first
IM. The process continues similarly while incrementing the dynamic counter ψ. After
each iteration, a right shift operation is applied to the S-box. For example, for the first
operation, when ψ = 1, no shift operation is done to the S-box, while for ψ = 2, one
right shift is performed as indicated in Figure 3.3. The importance of this operation is that
all the required IMi can be obtained in parallel for the encryption process. Accordingly,
the execution time will be reduced because of the parallelism property inherent in this
algorithm. Not only do we achieve a high level of security, but also a lower execution time
as compared to existing multi-round cipher algorithms.

3.4/ THE PROPOSED CIPHER ALGORITHM

In this section, the proposed cipher algorithm is described. We start by introducing the
selective approach and then, we provide details about the permutation and masking pro-
cesses. Finally, we describe briefly the decryption process.
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FIGURE 3.2 – Proposed dynamic key generation technique and the corresponding dyna-
mic sub-keys

FIGURE 3.3 – The proposed technique to generate the required pseudo-random masking
sub-matrices.

3.4.1/ ENCRYPTION PROCESS

In FIGURE 3.4, the encryption scheme is illustrated. First, the input α sub-matrices are
subjected to the threshold test. If the average of each sub-matrix exceeds the τ parameter,
then this sub-matrix will be considered as a part of ROI, otherwise, it is considered as part
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of ROB.

The selective cipher option has two variants, the first one, S E1, applies only a permuta-
tion among the selected sub-matrices, without the masking operation. While, the second
variant, S E2, employs additionally the masking operation, which makes the system
resilient against cryptanalytic attacks. Accordingly, each selected sub-matrix will be
xor-ed with its corresponding IMi. The result will be also xor-ed with the corresponding
dynamic permutation sub-matrix for this selected sub-matrix. Next, another substitution
is performed to increase randomness. This whole masking process is done for every
sub-matrix. Then, a permutation between the sub-matrices will be performed based
on a new P-box that is obtained by flipping the P-box array from right to left. This
operation further randomizes the relationship between the selected sub-matrices. Fi-
nally, all sub-matrices are concatenated (ROI and ROB) to form the final encrypted image.

The second option, Middle-Full, has the principal objective of hiding any information re-
lated to the type of the medical image. A global permutation operation is done on all
sub-matrices as compared to the previous operation, S E2, which applies it to the β sub-
matrices. Global permutation is done on both ROI and ROB regions. Hence, it will be very
hard for an attacker to recognize the type of the image. These steps, in the selective or
middle approaches, ensure a sufficient level of security for images, and hence provide an
efficient approach for medical image encryption.

It is important to note that the execution time of such a scheme is low since only the
important regions of the image are encrypted. Also, the use of a dynamic key, a single
round, and a low number of operations is sufficient to achieve the required security level.
This approach may be extended by additional chaining ; more randomness could be ad-
ded to the scheme but parallelism will not be feasible. In this work, we achieved satisfac-
tory results without chaining, however, it can be adopted by users who require additional
protection for their images. The following equation represents the extended model :

Cip = S (Xip ⊕ S (Xi ⊕ IMi)), i = {1, 2, 3, ..., α} (3.1)

where
– S represents a dynamic S-box.
– Xip represents the corresponding permutation of Xi.
– IMi represents the corresponding initial matrix to be xor-ed with the sub-matrix Xi.

3.4.2/ DECRYPTION PROCESS

Decryption is similar to the encryption process but in a reverse manner. The receiver
performs the same encryption steps but in a backward approach, and using the inverses
of S-box and P-box. In case of global permutation, we first perform an inverse global
permutation. Decryption is complete when all the sub-matrices are decrypted and then
grouped to re-construct the original image. Decryption could be represented by :

Cip = S −1(Yip ⊕ S −1(Yi ⊕ IMi)), i = {1, 2, 3, ..., α} (3.2)

where
– S −1 represents the inverse of the dynamic S-box.
– Yi represents the received encrypted sub-matrix from ROI.
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FIGURE 3.4 – Proposed Selective Encryption-2 (SE2) Scheme.

– Yip represents the corresponding inverse permutation of Yi at index i.
– IMi represents the corresponding initial matrix for the sub-matrix Yi.

In the proposed approach, the channel error will not propagate since every sub-matrix is
encrypted independently of the other sub-matrices.
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

(m) (n) (o) (p)

(q) (r) (s) (t)

FIGURE 3.5 – (a) Original Brain MRI image, (b) encrypted image after permutation, (c)
encrypted image after masking, (d) encrypted image after global permutation.
(e) Original Aorta image, (f) encrypted image after permutation, (g) encrypted image after
masking, (h) encrypted image after global permutation.
(i) Original Head-3D , (j) encrypted image after permutation, (k) encrypted image after
masking, (l) encrypted image after global permutation.
(m) Original image 06, (n) encrypted image after permutation, (o) encrypted image after
masking, (p) encrypted image after global permutation.
(q) Original Spectral Doppler, (r) encrypted image after permutation, (s) encrypted image
after masking, (t) encrypted image after global permutation.
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Algorithm 1 GRP permutation algorithm
1: procedure GRP(R src, CR, l)
2: j← 0
3: . If the control register bit is zero, place its corresponding index at left
4: for i← 0 to l − 1 do
5: if CR[i] == 0 then
6: R dest[ j + +]← R src[i]
7: . After that, if the control register bit is one, place its corresponding index at right
8: for i← 0 to l − 1 do
9: if CR[i] == 1 then

10: R dest[ j + +]← R src[i]
11: . R dest is the output substitution vector
12: Return R dest

3.5/ CONSTRUCTION OF CIPHER PRIMITIVES

The proposed techniques to generate dynamic key-dependent S-boxes and P-boxes are
presented next. This is done by using a modified version of the group operation of permu-
tation [Shi, 2004]. key-dependent permutation and substitution tables are generated and
used in the encryption process, while their corresponding inverse tables are used in the
decryption process.

3.5.1/ CONSTRUCTION OF DYNAMIC PERMUTATION AND SUBSTITUTION
TABLES

After the dynamic key generation, permutation and substitution tables are built and
the keys are used to produce a corresponding key-stream sequence as described in
Section 3.3. The generation of the dynamic permutation and substitution primitives is
done using a key-dependent permutation algorithm based on the GRP permutation
algorithm [Shi, 2004]. GRP is chosen as a basic element since it is simple, flexible and
efficient in terms of software and hardware implementations. The GRP permutation
algorithm is described in Algorithm 1. Note that R src is the input vector, CR is the
configuration vector (control register) and R dest is the output. R src, CR and R dest all
have the same length, which is equal to l for constructing the permutation table and 256
for the construction of the substitution table.

The basic idea of the GRP is to divide the index into two groups according to the
pseudo-random bit sequence (CR). If the bit in CR is 0, this index is moved to the first
group, otherwise, the element is moved to the second group as seen in FIGURE 3.6.

However, the original GRP algorithm performs poorly for just one iteration due to the
low number of unique output vectors and the high number of fixed points as shown in
FIGURE 3.7. As such, and to enhance the GRP algorithm, we iterate for multiple rounds,
whereby for each round, a different control CRi, i = 1, 2, . . . , rs is used. Also, for each
round, CRi and CRi are used respectively, for the two iterations of the GRP algorithm. The
enhanced algorithm is described in TABLE 2.
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Algorithm 2 Proposed substitution algorithm
1: procedure PERM(DK, l, rt)
2: . l is the length of input vector
3: R src← 0 to l − 1
4:
5: for w← 1 to rp do
6: CRw ← CR[(w − 1) × l : (w) × l − 1]
7: R src = GRP(R src, CRw)
8: CRw ← CRw

9: R src = GRP(R src, CRw)
10: . Last R src can be a dynamic Pbox or S − box.
11: Return R src

FIGURE 3.6 shows an example of the proposed GRP algorithm implementation for 8
elements.

To produce a substitution table (S-box) or permutation table (P−box), an initial vector
R src is used, where R src[ j] = j and j = 0, 1, . . . , l (l = 256 for substitution table and
equals to α or β for the permutation table according to the cipher option). Then, the
process of permutation is applied for rt times. The output vector R dest, after each
permutation iteration, becomes the input vector R src for the next one. The cryptographic
performance of the output R dest is quantified for each iteration. This transformation is
applied for multiple rounds irs = 1, 2, . . . , rs = 10.

Therefore, dynamic permutation and substitution tables can be produced by applying the
proposed permutation algorithm for ≥ 5 rounds (different CR for each iteration). Since
the process of the substitution layer generation is based on the use of permutation,
the produced S-boxes will feature a high probability of unique dynamic S-boxes (PoU)
(≈ 0.8 × 2q! as seen in FIGURE 3.7 for q = 3) compared to using fixed CR. Even though
the dynamically generated P-boxes and S-boxes (output vector R dest) exhibit good
cryptographic characteristics, yet, these are still lower than the maximum achieved by
static S-boxes that are used in the modern block cipher (AES).

FIGURE 3.6 – Example of constructing a permuted vector (P − box) based on the GRP
algorithm with q = 3 and for a specific CR.

Consequently, a good randomness degree, a large number of different unique S-boxes
are generated with a lower probability of fixed points (close to 1

2q on average) and an
acceptable CC (O(2q)) can be achieved using the proposed permutation algorithm. An
example of producing dynamic S-box for q = 8 and its corresponding inverse (S-box)−1
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FIGURE 3.7 – Variation of the average of PoU for 215 random CR versus rp (here rp = rs)
using fixed and variable CR
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(c) P-box−1

FIGURE 3.8 – Original input matrix of R src (a), generated P-box by using a random dy-
namic key (b) and its corresponding inverse one (c) for l = 256

are shown in FIGURE 3.8.

3.5.2/ CRYPTOGRAPHIC PERFORMANCE OF DYNAMIC SUBSTITUTION

A robust and efficient key-dependent construction technique of substitution tables (S-
boxes) should ensure several cryptographic criteria such as bijectivity, Linear Probability
Approximation Function (LPF), Differential Probability Approximation Function (DPF),
Strict Avalanche Criterion (SAC), and output Bits Independence Criterion (BIC).

In the following, these criteria are described briefly and the results of the proposed
construction technique are presented in order to prove that the proposed technique en-
sures good cryptographic performance in a dynamic manner.

— Bijectivity : This criteria validates that an inverse S-box exist, and hence, the
substitution transformation can be reversed in the decryption algorithm. A simple
technique to verify the bijectivity is to compute the different number of elements
needed for the S-box using the unique function. If the number of unique elements
equals to 2q for Galois field q, then this S-box is bijective, otherwise it is not. In
the proposed model, a bijective permutation technique based on GRP algorithm is
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FIGURE 3.9 – Variation of the average LPF (a), DPF (b), SAC (c), and BIC (d) versus rs
for the proposed S-box.
Variation of the average LPF (a), DPF (b), SAC (c), and BIC (d) against 1,000 dynamic
keys for rs = 5.

employed and consequently the proposed S-box is bijective.
— Linear Probability approximation Function LPF : A lower LPF value indicates

higher immunity against linear attacks since there would be no linear relationship
between bits of the plain text and the substituted ones [Heys, 2002]. The average
variation of the LPF values versus the number of iterations is shown in FIGURE 3.9-
(a). The results indicate clearly that the required number of iterations to reach a
stable low LPF value, close to 2−4.79, is 5. Also, in FIGURE 3.9-(e) the variation of
LPF for 10,000 random KS is presented and the maximum, minimum and average
values of LPF are 2−3.8, 2−5.7 and 2−4.8, respectively. In fact, the majority of the
produced substitution tables have low and acceptable LPF values. This, combined
with the dynamic nature of the S-boxes, ensures sufficient resistance against linear
attacks.

— Differential Probability approximation Function DPF : This criterion shows
the effect of a slight change in plain-text pairs on the corresponding substituted
pairs. Typically, a low value of DPF indicates high resistance against differential
attacks [Biham et al., 2012]. In FIGURE 3.9-(b), the average variation of DPF ver-
sus the number of iterations to reach a low stable value of DPF, close to 2−4.5, is
also 5. Additionally, in FIGURE 3.9-(f), the maximum, minimum and average DPF
values for 1,000 dynamic keys are shown and they are equal to 2−4, 2−4.69, and
2−4.41, respectively.
These results confirm that the generated S-boxes ensure good cryptographic per-
formance against differential attacks.

— Strict Avalanche Criterion, S AC : This criterion is to show that a one-bit change in
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any element of an S-box produces a different substituted element by at least 50%.
The variation of the probability of SAC with regards to different number of iterations
is shown in FIGURE 3.9-(c). The results indicate that 5 iterations are necessary to
be closer to the SAC ideal value of 0.5. Also, in FIGURE 3.9-(g), the variation of
S AC for 1000 produced random S-boxes with the proposed technique are shown
and the results indicate that the SAC value is always close to 0.5.
These results validate that the proposed technique is compliant with the SAC cri-
terion.

— Bit Independence Criterion, BIC : This states that two output bits j and k must
change independently when a single input i is changed for all i, j and k. The proba-
bility variation for different number of iterations is illustrated in FIGURE 3.9-(d). It is
clear that the probability values of BIC become close to the optimal value 0.5 when
rs = 5. In FIGURE 3.9-(h) the variation of BIC for all produced S-boxes is close to
0.5. This validates the BIC criterion. Therefore, according to these results, rs and
rp are chosen to be equal to 5.

3.6/ ENCRYPTION/DECRYPTION EFFICIENCY ANALYSIS

In this section, we assess the performance of the proposed flexible cipher variants.
We consider a number of ordinary and medical images of different structures. Then,
selective and full encryption are applied to these images using the proposed variants. In
the second selective encryption variant, SE2, ROI is encrypted using the same algorithm
as full encryption and we present various tests to prove the robustness of the proposed
cipher for selective as well as for full encryption in the next section.

For selective encryption, we consider square blocks of size 8×8 and τ=10. We compute a
set of Effective Cumulative Probability Density Functions, to identify a specific threshold.
Also, in this section, we present ROI and ROB in the encrypted image. The mean for the
ROI encrypted region is close to 128, which is the required criteria for the feasibility of
decryption. The recovery of the original plain images was verified since the same regions
of the selectively encrypted images are also selected for decryption. In figure 3.10, it is
obvious that the five images presented in our tests have a clear average, which makes
the decryption possible.

Moreover, the ECDF for the same five images are presented in Figure 3.1 indicating that
the ECDF is preserved and the encryption starts from the point that we have no zero-
value pixels (black pixels), which are considered as the background. ECDF defines the
threshold relative to the average of every sub-matrix in the image. The size of matrix used
is 8 × 8. We select three images from Figure 3.5 for selective and full encryption and the
results are presented in Figure 3.11. Comparing the full approach with the selective one,
it is clear that the result of global permutation, done after the masking process, is the
closest to full encryption, which indicates that the level of security is preserved, yet, with
less computational overhead. The recovered images are identical to those presented.
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

FIGURE 3.10 – Distribution of ROI and ROB; ROI is represented by the black points
and ROB is represented by the blue points. First column represents the original images ;
Second column represents the distribution of pixels after permutation ; The third column
represents the distribution after masking ; The fourth line represents the distribution after
global permutation.

3.7/ STATISTICAL AND SECURITY ANALYSIS

In this section, we assess the cryptographic robustness against different kinds of attacks
such as statistical, chosen/known plain text attacks in both approaches, full and selective.
Accordingly, several statistical metrics are presented to prove that the cipher images en-
sure a high randomness degree in addition to key sensitivity, which is an essential criterion
since our approach is based on a dynamic key. On the other hand, the required latency
is reduced since the core function of the cipher, the round function, is iterated only once.
In the following, we prove that one round is sufficient to reach the desired performance.
More importantly, the structure of the proposed cipher scheme can be implemented in
parallel, which further reduces the associated latency.
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(a) (b) (c)

(d) (e) (f)

FIGURE 3.11 – Original images Brain MRI (a), Aorta (b), and Spectral Doppler (d) with
their corresponding encrypted results using full encryption approach (d)-(f).

3.7.1/ UNIFORMITY OF PROBABILITY DENSITY FUNCTION

To resist statistical attacks, the encrypted image should have certain random properties.
The most important one is the Probability Density Function (PDF) of the encrypted image,
which should be uniform ; that is, each symbol has an occurrence probability close to
1
n , where n is the number of symbols. The PDF of the four original plain-images and
their corresponding cipher images are shown in Fig. 3.12. It can be seen that the PDF
of the encrypted images using the proposed scheme is close to a uniform distribution
with a value close to 0.039 that is 1

256 . Note that, since the permutation doesn’t affect the
distribution of pixels, we can see that, after masking, the PDF of encrypted ROI tends to
be uniform. Additionally, the PDF of encrypted images after full encryption is also similar
to the second variant of the selective encryption algorithm. To validate this result at the
sub-matrix level, an entropy test is performed and described next.

TABLE 3.2 – Simulation Results with h = 8

min mean max std
Dif 49.8877 49.9997 50.1071 0.0340
Entropy of original sub-matrix 2.1823 4.2014 5.7813 0.7991
Entropy of encrypted sub-matrix 5.4200 5.7666 6.0000 0.0766
KS 49.8828 49.9982 50.1067 0.0349
NPCR 99.5747 99.6097 99.6468 0.0118
UACI 33.2960 33.4646 33.6079 0.0460
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

FIGURE 3.12 – Original medical images (a)-(d) and their corresponding PDF (c)-(h). PDF
of the corresponding encrypted images after full encryption (i)-(l).

TABLE 3.3 – Simulation Results with h = 16

min mean max std
Dif 49.8955 49.9989 50.1330 0.0343
Entropy (original sub-matrix) 2.7235 4.9910 6.8398 0.9624
Entropy (encrypted sub-matrix) 6.9631 7.1730 7.3445 0.0523
KS 0.0308 0.0359 0.0436 0.0017
NPCR between original and cipher images 49.8581 50.0004 50.1029 0.0342
UACI between original and cipher images 99.5724 99.6093 99.6460 0.0125

3.7.2/ ENTROPY ANALYSIS

The entropy information of an image M is a parameter that measures the level of uncer-
tainty in a random variable, and is defined using the following equation :

H(m) = −
h2∑
i=1

p(mi) log2
1

p(mi)
(3.3)

Where p(mi) represents the occurrence probability of the symbol mi, and h2 is the size of
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the square matrix (h × h) ; the entropy is expressed in bits. A truly random entropy source
is equal to 7 when h = 16 for a uniform distribution. We are calculating entropy at the
sub-matrix level. A value close to log(h2) is the desired value.

H(m) = −
n∑

i=1

1
(h × h)

log2
1

(h × h)
= log2(h2)

Looking at Figure 3.13, we can clearly see that for h2 = 16×16, H is between 7 and 7.3 for
the encrypted image. Also, we can see in the Figure the difference between the entropy
of the original plain image and the encrypted one. We can conclude that our system is
safe against statistical attacks.

FIGURE 3.13 – Entropy test for the cipher sub-matrices with h = 16 for the full approach.
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

(k) (l) (m) (n) (o)

FIGURE 3.14 – For Aorta image , (a), (b), (c), (d), (e) represent the vertical correlation :
original, after permutation, after masking, after global encryption and full encryption res-
pectively. (f), (g), (h), (i), (j) represent the horizontal correlation : original, after permuta-
tion, after masking, after global encryption and full encryption respectively. (k), (l), (m),
(n), (o) represents the diagonal correlation : original, after permutation, after masking,
after global encryption and full encryption respectively.

3.7.3/ CORRELATION ANALYSIS

Correlation is an important metric that must be assessed. Removing the correlation
among the pixels of an image is a successful indication that the cipher is immune to
statistical attacks. Having a correlation coefficient close to zero means that the cipher
ensures a high degree of randomness. The correlation test is applied by taking randomly
N random pairs of adjacent pixels from the known plain image and their corresponding
encrypted ones. The correlation coefficient rxy is calculated using the following equation :

rxy =
cov(x, y)√
D(x) × D(y)

(3.4)

where

Ex =
1
N
×

N∑
i=1

xi , Dx =
1
N
×

N∑
i=1

(xi − E(x))2

and

cov(x, y) =
1
N
×

N∑
i=1

(xi − E(x))(yi − E(y))
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

(k) (l) (m) (n) (o)

FIGURE 3.15 – For Spectral Doppler image , (a), (b), (c), (d), (e) represent the vertical
correlation : original, after permutation, after masking, after global encryption and full
encryption, respectively. (f), (g), (h), (i), (j) represent the horizontal correlation : original,
after permutation, after masking, after global encryption and full encryption, respectively.
(k), (l), (m), (n), (o) represent the diagonal correlation : original, after permutation, after
masking, after global encryption and full encryption, respectively.

The correlation is done in the horizontal, vertical and diagonal directions. In FIGURE 3.14,
the correlation test for the different plain and encrypted medical images with their corres-
ponding vertical, horizontal, and diagonal correlations are shown for the different propo-
sed approaches. Notice that the first variant of selective encryption, which is based only
on permutation of sub matrices doesn’t ensure low correlation (still linear as the original
image (see FIGURE 3.14-(b, g,l)) since the correlation is quantified at the pixel level and
not at the sub-matrix level.

While for the second variant, which entails, in addition to the permutation process, a
masking process applied to each sub-matrix of ROI, the correlation is removed between
adjacent pixels of ROI sub-matrices (see FIGURE 3.14-(c, h,m)). The middle-full approach
gives similar correlation results as the second selective approach (see FIGURE 3.14-(d,
i, n)) since the sub-matrices of ROB are not masked. Note that the global permutation
of the middle-full approach is very important to ensure a better visual degradation, which
permits to hide the structure of the medical image and consequently, its type. See FI-
GURE 3.14-(e, j, o)).

The lower correlation result is obtained for the encrypted images that use the full encryp-
tion approach as shown in FIGURE 3.14-(e, j, o). Correlation in the proposed approach is
dependent on the encryption variant, while the best correlation results (close to 0) can be
obtained by employing the full approach. In fact, the obtained results for the middle-full
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and for the second variant of selective encryption algorithm are also sufficient to provide
protection since a masking process is applied for the ROI sub-matrices.

3.7.4/ KEY SENSITIVITY

In this section, we quantify the sensitivity of secret key k and IV and we show the recur-
rence of the produced dynamic initial matrices and the probability density function for 250
different IM.

The size of the secret and dynamic keys is flexible ; it can be 128, 196, 256 bits for
the secret key, and 512 for the dynamic key. It is chosen according to the desired level of
security. These sizes are sufficient to make the brute force attacks unfeasible. Concerning
IV, in FIGURE 3.16-a, a random bit of a random bye of IV is flipped. The results show that
the difference in the produced cipher images is close to 50%. In addition, in FIGURE 3.16-
b, a random bit of a random byte of the secret key is flipped and the results show that
the difference between the produced cipher images is also close to 50%. This criteria
enhances the resistance of the system against brute force attacks and in particular, key-
related attacks. On the other hand, the recurrence test is applied to 250 produced IM
and the results are shown in FIGURE 3.17-a. The results confirm that the produced IM is
highly non-linear. Finally, in FIGURE 3.17-b, we can see that the PDF of these produced
IM is very close to being uniform. Therefore, the technique for producing IM strongly
enhances the cryptographic performance.

3.7.5/ SENSITIVITY ANALYSIS AND DIFFERENTIAL ATTACKS

Two metrics are commonly used in the sensitivity analysis of any approach : (1) Num-
ber of Pixels Change Rate (NPCR) and (2) Unified Average Changing Intensity (UACI).
NPCR represents the number of pixels change rate between two images I1 and I2, while
UACI measures the changing intensity between the two cipher-texts. NPCR and UACI
are represented by :

D(i, j) =

0 if C1(i, j) = C2(i, j)
1 if C1(i, j) , C2(i, j)

NPCR =

∑
i, j Di, j

M × N × P
× 100% (3.5)

UACI =
1

M × N × P

∑
i, j

|C1(i, j) −C2(i, j)|
255

× 100% (3.6)

NPCR between original and cipher image is ≥ 99.61, which means that the pixels’ posi-
tions are highly unrelated to each other. Moreover, an appropriate UACI value is obtained
that is close to 33.3, which means that most of the gray level pixels in the encrypted image
are changed by the second variant of selective algorithm in addition to full and middle-full.

Figure 3.18 illustrates the probability of NPCR and UACI for 1,000 dynamic keys used to
encrypt the Lenna plain-image of size 512×512. The theoretical results are NPCR = 99.61
and the mean value of UACI is equal to 33.4. The proposed approach shows high values
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of NPCR and UACI that are needed for a good cipher scheme. Also, Tables 3.2 and 3.3
summarize the results.

(a) (b)

FIGURE 3.16 – IV (a) and secret key(b) sensitivity for 1000 times.

(a) Recurrence (b) PDF

FIGURE 3.17 – The Independance (Recursivity) (a) and the PDF (b) of the produced
pseudo-random masking sub-matrices by employing the proposed scheme (see FI-
GURE 3.3) for a random secret key.

3.7.6/ VISUAL DEGRADATION

An important condition to ensure a robust image encryption algorithm is that the visual
content of the original image must not be recognized in the ciphered image. Two well
known parameters are considered to measure the encryption visual quality, which are
Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity index (SSIM) that are des-
cribed in [Hore et al., 2010]. A low PSNR value indicates a high difference between the
original and the cipher images. Concerning S S IM, it is defined after the Human Visual
System (HVS) and it has evolved such that we can extract the structural information from
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(a) Diff (b) UACI (c) NPCR

FIGURE 3.18 – The PDF of the difference between original and encrypted Lenna in bits
(a), UACI (b) and NPCR(c) for h=8

TABLE 3.4 – SSIM and PSNR in selective approaches

Images Aorta Head-3D Brain
PSNR (SE1) 15.019 11.268 9.168
PSNR (SE2) 13.1 10.44 7.91
PSNR (MF) 9.805 9.1841 7.038
PSNR (Full approach) 8.2682 8.2965 8.3262

SSIM (SE1) 0.53097 0.49250 0.0376
SSIM- (SE2) 0.4199 0.391 0.0114
SSIM (MF) 0.211 0.212 0.01291
SSIM (Full approach) 0.0313 0.0360 0.0408

the scene. Thus, the perceived quality of the image by the human eye is highly dependent
on the loss of structural information in the image.

S S IM falls within the interval [0,1] ; a value of 0 means that there exists no correlation
between the original and the cipher image, while a value close to 1 means that the two
images are approximately the same.

According to the obtained results of PSNR and SSIM, all cipher variants introduce visual
degradation since low values of PSNR and SSIM are obtained. In fact, the full cipher
variant reaches the maximum hard visual degradation, which is normal since all origi-
nal sub-matrices are encrypted compared to the selective cipher variants. In addition,
the visual degradation of the middle cipher approach achieves better visual degradation
compared to the selective variants. Note that no useful information can be detected from
the encrypted ROI sub-matrices, but only the type of the medical image can be known.

3.7.7/ EXECUTION TIME

Execution time is a crucial metric for any cipher ; a low computational complexity trans-
lates into low latency and hence, low resources are needed for the ciphering/deciphering
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(a) (b)

FIGURE 3.19 – PDF of PSNR, and SSIM for the full encrption approach for h = 8

process. This ensured the cipher applicability to real-time systems and for devices with
limited resources. The average calculation time (for 1, 000 iterations) to encrypt the plain
Lenna image of size 256× 256× 1 is performed using the following software and hardware
specifications : Matlab R2013b simulator, micro-computer Intel Core 2 Duet, 3 GHZ
CPU, 2 GB RAM Intel and Microsoft Windows 7. The execution time of the three ap-
proaches were measured ; when only permutation is done on Lenna image (512×512), the
average time is 0.0156 sec and designated by t1. For SE2, time is t2 = 3 × t1. For the full
encryption time is t3 = 4 × t1. In case of full encryption, the execution time is dependent
of the size of ROB. For example, if it is 50% of the plain image, the encryption time is
t4 = 2 × t2 = 6 × t1. If the application is time- or resource- sensitive, the user can select
the approach that best suits the application requirements.

3.8/ DISCUSSION AND CRYPTANALYSIS

The average of PSNR and SSIM between the original and encrypted images are
presented for the different variants in TABLE 3.4 for 1, 000 dynamic keys. The results
show that selective encryption has an average visual degradation since it is designed
only for ROI zones. Also, the visual degradation of the MF variant is close to the full
one. Sure, hard visual degradation can be ensured by using the full scheme. The user
can choose any variant to protect the medical image contents. Our goal is to provide a
flexible solution according to the limitations and requirements for the medical image.

In addition, the distribution of PSNR and SSIM are shown in Figure 3.19 for the full va-
riant. The obtained results show that a low values of PSNR and SSIM are achieved and
this confirms that the proposed encryption technique yields a high difference between
the original and encrypted images. Consequently, a high and hard visual distortion is
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attained by using the proposed full encryption process. As a conclusion, the proposed
scheme gives a sufficient visual degradation for the selective and MF variants and hard
degradation for the full one. Indeed, for all these variants, no useful information about the
original plain image could be revealed from the cipher image.

By only shuffling the data, the system will not be immune against the different attacks
if the secret key is static. However, the proposed approach is based on a dynamic key
in order to ensure the forward and backward secrecy. Permutation process is based on
changing the pixels positions without affecting their values. hence, this motivates the in-
troduction of the other variants to ensure better resistance against future powerful attacks.
Indeed, introducing the masking function ensures the change in the pixels positions as
well as values. Moreover, by employing a dynamic non-linear element, the substitution
table (S-box), a better randomness degree is achieved and better immunity against po-
werful attacks is attained. We applied the proposed cipher with the different variants on
different images. In selective and middle-full approaches, the PDF of cipher ROI sub-
matrices or the whole cipher image in case of full variant tend to become uniform. This
proves that the proposed scheme can resist statistical attacks since the spatial redun-
dancy between adjacent pixels of the image is removed ensuring a good scrambling of
the image. Moreover, other tests such as entropy analysis and correlation tests have va-
lidated the robustness of proposed variants (except SE1) and their high resistance to
statistical attacks. Moreover, key sensitivity is analyzed and the results showed that the
proposed cipher can resist chosen/known plain-text attacks.

Additionally, the key space of the secret key is flexible and can be 2128, 2196 and 2256,
while the size of the dynamic key is 2512. These sizes are sufficiently large to make
the brute-force attack unfeasible. Therefore, the system can resist the cipher-text-only
attack. Also, an important issue that must be highlighted here is the use of a dynamic
key instead of a fixed one. Even if a cryptanalyst has complete knowledge of the used
primitives (substitution and permutation techniques) for a plain image, she/he will fail to
extract information about the future plain images from the future cipher images, since
they lack the dynamic key that is changed for every input image.

TABLE 3.5 – Compare approaches

Approach SE-1 SE-2 MF Full Encryption
Computation Complexity + ++ +++ +++
Visual Degradation + ++ +++ ++++
Memory Consumption + + ++ ++
Error Propagation + + ++ ++
Level of Security + ++ +++ ++++

3.9/ CONCLUSION

In this chapter, a cipher scheme with three variants (selective, middle-full, and full) is pre-
sented to protect medical images. The scheme is based on dynamic diffusion and/or
confusion primitives for each input image, which ensures good cryptographic perfor-
mance. The round number is reduced without degrading the security level, which is a
hard challenge that is solved in this chapter. The proposed scheme presents a dyna-
mic key derivation function that generates the dynamic key and consequently the requi-



86CHAPITRE 3. LIGHTWEIGHT AND SECURE CIPHER SCHEME FOR MEDICAL IMAGES

red sub-keys that are used to construct the basic primitives of the cipher. To perform
encryption/decryption, two main primitives are exploited : sub-matrix permutation and a
proposed masking function were applied at the sub-matrix level. Then, several security
analysis and system performance tests were conducted to prove the credibility of the pro-
posed cipher scheme. As a conclusion, the proposed approaches can be considered as
good competitors to the current medical image applications that have to ensure patients
privacy and data confidentiality.



4
ENHANCED LIGHTWEIGHT AND
SECURE CIPHER SCHEME FOR

MEDICAL DATA

ABSTRACT

In this chapter, we propose a lightweight cipher algorithm based on a dynamic structure
with a single round that consists of simple operations compared to the previous image
cipher scheme, and that targets all kind of IoT devices (raw data and multimedia). In this
solution, the dynamic key is used to build two robust substitution tables, a dynamic permu-
tation table, and two pseudo-random matrices. This dynamic cipher structure minimizes
the number of rounds to a single one, while maintaining a high level of randomness and
security as the previous cipher. Moreover, the proposed cipher scheme is flexible as the
dimensions of the input matrix can be selected to match the devices’ memory capacity.
Extensive security tests demonstrated the robustness of the cipher against various kinds
of attacks. The speed, simplicity and high-security level, in addition to low error propaga-
tion, make of this approach a good encryption candidate for IoT devices.

4.1/ INTRODUCTION

The increasing number of services provided by the Internet has generated a huge
increase in the number of connected devices ; more than 9 billion network devices are
connected and used by billions of users. Services offered can be used for commu-
nication, entertainment, sharing knowledge and many other purposes. In addition to
traditional devices (laptops, smart phones, etc..), devices around us will soon be able to
communicate with each other [Atzori et al., 2010, Sundmaeker et al., 2010]. These smart
objects, interacting with each other, have transformed the Internet into the ”Internet of
Things”, which is an emerging area in which highly constrained interconnected devices
work together to accomplish a specific task and can be used for many purposes such
as medical monitoring and collecting data as well as accessing and processing such
data. Indeed, IoT is continuously emerging in many fields such as health monitoring,
and even in human bodies for patient monitoring in what is being referred to as
mHealth [Jara et al., 2013, Chang, 2017], smart houses/buildings/cities, environment
monitoring, and traffic monitoring.

87
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However, the major problems that hinder the deployment of IoT systems are the security
and privacy issues [Adrianto et al., 2015, Granjal et al., 2015, Amin et al., 2017], since
such systems are more susceptible to diverse kinds of attacks (passive and active) than
the traditional systems. The passive attacks can seriously impair the confidentiality of
the data by trying to extract the contents of transmitted packets, while active attacks can
compromise the data integrity and authentication by inserting, deleting or modifying the
packets’ contents. One solution to guard against such kinds of attacks is to encrypt the
packets transmitted by IoT nodes. Hence, it is necessary to ensure that the transmitted
data is secured from any unauthorized access and that data is exchanged only between
legitimate parties. In this chapter, we address the problem of securing the distributed
medical systems in IoT, called Medical Internet of Things (MIoT).

One of the mostly used MIoT devices is surveillance that are essential for monitoring
patients to detect suspicious activities. Typically, the transmissions of these sensing data
should be secured from eavesdropping and malicious attacks to avoid disclosing any
useful information to attackers. MIoT applications have stringent QoS requirements and
require security solutions that may entail major resources and latency overhead. This in
turn is not practical for MIoT devices that, in some scenarios, might be limited in battery
lifetime and computational resources.

As such, medical IoT constrained devices may not be able to support the NIST-approved
strong cryptographic algorithms since these have a negative impact on the system
performance and may degrade the desirable QoS [McKay et al., 2017], especially since
IoT devices exchange massive amounts of data.

4.1.1/ RELATED WORKS

For real IoT implementations [Granjal et al., 2015], AES block ci-
pher [Daemen et al., 2002a] in Counter (CTR) mode [Dworkin et al., 2001,
Singh et al., 2017] is used, where the ciphering process is independent of plain-
text and in this case, block cipher operates as a stream cipher. In general, block
cipher such as AES uses a multi-round structure whereby a round function undergoes
several iterations r. Round functions can be based on either Feistel Networks (FN) or
Substitution-Permutation Networks (SPN). Typically, in each round, the round function
applies several operations to ensure the confusion and diffusion properties.

For more than a decade, many efforts have been spent to make AES act as a lightweight
block cipher and thus, to make it practical for tiny-limited devices. Indeed, several
improvements have been realized to reach this goal in both hardware and software
implementations. Examples of these variations include AES-128 hardware ASCI im-
plementation with 2400 Gate Equivalents (GE) is presented in [Moradi et al., 2011],
while efficient software AES implementations for 8-bit in [Osvik et al., 2010], 16-bit
in [Buhrow et al., 2014] and 32-bit in [Tillich et al., 2006]. Moreover, AES optimized ins-
tructions were added to the instruction set of Intel’s [Gueron, 2009, O’Melia et al., 2010].
At the time of this writing, there are no further optimization techniques to AES, and there
might be no more possible optimization [Beaulieu et al., 2015].
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However, even with the current optimization to AES and the attempts to make it
applicable to constrained devices and adaptive to the increasing data rates, the enhan-
cements still suffer from several limitations that cannot be easily overcome. According
to NIST [McKay et al., 2017], AES might not meet the future requirements and conse-
quently, a new project has been launched to design new lightweight cryptographic
algorithms with lower number of GE (preferably, less than 2,000 [Khattab et al., 2016]).

Even though the AES hardware implementation is fast, however, the implementation itself
is complex and is not suitable for constrained devices [Beaulieu et al., 2015]. On the other
hand, a simple AES hardware implementation decreases its efficiency. Consequently,
AES hardware implementation suffers from a trade-off between efficiency and imple-
mentation complexity [Beaulieu et al., 2015]. Moreover, the presented implementation
in [Lee et al., 2009] shows that AES rapidly decreases the lifetime of battery nodes and
networks such as in ZigBee [Evans-Pughe, 2003], and WirlessHART [Raza et al., 2009].
As such, it is safe to conclude that AES is not really suitable for constrained devices, such
as IoT ones, as stated in [McKay et al., 2017, Beaulieu et al., 2015, Nithya et al., 2016].

Consequently, a different cipher methodology has been presented re-
cently [Beaulieu et al., 2015] to solve this issue by reducing the size of the secret
key and/or the block size to meet the constrained requirements of tiny devices.
Examples of such techniques include LEA [Hong et al., 2014], FeW[Kumar et al., 2014b],
Prince [Borghoff et al., 2012], TWINE [Suzaki et al., 2013], Lblock [Wu et al., 2011],
Piccolo [Shibutani et al., 2011], LED [Guo et al., 2011] and other ciphers, a list of which
is shown in TABLE 4.1.

However, all of these ciphers are based on static substitution and diffusion primitives,
which require iterating the round function for a large number of r (see TABLE 4.1)
to ensure the required security level. Unfortunately, the multi-round structure that is
used in the these ciphers provides a high level of security but at the expense of high
computational complexity. Therefore, to use these cipher algorithms in MIoT devices,
there is a trade-off between security and performance : the required execution time of
these ciphers is r times the round function’s execution time, and the required resources
are also multiplied by r.

The incorporation of encryption into MIoT devices introduces an overhead that might
prevent such devices from ensuring their main functionality and consequently impacting
the overall system performance [McKay et al., 2017]. Accordingly, the limitations of
IoT devices mandate the design of a new cipher methodology that can ensure secure
data transmission among IoT nodes with low computational complexity and resources.
This chapter presents a new methodology to reduce r to 1 and to form a dynamic
key-dependent lightweight round function to fulfill the security aspects efficiently. Conse-
quently, this chapter proposes a new cipher design methodology that may help in the
design of future lightweight cryptographic algorithms.
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TABLE 4.1 – List of recent lightweight cryptographic algorithms

Algorithm No. of rounds Key size Block size Structure
TEA 64 128 64 FN

XTEA 64 128 64 FN
LEA [Hong et al., 2014] 128 64 FN

HEIGHT 32 128 64 GFS
FeW[Kumar et al., 2014b] 32 80/128 64 FN-M

SIMON 32/36/42/44/52/54/68/69/72 64/72/96/128/144/192/256 32/48/64/92/128 FNl
PRESENT 31 80/128 64 SPN

RECTANGLE 25 80/120 64 SPN
LEA 24/28/32 128/192/256 128 FN

SPECK 22/23/26/27/28/29/32/33/34 64/72/96/128/144/192/256 32/48/64/92/128 FN
Prince [Borghoff et al., 2012] 11 128 64 SPN

AES 10/12/14 128/192/256 128 SPN
RC5 12 128 32/64/128 FN

Hummingbird2 4 256 16 SPN

4.1.2/ MOTIVATION & CONTRIBUTION

In this chapter, we present a new efficient, lightweight cipher algorithm for MIoT applica-
tions. Contrary to other cryptography algorithms (multiple rounds), the proposed cipher
only employs a single dynamic key-dependent round function. The proposed round func-
tion is based on simple operations and achieves the required cryptographic performance.
To accomplish this objective, we relied on the dynamic key approach whereby a dynamic
key is generated for each input audio, image or video. This dynamic key depends on a
secret key and a Nonce similar to [Noura et al., 2017b]. Then, this dynamic key is used
to build several efficient key-dependent diffusion and confusion primitives, which ensure
a good cryptographic performance [Adams et al., 1989, Keliher et al., ].

The proposed cipher scheme includes several contributions that led to a high level
of efficiency and security for IoT devices compared to the recent lightweight block ci-
phers, recent chaotic ciphers and our previous dynamic key-dependent dynamic cipher
schemes.

SYSTEM PERFORMANCE

— Lightweight :The minimum required number of iterations, for recent light-
weight cryptographic algorithms, is 4 such as the Hummingbird2 cipher.
Furthermore, the recent lightweight chaotic image encryption algorithms
such as [Boriga et al., 2014, Laiphrakpam et al., 2017, Ghebleh et al., 2014,
Janakiraman et al., 2018, Mondal et al., 2017] use also the multi-round struc-
ture in addition to floating-point calculations and conversion operations, which
introduces an important overhead in terms of latency and required resources.
In addition, [Laiphrakpam et al., 2017] requires asymmetric encryption, which
requires more resources and introduces a higher latency [Granjal et al., 2015]
when compared to the symmetric one.

There is only one chaotic cipher that was presented with a single
round [El Assad et al., 2016], but it requires a huge memory capacity. Also,
according to [Noura et al., 2017a], the results are not accurate and the ap-
proach actually requires at least 6 iterations to reach the desired cryptogra-
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phic performance. Moreover, the approach suffers from maximum error propa-
gation, since the avalanche effect propagates to the whole image instead of
being restricted to the block level. Our previous dynamic key-dependent cipher
schemes [Fawaz et al., 2016, Noura et al., 2017b] require at least two rounds of
substitution and diffusion. The scheme we propose in this chapter avoids the
use of a static diffusion operation such as the MixColumn transformation of
AES [Daemen et al., 2002a] or the key-dependent integer/binary diffusion opera-
tions of [Fawaz et al., 2016, Noura et al., 2017b], since such operations consume
a high percentage of the execution time [Noura et al., 2017b, Wadi et al., 2014].
Hence, the proposed scheme requires only one round iteration of a lightweight
simple and flexible round function without using any diffusion operation. As such,
this minimizes the computational complexity of the proposed cipher and conse-
quently the required latency and resources. Moreover, the proposed encryption
scheme can be realized in parallel, while the decryption algorithm can be partially
parallelized.

— Flexibility : The proposed cipher operates on data at the sub-matrix level, which
can have a flexible size of (h × h bytes), to be set according to the devices’ li-
mitations. In other words, the proposed approach is configured according to the
devices’ characteristics.

— Simple hardware and software implementations : The proposed cipher is ba-
sed on logical operations (exclusive or), load and store operations (substitution
and permutation), which renders the corresponding hardware and software imple-
mentations to be simple and efficient.

— Low error propagation : Since the encryption is done at the sub-matrix level, an
error that occurs in a byte of an encrypted sub-matrix will affect only two bytes
and it will not affect the whole corresponding sub-matrix. In addition, the proposed
cipher scheme is designed to avoid the chaining operations to limit the effect of
the corrupted bytes only to both sub-matrices. This will not affect all of the two
sub-matrices as in [Fawaz et al., 2016, Noura et al., 2017b] or the whole image
as in [El Assad et al., 2016]. Thus, low error propagation is guaranteed and an
error correction scheme is presented, which is a great advantage for the proposed
cipher scheme.

These enhancements reduce the delay of the encryption and decryption processes and
simplify their corresponding hardware implementations. This is essential since each pri-
mitive has its own impact on the security and efficiency of the proposed cipher scheme.

SECURITY PERFORMANCE

— Key Dependence Approach : The proposed cipher is based on key-dependent
substitution and permutation primitives that ensure simplicity in addition to the re-
quired cryptographic properties.

— Dynamic Key Approach : In contrast to the existing cipher solutions, the pro-
posed approach is based on a dynamic key, which is variable and changes in a
pseudo-random manner for each new session. The periodic interval of a session
depends on the application or user requirements. For example, a new session
can be established for each new input image. Therefore, the cryptanalysis pro-
cess against the proposed cipher algorithm is very challenging because of the
unpredictability of the cipher primitives as they change according to the dyna-
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mic key. In addition, changing the dynamic key produces different cipher primi-
tives and consequently different encrypted/decrypted images (sensitivity is veri-
fied in Section 4.4). The dynamic nature of the proposed cipher provides high
robustness against any kind of attacks. [Noura et al., 2017b, Fawaz et al., 2016,
Zhang et al., 2010, Pradeep et al., 2013].

— Dynamic Sub-matrices Selection : A dynamic pseudo-random selection opera-
tion is introduced to control and randomize the sequential order of the encryption
and decryption sub-matrices. This complicates the procedure for the possible at-
tacks. This makes the proposed cipher approach more robust compared to existing
ones since the sequential order of encryption/decryption is variable and depends
on the dynamic key. This step is designed and realized to achieve low latency and
resources overhead towards preserving the previous advantages.

Therefore, an efficient collaboration scheme is proposed and relates substitution,
pseudo-random matrices and block selection (based on a generated permutation table)
to reach a better level of robustness and efficiency. This is proved according to the results
of a set of performance and security tests.

Accordingly, a good lightweight, flexible, cipher candidate for MIoT is proposed. This is
justified since the trade-off between system performance and the security level is reduced
in addition to its simple hardware and software implementations.

4.1.3/ ORGANIZATION

The rest of the chapter is organized as follows. Section 4.2 presents the proposed key de-
rivation algorithm along with the proposed cipher construction primitives. In Section 4.3,
we describe all the steps necessary to undergo the encryption and decryption processes.
Then, an extensive security analysis and a performance evaluation are conducted in Sec-
tion 4.4 to prove the robustness and effectiveness of the proposed scheme. Then, in
Section 4.5, we prove the immunity of the proposed algorithm against different kinds of
existing attacks. Finally, in Section 4.6, the conclusions are drawn along with directions
for future work.

4.2/ INITIALIZATION

In this section, the generation process of the dynamic key and the associated sub-keys
that are used in the cipher are explained. FIGURE 4.1 illustrates the key derivation func-
tion, which takes as input a secret key S K and a nonce No that are unique for every
session or input image. These inputs are described in the following :

— Secret key S K : This secret key is only shared between the communicating entities
after the mutual authentication step (handshake). For better protection, the secret
key is changed after a specific period of time to be specified by the underlying
application. It can be renewed in different ways such as using Binary Elliptic Curve
Diffie Hellman protocol (ECDH) [Miller, 1985].

— Nonce No : A pseudo-random generator is used to generate this Nonce. It is im-
portant to generate a new Nonce for each input image. No can be sent to the re-
ceiver encrypted using the shared public key of the other entity if the asymmetric
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TABLE 4.2 – Summary of notations used.

Notation Definition
S K Secret Key
No Nonce
DK Dynamic Key
KS 1 First dynamic substitution sub-key used to construct S − box1

KS 2 Second dynamic substitution sub-key used to construct S − box2

KRM Matrix dynamic sub-key used to create RM1 and RM2

KP Permutation sub-Key used to create π
S 1 The first produced dynamic S-box
S −1

1 The inverse corresponding of the first S-box
S 2 The second produced dynamic S-box
S −1

2 The inverse corresponding of the second S-box
RM1 First initial dynamic pseudo-random matrix
RM2 Second initial dynamic pseudo-random matrix
π A Dynamic produced permutation table (P-box)
π−1 The inverse corresponding the permutation table (P-box)
L Rows Number
C Columns Number
P Plane Number (for gray-scale is equal to 1)
h × h The size of each sub-matrix
α The number of h × h sub-matrices
xi Original plain sub-matrix at the ith index
yi The corresponding permuted sub-matrix of xi

cxi The corresponding encrypted sub-matrix of xi

cyi The corresponding encrypted sub-matrix of yi

FIGURE 4.1 – The Proposed Dynamic Sub-Keys Generation Scheme.

approach is used. Another way for sharing No is to have a good synchronization
between the sender and the receiver where each entity derives it separately with
no need for transmission and starting from the same seed.
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Then, the secret key S K and No are Xored and its corresponding output is hashed to
produce the dynamic key DK. Next, DK is divided into four different sub-keys that form
the seeds for the different cipher primitives and these are described in the following sub-
sections. Let us indicate that the secure hash function (S HA − 512) is selected for this
step since it posses the best desirable cryptographic hash properties such as the high
resistance against collision. This can assure that the produced DK is renewed for every
session or input image and consequently provides different cipher primitives ; which intro-
duces randomness into the scheme. Employing dynamic key will provide high immunity
against existing and modern attacks.

4.2.1/ DYNAMIC KEY & SUB-KEYS DERIVATION

Indeed, DK can be changed frequently as needed by the user or by the application.
Furthermore, as S HA − 512 is used, DK has 512 bits length (64 bytes) and it will be split
into four sub-keys, where each one has a size 128 bits (16 bytes). These sub-keys are
{KS 1, KS 2, KRM, Kp} and are described in the following knowing that each of the sub-keys
will be used for a different purpose.

— First substitution sub-key KS 1 : It consists of the most significant 16 bytes of DK.
— Second substitution sub-key KS 2 : It consists of the next most significant 16

bytes of DK.
— Dynamic matrices sub-key KRM : KRM consists of the third most significant 16

bytes.
— Permutation sub-key KP : Finally, the least significant 16 bytes of DK.

Table 4.2 shows all the notations used in this chapter. The derived dynamic key is renewed
for each input image and any bit changed in it will lead to a completely different set of sub-
keys and consequently different cipher primitives will be produced. Next, the construction
of the proposed cipher primitives that are based on these four sub-keys is described.

4.2.2/ CONSTRUCTION OF CIPHER PRIMITIVES

We aim to design a simple, yet very effective lightweight cipher algorithm with only
one round, which can be used with constrained IoT devices. According to Shan-
non, round function should mandatory ensure the confusion and diffusion properties.
While this round function should be iterated for multi-iterations to consider it as a suc-
cessful cipher scheme. This is the logic of the existing symmetric block cipher algo-
rithms since static substitution and diffusion primitives are mainly used. Moreover, as
mentioned previously, static keys would render the system vulnerable to many future
threats [Zhang et al., 2010, Pradeep et al., 2013, Paar et al., 2009a]. Fortunately, a dyna-
mic key approach can provide a better-desired security level against existing and future
powerful attacks [Noura et al., 2017b]. This is ensured since all the used sub-keys de-
pend on the produced dynamic key and consequently, cipher primitives become variable,
which prevents attackers to recover any information from the collected set of original en-
crypted images. More important, this helps cryptographic engineering reduce the required
round number of iterations and consequently, this will reduce the required resources and
latency that are both necessary to preserve the main functionality of MIoT devices. There-
fore, defining key dependent cipher primitives with a high level of efficiency and security is
necessary for the proposed dynamic approach. In the following, the proposed techniques
to construct the key dependent cipher primitives are explained.
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4.2.2.1/ DYNAMIC SUBSTITUTION PRIMITIVE

The proposed cipher scheme requires two substitutions table (S 1 and S 2). In this chapter,
we propose to use the KS A of the RC4 stream cipher algorithm [Rivest, 1992] to produce
the required two substitution boxes (S-boxes) instead of GRP algorithm, which was pre-
sented in the second chapter. KS A algorithm is described in Algorithm 3, where an input
key with LK bytes is introduced to produce a dynamic substitution table S as an output.
The size of the sub-substitution dynamic keys (KS 1 and KS 2 ) is set to L = 16 bytes.

Algorithm 3 KSA for RC4
1: procedure RC4 KSA(K = {k1, k2, . . . , kLk}, L)
2: for i← 0 to 255 do
3: S [i]← i
4: j← 0
5: for i← 0 to 255 do
6: j← ( j + S [i] + k[ j mod L]) mod 256
7: swap(S [i], S [ j])
8: return S

Therefore, KS 1 is used as a key for the KS A algorithm to produce the first substitution table
S 1. Similarly, S k2 is used to produce the second dynamic substitution S − box, S 2. Moreo-
ver, the proposed technique to build key-dependent substitution tables S showed good
robustness and cryptographic strength according to several criteria that are summarized
as follows :

— Linear Probability Approximation Function (LPF) : For LK ≥ 4, the average LPF
value stabilizes and becomes close to 2−4.8.

— Differential Probability Approximation Function (DPF) : For LK ≥ 4, the ave-
rage of DPF converges to the minimum possible value, which is 2−4.5.

— Strict Avalanche Criterion (SAC) : For LK ≥ 4, the produced S − boxes become
more close to the ideal value. This criterion is important, since it quantifies the
sensitivity probability against any modification on any bit and it helps to ensure the
avalanche effect if a good diffusion primitive is used.

— Output Bit Independence Criterion (BIC) : In fact, the BIC value become very
close to the desired value (0.5) for LK ≥ 4.

TABLE 4.3 – The values of LPF, DPF, SAC, and BIC for LK = 4 iterations.

LPF DPF SAC BIC
2−4.8 2−4.5 0.5 0.51

The average values of these criteria are shown in TABLE 4.3 for L = 4. The obtai-
ned results were sufficient to indicate that the proposed construction technique of
key-dependent substitution produces a robust and efficient substitution table (S-box).
Furthermore, S 1 and S 2 make the proposed cipher algorithm with one round immune
against differential and linear attacks since they are changed in a pseudo-random
manner.

On the other hand, the inverse substitution table is necessary for the decryption process.
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Indeed, as the produced S is bijective, the inverse of S , S −1, can be obtained easily by
the following operation S−1[S(i)]=i.

4.2.2.2/ DYNAMIC SELECTION SUB-MATRICES

The proposed cipher algorithm requires producing a dynamic key dependent flexible
permutation table π. Indeed, π is not only used to permute the sub-matrices of the
input image (α sub-matrices), but also to control the encryption/decryption processes.
Let us indicate that the proposed cipher scheme requires two sub-matrices as input,
one at a time. In fact, the second sub-matrix is chosen according to the permutation
table π. The proposed technique to build the dynamic flexible permutation table π is
similar to that of the substitution tables. It is based on a minor modification of the KSA
of RC4 (see Algorithm 3), which requires to replace α instead of 255 in lines 2 and 6.
The modification is presented in KSA-RC4 (simple and efficient) to be sure that the
same hardware implementation of KSA can be used to construct the substitution and
permutation primitives in a real implementation and to reach a lower number of GE.

Therefore, Kp is used as a seed for the proposed modified KSA algorithm to build the
flexible key dependent permutation table π with length α elements. Moreover, The ith ori-
ginal/encrypted sub-matrix (xi) requires the π(i)th original/encrypted (Xπ(i)) to be encrypted
or decrypted, respectively. Where π(i) represents the value of the π at the ith index and
1 ≤ π(i) ≤ α. The process of permutation is realized by employing a swap function, where
(i) and (π(i)) are the original and permuted sub-matrix positions of the image, respectively.

4.2.2.3/ DYNAMIC PSEUDO RANDOM MATRICES

The proposed cipher requires two sub-matrices RM1 and RM2 in the encryp-
tion/decryption process to ensure better randomness properties and to remove any
existing patterns from the encrypted sub-matrices. RC4 algorithm with KRM is used to
produce 2 × h2 bytes, where the first h2 bytes are used to form RM1 and the last h2 bytes
ares used to form RM2. Let us indicate that the PRGA algorithm of RC4 should be used
in addition to KS A in this step.

Note that the choice of RC4 is due to its simple software and hardware implementations
and its ability to generate substitution and permutation primitives with good cryptogra-
phic performance. In this chapter, RC4 is used only to produce the cipher primitives and
not for the encryption/decryption process. However, any other key-dependent substitu-
tion/permutation generation algorithm can be used as well.

4.3/ ENCRYPTION AND DECRYPTION ALGORITHMS

In this section, the different steps of the encryption and decryption algorithms are shown
and they are described in Figures 4.2 and 4.3, respectively.
The proposed algorithm is symmetric and is based on a secret key S K shared between
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the sender and the receiver. As stated earlier, this key is employed with a Nonce to pro-
duce a dynamic key, which is split to obtain four sub-keys that will be used to construct
the primitives of the encryption/decryption processes. This cipher is based on only one
round since a dynamic key with a large size is used. In the encryption process, an input
image of size L × C × P is divided into α sub-matrices {x1, x2, . . . , xα}. Each sub-matrix
has a square size equal to h × h bytes. If the number of bytes of an image is not a multiple
of h2, a padding operation is performed to adjust the size of the last sub-matrix (xα). In
addition, h can be equal to 4, 8, 16 or 32. On the other hand, the sub-matrices number α
is obtained as follows :

α =
R ×C × P

h2 (4.1)

In the rest of the chapter, we fix h to 8. Note that h can be changed according to the device
limitations.

4.3.1/ ENCRYPTION ALGORITHM

Algorithm 4 summarizes the proposed encryption algorithm that can be divided into four
sub-functions, which are Sub −MatrixSelection, Function − f, Function − g, SwitchOperation
and they are described in the following :

4.3.1.1/ SUB-MATRIX SELECTION

In general, the first step in the encryption/decryption processes is to control the selec-
tion of the second sub-matrix of the input image. Usually, this step is introduced to add
more randomness and to eliminate the sequential relation between the neighboring sub-
matrices elements in an image to introduce more difficulty to attackers. As indicated pre-
viously, a dynamic permutation table π is used to control the selection of the two input
sub-matrices in the encryption/decryption process. A pair of sub-matrices (xi = Xπ(i) and
yi = Xπ(i+ α2 )) is selected to be encrypted/decrypted at one time. Xπ(i) represents the π(i)th

sub-matrix of X that can be accessed via X[i] and i = {1, 2, . . . , α}. While yi = xπ(i) repre-
sents the pi(i + α

2 )th sub-matrix and can be accessed via X[π[i + α
2 ]]. Next, each couple of

sub-matrices xi and yi will undergo different operations. Each sub-matrix will be subjected
to a different nonlinear function. The sub-matrix xi will go through a function f , while the
sub-matrix yi will undergo another function g. Both functions are explained below.

4.3.1.2/ FUNCTION f

In this step, both dynamic S-boxes, S 1 and S 2, are being used. First, xi is substituted by
employing S 1, and then, the output is Xored with the first dynamic matrix RM1 and the
sub-matrix yi. This is represented by the following equation.

Oi = RM1 ⊕ S 1(xi) ⊕ yi (4.2)

Next, the output Oi will be subjected to another substitution operation, which employs S 2
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as expressed by the following equation :

cxi = S 2(Oi) (4.3)

Function f can be summarized as follows :

f = S 2(S 1(xi) ⊕ RM1 ⊕ yi) (4.4)

4.3.1.3/ FUNCTION g

The second round function g is applied in parallel to function f . Sub-matrix yi will be
subjected to this function. First, yi will undergo a substitution operation by using S 2. Then,
the output is Xored with the two dynamic matrices RM1 and RM2. This is illustrated by the
following equation :

O′i = RM1 ⊕ S 2(yi) ⊕ RM2 (4.5)

Then, the output O′i goes through another substitution operation using S 1, and the output
will be denoted as cyi.

cyi = S 1(O′i) (4.6)

Function g can be summarized as follows :

g = S 1(S 2(yi) ⊕ RM1 ⊕ RM2) (4.7)

4.3.1.4/ SWITCH OPERATION

After computing cxi and cyi, these two results are switched and hence, cxi will take the po-
sition of cyi and vice versa. This will add more randomness and will remove any sequential
relation between the permuted-substituted sub-matrices.

Finally, all the sub-matrices will be reshaped to form the encrypted image I′, which will be
sent securely to the desired receiver or will be safely stored. In the next subsection, the
decryption algorithm at the receiver side is explained.

Algorithm 4 The proposed One Round Encryption Algorithm.
1: procedure ONE ROUND ENCRYPTION(X, S 1, S 2, RM1, RM2, π)
2: for i = 1 to α

2 do
3: CX[π[i + α

2 ]] = S 2(S 1(X[π[i]]) ⊕ RM1 ⊕ X[π[i] + α
2 ])

4: CX[π[i]] = S 1(S 2(X[π[i + α
2 ]]) ⊕ RM1 ⊕ RM2)

5: return CX

4.3.2/ DECRYPTION ALGORITHM

The decryption scheme is presented in FIGURE 4.3. After receiving the encrypted
image, the receiver will use the decryption algorithm to recover the original image. The
decryption algorithm has minor modifications compared to the encryption algorithm,
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FIGURE 4.2 – The Proposed Encryption Scheme.

which are using the inverse function of f ( f −1) and of g (g−1). In addition, these inverse
functions require also the inverse substitution tables S −1

1 and S −1
2 .

The other primitive such as π is preserved and there is no need for the inverse permu-
tation box π−1, since the swap function is repeated at the legal destination side. First,
the received encrypted image will be reshaped to α sub-matrices to start the decryption
process.

Then, the decryption process as indicated in Algorithm 5 will be realized. In the following,
we describe only the inverse functions f −1 and g−1 that are the only difference between
the encryption and decryption algorithms.

4.3.2.1/ INVERSE OF FUNCTION f ( f −1)

Each sub-matrix (cxi) with its corresponding selected sub-matrix cyi will be processed
together. Next, the inverse substitution operation is realized by using S −1

2 and is applied
on cxi. Then, this result, O−1

i , will be Xored with RM1 and yi, and then subjected to another
inverse substitution operation by using S −1

1 . This is shown in the following equations :

O−1
i = S −1

2 (cxi) (4.8)

After that, the resultant will be the following :

xi = S −1
1 (O−1

i ⊕ RM1 ⊕ yi) (4.9)
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FIGURE 4.3 – The Proposed Decryption Scheme.

As it is shown clearly, we need to know yi and consequently xi will be deduced. This is
where the inverse function g−1 is used.

4.3.2.2/ INVERSE OF FUNCTION g (g−1)

First, S −1
1 will be applied on the resultant cyi. Then, this result will be Xored with RM1 and

RM2 and will be subjected to another inverse substitution operation S −1
2 , respectively as

seen in the following equations.

O′(−1)
i = S −1

1 (cyi) (4.10)

yi = S −1
2 (O′(−1)

i ⊕ RM1 ⊕ RM2) (4.11)

Finally, after obtaining yi, xi can be calculated using Equation 4.7 :

xi = S −1
1 (O−1

i ⊕ RM1 ⊕ yi) (4.12)

In conclusion, this is a simple cipher that reaches the confusion and diffusion properties
with just a single round via a dynamic key dependent manner. The efficiency and robust-
ness are demonstrated in the following sections. Let us indicate that the proposed cipher



4.4. SECURITY ANALYSIS 101

Algorithm 5 One round decryption
1: procedure ONE ROUND DECRYPTION(CX, S −1

1 , S −1
2 , RM1, RM2, π)

2: for i = 1 to α
2 do

3: X[π[i + α
2 ]] = S −1

2 (S −1
1 (CX[π[i]]) ⊕ RM1 ⊕ RM2)

4: X[π[i]] = S −1
1 (S −1

2 (CX[π[i + α
2 ]]) ⊕ RM1 ⊕ X[π[i + α

2 ]])

5: return X

in this chapter is more simple and require less computation compared to the proposed
one in the second chapter.

4.4/ SECURITY ANALYSIS

In this section, a security analysis for the proposed scheme is performed to demons-
trate its robustness against all known confidentiality attacks such as statistical, differen-
tial, chosen/known plain-text, and brute-force attacks [Cho et al., 2011, ElGamal, 1985,
Nyberg et al., 1995]. Several security experiments were conducted using the standard
image Lenna. These experiments are based on different security measures like : sta-
tistical analysis, visual degradation, sensitivity. Statistical results of all security tests are
shown in TABLE 4.4. Accordingly, The obtained results validate the robustness of the
proposed approach.

4.4.1/ STATISTICAL ANALYSIS

A cipher scheme requires specific random properties in order to resist efficiently statis-
tical attacks [Xu et al., 2008]. To prove the effectiveness of the proposed model, several
statistical security tests were carried out to validate the uniformity and the independence
properties.

4.4.1.1/ UNIFORMITY ANALYSIS

The PDF of the original plain-image and its corresponding cipher-image are both shown
in Figure 4.4. It can be seen that the PDF of the encrypted image using the proposed
scheme is similar to a uniform distribution with a value close to 0.039 ( 1

256 ). To validate
this result at the sub-matrix level, an entropy test is performed and this is described next.

4.4.1.2/ ENTROPY TEST

The entropy test for the original and encrypted Lena images at the sub-matrix level and
with a random dynamic key for h = 8 is shown in FIGURE 4.5. According to the results,
the entropy of the encrypted sub-matrices has a value close to the desired value of 6, in
case of h = 8, and close to 7.17 for h = 16, which indicates that the uniform distribution is
ensured. Hence, the redundancy at the sub-matrix level is eliminated.
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(a) (b)

(c) (d)

FIGURE 4.4 – (a) Original Lena, (b) PDF of original Lena with size 512 × 512 × 3, (c)
Encrypted Lena, (d) PDF of encrypted Lena

4.4.1.3/ TEST CORRELATION BETWEEN ORIGINAL AND CIPHER IMAGES

The correlation test is performed by taking randomly N = 4, 066 pairs of adjacent pixels
from the original and encrypted Lenna images. The correlation is quantified in horizontal,
vertical and diagonal directions.

Obviously, the correlation between adjacent pixels in the plain image is high and its cor-
responding correlation coefficient is close to 1 [Fawaz et al., 2016, Noura et al., 2017b].
FIGURE 4.6 shows the correlation between adjacent pixels in the different directions for a
random secret key. While, FIGURE 4.7 shows the variation of the coefficient correlation in
the different directions for 1000 encrypted images, where each encrypted image uses a
different secret key. According to these results, the ciphered images have a very low cor-
relation coefficient (close to 0), which clearly shows that the proposed scheme drastically
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(a) h = 8 (b) h = 16

FIGURE 4.5 – The entropy test of the sub-matrices of the encrypted Lena image with a
random dynamic key for h = 8 (a) and h = 16 (b).

reduces the spatial redundancy.

(a) (b) (c)

FIGURE 4.6 – Adjacent pixels correlation for the ciphered Lena image with one random
secret key : (a) horizontally, (b) vertically and (c) diagonally.

4.4.2/ VISUAL DEGRADATION

We calculated the PSNR and SSIM values between the original and the encrypted Lena
image for 1, 000 dynamic keys. The results are shown in FIGURE 4.8. As shown, the
average PSNR value is 8.5894 dB, which is a low value. This confirms that the propo-
sed cipher produces a large difference between the original and the encrypted images.
Similarly, the maximum SSIM value for 1, 000 dynamic keys did not exceed 0.04, which
confirms a high and adequate visual distortion. As such, sufficient visual degradation is
achieved since no useful information or any pattern could be revealed from the encrypted
image.
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(a) (b) (c)

FIGURE 4.7 – Coefficient Correlation of adjacent pixels in encrypted Lenna : (a) horizon-
tally, (b) vertically and (c) diagonally versus 1000 random secret keys.

(a) (b)
FIGURE 4.8 – variation of the PSNR (a) and SSIM (b) between original and encrypted
Lena images versus 1, 000 dynamic keys.

4.4.3/ DIFFERENCE BETWEEN PLAIN AND CIPHER IMAGES

The difference between original and encrypted images at the bit level must reach a value
very close to the ideal one (50%). We show the percent variation of the bit difference bet-
ween the original and cipher Lena images for 1, 000 random dynamic keys in FIGURE 4.9.
The results show that the percentage difference is always close to 50%. Hence, the pro-
posed cipher satisfies the independence criteria.

4.4.4/ SENSITIVITY TEST

To avoid differential attacks, the relation between two encrypted images must be studied.
Any slight difference in the plain image or in the key (usually one bit difference) must
drastically affect the resultant encrypted image. As the percentage of change increases,
the scheme will have better sensitivity. Two types of sensitivity require to be tested are :
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FIGURE 4.9 – Percentage Difference between plain and ciphered Lena for 1,000 random
dynamic keys.

Plain Sensitivity (PS) and Key Sensitivity (KS).

FIGURE 4.10 – Key sensitivity against 1,000 random dynamic keys.

Plain-text Sensitivity : This type of sensitivity is not relevant to the proposed algorithm
since different dynamic keys can be used for each input image. Accordingly, the scheme
produces totally different cipher images. Hence, the cipher successfully meets the ava-
lanche effect due to the dynamic key approach and this will not provide any information
about the secret key.

Concerning the Key Sensitivity test, it is one of the most important tests and permits
to quantify the sensitivity against a slight change in the secret key. In fact, the proposed
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key derivation function is based on a secret key and an initial vector. To study the key
sensitivity, two dynamic keys are used : DK1 and DK2 that only differ by one random
bit. The two plain-images are encrypted separately and the Hamming distance of the
corresponding cipher-images C1 and C2 is computed and illustrated in FIGURE 5.18
against 1, 000 random dynamic keys. The majority of values can be seen to be close to
the optimal value of (50 %), indicating that the proposed encryption model is robust and
has enough strength against any minor change in the dynamic key.

A decrypted Lena image is shown in Figure 4.11, which was decrypted using a dynamic
key with a one-bit error. It is clear that this algorithm is highly sensitive to the dynamic
key and any change in the latter will lead to a different decrypted image with no useful
information. This test, in addition to the tests done previously, guarantees that a high
sensitivity level and a high randomness degree are achieved with the proposed cipher
scheme.

(a) (b)

FIGURE 4.11 – Decrypted Lena image with its corresponding correct dynamic (a) and with
one bit error in the dynamic key used (b).

TABLE 4.4 – Statistical results of the listed tests by using original Lena image with the
proposed cipher scheme and for 1,000 random keys.

Proposed Scheme
Min Mean Max Std

Di f 49.9254 49.9995 50.0724 0.0229
KS 49.9311 50.0001 50.0607 0.0196
H − E (h=8) 5.7539 5.7566 5.7591 0.0008
ρ − h -0.0462 0.0001 0.0569 0.0154
ρ − v -0.0617 -0.0005 0.0529 0.0157
ρ − d -0.0503 -0.0001 0.0455 0.0158
PSNR 8.5659 8.5894 8.6147 0.0065
SSIM 0.0312 0.0346 0.0373 0.0009
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4.4.5/ CRYPTANALYSIS : RESISTANCE AGAINST WELL-KNOWN TYPES OF AT-
TACKS

The proposed scheme was tested using a set of security tests repeated 1,000 times to
prove its immunity against attacks. Next, we present a brief cryptanalysis discussion to
demonstrate the security of the cipher and its ability to resist the existing and modern
confidentiality attacks. Different statistical tests were performed and they proved that the
proposed cipher satisfies the uniformity and independence properties. Hence, a high
randomness level is achieved in a dynamic manner, which makes the proposed cipher
immune against statistical attacks.

Moreover, we performed sensitivity tests on the proposed cipher scheme. The results
proved that the cipher exhibits a high level of sensitivity, which makes it immune against
key-related attacks.

On the other hand, the proposed cipher can resist brute force attacks since the secret
key has a flexible size of either 128, 196, 256 or 512 bits, and the Nonce has a size of
512 bits. Moreover, the size of the dynamic key is also 512 bits. Therefore, the size of the
static secret key, dynamic key and Nonce are sufficient to make the brute force attack
unfeasible.

More importantly, the dynamic key-dependent structure plays a significant role in making
the proposed cipher scheme immune against the current and future powerful attacks such
as chosen/known plain/cipher text attacks.

In conclusion, the security level of the proposed cipher scheme is confirmed. In the follo-
wing section, we verify the efficiency of the proposed cipher as a good cipher candidate.

4.5/ PERFORMANCE ANALYSIS

In this section, the performance of the proposed cipher scheme is analyzed to validate its
effectiveness. Several performance experiments were done such as studying the effect of
the error propagation and measuring the execution time. The results indicate clearly the
efficiency of the proposed cipher.

4.5.1/ ERROR PROPAGATION

In fact, the lower the error propagation, the more effective and practical the cipher
scheme will be. In the proposed cipher, the error will only affect the corresponding sub-
matrices (xi, yi). More precisely, the effect of a bit error introduces only a specific sub-
matrix error at the same byte position of the error in the decrypted image. Hence, the
error in the proposed scheme is not propagated randomly to both sub-matrices as in
[Fawaz et al., 2016, Noura et al., 2017b]. In order to quantify the visual degradation, we
use again the two well-known parameters, PSNR and SSIM. The variation of SSIM and
PSNR versus the percentage of errors are shown in FIGURE 4.12. The proposed solution
shows a linear difference, and the variations of SSIM and PSNR show that the scheme
is immune to a highly erroneous channel. This conclusion is confirmed by showing the
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decrypted image corresponding to a large number of errors (FIGURE 4.14). In addition,
when an image is decrypted with errors, the tests showed that applying a filter to clean
the image can solve the noise problem. In our simulations, a random noise was added
(up to 20%) and a median filter was capable of removing the added noise. Note that the
size of the median filter should not exceed the size of the sub-matrix, which is h × h. This
is shown in FIGURE 4.13 and 4.15 and it is clear that the filtered images are flawless with
no errors appearing visually.

(a) (b) (c)

FIGURE 4.12 – Variation of the impact of the error propagation (% of bits difference bet-
ween decrypted images) (a) and the variation of SSIM (b) and PSNR (c) versus the
percentage of errors in channel for the proposed approach.

(a) (b)

FIGURE 4.13 – Variation of PSNR and (b) SSIM versus the percentage of errors in channel
for the proposed approach after applying a median filter.

4.5.2/ EXECUTION TIME

An efficient cipher scheme must reach low computational complexity to ensure low la-
tency and consequently low resources and energy consumption.

In order to show the efficiency of the proposed cipher scheme for IoT devices, a compa-
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(a) 1% (b) 5% (c) 9% (d) 15% (e) 20%

FIGURE 4.14 – Decrypted images in function of the percentage of errors in channel for
the proposed approach.

(a) 1% (b) 5% (c) 9% (d) 15% (e) 20%

FIGURE 4.15 – The result of applying a median filter to Lena decrypted images with
different percentages of errors.

rison with AES OpenSSL was performed. OpenSSL is commonly used and considered
as one of the most important and efficient cryptographic libraries that can provide a
robust, commercial-grade, and full-featured toolkit for the Transport Layer Security (TLS)
and Secure Sockets Layer (SSL) protocols. On the other hand, the proposed approach
has been implemented in Matlab, C and Java. Therefore, to show a better system
performance, the ”C” implementation is selected to be compared with the AES OpenSSL
implementation on two very common IoT hardware Raspberry Pi Zero W (wireless)
and Raspberry Pi 2. The ”Raspberry Pi Zero” has a Broadcom BCM2836 SoC with a 1
GHz single-core ARM1176JZF-S. The ”Raspberry Pi 2” has a Broadcom BCM2836 SoC
with a 900 MHz 32-bit quad-core ARM Cortex-A7 processor.

We record the average time (for 1, 000 iterations) to encrypt the plain Lena image of size
512 × 512 × 3. For the Raspberry Pi Zero W (called RPi Zero later) and for the Rasberry
Pi 2 (called RPi 2 later) the optimal size of blocks is 32.

The encryption and decryption times of our one round approach and of AES (128 bits)
are presented in Table 4.5. The time ratio shows that the proposed approach is 7% fas-
ter on the RPi Zero for the encryption process and 21% faster in the case of decryption.
On the RPi 2, the gain in encryption is 29% and 33% in decryption. It should be noted
that the proposed algorithm is completely written in C while OpenSSL uses assembly
optimization [Bernstein et al., 2014]. Despite this optimization, an important reduction in
encryption and decryption times is achieved. This primary result indicates clearly that,
by optimizing the proposed approach and by employing assembly optimization, a better
reduction in latency and energy consumption can be achieved. In fact, this is our future
perspective. Moreover, in FIGURE 4.16, we show the variation of the execution time for the
encryption and decryption algorithms versus h is presented. The experiments were per-
formed on two different hardware devices, RPi W and RPi 2. The results indicate clearly
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that increasing h reduces the required latency at the expense of additional memory ove-
rhead. Therefore, the choice of h depends on the latency and hardware requirements ;
the proposed approach provides the user with the opportunity to choose the value of h
depending on the application requirements. In fact, when devices have high memory ca-
pacity, a high value of h can be chosen (16 or 32). While, for low-cost devices that have
limited memory capacity, a low value of h must be chosen (4 or 8). In this chapter, ex-
tensive security tests are performed with h equals to 8, which represents a good balance
between computational complexity and memory consumption.

TABLE 4.5 – The mean encryption time (in seconds) of AES and the proposed cipher
approach for 512 × 512 × 3 Lena image and for 1, 000 iterations.

Hardware Algorithm Encryption Time (s) Decryption Time (s)

RPi Zero W
One round 0.0388 0.0340

AES 0.0418 0.0432

RPi 2
One round 0.0260 0.0251

AES 0.0367 0.0374
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FIGURE 4.16 – Execution times on RPi W and RPi 2 versus h.

4.6/ CONCLUSIONS AND FUTURE WORK

A single-round, flexible, dynamic, key-dependent lightweight cipher scheme targeted for
IoT devices(medical) has been presented. The scheme has been shown to be efficient
and secure, with fast execution time. The scheme is based on a dynamic structure in
contrast to standard techniques. This will provide better robustness against different
powerful attacks because of the different substitution and permutation primitives in
addition to the two dynamic pseudo-random matrices that are generated in a dynamic
manner. Moreover, the proposed substitution and diffusion primitives ensure the desirable
cryptographic performance in an efficient manner and simple hardware implementation.
The proposed cipher scheme requires only one iteration and its corresponding round
function consists of simple operations, which addresses the limitations of IoT devices.
An extensive security analysis revealed that the proposed approach is strong enough
against different kinds of attacks. Finally, the results clearly showed that the scheme
outperforms the optimized AES implementation of OpenSSL, which indicates that the
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approach is more suitable for delay-sensitive medical applications.





5
EFFICIENT & SECURE MEDICAL DATA

AVAILABILITY AND PROTECTION
SCHEME

ABSTRACT

Recently, several cipher algorithms have been proposed to deal with the specific charac-
teristics of medical contents such as size, redundancy, etc. The majority of the existing
solutions consider one security service, data confidentiality. In this chapter, we present a
comprehensive solution for securing images, providing confidentiality, integrity, availabi-
lity, and source authentication based on a dynamic key-dependent approach. A dynamic
key is generated for every input image towards ensuring a high level of resistance against
powerful attacks targeting data confidentiality and availability. Each dynamic key is divi-
ded into five sub-keys, and each sub-key is used to generate or update a cryptographic
primitive by using a specific permutation table. The image confidentiality is guaranteed
by using a single round cipher scheme based on a dynamic byte (or block) permutation
operation. Moreover, the image availability is ensured via a modified information disper-
sal algorithm (IDA). The proposed modifications to the original IDA include : i) using a
set of fragmentation matrices instead of one ; ii) relating the fragmentation matrices to
a dynamic sub-key ; iii) applying the fragmentation algorithm at the block (h bytes) level
instead of the whole message whereby the input image is divided into a set of blocks,
and each block has k bytes elements, and it can also be applied at the sub-matrix (h × h)
level ; iv) selecting the fragmentation matrices for each block based on a dynamic key-
dependent table. This selection table is produced based on a dynamic sub-key and it is
updated for each new input image through a permutation operation. The image integrity
and source authentication are achieved by using a keyed hash function that employs a
dynamic integrity-authentication sub-key. The aim of the proposed solution is to strike a
good balance between the required security level and the system performance. The se-
curity analysis confirms the robustness of the proposed scheme, which exhibits a high
degree of randomness and uniformity, hard visual degradation, and a high key sensiti-
vity. Moreover, a performance analysis was performed to verify that the proposed solution
ensures a high level of efficiency and a low error propagation rate. Finally, the propo-
sed solution can be applied to protect different types of data and is not limited to image
contents.

113
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5.1/ INTRODUCTION

Data security is a major concern in the networking domain. With the emergence of new
types of applications in future networks, tremendous amounts of critical data will be sto-
red/shared in a digital form (e.g. images). Accordingly, security concerns such as confi-
dentiality, integrity, and availability become even more crucial than before. Several solu-
tions have been proposed to ensure the security and privacy of this type of critical data
and to protect it from any unauthorized access.

In general, data confidentiality can be ensured by using symmetric key encryption, which
can be applied at the either the block or the stream level. However, the encryption
of an image is different than that of plain text due to the specific data characteristics
within an image [Mostefaoui et al., 2015b, Noura et al., 2017c, Noura et al., 2018b]. As
such, traditional block cipher schemes such as AES [Daemen et al., 2013] (Advanced
Encryption Standard) have been optimized towards being suitable for securing images,
but these solutions are based on applying a round function over multiple round ; In
every round, several substitution and diffusion operations are performed, which is
computationally expensive. However, recent image cipher schemes [Noura et al., 2017c,
Noura et al., 2018b, Noura et al., 2018e, Noura et al., 2018c, Noura et al., 2018a] with
a low number of rounds (1 or 2) have been proposed to overcome the multi-round
computational complexity. These schemes are based on the dynamic key approach
where the structure of all the cipher primitives changes depending on the dynamic
key. These primitives are updated for each new input image, and this takes place at a
low computational cost. However, these cipher schemes require hardware optimization
similar to that of AES to achieve a better cost reduction when compared to optimized AES.

On the other hand, data availability is key to prevent system failure since new attacks
suck as ransomwares (e.g. WannaCry) have shown their potential to compromise
data communication systems. Typically, distributed storage systems can provide a
reliable access to data through redundancy where data is distributed among a group
of nodes, and each node holds the whole data in encrypted or plaintext form. Howe-
ver, a better solution is to disperse the data into fragments and spread them among
a set of nodes, where an individual node holds only an encrypted part of the original data.

Thus, dispersing data fragments over multiple locations limits the risk of an attacker to
gain access to the whole data in contrast to the traditional approach. The data fragments
are normally generated using secret sharing such as Shamir secret sharing, information
dispersal algorithms, or data shredding [Kapusta et al., 2017, Kapusta et al., 2016].

In this chapter, a set of existing secret sharing schemes are presented, and they are des-
cribed briefly in Section 5.2. These techniques ensure secure data redundancy whereby
each entity holds only a portion of the secret.

5.1.1/ RELATED WORKS

Data can be fragmented in various ways such as the case in perfect secret sha-
ring [Shamir, 1979], computational secret sharing [Resch et al., 2011, Krawczyk, 1994],
information dispersal [Rabin, 1989], and data shredding [Cincilla et al., 2015,
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Fabre et al., 1994].

Since Shamir [Shamir, 1979] and Blakley [Blakley, 1899] proposed their secret sharing
schemes in 1979, the issues of secret sharing have been investigated widely in the last
decades. Also, the concept of (k, n)-threshold Secret Image Sharing (SIS) has been fur-
ther extended [Thien et al., 2002, Cimato et al., 2017, Lee et al., 2014, Wei et al., 2015].
SIS schemes can be divided into two sub-classes including polynomial-based, and
boolean-operation based schemes.

In general, a secret image is encoded into several shadow images (so-called shares
or sub-images) using a Visual Secret Sharing (VSS) scheme [Naor et al., 2017,
Cimato et al., 2017]. This turns an image into n different noise-like shares. The recons-
tructed secret image can be recognized by the human visual system by superimposing
any k shares, where n ≥ k. No information about the secret image could be revealed by
collecting less than k shares. This is a so-called k-out-of-n scenario.

In [Thien et al., 2002], the authors presented a k-out-of-n polynomial-based secret image
sharing (PSIS) scheme to reconstruct loss-less secret images by applying the Lagrange
interpolation technique. Later on, many extensions to PSIS have been presented to meet
different goals such as authentication [Ulutas et al., 2013], progressive secret image re-
covery [Guo et al., 2012], and essential shadows [Li et al., 2013b].

On the other hand, IDA was presented and described [Rabin, 1989] ; the input file of size
|M| is divided into k pieces with each piece having a size of |M|k . Then, these k pieces are
encoded by multiplying them by a static integer matrix to produce n data chunks (coded
pieces), and stored at n different storage devices. The main property of the selected
matrix is that any k rows of this matrix should form a square invertible matrix. In addition,
each data share is a linear combination (according to the employed specific column
matrix) of all data chunks and matrix elements. The recovery is only possible when k
fragments are gathered.

5.1.2/ PROBLEM FORMULATION

A new scheme, intermediary between secret sharing and information dispersal algo-
rithms, was recently sketched out in [Anonymized, 2016]. However, this approach suffers
from high error propagation, and the computational operations cannot be performed in
parallel.

The choice of the most appropriate method depends on the particularity of the use-case :
perfect secret sharing may be highly secure but it is slow and very costly in terms of
memory and storage. While the original IDA (threshold secret sharing scheme) can be
resilient and relatively fast, but it is not highly secure. In fact, Rabin’s IDA has several ad-
vantages : it adds resiliency to data, produces almost (n− k fragments) storage overhead,
and uses simple arithmetic operations. However, this scheme only guarantees an incre-
mental confidentiality level. An eavesdropper who knows the dispersal matrix can verify
whether a fragment has a predetermined value or not. Moreover, an attacker can guess
the content of missing fragments when the data has recognizable patterns. Despite such
problems, IDAs are still being used in the context of data protection.

Towards overcoming the security issue of IDA, a new variant, ”AONT-RS”, is presented ;
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it combines symmetric encryption (AES) with the original IDA. This solution is more
secure than the original IDA and it is scalable, but in some circumstances, it might be
less efficient than the information dispersal.

Typically, any data protection solution needs to consider the complex trade-off between
cost effectiveness (including memory usage, processing, and computational complexity),
and the required security level. Thus, there is a need for an efficient lightweight cryptogra-
phic scheme that can achieve strong data protection (data confidentiality, data integrity,
and data availability) with the minimal processing overhead when applied to large size
contents such as images.

However, the existing secure variant of IDA (i.e. AONT) introduces processing and me-
mory overhead, which hinders its adoption. Our main goal is to show how we can ensure
a high security level without a negative impact on the system performance.

Note that, designing an efficient AONT-RS variant that avoids complex operations is not a
straightforward task since the algorithm should guarantee a high security level while not
impacting the system performance.

5.1.3/ MOTIVATIONS AND CONTRIBUTIONS

In this chapter, we modify the original IDA scheme and we propose an algorithm that
exhibits high efficiency in terms of storage and communication, low computational
complexity, and a high security level when compared to AONT.

The proposed solution is suitable for the scenarios of limited processing and memory
resources. It is based on a dynamic key-dependent IDA and dynamic cipher opera-
tions. The security performance results show that the proposed approach can prevent
severe attacks without degrading the system performance in terms of latency and energy
consumption.

As shown in Figure 5.1, our model consists of a source node that aims at securely storing
an image by distributing it over n storage nodes.

Overall, the proposed scheme has been designed to achieve the following goals :

1. Robustness against attacks : The proposed cryptographic solution is robust since
it is based on the dynamic key approach. Different dynamic cryptographic primitives
are actually used for each new input image : a set of IDA matrices instead of a static
one, a permutation cipher table, and two pseudo-random selection tables. Moreo-
ver, a high level of randomness, uniformity, and key sensitivity are also achieved.
According to the sensitivity tests, any slight modification in the Nonce or in the se-
cret keys leads to different shares with a probability of difference close to 1

2 . Also, the
secret key size is flexible and can be set to either 128, 196 or 256 as AES, and the
size of the dynamic key is 512 bits. This makes the proposed solution challenging
to break by brute force attacks. [Paar et al., 2009b].

2. Fast response time : The employment of a one-round cipher with a single ope-
ration (permutation) results in low computational complexity and a faster encryp-
tion algorithm when compared to the existing cipher algorithms. In addition, the
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FIGURE 5.1 – Distributed Storage Model

fragmentation/de-fragmentation algorithm can be implemented in parallel for dif-
ferent blocks, which reduces the computation overhead by a factor of q, where q
represents the number of threads.

3. Adaptable to constrained devices : The low execution time, simple implementa-
tion, and low memory requirements are all mandatory conditions to have an efficient
model that accounts for the short battery life and low memory and processing re-
sources, especially in the case when there is a need to store private images on
personal devices.

4. Low propagation error : Since the key is dynamic and not fixed, it is possible to
safely apply the proposed algorithm in ECB mode since the same image, if repea-
ted, will be encrypted with a different key and this will result in a different cipher
image ; such a scheme is no longer a code-book scheme and exhibits a low error
propagation rate.

5. Simple implementation : The proposed algorithm is based on simple operations
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such as look-up tables for the permutation, and selection and update primitives.
Moreover, it uses arithmetic operations that also can be optimized by using look-up
tables for matrix multiplications.

5.1.4/ ORGANIZATION

The rest of this chapter is organized as follows : Section 5.2 presents existing secret
sharing schemes. Then, Section 5.3 presents the proposed algorithm including the ge-
neration of the dynamic keys and the required cryptographic primitives such as the two
pseudo-random selection tables, the permutation table, and the set of IDA matrices. Next,
Section 5.4 presents the details of the proposed key-dependent fragmentation and en-
cryption/decryption schemes. In Section 5.6, we describe the performance evaluation of
the proposed solution, and we conduct a security analysis to assess its robustness. Sec-
tion 5.8 illustrates the results of the performed tests. Finally, we conclude and present the
future work in Section 5.9.

5.2/ SECRET SHARING SCHEMES

This section presents the most relevant schemes related to secret sharing, information
dispersal, data shredding, and all-or-nothing transform. Later in this chapter, we show a
comparison in terms of security and performance of these algorithms along with those of
our own proposed solution.

5.2.1/ INFORMATION DISPERSAL ALGORITHMS

An Information Dispersal Algorithm (IDA) [Rabin, 1989] divides data d into n fragments,
each of size dsize

k , such that any k fragments could be used together for the reconstruction
of the original data. More precisely, n data fragments (data shares) are obtained by mul-
tiplying the initial data by a k × n non-singular generator matrix. Data recovery consists of
multiplying any k fragments by the inverse of a k×k matrix built from k rows of the genera-
tor matrix. Information dispersal adds redundancy to data without any storage overhead.
In [Li, 2012], Li analyzed the confidentiality of IDAs. For instance, Rabin’s IDA proposal
was found to have high data confidentiality since the original data cannot be explicitly
reconstructed from a number of fragments less than k. However, even though it is not
possible to recover the initial data, yet some information about its content could be lea-
ked since the data patterns are preserved inside the fragments when the same matrix is
reused to encode different data chunks. A similar problem occurs when using symmetric
encryption with the Electronic Code Book (ECB) mode of operation [Barker et al., 2011].

The proposed IDA encoding step is defined by the following matrix equation :

F = E(m, k) = G � M (5.1)

where M is the plaintext (reshaped to k rows), G is an integer n×k matrix. The inverse IDA
process is simply applied to the matrix multiplication by using the inverse corresponding
matrix Gk of the specific k received data shares. The inverse IDA process to recover the
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original file is obtained according to the following equation :

M = D(m, k) = K−1 � E(m, k) = G−1
k � Fk (5.2)

Where Gk consists of k rows of the IDA matrix G and G−1
k is its corresponding inverse. In

addition, Fk represents k data shares that are obtained by multiplying Gk with M.

5.2.2/ SHAMIR’S SECRET SHARING

Shamir’s perfect secret sharing scheme (SSS) [Shamir, 1979] takes as input the message
data d and divides it into n fragments F1, . . . , Fn, of which at least k are needed for initial
data recovery. This algorithm is based on the fact that given k unequal points x1, . . . , xk

and arbitrary values F1, ..., Fk, there is at most one polynomial y(x), of degree less or equal
to k − 1, such that y(xi) = Fi, i = 1, ..., k. The algorithm provides high level of confidentiality,
but has quadratic complexity in function of k and exhibits a high memory overhead since
the size of each fragment is as large as the size of the initial data. Therefore, SSS is
usually applied to ensure the protection of small or critical data like encryption keys. In
such a case, drawbacks of the SSS scheme are acceptable and negligible, but for a larger
data, they present a major issue.

Shamir proposed (k, t) threshold mechanism that is also called a secret sharing scheme
based on polynomial interpolation in 1979 (Shamir,1979). The basic idea of Shamir’s
scheme is based on the fact that two points are needed to determine a line, three points
are needed to determine a quadratic, and so on. Suppose we have a prime p, which is
larger than all the possible messages and also larger than the number of participants, n.
All the calculations are carried out by mod p. Here, we can also use a composite number
n, however, it will not guarantee that the obtained matrices have inverses.

5.2.3/ SECRET SHARING MADE SHORT

Krawczyk’s Secret Sharing Made Short (SSMS) [Krawczyk, 1994] combines symmetric
encryption with a perfect secret sharing for the protection of larger data. Data d is encryp-
ted using a symmetric encryption algorithm, then fragmented using an IDA (Krawczyk
introduces his own IDA). The encryption key is fragmented using a perfect secret sha-
ring scheme and is dispersed within data fragments. Accordingly, the solution does not
require an explicit key management, and the storage overhead does not depend on the
data size, but is equal to the size of the key per data fragment. The performance of the
SSMS technique depends on the details of the chosen encryption and IDA techniques.

5.2.4/ AONT-RS

The AONT-RS technique [Resch et al., 2011] is similar to SSMS as it combines
symmetric encryption with data dispersal. It applies an all-or-nothing transform
(AONT) [Rivest, 1997] to create k fragments : encrypted data is divided into k − 1 frag-
ments and an additional fragment is generated by xor-ing hashes of these data fragments
with the encryption key. Additional n−k fragments are produced using a systematic Reed-
Solomon error correction code. Data integrity is ensured by the use of a canary that is
dispersed within the fragments.
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FIGURE 5.2 – Proposed Session Key and Nonce Generation process

FIGURE 5.3 – Proposed key derivation function and its corresponding cipher and update
primitives generation process

5.3/ PROPOSED KEY DERIVATION SCHEME

In this section, we explain the generation process of the dynamic key(s) and the associa-
ted sub-keys that are used in the different cryptographic primitives.

FIGURE 5.3 illustrates the key derivation function, which takes as input a secret session
key S K and a nonce No that are unique for every session :

— Secret Session key S K : This secret session key is produced for every new ses-
sion (specified by the underlying application) to increase the security level. An effi-
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cient technique to produce the session keys is through any Deterministic Pseudo-
Random Number Generator (DRBG) [Barker et al., 2011] and by using a master
key as a seed.

— Nonce No : A a new Nonce is generated at each new application session. No can
be also generated using a DBRG, a master key, and some meta-data. Moreover,
Nonce has the same length of the session key.

The proposed solution to produce a new session key and Nonce is illustrated in FI-
GURE 5.2.

The secret session key S K and No are Xored and the corresponding output is hashed
to produce the dynamic key DK = h(S K ⊕ No), where h is a secure hash function such
as SHA-512. This operation ensures simultaneously the sensitivity of the cipher key
and the nonce. Note that, the secure hash function (S HA − 512) is selected because it
offers the desirable cryptographic hash properties such as the high resistance against
collision attacks. This ensures that the produced DK is renewed for every session and
consequently, different cryptographic updates and primitives will be produced, which
guarantees the randomness of the scheme. Employing a dynamic key will provide high
immunity against existing and modern attacks.

Next, DK is divided into four different sub-keys that form the seeds for the different cipher
primitives as described next.

5.3.1/ DYNAMIC KEY & SUB-KEYS DERIVATION

DK can be changed as frequently as needed by the user or by the application by modi-
fying the session time. Furthermore, as S HA − 512 is used, DK has a size of 512 bits (64
bytes) and it will be split into four sub-keys, where each one has a size of 128 bits (16
bytes). These sub-keys are {Kp, Kup, KS RM, KUS RM} and each will be used for a different
purpose within the algorithm (see FIGURE 5.3).

— Permutation sub-key Kp : it consists of the most significant 16 bytes of DK.
— Update permutation sub-key Kup : it consists of the next most significant 16 bytes

of DK.
— Selection matrices sub-key KS RM : this consists of the third most significant 16

bytes.
— Update selection matrices sub-key KUS RMP : the least significant 16 bytes of DK.

In parallel, another dynamic key DK2 is obtained by permuting DK using the initial per-
mutation table of DES PT [Stallings, 2017, Paar et al., 2009b].

Furthermore, as DK is only permuted, then DK2 has a 512-bit length (64 bytes) and it will
be split into five sub-keys where two (KS L and KUS L) of them have a size of 32 bits, the
third one IVS has a size of 64 bits, the fourth one KS has a size of 128 bits (16 bytes)
and the last one has a size of 256 bits. Each of these sub-keys will be used for a different
purpose within the algorithm (see FIGURE 5.3).

— Seed sub-key KS : it consists of the most significant 16 bytes of DK2.
— Initial Vector sub-key IVS : it consists of the next most significant 8 bytes of DK2.
— Update Selection sub-key KUS L : it consists of the next most significant 4 bytes

of DK2.
— Selection sub-key KS L : it consists of the next most significant 4 bytes of DK2.
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— Message Integrity-Authentication sub-key KIA : the least significant 32 bytes of
DK2.

In summary, the size of the dynamic sub-keys (Kp, Kup, KS RM, and KUS RM ) is set to L = 16
bytes, while KS L and KUS L are set to 4 bytes.

Table 5.1 shows all the notations used in this chapter. The derived dynamic key is renewed
for each input image and any bit change will lead to a completely different set of sub-keys
and consequently different cipher primitives will be generated. In the next section, we
describe the construction of the proposed cipher primitives that are based on these four
sub-keys.

5.3.2/ CONSTRUCTION OF CRYPTOGRAPHIC PRIMITIVES

We aim to design a simple, yet very effective and efficient lightweight AONT-RS variant,
which uses a cipher algorithm with only one round and one flexible permutation operation
that can preserve the homomorphic properties. The objective is for the proposed solution
to be employed with constrained user devices.

Fortunately, the dynamic key approach can provide a high security level against
existing and future powerful attacks [Noura et al., 2017c, Noura et al., 2018a,
Noura et al., 2018e]. This is ensured since all the used sub-keys depend on the produced
dynamic key and consequently, the cryptographic primitives become variable, which
prevents attackers from recovering any information from the collected/chosen/known
set of original encrypted images. More importantly, the dynamic key approach helps in
reducing the required number of iterations [Noura et al., 2018a]. Additionally, it reduces
the required processing and memory resources and latency, which are key for preserving
the main functionality of real-time applications.In fact, Kp, Kup, KS RM, KUS RM, KS L and
KUS L are used in the proposed modified KS A algorithm to produce the permutation
tables π, uπ, πS RM, uπS RM, S L, and US L, respectively. In the following, we describe the
techniques for the construction of the key dependent cipher primitives.

5.3.2.1/ DYNAMIC PERMUTATION PRIMITIVES

In general, a permutation operation is used to ensure the diffusion property. In this chap-
ter, we propose a one-round key-dependent encryption scheme based on the permutation
operation either at the byte or at the block level. The scheme is based on the dynamic
key-dependent cipher structure for the generation of a dynamic permutation table, and it
can achieve high performance according to [Noura et al., 2015a] since it requires only
one operation, which presents a linear computational complexity. The permutation table
π with (α bytes or blocks) is updated for each new input image by using the update per-
mutation table (uπ).

In this chapter, the modified KS A of RC4 presented previously is used to produce the
required permutation tables.

Moreover, the proposed technique to build dynamic key-dependent flexible permutation
tables P showed high robustness and cryptographic strength for L ≥ 4.

On the other hand, the inverse permutation table is necessary for the decryption process.
Since the produced P is bijective, the inverse of P, P−1, can be obtained easily by the
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TABLE 5.1 – Summary of notations used.

Notation Definition

S K Secret Key
No Nonce
DK Dynamic Key
DK2 Second Dynamic Key and it is obtained by permuting DK using the initial permuta-

tion table of DES.
Kp Permutation sub-key used to construct the permutation table π
Kup Update permutation sub-key used to construct the update permutation table uπ,

which is used to update the permutation table for each new input image file
KS RM Selection matrices sub-key used to construct the selection matrix table πS RM that is

used to select which one of the IDA matrices will be used during each input block
KUS RMP Update selection matrices sub-key used to construct the update permutation table

uπS RM, which is used to update the selection table πS RM for each new input image
file

KS Seed sub-key used as seed of any stream cipher that produces a keystream, which
is post-processing to form m IDA matrices

IVS Initial Vector sub-key
KUS L Update selection sub-key used to construct the update selection table πUS L

KS L Selection sub-key used to construct the update selection table πS L

KIA Message Integrity-Authentication sub-key
π A Dynamic produced permutation table (P-box)
π−1 The inverse corresponding to the permutation table (P-box)
π(i) The corresponding permuted value at the i index of π
X the produced filtered keystream
xi the ith block of X and it is used to construct the Gi IDA vandermode matrix
G A set of m dynamic IDA matrices
G(i) The ith dynamic IDA matrix
Gk(i) and
G−1

k (i)
a k × k of the ith dynamic IDA matrix (G(i)) and its corresponding inverse matrix.

M Original image file
|M| size of the original image I
data chunk k consecutive bytes of permuted image file
data share an encoded data chunk with length n bytes
fragment a final data fragment, which represents the same column of all the data shares and

is stored in one location storage entity
k number of fragments required for data recovery
nr number of data chunks inside initial data
n, n ≥ k total number of fragments
DCi ith data chunk set, a set of k bytes of data chunks
DS i ith data share set, a set of n bytes of data shares
C Columns Number
hline R Rows Number
P Plane Number (for gray-scale is equal to 1
α The number of bytes in an input image file after reshaped it to a vector
xi the ith block of the produced filtered keystream X and it is used to construct the Gi

IDA vandermode matrix
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following operation P−1[P(i)]=i.

Where π(i) represents the value of the π at the ith index and 1 ≤ π(i) ≤ α. The process of
permutation is realized by employing a swap function, where (i) and (π(i)) are the original
and permuted byte/block positions of the image.

5.3.2.2/ DYNAMIC SELECTION SUB-MATRICES TABLE

KS RM is used as a seed for the proposed modified KSA algorithm to build the flexible key-
dependent selection IDA matrix table S RM with nr elements. Moreover, the ith IDA matrix
used for the ith permuted block (k bytes) is selected according to πS RM(i)th. In addition,
πS RM(i) represents the value of the πS RM at the ith index and 1 ≤ πS RM(i) ≤ m, where m
represents the produced IDA matrices and m ≤ nr.

Similarly, for the decryption process, the same operations are performed, but with the
inverse IDA matrix Gk−1(πS RM(i)). This means that πS RM is used to control the modified
IDA and inverse IDA processes.

Another permutation table is required to control the IDA matrices during the fragmentation
process (πS RM), which is updated for each new input image via the update permutation
table uπS RM.

5.3.2.3/ DYNAMIC FRAGMENTS DISTRIBUTION TABLE BASED ON πS L

We use another permutation table, S L, Where S L(i) represents the value of the S L at the
ith index and 1 ≤ S L(i) ≤ n.

S L can be considered as a permutation table with n elements, and it is used to control
the distribution of the fragments to n different storage entities. S L is updated after each
new input file by using the update permutation table US L. As such, the fragments of each
image are distributed differently compared to the previous or next images. This increases
the security level since if a storage entity is compromised, it would contain different frag-
ments for different images, which is better than having a specific index fragment of all
images at one entity.

5.3.2.4/ DYNAMIC KEY-DEPENDENT PSEUDO RANDOM IDA MATRICES

The IDA key is divided into two parts ({KS ; IVS }). The proposed modified IDA scheme
requires m IDA matrices that are chosen in a dynamic manner to ensure high randomness
properties and to remove any existing patterns from the permuted message blocks. Each
IDA matrix requires only a row of n unique and non zero bytes. In fact, in this step, the RC4
stream cipher algorithm is used and it is iterated with a dynamic seed KS and a dynamic
initial vector IVS towards producing the required key-stream of length m × n bytes. The
produced key-stream is used to form a bank of m invertible matrices.

The key-stream is post-processed and reshaped into m rows, each with n bytes such that
each row does not contain any repeated or zero values. If these n bytes have zero bytes
or repeated value(s), the stream cipher is re-iterated to replace them until no repeated
or zero values are found in this block. These conditions are necessary to preserve the
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invertibility property of the obtained matrices (to recover the initial data). Each filtered row
is used to construct an n × k IDA Vandermonde matrix (using Vandermonde matrix form).
The obtained IDA Vandermonde matrices are used during the fragmentation process.
Any k rows of any of these IDA matrices form an invertible k×k matrix. In fact, the Vander-
mode matrix form can help to produce invertible matrices, but only if the input block used
to construct this matrix does not contain repeated or zero values. On the other hand, the
dynamicity of the stream cipher avoids any possible security weakness and consequently,
it ensures a high level of randomness, uniformity, and periodicity. Note that any efficient
secure stream cipher can be used, and the choice of RC4 is due to its simple software
and hardware implementations and its ability to generate permutation primitives with good
cryptographic performance. In this chapter, the RC4 stream cipher [Paul et al., 2011] is
used only to produce the IDA matrices (cryptographic primitives) and not for the encryp-
tion/decryption process.

FIGURE 5.4 – Proposed Cryptographic Solution

5.4/ PROPOSED CRYPTOGRAPHIC SOLUTION

This section describes in details the proposed cryptographic scheme. Figures 5.4 and
5.5 present an outline of the proposed data confidentiality-Availability-Integrity solution.
The inverse cryptographic solution is not presented in details simply because it consists
of the same operations (with slight changes such as the use of the inverse matrices in
the multiplication) in reverse order.
The proposed algorithm is symmetric and is based on a secret key S K shared between
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FIGURE 5.5 – An example of the proposed Cryptographic Solution

the sender and the receiver. As stated earlier, this key is combined with a Nonce to
produce a dynamic key, which is split into sub-keys that are used to construct the
cryptographic primitives.

The first step is the encryption process, then the modified IDA process, which produces
n fragments. Next, for each fragment, we apply a data integrity and source authentication
process.
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5.4.1/ ENCRYPTION PERMUTATION PROCESS

The encryption process is based only on one round and one permutation
operation. First, an input image file M of size C × R × P is reshaped into a
vector Ml of α bytes, where α = C×R×P

T B , T B represents the block length, and
Ml = {m1, m2, . . . , mα}. Then, The permutation is applied on Ml by using a dyna-
mic permutation table π. Such a scheme exhibits very low computational complexity and
resources [Noura et al., 2015a],[Zhang et al., 2010].

(a) (b) (c) (d)

(e) (f) (g) (h)

FIGURE 5.6 – (a) Original Gray Lenna image, (b)-(d) the corresponding permutations, (e)
colored Lenna image, and (f)-(h) the corresponding permutations ; for block size T B = 1,
8×8 and 16×16, respectively.

Let the employed permutation table π of dimension α be defined by : π=[pi]1≤i≤α.
A plain-text Ml of length α is given by : Ml = [Mli]1≤i≤α .
After permutation π(Ml) = [Mlpi]1≤i≤α.

For each input image, the permutation table is updated using the update permutation table
and thus, each image is permuted differently compared to the previous or next images.
An example of the proposed key-dependent permutation image encryption scheme is
presented in FIGURE 5.6 for the original gray and color Lenna images for different permu-
tation block size T B = 1 × 1, 8×8 and 16×16, respectively.

A trade-off between the size of the permutation block size T B and the randomness degree
is visually clear as shown in figure 5.6, where permuted gray and Lenna images are
presented for different values of T B. In figure 5.7-a the results indicate that increasing
the value of T B leads to an increase in the correlation between the adjacent pixels. From
FIGURE5.7-b, showing the results for the fragmented encrypted images (permutation and
IDA steps), we can see that for any value of T B, a low correlation between the adjacent
pixels is obtained. Consequently, the proposed IDA algorithm decreases noticeably the
correlation between adjacent pixels and removes the spacial redundancy.
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(a) (b)

FIGURE 5.7 – (a) Correlation between adjacent pixels of encrypted image (permutation
only) and (b), applying permutation with the proposed modified IDA algorithm on Lenna
image versus h.

5.4.2/ MODIFIED IDA ALGORITHM

The modified IDA algorithm is presented in Algorithm 6. The IDA algorithm can be
considered as a data encoding step and it is based on matrix multiplication. The input
is a permuted image vector Ml that is padded (if the number of bytes of the permuted
message is not a multiple of k) and reshaped to form nr data chunks DC1, . . . , DCnr,
where nr = d |Ml|

k e and the length of each data chunk is k bytes. These data chunks are
encoded one by one into nr data shares DS 1, . . . , DS nr and the length of each data
share is n bytes. Each data share contains only n bytes. For convenient processing, the
data chunks are regrouped into nr data chunk sets (blocks) of k elements, where DCi( j)
is the jth byte in the ith data chunk block. The ith data chunk DCi is encoded using one
of the set of m IDA matrices. The selection of the dynamic encoding IDA matrix depends
on the use of the selection permutation table, πS RM = [πS RM(i)]1≤i≤nr and it has the same
length of data chunks/data shares, nr. Moreover, πS RM(i) is an integer value between 1
and m. The selection of the corresponding encoding matrix is controlled by using the
permutation table πS RM that has a length equals to nr and this table contains elements
that vary from 1 to m, where m is the number of possible IDA matrices. G = GS (πS RM(i)
indicates that πS RM(i) IDA matrix is used. Additionally, data shares are regrouped into nr
data shares of n elements each. Finally, data shares are distributed into n final fragments,
where each column of DS represents a fragment. This means that the column i of data
shares represents the ith fragment.

In addition, k is flexible, however, increasing it leads to an increase of the security level
and a decrease of the resiliency degree. In the rest of this chapter, we fix k to 8. Note
that k and n can be changed according to the possible number of storage devices. Any k
fragments are needed for data recovery.

Note that the enhanced IDA is built without altering some homomorphic properties (addi-
tion and multiplication by scalar) in contrast to AONT-RS where the homomorphic proper-
ties are lost (uses AES that relies on a substitution operation).
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Algorithm 6 Fragmentation algorithm outline.
1: DC = DC1 ,DC2, , . . . ,Cnr

2: DS = DS 1, DS 2, . . . ,DS nr

3: for i = 1→ nr do
4: Gi ← G(πS RM[i])
5: DS ( j)← (G � DC j)

6: F ← reshape((DS 1||DS 2|| . . . ||DS nr), n, nr)
7: for i = 1→ n do
8: Fi ← Fi, 1→ end

FIGURE 5.8 – Example for k = 3 : Encoding of the ith data chunk DCi (left) is transformed
into ith data share DS i (right) and i = 1, 2, . . . , nr.

5.4.3/ DATA ORIGIN AUTHENTICATION SCHEME

The output of the enhanced IDA process is n fragments F = {F1, F2, . . . , Fn}. Each
fragment Fi is hashed using a keyed cryptographic hash function such as the lightweight
HMAC presented in [Noura et al., 2015b] wit KIA as a secret key. The authentication key
is KIA and it is used to authenticate each fragment Fi. MACi is the ith Message Authen-
tication Code (MACi), which is concatenated at the end of its corresponding fragment
(Fi||MACi) and sent to one of the n storage devices.

5.5/ INVERSE CRYPTOGRAPHIC SOLUTION

The inverse process of the proposed cryptographic solution uses the same operations in
reverse order. Having DK, all the secret cryptographic primitives can be generated and
consequently, their corresponding inverse ones.

The decryption process is based on the following steps :

1. First, the dynamic key generation and cipher primitives construction are performed.

2. Collection of k fragments received from k different location storage devices.

3. Verification of the received fragments : The data integrity and source authen-
tication of each received fragment are verified by applying the same keyed hash
function with the specific origin authentication key KIA. Each fragment is validated
if the received MAC is equal to the computed one.
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4. Inverse IDA Decoding (De-fragmentation) : The verified k fragments are grouped
into a matrix, where each row represents k bytes of the data share. Then, the
inverse modified IDA process is performed by using the inverse IDA matrices of the
received k fragments. The receiving end host can generate the same secret IDA
matrices and the same dynamic matrix selection permutation algorithm by using
the corresponding dynamic key. The inverse modified IDA decoding algorithm is
done per block and by multiplying with the inverse matrices G−1

k (according to the
selected k fragments).

Accordingly, the matrix multiplication of each encoded block and its corresponding
inverse matrix is performed to recover the permuted block. Next, all encoded blocks
are stored row by row to form a matrix of nr × K, that will be reshaped to form the
permuted image vector.

5. Decryption (Inverse Permutation using the inverse permutation table π−1) : At
this stage, the inverse corresponding dynamic key-dependent permutation table π−1

is applied on the permuted image vector to recover the original image. In fact, the
inverse permutation table can be obtained from the original permutation table by :
π−1[π[i]] = i. Finally, the image is reshaped to the original size L ×C × P.

5.6/ SECURITY ANALYSIS

The security analysis of the proposed scheme is based on the methodology presen-
ted in [Noura et al., 2018a, Noura et al., 2014]. In fact, an efficient cryptographic solution
should protect data against the most known types of confidentiality, integrity and avai-
lability attacks such as statistical, differential, chosen/known plain-text, and brute-force
attacks [Noura et al., 2018b]. Extensive experiments are performed in this section to de-
monstrate the robustness of the proposed scheme against these attacks. In the following,
the uniformity and independence properties are analyzed in details, in addition to the sen-
sitivity of the dynamic keys and the difference between the original and the fragmented
encrypted data.

Statistical Tests (randomness tests such as Correlation between plain and fragmented
images and uniformity tests such as entropy and Probability Density Function (PDF) tests)
were adapted to the fragment level instead of the message level. For instance, tests were
realized in function of the number of fragments k.

The security analysis results show that the proposed solution ensures a high level of ran-
domness as presented in Section 5.6.1. The uniformity and independence of the fragmen-
ted data are shown in Section 5.6.2 and 5.6.3, respectively. Moreover, in Section 5.6.4,
the sensitivity test of the proposed scheme is performed and the results indicate that the
proposed solution exhibits a high sensitivity level.

All tests were performed using Matlab. The standard original images such as Lenna and
peppers (512 pixel width, 512 pixel height and 8-bits gray image) are used. Figures 5.12
and 5.13 show these images with some of the corresponding fragment images (shadow).
In this test, k = is equal to 4 and n = to 8. This means 8 shadow images are produced
for each new input image. In addition, the size of each shadow image is 128×128 since
the size of the original image is 512×512, and k = 4. To recover the original image, any k
shadow images can be used.
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In contrary to Rabin’s IDA scheme that struggles with the problem of data patterns appea-
ring in the fragmented data, the proposed scheme does not preserve distances between
encoded data parts (see FIGURE 5.9 and 5.10), since the dynamic key-dependent ap-
proach is used in the different cryptographic processes such as encryption, modified IDA
(a set of m IDA matrices instead of static ones), and data origin authentication.

The permutation cipher algorithm is introduced before the fragmentation process to in-
crease the randomness of the fragmentation input. Moreover, the modified IDA applies
the IDA encoding at the row level and not on the whole matrix, which makes the parallel
processing possible and efficient. Also, the modified IDA scheme uses a set of dynamic
matrices (instead of one), and for each block (row), an IDA matrix is selected according
to a dynamic selection table.

5.6.1/ RANDOMNESS TESTS

The original images have a high spacial redundancy, which should be removed after the
encryption step, if an efficient cipher scheme [Noura et al., 2018e, Noura et al., 2018a] is
used. Two original plain-images and their corresponding fragmented images (Lenna and
Pepper) are shown in figures 5.12, 5.13, respectively.

To measure the randomness introduced by the proposed solution, we used the correlation
test. This test randomly takes N = 4, 000 pairs of adjacent pixels from the two plain images
and their corresponding fragmented images.

The obtained results for two standard images (Lenna and peppers) at their first shadow
images level are presented in FIGURE 5.9, 5.10 and 5.11 for 100 random secret session
keys. The results clearly indicate the high correlation between adjacent pixels in the ori-
ginal images (correlation coefficient close to 1). As for the fragmented shadow images,
the correlation coefficient becomes very low (close to 0), which clearly indicates that the
proposed fragmentation-encryption scheme reduces noticeably the spatial redundancy.
Moreover, the statistical results are presented in Table 5.2.

(a) (b) (c) (d) (e) (f)

FIGURE 5.9 – Correlation in adjacent pixels in original Lenna : (a) horizontally, (b) vertically
and (c) diagonally.
Correlation in adjacent pixels in fragmented Lenna :(d) horizontally, (e) vertically and (f)
diagonally.

According to the obtained results, the proposed encryption-fragmentation algorithm en-
sures a low correlation since the obtained coefficient correlation of adjacent pixels is
always close to zero for the different directions. This confirms that no detectable correla-
tion exists in the adjacent pixels of the fragments parts. Therefore, the proposed scheme
results in encrypted-fragmented images with a high level of randomness.
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(a) (b) (c) (d) (e) (f)

FIGURE 5.10 – Correlation in adjacent pixels in original Pepper :(a) horizontally, (b) verti-
cally and (c) diagonally.
Correlation in adjacent pixels in one fragmented Pepper image : (d) horizontally, (e) verti-
cally and (f) diagonally.

(a) (b) (c)

FIGURE 5.11 – Variation of the correlation coefficient in adjacent pixels in one fragmented
Pepper image : (a) horizontally, (b) vertically and (c) diagonally.

TABLE 5.2 – The average Correlation coefficient rxy of the encrypted fragmented image
under the proposed approach

Encrypted Images Statistical tests

Horizontal Vertical Diagonal

Lena 0.0029 0.0014 -0.0017
Pepper -0.0290 -0.0254 -0.0094
Baboon -0.0134 0.0348 -0.0091

Boat 0.0280 0.0083 -0.0001
Cameraman -0.0205 -0.0232 0.0030

Fruits -0.0209 0.0042 -0.0008
Goldhill -0.0111 0.0147 -0.0122

5.6.2/ UNIFORMITY ANALYSIS

To measure the uniformity of encrypted-fragmented data, both the probability density
function (PDF) and entropy tests are applied. To resist the common statistical attacks, the
fragmented image should have a uniform PDF in addition to a high level of randomness.
The PDF of two original plain-images and their corresponding encrypted-fragmented
images are shown in figures 5.12, 5.13. It can be observed that the PDF of the pro-
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duced encrypted sub-images is close to a uniform distribution, which is 1
256 .

(a) (b) First Shadow (c) Third Shadow (d) Six Shadow

(e) (f) (g) (h)

FIGURE 5.12 – (a) Original Lenna, (b) First Shadow of Lenna image,(c) third Shadow of
Lenna image,(d) six Shadow of Lenna image, and (e)-(h) its corresponding (e)-(h) PDF,
respectively.

(a) (b) (c) (d)

FIGURE 5.13 – (a) Original Pepper, (b) First shadow of pepper image, and its correspon-
ding (c)-(d) PDF, respectively.

To validate this result at the sub-matrix level, an entropy test is performed.

The entropy analysis for the sub-matrices of the original and encrypted-fragmented
Lenna images for h = 4, 8 are shown in FIGURE 5.14.

The results indicate that the encrypted fragmented sub-matrices have an entropy always
close to the desired value, which is 4, 6 and 8 in case of h = 4, h = 8 and h = 16,
respectively. TABLE 5.3 shows the values obtained from the entropy analysis. Therefore,
the proposed encryption-fragmentation algorithm is sufficiently secure against statistical
attacks.
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(a) (b)

FIGURE 5.14 – The Entropy analysis for the sub-matrices of original and first shadow
Lena image a) under the use of a random dynamic key for h = 8 and b) the average of
entropy versus 100 random keys.

TABLE 5.3 – Entropy Statistical Tests

Statistical Tests
Min Mean Max Std

h=4
H(m) 0 3.1625 4.0000 0.5014
H(C) 3.3750 3.9421 4 0.0828

h=8
H(m) 2.1823 4.2014 5.7813 0.7991
H(C) 5.4452 5.7653 5.9688 0.0754

h=16
H(m) 2.7235 4.9910 6.8398 0.9624
H(C) 7.0386 7.1754 7.3299 0.0514

According to the obtained results, the proposed encryption-fragmentation algorithm en-
sures a low correlation since the obtained correlation coefficient is always close to zero
for the different shadow images as shown in FIGURE 5.15. This demonstrates that no de-
tectable correlation exists between the original and the fragment parts and consequently
ensures the independence at the level of fragments. Note that the original image is re-
sized to the size of the shadow image in this test.

5.6.3/ INDEPENDENCE

Fragmented-encrypted images should be very different from the original ones, and their
inter-correlation should be very low.

5.6.3.1/ INDEPENDENCE AMONG SHADOW IMAGES

In FIGURE 5.16-a), the correlation coefficient among 8 different fragments is presented
in table-view. The results demonstrate a low correlation between the different fragments,
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which reveals the dissimilarity between the fragments shadow images.

5.6.3.2/ DIFFERENCE TEST

This test is performed to calculate the percentage of difference at the bit level between
the original and the fragmented data. More importantly, the difference test should be ap-
plied also among the fragmented parts. A secure fragmentation algorithm should ensure
a difference percentage at the bit level close to 50% between the fragmented and the
original parts. We can see in Figure 5.17-a) that the proposed method achieves 49.936%
as difference between the original and the fragmented data. Similarly, it is also required
to have up to 50% difference in bits among the fragmented parts. In addition, the ave-
rage difference (without the diagonal part) at the bit level between each couple of the
fragmented and the original data is calculated for 10,000 times and shown in Figure 5.17-
b). A careful examination of the results indicates that the obtained value is close to the
ideal one, and the mean value is close to 50% with a low standard deviation equal to
0.3095. Consequently, the proposed fragmentation algorithm ensures the required level
of difference between the original and the fragmented data. In addition, FIGURE 5.16-b)
shows the difference percentage for the different couples of the fragmented images and
the obtained values are very close to 50%.

FIGURE 5.15 – Variation of the correlation coefficient between original and encrypted-
fragments (shadow) imges.

5.6.4/ SENSITIVITY TEST

TABLE 5.4 – Statistical Results of sensitivity

Statistical results
Min Mean Max Std

Di f 49.8676 49.9791 50.1109 0.0360
KS 49.8706 49.9770 50.1031 0.0338

Differential attacks are based on studying the relation between fragmented images
obtained with a slight change in the encryption key. Usually, a change of one bit in the
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(a)

FIGURE 5.16 – Variation of the coefficient correlation among 8 different fragments (a) and
its corresponding bit difference (b) for a Lenna standard image with a random dynamic
key.

(a) Difference between original and fragment parts (b) Difference between Shadow fragments

FIGURE 5.17 – Difference between plain Lenna and shadow Lena (a) for 100 random
keys and difference

original dynamic key should produce different encrypted fragmented sub-images since
different cryptographic primitives are being produced. A sensitivity test shows how much
a slight change in the key will affect the resulted fragmented encrypted images. In other
words, the higher the data fragments change with a slight change of the dynamic key, the
better the sensitivity of the fragmentation algorithm is. Below we analyze different types
of sensitivity.

The Plain-text Sensitivity is not considered since the cryptographic primitives are
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(a) (b) (c)

FIGURE 5.18 – key sensitivity against 1000 random dynamic keys (a) and among shadow
images for a random key (b).

re-generated for each new session and they are updated for each new input image.
Consequently, this results in totally different fragment (shadow) images for the same
original image. Therefore, the proposed solution successfully satisfies the avalanche
effect, but in a different manner based on the use of the dynamic key-dependent
fragmentation-encryption approach.

Concerning the key Sensitivity test, it is one of the most important tests and it quantifies
the sensitivity against any slight change(s) introduced to the key. This test is realized
to compute the percentage of change in the fragmented images due to a slight change
in the secret key or nonce. The fragmentation algorithm should ensure a percentage of
sensitivity close to 50% to be considered secure.

In FIGURE 5.18-a), the KS test is done for 100 iterations ; the mean value is close to 50%
with a low standard deviation equals to 0.3128, which means that the proposed frag-
mentation algorithm achieves the required key sensitivity level, which can consequently
ensure a high resistance degree against different attack types.

5.6.5/ VISUAL DEGRADATION

In this context, S S IM was computed considering the original and the fragmented Lena
image for 1, 000 pseudo-random seeds and the results are presented in FIGURE 5.19 and
TABLE 5.5. As shown, the S S IM value has a maximum value of 0.0414, which means that
a high and hard visual distortion is achieved using the proposed fragmentation-encryption
scheme. This validates that the proposed encryption technique provides a high difference
between the original and the shadow images. As a conclusion, the proposed fragmented-
encryption scheme gives a sufficient visual degradation such that no useful information
could be revealed about the original image from the fragmented ones.

In addition, let us indicate that the original image is re-sized also in this test to the size of
the shadow image.
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(a) (b)

FIGURE 5.19 – S S IM variation between the original and the fragmented Lenna image for
one key (a). In addition, the average of S S IM (b) versus 100 random key with k = 8.

TABLE 5.5 – Statistical Results of visual degradation

Statistical results
Min Mean Max Std

SSIM(K=4) 7.8744 8.315 8.4241 0.0421
SSIM (k=8) 0.0297 0.0359 0.0414 0.0019

5.7/ CRYPTANALYSIS DISCUSSION

The cryptographic strength of the proposed solution relies on the use of the dynamic
key approach, and on the use of different cryptographic primitives in a pseudo-random
manner. A complete knowledge of the fragments of a certain image does not permit
the recovery of previous nor future data since for each input image, new cryptographic
primitives are generated. In addition, the dynamic key is produced using a one-way
cryptographic hash function. Therefore, the backward secrecy and forward security are
ensured since each session key requires a new nonce.

Additionally, in the considered scenario, n fragments are dispersed over n different enti-
ties. Thus, the original data protection relies on the difficulty of collecting k fragments of
the n dispersed ones. Indeed, an attacker needs to know the location of the fragments
before accessing them. Moreover, the attacker must first guess or obtain the right order of
fragments, the bank of matrices along with their corresponding order, and the encryption
permutation table in order to recover the original image. In this case, the knowledge of k
fragments only does not reveal any useful information to the attacker.

In the following, some of the most known attacks (statistical, differential, chosen/known
plain-test, and brute-force) are discussed in a situation where k fragments have been
revealed to an attacker. Additionally, the proposed fragmentation scheme is considered
to be known to the attacker.
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5.7.1/ STATISTICAL ATTACKS

This category of attacks exploits the fact that the encoded data may reveal some statistical
properties. Therefore, in an ideal situation, the frequency analysis of data within a frag-
ment should be indistinguishable from the output of a random generator. Previous statis-
tical tests (entropy analysis, probability density function, correlation tests) have confirmed
the robustness of the proposed against statistical attacks.

5.7.2/ BRUTE-FORCE ATTACK

The size of the secret key can be 128, 196 and 256 bits, while the size of the dynamic
key is 512 bits. Therefore, the size of the secret and dynamic keys are sufficient enough
to make brute force attacks unfeasible.

5.7.3/ KNOWN AND CHOSEN PLAIN/CIPHER TEXT ATTACKS

A different set of cryptographic primitives are generated and used for each input image in
order to protect the data against the known or chosen plain text attack types.

5.7.4/ LINEAR AND DIFFERENTIAL ATTACKS

The dynamic cryptographic primitives are updated for each new input image, which eli-
minates any similarity among the resulted shadow images for the same original one.
Section 5.6.4 indicates clearly that high key sensitivity is reached with the proposed solu-
tion, so even a single bit change in the secret key or Nonce is sufficient to obtain different
cryptographic primitives and consequently different shadows images.

Moreover, sensitivity analysis demonstrates the efficiency of the proposed cryptographic
algorithm against key related attacks [Dwivedi et al., 2018] since a key derivation function
is used to produce dynamic cryptographic primitives and update mechanism. These re-
sults indicate that no useful information could be detected from the fragmented shadow
images where all pixels of the fragmented image are changed.

The known cryptanalytic tests, considered in the literature, have been performed, and
a brief analysis of the proposed solution against several cryptanalytic attacks is provi-
ded. The proposed fragmentation-encryption algorithm is considered to be public, and the
cryptanalyst has a complete knowledge of all operations, but has no knowledge about the
secret key and the nonce. However, the proposed scheme is based on variable dynamic
key and update mechanism for the cryptographic primitives, for every input image. Accor-
dingly, the problem of single image failure and accidental seed disclosure is avoided by
this scheme.

5.8/ PERFORMANCE ANALYSIS

The proposed approach is based on dividing the encrypted image into k fragments where
the size of k has to meet the trade-off between performance and randomness levels. On
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the other hand, the principal advantage of the proposed approach is that the modified IDA
scheme can be performed in parallel, which leads to reduction of the execution time.

Note that, for lower value of k, less execution time is required, but less randomness is
achieved, while with higher value of k ≥ 2, the execution time increases and the degree
of robustness increases. Hence, we have to select k according to the application needs.
In figure 5.20, different values of n and k were used times for a file of size 256 MBytes.

The variation of execution time versus different values of n is represented as a linear
function. In addition, increasing k leads to introduce more execution overhead.

5.8.1/ THEORETICAL PERFORMANCE

The required computation complexity and storage overhead of the proposed scheme with
other relevant state-of-the-art works such as Shamir’s secret sharing, IDAs, and AONT-RS
are presented in TABLE 5.6. A precise evaluation is hard due to the variety of implemen-
tations. The cost of an IDA is the cost of multiplying data by a n × k matrix (Matrix). The
performance of AONT depends on the chosen encryption and hash algorithms, as well as
the data size. For redundant fragments, AONT uses the same technique as the proposed
scheme.

Moreover, the proposed encryption scheme is based on the dynamic key-dependent ap-
proach and it requires a single round and a single operation instead of multiple rounds
and operations in the case of standard ciphers such as AES. Similarly, the selected keyed
hash function is also based on one round. Consequently, the required computation com-
plexity for the data confidentiality and integrity in addition to source authentication re-
quires less computation compared to AONT with the employed standard cryptographic
algorithms.

The data is fragmented into n fragments and to M
k×T B blocks. In addition, a matrix multipli-

cation operation is required for each data chunk (block). Therefore, the proposed modified
IDA can strongly benefit from this parallelization since each data chunk is coded or re-
covered independently from the others. The fragmentation (de-fragmentation) process
ensures better parallelization using a different thread for each computation compared to
the original IDA.

TABLE 5.6 – Running time and storage requirements. (w - key size, c - chunk size )

Scheme Running time Storage

SSS Poly(n,k,—M—) n|M|

IDA Matrix(n,k) n×|M|
k

AONT-RS AONT(—d—) + RS(n-k,k,d) n×(|M|+w)
k

Our proposal Matrix(n,k)/nt n×|M|
k

5.8.2/ STORAGE/COMMUNICATION OVERHEAD

The size of the produced fragments is close to the optimal value |M|/k. Therefore, the
fragmentation procedure presented in FIGURE 5.4 does not incur any data overhead and
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preserves the benefits of the original IDA. The storage overhead ( (n−k)×|M|
k ) is caused only

by having redundant fragments, which is inevitable for preventing data loss in case of
damage or alteration, which is the case for the original IDA.

5.8.3/ PROPAGATION OF ERRORS

An important criteria for any cryptographic solution is the low error propagation property.
The interference and noise in the transmission channel (or in the storage system) are
the main cause of errors. A bit error refers to the substitution of ’0’ bit by ’1’ bit or
vice versa. This error may propagate resulting in the destruction of data, which is a
big challenge since there is a trade-off between the avalanche effect and error propa-
gation [Massoudi et al., 2008]. In this proposal, if a bit error takes place in any of the
fragmented shadow images, it will affect only its corresponding de-fragmented data block
(n bytes). Therefore, error propagation is limited to the block level.

5.8.4/ EXECUTION TIMES

In the following, experiments have been performed with a C code on an Intel(R) Xeon(R)
Silver 4110 CPU @ 2.10GHz machine with 64GB of RAM.

In Table 5.7, the execution times of our approach are reported in two different situations.
In the first columns, the size of the file is given. In columns 2 to 4, parameters k, n and the
execution times are given. In fact, the number of fragments (n) is fixed and k varies from
4, 8 and 12. It can be observed that when n is fixed, the execution time does not vary
significantly when k varies. In columns 5 to 7, another scenario is considered : n varies
from 8, 16 and 24 and the number of fragments for the recovery (k) is equals to 1/4×n+1.
In this case, it can be seen that when k increases the execution time also increases.

In Figure 5.20, the execution times of our algorithm are reported for a file of size 256MB. It
can also be seen that when n increases, the execution time also increases. Moreover, k is
not so significant since when this number is doubled, the execution time slightly increases.

It can be seen with both these experiments that this algorithm is very efficient. It allows to
split files into fragments very quickly. Consequently, our solution is ready to be used with
real implementations.

5.9/ CONCLUSION

In this chapter, a dynamic key-dependent cryptographic solution is presented to provide
data confidentiality, integrity, availability, and message authentication for medical data.
The robustness of the proposed solution is based on the dynamic key-dependent ap-
proach such that different cryptographic primitives are produced for each new input mes-
sage (image in this chapter) and not only for each new session. In addition, efficiency is
ensured since simple operations with a low number of rounds are required, leading to a
fast execution time. Further optimization of the data availability scheme can be achieved
using look-up tables instead of applying the matrix multiplication operation. In addition,
the authentication-encryption scheme can be realized in parallel. Several security ana-
lysis tests were performed in order to prove the high level of security of the proposed
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TABLE 5.7 – Execution times of our approach with different sizes of messages and dif-
ferent values of fragments for recovery and fragments.

Size k n Exec. time (s) k n Exec. time (s)
16KB 4 16 0.00086 3 8 0.00068
16KB 8 16 0.00096 5 16 0.00086
16KB 12 16 0.0011 7 24 0.0011
64KB 4 16 0.003 3 8 0.0019
64KB 8 16 0.003 5 16 0.003
64KB 12 16 0.0036 7 24 0.0038
256KB 4 16 0.0093 3 8 0.0047
256KB 8 16 0.011 5 16 0.0098
256KB 12 16 0.012 7 24 0.012
1MB 4 16 0.019 3 8 0.01
1MB 8 16 0.023 5 16 0.022
1MB 12 16 0.027 7 24 0.028
4MB 4 16 0.061 3 8 0.038
4MB 8 16 0.066 5 16 0.062
4MB 12 16 0.073 7 24 0.086

16MB 4 16 0.23 3 8 0.13
16MB 8 16 0.24 5 16 0.22
16MB 12 16 0.27 7 24 0.31
64MB 4 16 0.87 3 8 0.51
64MB 8 16 0.98 5 16 0.9
64MB 12 16 1.07 7 24 1.21
256GB 4 16 3.48 3 8 2.02
256GB 8 16 4.01 5 16 3.5
256GB 12 16 4.3 7 24 4.85
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FIGURE 5.20 – Executions times for different number of fragments n for a file of size
256MB
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solution. As a conclusion, due to its flexibility, high security, low computational complexity,
the proposed solution can be considered as a competitive cryptographic solution for se-
curing medical contents.
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6
CONCLUSION & PERSPECTIVES

In this thesis work, we have studied and designed efficient lightweight dynamic key
dependent cryptographic primitives which are consequently used to design efficient
cryptographic algorithms. Moreover, we have studied and analyzed the performance and
security level of each proposed cryptographic algorithm.

In Chapter 1, we list and describe the different security issues and challenges of
E-health systems and especially for the emerging medical IoT systems. In addition to
the employment of different security measures in use to protect and secure the E-health
system (and especially medical IoT domains) and its associated assets. Then, we have
identified the main assumptions and characteristics of security and its services, and
have shown the interest of lightweight security solutions towards reducing the trade-off
between system performance and security level.

In Chapter 2, we analyze the characteristic of medical images. In addition, we list the
different classes of encryption algorithm used to encrypt a medical image. Then, we
propose a medical image cipher scheme with three variants (selective, middle-full, and
full). The scheme is based on dynamic cryptographic primitives for each input image
in contrast to standard cipher techniques. The round number is reduced to one without
degrading the security level, which was a hard challenge before being solved in this
chapter. Furthermore, in this chapter, we define a dynamic key derivation function that
generates the dynamic key and consequently the required sub-keys that are used
to construct the basic cipher primitives. To perform encryption/decryption, two main
operations were applied at the sub-matrix level, which are sub-matrix permutation and
a masking function. Then, several security analysis and system performance tests were
realized to validate the credibility of the proposed medical image cipher scheme. This
cipher solution can be considered as a good cipher candidate to protect medical contents.

In Chapter 3, an enhanced one-round, flexible, dynamic, key-dependent lightweight
cipher scheme targeted for medical data has been presented. The proposed cipher
scheme has been shown to be efficient and secure, with fast execution time compared to
the first cipher scheme of chapter 2. In addition, this cipher also provides better robust-
ness against different powerful attacks due to its different substitution and permutation
primitives in addition to the two dynamic pseudo-random matrices that are generated in a
dynamic manner for each new input message. Moreover, the proposed substitution and
permutation primitives ensure the desirable cryptographic performance in an efficient

147
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manner and simple hardware implementation compared to the presented ones in chapter
2. The proposed cipher scheme requires only one iteration and its corresponding round
function consists of simple operations, which addresses the limitations of medical IoT
multimedia devices. An extensive security analysis revealed that the proposed approach
is strong enough against different kinds of attacks. Finally, the results clearly showed
that the scheme outperforms the optimized AES implementation of OpenSSL, which
indicates that the approach is more suitable for delay-sensitive multimedia applications.

In Chapter 4, a dynamic key dependent cryptographic solution is presented to provide
data confidentiality, integrity, availability, and message authentication. In this chapter, we
use dynamic key dependent byte permutation cipher scheme, which means only one
round and only one operation is used instead of several operations. In addition, several
optimizations of the data availability scheme are introduced such as using lookup tables
instead of applying the multiplication operation. In addition, authentication-encryption and
data availability schemes can be applied in parallel. Several security and performance
analysis tests were performed in order to prove the high levels of security and efficiency
of the proposed cryptographic solution, respectively. As a conclusion, due to its flexibility,
high security,low computation complexity, this proposed solution can be considered as a
competitive cryptographic solution for securing image contents.

6.1/ PERSPECTIVES

As future work, the proposed cipher can be further optimized via an assembly optimi-
zation to achieve a better reduction in delay and required resources. Additionally, the
proposed cipher scheme should be adapted to be a post-crypto-compression scheme to
ensure format compliance.

This means that we will adapt the previous one round cipher solution to be applied to the
compressed medical images. It is interesting to encrypt a compressed image because in
that case, the size of data to encrypt is reduced. In addition, this cipher should ensure
the format compliant property to preserve that the encrypted image can be decoded. Let
us also indicate that this variant can also be selective and 5% of compressed medical
data are required to reach a hard visual degradation.

In addition, we like to define a new lightweight one round message authentication algo-
rithm for medical images (selective or full) to ensure data integrity and source authentica-
tion security services. The proposed solution should be based on a keyed hash function
that can reach the required desirable cryptographic performance (such as plaintext and
key sensitivity and strong collision resistance) with only one round to reduce the required
overhead in terms of latency and resources.

Although, we plan to define a new watermarking algorithm for medical contents that
can help to ensure source authentication and data integrity in an efficient manner.
Additionally, the design of a multi-factor device/user authentication scheme is mandatory
to reinforce the control access and it can be one of the main perspective points.
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Finally, we like to add all the proposed solutions in telemedicine applications.
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