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Abstract
The development of new BiCMOS technology will be possible, thanks to the SiGe:C

HBTs technological improvements to reach dynamic performance beyond 0.5 THz. An
important aspect to be investigated is the Safe Operating Area (SOA) beyond the tra-
ditional BVCEO. In fact, due to the complexity of future architectures of HBTs (like
the B55X from STMicroelectronics) and their nanoscale size, an increase of the wear-out
mechanisms occurring in these transistors is expected. In addition, because of the increas-
ing dependence of circuit design on software tools, it is expected that additional efforts
will be required to develop more predictive compact models. Thus, the SOA sub-project
is designed to describe the functional safety area of nanoscale SiGe:C HBTs allowing the
compact model to take into account critical aspects.

After a short introduction, a precise description of the transistor operations beyond
the breakdown voltage is detailed in the second chapter. The compact model HICUM is
improved to account for the mechanisms occurring in this region to accurately model the
avalanche regime and the pinch-in effect. This new model is validated on TCAD simula-
tions and through electrical measurements on different devices, architecture, geometries
and temperatures.

In the third chapter, the investigation is deepen towards the device border’s operation.
A study of the pinch-in effect and the snapback behavior is therefore realized to understand
the operation limitations at high currents and voltages and a stable operation regime is
introduced.

In the fourth chapter, accelerated aging tests are carried out at the boundaries of the
safe operating area to submit the transistor to thermal and hot carriers stresses during its
operation. An aging model is developed to account for the wear-out mechanism occurring
in that regime.

To conclude, this work allowed to increase the modeling of SiGe HBTs at high voltages
and currents accounting for the wear-out mechanisms occurring in that operation regime.
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Résumé
Le développement de nouvelles filières BiCMOS permettra, grâce aux améliorations

technologiques apportées aux TBH (Transistor Bipolaire à Hétérojonction) SiGe:C, d’atteindre
des performance dynamiques au-delà de 0.5 THz. Un aspect important doit être inves-
tigué: il s’agit de l’aire de sécurité de fonctionnement (SOA : Safe operating area) au-delà
du classique BVCEO. En effet, de par la complexité des futures architectures de TBH
(comme la B55X de chez STMicroelectronics) et de par leur taille nanométrique, il est
attendu une augmentation des effets physiques présents dans ces transistors. Par ailleurs,
en raison de la dépendance croissante de la conception de circuits vis-à-vis des outils
logiciels, on s’attend à devoir développer des efforts supplémentaires pour concevoir des
modèles compacts davantage prédictifs. Ainsi, le sous-projet SOA est conçu pour décrire
l’aire de sécurité de fonctionnement des TBH SiGe:C de taille nanométrique en vue de
son intégration dans le modèle compact en tenant compte des aspects critiques.

Dans le premier chapitre, une description précise des régimes de fonctionnement au-
delà de la tension de claquage BVCEO est développée. Le modèle compact HICUM est
amélioré pour prendre en compte les mécanismes se produisant dans cette région afin
de modéliser précisément le phénomène d’avalanche et l’effet de focalisation du courant
au centre de l’émetteur. Une validation de ce nouveau modèle est réalisée au travers de
simulations TCAD mais aussi par des caractérisations électriques de différents TBH de
tailles variées et pour de multiples températures.

Dans le second chapitre, le comportement des transistors bipolaires proche des limites
de fonctionnement a été étudié. Une étude de l’effet de focalisation du courant et du
phénomène de “snapback” est réalisée pour en définir précisement les limites de fonction-
nement à forts courants et tensions et une zone de stabilité est définie.

Dans de troisième chapitre, le vieillissement accéléré de TBH est réalisé pour des
régimes de fonctionnement aux frontières de la zone de sécurité de fonctionnement. Un
modèle de vieillissement est alors développé pour prendre en compte les mécanismes
d’usure se produisant dans ces régimes de fonctionnement.

En conclusion, ce travail a permis de modéliser de manière précise les TBH SiGe à
forts courant et tensions tout en prenant en compte les mécanismes d’usure se produisant
dans ces régimes de polarisation.
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CHAPTER 1

Introduction

1.1 Motivation

Over the past decades, the progressive interest for millimeter and sub-millimeter waves
in advanced applications such as in the biology field [1, 2] and RF (Radio-Frequency)
communications has been driven by the microelectronic integrated circuit modernization
[2, 3]. Circuits have already showed applications close to the terahertz (THz) range
(0.3 − 3THz) [4, 5, 6, 7]. They mainly rely on the RF performance improvements and
through a technology diversification such as RF-CMOS (RF Complementary Metal Oxide
Semiconductor) , III-V (transistor based on elements from the III and V column of the
periodic table), or BiCMOS (Bipolar CMOS) devices (More than Moore)[5, 8].

Recently, important research and development (R&D) resources have been focused on
the high frequency CMOS performance improvements in order to substitute the BiCMOS
technology in certain RF applications [9]. However, in the near future, BiCMOS tech-
nology will still be adopted thanks to its great integration capability, its considerable RF
performance [6, 9, 10, 11, 12, 13] and more importantly, the low variation of the fabrica-
tion process (as for MOS technology) compared to III-V technology resulting in higher
manufacturing costs and integration complexity.
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Figure 1.1: TEM picture of a 55nm BiCMOS technology [18]

To address high frequency performance, Silicon-Germanium (SiGe) Hetero-junction
Bipolar Transistor (HBT) BiCMOS technology has been chosen for many years for appli-
cations operating close to the THz range. In particular, applications in terahertz imaging
(for healthcare and biology), very high speed communications (4G, 5G ...), radars and
industrial automation (sensors) are now possible using SiGe HBTs. [5, 7, 14, 15, 16, 17].
Those transistors have recently reached high RF performance such as STMicroelectronics
BiCMOS 55nm technology [18] (fT = 320GHz and fmax = 370GHz) and IHP HBTs
[10, 19, 20] (fT = 505GHz and fmax = 720GHz). Those performances are still increasing
thanks to the down-scaling of the vertical and lateral transistor dimensions. Many Euro-
pean projects were then carried out to improve their high frequency performance (Dot-
Five, DotSeven, Taranto...). The Taranto European project (http://tima.univ-grenoble-
alpes.fr/taranto/) started at the beginning of this Philosophiæ Doctor (PhD) thesis work
and targets the development of the next BiCMOS technology towards the THz range. To
reach high device performance, useful metrics such as the transit frequency fT and the
maximum oscillation frequency fmax are monitored and improved. These Figure of Merit
(FoM) mainly depend on the transistor doping profile and the size of the device (emitter,
base and collector width/depth).

To increase the RF performance, several HBT improvements have been achieved over
the past decades. Figure 1.1 shows a Transmission Electron Microscopy (TEM) picture

2



1.1. Motivation

of a BiCMOS 55nm technology [18]. In this figure, it can be noticed some HBT features
such as a self-aligned structure, the EB spacers, the Shallow Trench Isolation (STI), the
selective SiGe (Silicon-Germanium) epitaxy in the base or the Deep Trench (not shown).
These technology features greatly improved the RF performance and the integration of
the devices. To further increase the RF performance of such transistors, the base and the
collector width/depth need to be shrunk down and the doping profiles have to be further
increased [21]. Lately, the HBTs R&D improvements have slowed down as the device
developments are getting much more complex to achieve.

In order to address different circuit applications with a single technology platform,
different transistor flavors are usually available, which are shown in Figure 1.2a (with
blue crosses). Three different type of devices of the STMicroelectronics advanced 55nm
node BiCMOS technology [18] were investigated in this work:

• A high speed (HS) NPN HBTs (fT = 320GHz, BVCEO = 1.5V , BVCBO = 5.5V ),

• A medium voltage (MV) NPN HBTs (fT = 180GHz, BVCEO = 1.9V , BVCBO =
7.3V ),

• A high voltage (HV) NPN HBTs (fT = 70GHz, BVCEO = 3.2V , BVCBO = 14.4V ).

High-speed (HS) transistors are dedicated to high-frequency applications, high-voltage
(HV) transistors are tailored toward high-power applications, and medium voltage (MV)
transistors are designed for trade-offs between power and RF applications. The main
difference between the HV and the HS transistor architecture is that the HV has a low-
doped collector (epi-layer) at the BC junction. Due to its low doping, this transistor is
very sensitive to high-current effects.

The bipolar technology improvements have led to a side effect. Indeed, boosting the
HBT frequency performance has led to increased impact ionization (II) mechanisms due
to higher doping profile and reduced collector width. Depending on the transistor config-
uration, different breakdown voltages (BV) can be observed. In an open base case (rarely
used in designs), transistor can be biased up to the first breakdown voltage (BVCEO). On
the contrary, in an open emitter configuration, the transistor operation is limited to the
second breakdown voltage, BVCBO. Those BV are expected to be further reduced in the
close future [9, 13]. as presented in Figure 1.2a and 1.2b. For the past few decades, the
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(a) (b)

Figure 1.2: (a) Performance of STMicroelectronics and Thomson Semiconductor bipolar tech-
nologies along the time. In blue are represented the STMicroelectronics advanced 55nm node
BICMOS device performance for the three devices high speed, medium voltage and high voltage.
(b) Breakdown voltage BVCEO as a function of the technology node for different STMicroelec-
tronics bipolar technologies.

open base common emitter and open emitter breakdown voltages, BVCEO and BVCBO

respectively have drastically been narrowed, shifting from 17V to 1.5V for the BVCEO
while in the same time the transit frequency has been multiplied by around 300. The
BVCEO and BVCBO value for the technology of interest for high speed devices have been
lowered to 1.5V and 5V, respectively.

Thus, the circuit operating at higher frequencies forces devices to work closer to their
physical limits in order to compensate for the loss of output power. Power applications
require a collector-base voltage range as large as possible, leading to operating point biases
beyond BVCEO and close to the edges of the transistor operating regime [22, 23].

This has led to further activation mechanisms such as the impact ionization (II) and
the high injection (HI) effects. Moreover, the Self-Heating (SH) increase due to the size
reduction has drastically modified the transistor output characteristics. A large work
about the improvement of the thermal response has been achieved and published in [24,
25, 26, 27]. It has also allowed to model the thermal behavior in a 2D structure with an
accurate extraction procedure.

Additionally, the gradual increase of the operating points closer to the breakdown
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1.1. Motivation

voltages has led to further activation failure wear-out mechanisms. The bipolar transistor
reliability is currently an important topic. Degradation mechanisms are usually triggered
through a high electric field, a high current density, a high temperature or a long stress
time [28].

The regime at which the transistor is biased without main degradation concerns is
named the Safe Operating Area (SOA) [29, 30, 31]. This regime is usually extracted
from aging tests where wear-out mechanisms occur and change the transistor electrical
behavior. Typically, a decrease of the current gain [28] and a shift of the Low Frequency
Noise (LFN) [32, 33] are observed. Circuit design can be impacted by this wear-out
mechanisms causing undesirable effects from a system point of view.

Thus, it is required to develop an accurate description of the transistor behavior in all
operation regimes. More particularly an understanding of the safe operating area limits
is required. Such a description can be efficiently performed using compact models.

To target circuit designs, compact models are used to describe the transistor electrical
operations. These models give a good trade-off between simulation accuracy and com-
putational time. Most of the effects occurring inside transistors are taken into account
through physical equations. These equations often use several simplifications in order
to get relatively simple and accurate solutions. The transistor voltages and currents are
then assessed from an equivalent circuit (using capacitance, diodes, resistances and cur-
rent sources) describing the electrical behavior. The description of such models is initially
developed in a programming language called VerilogA.

In order to provide such solutions to circuit designers, compact models are embedded
inside a Process Design Kit (PDK) allowing to describe the electrical behavior within
the designer environment no matter what the configuration of the transistor is (biases,
geometry, temperature...). To accurately reproduce its electrical behavior, the PDK relies
on different aspects:

• Compact models rely on a list of parameters describing the transistor electrical
behavior. These parameters need to be extracted accurately. For example, the
thermal resistance extraction procedure has recently been improved to account for
the thermal distribution along the depth and with multiple emitter fingers [34, 35,
36, 37, 38, 39]. Moreover, with the increase of the RF performance, measurements

5



Chapter 1. Introduction

Model Advantages Limitations

SGP
Relatively simple model, fast
simulation run-time and rapid

parameters extraction.

Empirical model for different
aspect such as the transit time.
No avalanche current source nor
thermal node. No parasitic PNP.

ST-BJT

SGP model with an avalanche
current source, high injection

effects and the thermal modeling
of the series resistances.

Empirical model of the transit
time based on SGP.

HICUM/L0
and L2

Physical description of the transit
time, modeling of hetero-junction
transistors, high injection effects.

BC breakdown.

Important number of parameter to
extract. Simulation time more
important than for previous
models (can be reduced with

HICUM/L0).

MEXTRAM
Accurate model taking into
account the same effects as

HICUM.

Parameter extraction hard to
realize on electrical characteristics.

VBIC

Model similar to HICUM and
MEXTRAM (improving SGP with
the modeling of the high injection

effects in the collector).

Transit time modeling empirical
based on SGP.

Table 1.1: Bipolar transistor model advantages and limitations summary

at high frequency became a big challenge for future applications. For now, most of
industrial measurements are made at up to 70GHz, far from the transistor maximum
operation frequency [17].

• To describe the entire picture of the transistor electrical behavior, compact models
require to account for the different mechanisms occurring. However, compact models
need to be improved due to the intensified mechanisms such as impact ionization,
high injection effects or self-heating caused by the size reduction.

Different bipolar transistor compact models have been developed over the years to
describe the transistor behavior as presented in Table 1.1. Ebers-Moll is the first bipolar
model allowing a description of the DC electrical behavior of bipolar transistors [40]. Spice
Gummel-Poon (SGP) model, increased the accuracy of the model introducing a charge
control model [41, 42]. Due to high voltage concerns, STMicroelectronics introduced an
improvement of the SGP model accounting for the avalanche current, the thermal effects
and the base push-out effect (named ST-BJT model). Also the MEXTRAM model [43]
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1.1. Motivation

Figure 1.3: HICUM equivalent circuit showing the internal transistor nodes.

has been developed in the 1990 by Philips (NXP) to model accurately the transistor
behavior for fast analog circuits. The VBIC model [44] was developed by Motorola in 1995
and accounts for the HI effects in the collector. The HICUM model [45, 46] have been
introduced in 1985. It allows a precise description of the transit time and accounts for the
avalanche current, for the HI effects, for the hetero-junctions (SiGe) and for the variation
of the early voltages depending with the bias. The equivalent circuit is represented in
Figure 1.3. This model is still being improved by the University of Dresden.

In this work, the study is focused on the most commonly used bipolar model, HICUM.
More precisely, the HICUM level 2 has been used, thanks to its more complex equations
that increases the accuracy of the model in comparison with the level 0. This work has
been initiated with the HICUM/L2 v2.3.4 (latest version at the beginning of the study).

In summary, due to the circuit requirements, bipolar transistor now operates in a
region where aggravated impact ionization and self-heating occur. In these operation
regime, compact models reached their accuracy limitation (due to several simplifications)
and a further modeling of the mechanisms occurring inside this regime is required.

7



Chapter 1. Introduction

1.2 Thesis content

From this short overview, the main concerns regarding the RF performance improvements
can be evaluated. This PhD thesis has been focused around recent improvements of the
bipolar modeling to predict the transistor degradation mechanisms. We bring multiple
solutions to improve the accuracy of the model close to the transistor operating limits.
From the designer point of view, the model need to be improved to match circuit re-
quirement and the failure mechanisms need to be accurately simulated regardless of the
bias conditions. From the modeling and characterization point of view, a non-destructive
method has to be investigated to look at the electrical behavior close to HBT electrical
limitations.

At the beginning of this work, compact models were improved at very high current
densities and voltages. To develop new models, various tools and research activities were
combined: TCAD simulation, compact modeling and electrical characterization. The
contribution of this PhD thesis was to develop an accurate compact model (implemented
inside HICUM) of the impact ionization mechanism at high voltages and current densities.
This will be developed in the second chapter.

Moreover, it has been required to deeply investigate the boundary mechanisms that
limits the voltages/currents operating range. The third chapter will then focus on the high
current and voltage characterization and the definition of an operating range where the
transistor electrical behavior is stable. The main achievements described in this chapter
are related to the improvement of the characterization techniques close to the destruction
of the transistor and the definition of a stable operation regime for designer purposes.

Finally, an aging model need to be developed to account for the wear-out mechanisms.
The last chapter will describe a way of modeling the degradation mechanisms occurring
inside SiGe HBTs. The main work described in this chapter is related to accurately predict
the degradation of the transistor regardless of its operating biases. From that model a
Safe Operating Area (SOA) definition will also be carried out.

8



CHAPTER 2

Physics and modeling of impact
ionization in HBTs

Compact models were developed for biases close to the first breakdown voltage, BVCEO.
Therefore, as the usable bias range has been extended up to the second breakdown voltage
BVCBO, some inaccuracies are observed at relatively high currents and voltages at the time
of this work. The current implemented HICUM model accounted only for the avalanche
mechanism for voltages close to the open base breakdown voltage BVCEO (weak avalanche
region) [47]. Moreover, it did not account for the avalanche dependence with the collector
current .

Therefore, in this chapter, the strong avalanche and the avalanche dependence with
the current will be investigated and an accurate model will be derived. Also, an impact
ionization geometry scaling extraction will be presented with the corresponding parameter
extraction procedure.

2.1 Impact Ionization Mechanism

The bipolar transistor breakdown is due to the avalanche mechanism occurring inside
PN junctions strongly biased in reverse mode. The avalanche mechanism and so the
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Figure 2.1: (a) Schematic view of the impact ionization phenomena inside the Base-Collector
Space Charge Region highlighting the creation of electron-hole pairs - (b) Sketched BC junction
showing the number of electrons created at the BC-SCR output (nout) depending on the input
number of electrons (nin) and the number of electrons/holes created inside the BC-SCR (N1 and
N2 resp.).

breakdown voltages cause major achievable output power limitations. The avalanche
mechanism is triggered by the impact ionization taking place within the Base-Collector
Space Charge Region (BC-SCR). At high electric field in the BC-SCR (high collector-base
voltage), electrons can acquire sufficient kinetic energy to generate electron-hole pairs by
collision with atoms within the depletion region. A schematic view of the avalanche in the
BC-SCR is shown in Figure 2.1a. Those additional carriers contribute to a current named
the avalanche current IAVL and are quantified by the multiplication factor M , defined
[48, 49] as the ratio of the number of carriers leaving the BC-SCR at the collector end
(nout) divided by the number of carriers entering the BC-SCR at the base end (nin)

M = nout
nin

(2.1)

Subsequently, in the open base configuration, every hole generated by impact ionization
will be re-injected inside the base, contributing to the transistor effect, limiting the voltage
biases up to the open-base breakdown voltage BVCEO. On the contrary, if the base isn’t
opened, holes can flow out of the base, and induce a negative base current beyond the
BVCEO. Further increase of the electric field increases the amount of ionization up to
the point where every single carrier creates a new one within the BC-SCR. The BVCBO
is defined when the multiplication factor tends to infinity, or when IE = 0 (open-emitter
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2.2. Weak and Strong Avalanche Model Description

case), meaning −IB reaches IC as shown in Figure 2.2b. This particular breakdown
voltage is hardly measurable because it assumes an infinite avalanche current (M →∞).
Moreover, adding a resistance at the base terminal induces a premature breakdown BVCER
due to the voltage drop in the resistance. Its value is lower than BVCBO since the higher
this resistance value is, the closer the BVCER is from the BVCEO. Another breakdown
voltage is also usually defined: the BVCES which is established while shorting the base
and the emitter (VBE = 0V ). Contrary to the BVCBO, this particular voltage, accounts
for the parasitic resistance across the base and the emitter, leading to BVCES < BVCBO.

These different breakdown voltage definitions are generated by the impact ionization
mechanism. A precise description of these BV will be presented in the next chapter.

Preliminary, to predict these breakdown voltages, an accurate description and model-
ing of the impact ionization is proposed hereafter.

2.2 Weak and Strong Avalanche Model Description

As the impact ionization mechanism occurs at the base-collector junction, in a compact
model, a simple current source is added between the base and the collector to represent
the generated avalanche current as represented in Figure 2.2a.

Many avalanche multiplication factor equations have been presented over the years to
model this mechanism [42, 50, 51, 52, 53]. The simple Miller avalanche model [50, 54] was
proposed in 1955. It is a consistent expression for older technological nodes where the
impact ionization mechanism was not too much present due to their low doping values
which is not the case in modern SiGe transistors.

The multiplication factor has been expressed as:

M = 1
1−

(
VCBi

BV

)nAV L
(2.2)

Here, VCBi represents the internal base-collector voltage, nAV L is a fitting parameter
(close to 5) and BV is the breakdown voltage BVCBO. Semi-empirical expressions such
as in [55, 56, 57, 58, 59], presented an advanced way to model the impact ionization and
its consequences (such as the pinch-in effect explained in Chapter 3).
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Chapter 2. Physics and modeling of impact ionization in HBTs

(a) (b)

Figure 2.2: (a) Transistor’s equivalent circuit with an avalanche current source between the
base and the collector. (b) Measured output characteristic showing the two breakdown voltages
BVCEO and BVCBO as a function of VCE for VBE = 0.5V .

To calculate the multiplication factor, compact models are designed by solving the ion-
ization integral (the number of electron generated by impact ionization) through different
calculations such as in VBIC [44, 60], MEXTRAM [43, 61] and HICUM [62][63].

In the following section, the entire ionization integral calculation and the relation to
the multiplication factor will be made explicit.

In order to compute the avalanche current induced by the impact ionization mecha-
nism, the number of electrons created within the BC-SCR have to be determined. Figure
2.1b shows the number of electrons created between the base and the collector. Consid-
ering a one dimension transistor and defining n as the free electron density, the number
of electron dn created inside a small region dx of the BC-SCR is calculated. As shown
in Figure 2.1b, dn depends on the number of electrons N1 and the number of holes N2

created by impact ionization between 0 and x (respectively between wBC and x+ dx for
holes) because of the direction of electrons which goes from the base to the collector and
on the opposite side for holes. Therefore, the number of electrons created inside this
region is calculated as presented in [48, 49],

dn = [(nin +N1)αn(x) +N2 αp(x)] dx (2.3)
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2.2. Weak and Strong Avalanche Model Description

where αn, αp represent the electron and hole ionization rates respectively. The differ-
ential equation solution (2.3), gives a solution which cannot be determined without assum-
ing that the ionization rates are the same for electrons and holes [64, 65](αn = αp = α).
Therefore, equation (2.3) is replaced by

dn = (nin +N1 +N2) α(x) dx = nout α(x) dx (2.4)

The integration of equation (2.4) along the BC-SCR gives� wBC

0
dn = nout − nin = nout

� wBC

0
α(x) dx (2.5)

Here, α has been empirically determined by Chynoweth [66] and expressed as a func-
tion of the electric field as,

α(x) = a exp
(
−b
|E(x)|

)
(2.6)

Where a is the avalanche coefficient and b the silicon critical electric field. Typical
values of these two parameters are given in [64] a = 7.03 × 105 cm−1 and b = 1.23 ×
106 V.cm−1 for an electric field inside the range [1.75 105 : 6.0 105 V.cm−1] which is the
case for recent SiGe HBTs. Thus, from equations 2.1, (2.5) and (2.6), the multiplication
rate is determined from the input and output number of electrons as

nout − nin
nout

= 1− 1
M

=
� wBC

0
a exp

(
−b
|E(x)|

)
dx (2.7)

In equation (2.7), the electric field value is required. For that, several assumptions have
to be made. Firstly, it is assumed that the doping profile of the transistor is represented
by collector and base abrupt junctions as shown in Figure 2.3b. This figure shows the
theoretical electric field and the charge distribution between the base and the collector
as a function of the depth. The real doping profile for two different devices shown in
Figure 2.3a validates the previous assumption (considering a constant collector doping
profile). Therefore, at low current density, the ionized carrier density is defined by N(x) =
ND. This assumption (N(x) constant) is more likely to be the case for HV than for HS
transistors. Secondly, as shown in Figure 2.3b, it is assumed that the contribution of
the electric field within the base is neglected in the calculation of the ionization integral.
Therefore, the electric field is defined by the Poisson equation as

dE

dx
= −ρ(x)

εSi
= q

εSi
ND (2.8)
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Figure 2.3: (a) Net doping profile for two different bipolar transistors: HS and HV from STMi-
croelectronics 55nm technology [18] - (b) Base-Collector doping and electric field theoretical
profiles. Is also presented the width of the buried-layer (wepi) and of the BC-SCR depth (wBC).

where ρ(x) is the charge density in the BC-SCR and εSi represents the silicon permit-
tivity. Thus, integrating equation (2.8) along the BC-SCR and assuming that the electric
field is equal to zero at the buried layer as represented in Figure 2.3b (E(wBC) = 0 and
E(0) = EjC) for low current density, then,

E(x)− EjC = qND

εSi
x with EjC = E(0) = −qND

εSi
wBC (2.9)

This equation is valid as long as the electric field equals zero at the end of the BC-SCR
(x = wBC). From the expression of the electric field (2.9), the ionization integral (equation
(2.7)) can be calculated. However, there’s no direct resolution of

� wBC

0 exp
(
− 1
x

)
dx. A

numerical solution can be found from the exponential integral (EI) function, however,
such equation is not suitable for a VerilogA implementation (which requires compact and
efficient models).

To calculate the ionization integral (2.7), the exponential term and the electric field
expression must be simplified. As shown in Figure 2.8 where the TCAD impact ionization
rate is plotted as a function of the depth, we observe that impact ionization mainly occurs
at the BC junction: significant avalanche takes place only at the vicinity of the maximum
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Figure 2.4: Comparison of the exponential expression of f1 (blue line) and f2 (green line) as
a function of the depth x. To calculate both expressions shown at VCB = 2V , it is given,
EjC = −4 105V.cm−1 and wBC = 0.5µm.

electric field. Thus, the expression of the electric field is simplified as,

1
|E(x)| = 1

|EjC |
(
1− x

wBC

) ≈ 1
|EjC |

(
1 + x

wBC

)
(2.10)

The assumption made in (2.10) has to be verified. That is why two expressions are

introduced: f1(x) = a exp
 1

|EjC|
(

1− x
wBC

) and f2(x) = a exp
(

1
|EjC|

(
1 + x

wBC

))
corre-

sponding to the two expressions of a exp
(
−b
|E(x)|

)
. Both equations are plotted as a function

of the depth x in Figure 2.4. The area in red/pink, represents the difference between f1

and f2 integrals. This difference represents a 6.66% shift between the shaded green curve
and the blue one. Therefore, it is assumed that both expressions are close as long as x
remains close to the BC junction. Typically, for HS transistors, impact ionization occurs
in the first 0.3µm of the depth of the collector. Then, the ionization integral defined in
equation (2.7) is approximated to

1− 1
M

=
� wBC

0
a exp

(
−b
|EjC |

(
1 + x

wBC

))
dx (2.11)

Thus, an equation of the multiplication factor is found by integrating (2.11),

1− 1
M

= a

b
|EjC | wBC exp

(
−b
|EjC |

)[
1− exp

(
−b
|EjC |

)]
(2.12)
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Since the critical field b, by definition, is the largest electric field usable in a PN
junction (value of around 1MV.cm−1), it is much larger than the maximum electric field
at the BC junction EjC (here, EjC = −4 × 105V cm−1). Therefore, we assume that
exp

(
−b
EjC

)
� 1 . Equation (2.12) is then rewritten,

1− 1
M

= a

b
|EjC | wBC exp

(
−b
|EjC |

)
orM − 1 =

a
b
|EjC | wBC exp

(
−b
|EjC|

)
1− a

b
|EjC | wBC exp

(
−b
|EjC|

) (2.13)

In this equation, two physical parameters need to be assessed: wBC and EjC . The
width of the BC-SCR, wBC , is determined from the intrinsic BC depletion capacitance
(CjCi)[67] and the emitter area AE as wBC = εSiAE

CjCi
(for an abrupt junction). The electric

field can also be determined from the definition of the internal base-collector voltage as
shown in Figure 2.3b. In fact, the electric field is defined from the effective collector
voltage VCi and from the relationship between an electric field and its corresponding
potential as,

VCi = −
� wBC

0
E(x) dx = VDCi − VBCi (2.14)

where VDCi is the built-in voltage of the internal BC junction. Here a negligible
voltage drop in the undepleted portion of the epi-collector is assumed (i.e. very low-
current densities or a narrow undepleted region). Indeed, as predicted by TCAD and
shown in Figure 2.9d, the electrostatic potential as a function of the depth shows no
voltage drop under the undepleted region. Therefore,

VDCi − VBCi = −EjC wBC2 (2.15)

Thus, solving (2.15) for EjC = −2 (VDCi−VBCi) CjCi

εSi AE
and the final expression of the

multiplication factor can be found

M − 1 =
2 a
b

(VDCi − VBCi) exp
(

−b εSi
AE

2
CjCi(VDCi−VBCi)

)
1− 2 a

b
(VDCi − VBCi) exp

(
−b εSi

AE
2

CjCi (VDCi−VBCi)

) (2.16)

Equation (2.16) might be embedded inside compact models. Hence, from the equation
(2.16), the multiplication factor is written as expressed in HICUM [63],

M − 1 =
fAVL (VDCi − VBCi) exp

(
−qAVL

CjCi(VDCi−VBCi)

)
1− fAVL (VDCi − VBCi) exp

(
−qAVL

CjCi (VDCi−VBCi)

) (2.17)
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2.2. Weak and Strong Avalanche Model Description

with fAVL = 2 a
b

and qAVL = b εSi
AE

2 defined as model parameters. On the following
sections, we will only consider the HICUM model.

From equation (2.17) two particular regimes can be observed:

• The weak avalanche regime, defined for voltages close to the BVCEO in a non-open
base transistor configuration. Here, BVCEO represents the point where the base
current start becoming negative. In that regime, the expression of the multiplication
factor can be simplified at low VCB, as M remains close to 1. Thus,

1− 1
M

= M − 1
M

≈M − 1 (2.18)

The multiplication factor expression 2.17 can therefore be simplified,

M − 1 = fAVL (VDCi − VBCi) exp
(

−qAVL
CjCi (VDCi − VBCi)

)
(2.19)

• The strong avalanche regime, defined for voltages close to BVCBO. Amplified impact
ionization effects in that regime, limits the accuracy of the previous assumption at
high VCB. The HICUM/L2 version 2.4.0 [68, 69] is based on equation (2.17) but
with an additional parameter named kAVL introduced to take care of the assumptions
made in previous calculations:

M − 1 = g

1− kAVL g
with g = fAVL(VDCi − VB′C′) exp

(
−qAVL

CjCi (VDCi − VB′C′)

)
(2.20)

This additional parameter can be used for fine tuning or to turn off the strong
avalanche model. Setting kAVL to 0, allows to account only for the weak avalanche
regime. Indeed, setting kAV L to zero in (2.20) gives back equation (2.19). This
equation is also the one used in the MEXTRAM model [43, 61] and the VBIC
model [60, 44] avalanche current model.

In order to avoid non-physical negative values of the denominator when kAVL g > 1,
a smoothing function is applied:

M − 1 = 2g
1− kAVLg +

√
(1− kAVLg)2 + sF

(2.21)

where sF is a smoothing factor (sF = 0.001), used in order to avoid infinite values
when VCB reaches voltages close to BVCBO. As shown in Figure 2.5a, with lower sF
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Figure 2.5: (a) 1–1/M as a function of the base-collector voltage comparing measurement (sym-
bols), and simulations using the multiplication factor equations (2.19) and (2.20). (b) HICUM
simulation of the collector current as a function of the emitter-collector voltage for different sF
values. This graph shows the importance of low sF values.

values, the model accuracy is improved, however the run-time calculation increases
at the same time (up to 200% increase for very low sF values). Moreover, (2.21)
tends to expression (2.20) as long as kAVLg�1.

Figure 2.5b shows the multiplication factor as a function of the VCB. This figure shows
the accuracy limitations of both the weak and the strong avalanche model up to very high
collector-base voltages. Strong avalanche starts to occur for VCB > 3V . Equation (2.20)
improves greatly the accuracy close to the BVCBO.

Figure 2.6 shows the measured base current as a function of the VCB for different
VBE for a device with a relatively low collector doping profile (HV device). The electrical
characteristic IB(VCB) compares measurements with HICUM simulations. We can observe
the model limitations at high current density. This figure highlights that BVCEO increases
with VBE at high current. This BVCEO shift is due to the decrease of the impact ionization
at high current density. Therefore, a new model is required to account for this behavior.
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2.3. High Current Effects

Figure 2.6: Comparison between measurement (symbols) and model for HICUM/L2 version
2.4.0 (lines) at T = 25◦C for an HV transistor. Absolute value of the base current, |IB|, as
a function of the collector-base voltage, VCB for different constant base-emitter voltages from
VBE = 0.7 to 0.825V .

2.3 High Current Effects

The previous equation presented in section 2.2 gives satisfying results at low injection
levels. However, toward higher injection, very significant deviations between simulated
and measured electrical characteristics can be observed as shown in Figure 2.6. This
is related to the high current effects which are particularly pronounced for HV HBTs
featuring low collector doping. In the following section, we will deeply investigate this
mechanism and its impact on the avalanche mechanism through a TCAD study.

2.3.1 Impact Ionization Formulation in TCAD Simulations

The TCAD structure used for the following simulations is close to what can be seen
in STMicroelectronics bipolar transistor TEM picture [18] as presented in Figure 2.7.
Germanium is used inside the intrinsic base.

TCAD simulations were performed to support the physical development of the impact
ionization model. These simulations can be carried out through physical simulators such
as Sentaurus [70]. These simulators allow to deeply explore the different mechanisms
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Figure 2.7: Zoom of a sketch of a TCAD bipolar transistor structure. The red dashed-line
represents the center of the emitter. The dimensions shown on the y and x axis are in µm.

involved in the transistor electrical behavior. Many avalanche generation models are
implemented inside Sentaurus such as Okuto-Crowell [71], Van Overstraeten–de Man[64]
etc... These models compute the impact ionization generation rate Gii defined as the
number of carrier created by impact ionization (ii). This rate is expressed as,

Gii = αn n νn + αp p νp (2.22)

This equation is similar to the one introduced in (2.3) with νn,p the electron and
hole velocity respectively. In this equation, the ionization coefficients αn,p need to be
calculated. In Sentaurus, every model has its own αn,p definition, however, in the following
development, only Okuto-Crowell avalanche generation model will be considered thanks
to the improved accuracy that this model have already shown [71]. The Okuto-Crowell
ionization coefficients are expressed as,

αn,p(Fava) = aoc (1 + coc(T − T0)) F γ
ava exp

−(boc(1 + doc(T − T0))
Fava

)δ (2.23)

The parameters aoc, boc, coc, doc, γ and δ are Okuto-Crowell coefficients that need to
be extracted to accurately fit the impact ionization mechanism. The extraction procedure
will not be explained here. This equation is empirical, but translate well the ionization
behavior for recent HBTs for electric field values between 0.1 and 1MV.cm−1 [64]. Their
typical values for silicon can be found in [71].
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(a) (b)

Figure 2.8: TCAD results of a structure similar to the one used for B55[18] transistors. Are
plotted the electric field (1), the impact ionization generation rate (2) and the doping profile
(3) for different VBE at a constant VCB close to the BVCEO (1.5 and 3V respectively) for two
different transistor flavors: (a) high speed - and (b) high voltage transistors.

Figure 2.8 shows the TCAD simulation results of the electric field, the impact ion-
ization generation rate and the corresponding doping profiles as a function of the depth
for two different doping profiles (low and high collector doping profiles) and for different
VBE. It is highlighted that the impact ionization rate behavior changes with VBE so as
with the doping profile. The higher collector doping profile shows higher ionization rate
peaks (4× 1026 versus 4× 1024) implying, as expected, lower breakdown voltages.

Moreover, the TCAD base current at constant VBE for two different doping profiles
is shown in Figure 2.9a and 2.9b. We can observe a larger BVCEO increase in case of
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Figure 2.9: (a) TCAD simulated base current as a function the base-collector voltage for different
VBE = [0.6 : 1V ] (0.1V step) for low (ND = 1016cm−3) and high (ND = 1018cm−3) collector
doping profiles - (b) BVCEO calculation from Figure 2.9a. Increasing the doping concentration
induces higher BVCEO values. (c) TCAD simulation results of the avalanche multiplication
factor as a function of the collector current with ND = 1016cm−3. (d) Electrostatic potential as
a function of the depth for VBE = 0.6, 0.8, 0.85, 0.88V and VCB = 9V .

a low doped collector (close to 200%) in comparison with the highly one. Figure 2.9c
shows the TCAD multiplication factor as a function of the collector current for different
base-collector voltages for bipolar transistors with a low collector doping profile. Here,
for a given VCB, M decreases with IC and reaches a minimum at a current named ILIM .
Above that particular current, M increases again. Note that these TCAD simulations are
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Figure 2.10: TCAD Electric field results for different currents (each color represent a different
IC) at a constant VCB = 7V . Are shown the three typical collector currents IKL = 6.4mA
corresponding to the current when wBC = wepi, ILIM (between 6.4 and 8mA) when the slope of
the electric field is equal to 0, IKH = 8mA when the BC-SCR does not touch the BC junction
anymore (electric field equals to 0 at the BC junction).

made without self-heating, in order to clearly observe the impact ionization mechanism
on the base current even at very high current density.

On the contrary, measurements show that due to the self-heating effects, the strong
temperature increase leads not only to an increase in the collector current but also to an
ionization coefficient decrease. Typically, for VBE > 0.85V on HS transistors, the self-
heating dominates the electrical behavior leading to no impact ionization effects at high
base current value. On the contrary, for HV transistors, due to the early decrease of the
impact ionization mechanism (as presented in Figure 2.9b), this particular avalanche shift
is better observed.

Therefore, in the following section, a model that accounts for the avalanche collector
current dependency will be developed. To that purpose, only low doped transistors will
be studied but a similar approach can be performed also for highly doped transistors.

2.3.2 Impact Ionization at medium currents

Here, for simplification purposes, we consider a simple constant doping profile in the epi-
layer as represented with dashed lines in Figure 2.10. This figure shows that the electric
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field changes with the collector current density (with VBE). The high current effects imply
a drop of the electric field slope which becomes negative at very high current densities.

The electric field variation is due to the Poisson equation dependency with the collector
current [72, 73]. The ionized carrier density along the depth x is current-dependent and
is defined as N(x) = ND − n. The transfer current density can be expressed as JT = IT

AE
.

From these definitions, the transfer current can be re-expressed IT = q AE vsat n assuming
saturation velocity, which is justified since the electric field in the BC-SCR must be
sufficiently high for impact ionization to occur. The Poisson equation expression is then
given

dE

dx
= q

εSi
(ND − n) (2.24)

Thus leading to,
dE

dx
= qND

εSi

(
1− IT

ILIM

)
(2.25)

Where ILIM = q AE vsat ND is defined as the transfer current corresponding to an
electric field slope in the BC-SCR equal to 0 .

Considering a constant electric field along the collector, the expression of the zero-
slope electric field ELIM is very simple: ELIM = −ρepiJLIM . The corresponding potential
defined as the voltage separating ohmic and saturation velocity regime can therefore be
expressed as VLIM = −ELIMwepi. Finally, the internal collector resistance at low electric
field RCi0 is defined as equals to ρepiwepi

AE
. Therefore, ILIM = VLIM

RCi0
.

At a constant VCB, the area below the electric field is constant and cannot change.
Thus, as the slope of the electric field decreases with the current, the BC-SCR width
increases up to a point when the BC-SCR reaches the buried layer. Here, the BC-SCR
width can no longer increase. The slope keep decreasing with the current up to the
zero-slope point (IT = ILIM). Then, the slope sign changes becoming negative and the
BC-SCR leaves the BC junction.

In the literature, many expressions have already presented the dependence of the
impact ionization with the current density [42, 74]. For example, in MEXTRAM [75, 76,
77], the impact ionization is calculated through the width of the depletion layer thickness
which is dependent of the current density inside the model. Here, we additionally account
for the impact ionization increase at very high current density and the dependence of the
impact ionization mechanism with the doping profile.
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2.3. High Current Effects

In order to obtain a close-form solution of equation (2.25), the following section will
discuss two asymptotic cases:

• IT < ILIM (medium current density)

• IT > ILIM (high current density)

Depending on the slope of the electric field, different boundary conditions are used for
the Poisson equation solution. The electric field can be obtained integrating equation
(2.25) over the BC-SCR with a zero-field boundary condition at x = wBC . Thus, solving
equation (2.25), an expression of the electric field in the IT < ILIM region is

E(x)− EjC = qND

εSi

(
1− IT

ILIM

)
x (2.26)

This equation can also be re-written,

E(x) = qND

εSi

(
1− IT

ILIM

)
(x− wBC) (2.27)

As shown in Figure 2.10, the depletion width wBC is dependent of the transfer current.
The depletion region moves towards the buried layer for an extracted current IT value
higher than 1mA for HV transistors. Thus, the calculation presented in section 2.2 is not
modified. Using the definition of the electric field gradient, (2.26) is integrated along the
BC-SCR,

� wBC

0
E(x) dx = q ND

2 εSi

(
1− IT

ILIM

)
w2
BC + EjCwBC (2.28)

Thus, using (2.14) and (2.15),

q ND

2 εSi

(
1− IT

ILIM

)
w2
BC = VDCi − VBCi (2.29)

That yields the current dependent BC-SCR width,

wBC =
√√√√ VDCi − VBCi

qND

2εSi

(
1− IT

ILIM

) (2.30)

Equation (2.30) is dependent on the collector current. Finally, the equations of wBC
and EjC are reformulated according to their expression developed previously in section
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2.2 for low current densities (wBClow
and EjClow

), respectively

wBC =
(√

1− IT
ILIM

) −1

wBClow
with wBClow

= εSiAE
CjCi

(2.31)

And EjC can also be expressed as,

EjC =
√

1− IT
ILIM

EjClow
with EjClow

= −2 (VDCi − VBCi)CjCi
εSiAE

(2.32)

The impact ionization integral (2.7), can then be rewritten with (2.27),

1− 1
M

=
� wBC

0
a exp

 −b∣∣∣ qND

εSi
wBC

(
1− IT

ILIM

) (
1− x

wBC

)∣∣∣
 dx (2.33)

Using the previous definition of wBC (2.31) and EjC 2.32, equation (2.33) can be
expressed,

1− 1
M

=
� wBC

0
a exp

 −b∣∣∣EjC (1− x
wBC

)∣∣∣
 dx (2.34)

The same equation as (2.10) is found. Thus, this integral can be calculated assuming
that x � wBC . That particular assumption is true as long as the electric field peak
is located close to the BC junction which is true for IT < ILIM . Therefore, (2.34) is
re-expressed. Its expression is similar to (2.13),

1− 1
M

= a

b
EjC wBC exp

(
−b
|EjC |

)
(2.35)

Finally, the multiplication factor can be expressed from equation (2.31) and (2.32),

M − 1 =
fAVLEjClow

exp
(

−qAVL

EjClow
fcorL

)
1− fAVLEjClow

exp
(

−qAVL

EjClow
fcorL

) (2.36)

where the low current corrective factor fcorL is defined as,

fcorL
=
√

1− IT
ILIM

(2.37)
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Figure 2.11: Base-Collector charge and theoretical electric field at high current density. Is also
represented the injection zone (of width wi) and the buried layer.

2.3.3 Impact Ionization at high currents

In the previous part, it has been assumed that the collector current was below the limit
current, ILIM . When going beyond ILIM it is necessary to account for the electric field
increase arising at the buried layer. As presented in Figure 2.9c, beyond ILIM , the mul-
tiplication factor increases. This particular mechanism need to be taken into account.

In the case of IT > ILIM , the space charge region reaches the buried layer. Its width,
wCh is shown in Figure 2.10. A first order solution for the corresponding electric field
can be obtained by assuming a negligible field in the (high current) injection zone. This
injection zone is represented in Figure 2.11. In this region, carriers are not accelerated
anymore by the electric field.

The Poisson equation (2.25) can therefore be re-expressed

E(x)− Ejepi = q ND

εSi

(
1− IT

ILIM

)
(x− wepi) (2.38)

where Ejepi represents the maximum electric field localized close to the buried layer
junction and wepi is the collector width, Ejepi = qND

εSi

(
1− IT

ILIM

)
(wi−wepi). The injection

width wi can be defined as wi = wepi −wCh. The electric field expression (2.38) can thus
be written,
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E(x) = q ND

εSi

(
1− IT

ILIM

)
(x− wi) (2.39)

Integrating along the BC-SCR (2.38),

� wepi

0
E(x) dx =

� wepi

wi

E(x) dx = q ND

2 εSi

(
1− IT

ILIM

)
(wi − wepi)2 = q ND

2 εSi

(
1− IT

ILIM

)
w2
Ch

(2.40)
Additionally, from the definition of the electrostatic potential, a similar formulation

as (2.15) is found,

EjepiwCh = −2 (VDCi
− VBCi) (2.41)

The final expression of the depletion width is then determined from (2.40) and (2.41),

wCh =
√√√√ (VDCi

− VBCi)
q ND

2 εSi

(
IT

ILIM
− 1

) (2.42)

The expression of wCh (2.42) is comparable to the one presented previously in equation
(2.30). However, here, the sign of the collector current dependency has changed. The
ionization integral can be calculated in a similar way as presented in section 2.3.2,

1− 1
M

=
� wepi

wi

a exp
 −b

q ND

εSi

(
1− IT

ILIM

)
(x− wi)

 dx ≈ a

b
EjepiwCh exp

(
−b
|Ejepi|

)
(2.43)

Analogous expressions as developed in the previous section are further obtainable. wCh
and Ejepi equations are also assessed from the internal BC depletion capacitance and from
the emitter area as,

wCh =
(√

IT
ILIM

− 1
) −1

wBClow
(2.44)

And

Ejepi =
√

IT
ILIM

− 1 EjClow
(2.45)

Finally, the multiplication factor expression is reduced to
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M − 1 =
fAVLEjClow

exp
(

−qAVL

EjClow
fcorH

)
1− fAVLEjClow

exp
(

−qAVL

EjClow
fcorH

) (2.46)

where the high current corrective factor fcorH is defined as,

fcorH
=
√

IT
ILIM

− 1 (2.47)

2.3.4 Non constant doping concentration in the epi-layer

The expressions presented in the previous part (equation (2.37) and (2.47)) are valid for
a constant doping profile. In order to account for a spatially dependent doping profile,
different field distributions as shown in Figure 2.12 need to be considered. Here, to enable
a direct comparison between constant and non-constant doping profiles, the doping has
been chosen in such a way that the mean concentration over the entire epi-layer is the
same. This particular doping profile is sufficiently close to the measured one in order to
directly compare both profiles.

As the doping profile is modified along the BC junction, the derivative of the electric
field now depends on the width and on the current. For a given current, a zero electric
field slope can therefore be reached locally for a depth xhor. Here, for IT > ILIM(x), the
slope of the electric field sign changes for x = xhor. Modifying the current modifies the
xhor value shifting into the buried layer as shown in Figure 2.12. This leads to the bell-
shaped electric field distribution observed in Figure 2.12 and its associated shift toward
the buried layer according to increasing IC . Furthermore, the Poisson equation is re-
expressed using a graded doping profile N(x) = ND − n+ PN x where PN represents the
slope of the doping profile inside the collector,

dE

dx
= qND

εSi

(
1− IT

ILIM
+ xPN

ND

)
(2.48)

This equation can be integrated along the collector until the buried layer, giving

E(x) = qND

2εSi
(x− wepi)

(
1− IT

ILIM
+ (wepi − x)PN

3ND

)
(2.49)

Therefore,
wBC�
wi

E(x) dx = qND

2εSi

(
(1− IT

ILIM
)
(
w 2
BC − w 2

i

)
+ (w 3

BC − w 3
i ) PN

3ND

)
(2.50)
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Figure 2.12: TCAD Electric field results for different currents (each color represent a different
transfer current) at a constant VCB = 3V and with a spatially dependent doping profile (dashed-
lines).

with wBC and wi representing the two boundary of the bell shape curve. Also,
by definition, the area of the electric field is constant and equal to

� wepi
0 E(x)dx =

−0.5E(xhor)xhor = (VDCi − VBC). As a results, expression (2.49) becomes,

(VDCi − VB′C′) = qND

2εSi

((
1− IT

ILIM

) (
w 2
BC − w 2

i

)
+ (w 3

BC − w 3
i ) PN

3ND

)
(2.51)

In this equation, wBC − wi (width of the bell shape curve) can be calculated using
the Cartan-Tartaglia third order polynomials resolution. It results in a very complicated
expression of wBC which is not suitable for a compact model. Indeed, many square roots
leads to an important increase of the simulation time. For the sake of efficiency a simple
relationship is introduced in equation (2.37) and (2.47) replacing the expression of ILIM ,

ILIMeff
(IT ) = hCAVLILIM + hV DAVLIT (2.52)

This simple equation accounts for the dependence of ILIM with the current and the
depth and reproduces the bell shaped curves as represented in Figure 2.12 since a zero
electric field slope is not possible with this new equation:

dE

dx
= qND

εSi

(
1 + IT

hCAVLILIM + hV DAVLIT

)
(2.53)

In equation (2.52), the parameter hCAVL is the factor for adapting the ILIM value and
hV DAVL represents the current dependence of ILIM in case of spatially varying collector
doping.
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To combine the different equation presented previously, a unified expression is required.

2.3.5 Unified expression to account for the high current effects

A unified expression that accounts for the high current effects would also necessitate
a new model for the base collector capacitance. As shown in Figure 2.12, the BC-SCR
width is modified due to the electric field shift changing in-fine the base-collector depletion
capacitance. Moreover, when the BC-SCR reaches the buried layer, the definition itself
of a depletion capacitance can no longer exists inside the base-collector.

However, there is no need to change the equation of the base-collector capacitance.
The equation of the base-collector depletion capacitance is assessed from the number of
charges QBC :

CjCi = dQBC

dVBC
(2.54)

With

QBC = qAENDwBC (2.55)

Thus, replacing the expression of wBC (2.30) inside (2.55)

CjCi = AE

√
2 q εSi
ILIM

[
IT − ILIM − dIC

dVB′C′
(VDCi − VB′C′)

]
(ILIM − IT )

1
2

2 (VDCi − VB′C′)
(2.56)

Equation (2.56) requires the derivative calculation of dIC

dVB′C′
. However, the achievement

of a derivative in a simulator is time consuming and not suitable for recent models.
Moreover, the depletion capacitance definition is not clear when the BC-SCR has reached
the buried layer. In fact, it should not remain any depletion capacitance in the collector.
Therefore, introducing (2.56) into the model is not necessary in that case.

As presented previously, the multiplication factor expression is similar in case of low,
medium or high current density. A unified expression can actually represent these three
operating ranges as,

M − 1 =
a
b
EjClow

wBClow
exp

(
−b

EjClow
fcor

)
1− a

b
EjClow

wBClow
exp

(
−b

EjClow
fcor

) (2.57)
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And, replacing the definition of wBClow
and EjClow

inside this equation, and using fAVL =
2 a
b
, qAVL = b εSi

AE

2

M − 1 =
fAVL (VDCi − VB′C′) exp

(
−qAVL

CjCi(VDCi−VB′C′ )fcor

)
1− fAVL (VDCi − VB′C′) exp

(
−qAVL

CjCi(VDCi−VB′C′ )fcor

) (2.58)

where fcor represents a function with the following characteristics:

• At low current, the multiplication factor is not changed from the previous formula.
Thus, fcor = 1.

• At medium current, the multiplication factor is reduced due to the decrease of the
electric field, leading to use fcor =

√
1− IT

ILIM
< 1

• At high current, the impact ionization mechanism which have been delocalized in
the buried layer increase after reaching a minimum at IT = ILIM . Thus, fcor =√

IT

ILIM
− 1.

These three behaviors pointed out above are expected to fit the entire behavior of impact
ionization mechanism at high current density. However to build a model based on these
behaviors, fcor should not lead to any convergence issues. The point IT = ILIM is critical
as the derivative at this point tends to −∞. In that purpose, we will explain in the
following development how to avoid any convergence issues. Figure 2.13 shows every
assumption required to describe the entire behavior of fcor.

• The first equation shown in Figure 2.13 is used for medium collector current (IT <
ILIM) and allows to avoid convergence issues with an infinite slope at the point
IT = ILIM because of the square root equation:

– At low current, f 2
cor →

(
1− IT

ILIM

)
.

– When IT reaches a limited value cAVL ILIM (cAVL < 1), f 2
cor → 1− cAVL. This

first equation is represented inside (2.59) and is represented with the red curve
on Figure 2.13.

• The second equation shown in Figure 2.13 is used to account for the wBC decrease
for a transfer current greater than ILIM and the electric field peak increase. To do
so, the previous smoothing equation does not tend to 1−cAVL anymore but tends to
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Figure 2.13: Comparison of the different approximations made in order to get an expression of
fcor.

Name Range of values Description Default
hCAVL [0:∞) Correcting factor for ILIM 1
cAVL [0:1] Avalanche smoothing coefficient for ILIM 0.9
bAVL [1:10] Avalanche smoothing coefficient for the

increase of the electric field
1

hV DAVL [0:∞) Influence of the injection level regarding avalanche 0
sM [0:1] Smoothing factor 0.001

Table 2.1: New avalanche model parameter added to account for the avalanche current depen-
dency.

DI . For collector current close to cAVL ILIM , DI reaches (1− cAVL). When IT →∞,
DI →

(
IT

ILIM
− 1

)
. This equation is represented inside (2.60) and is shown on the

blue curve in Figure 2.13.

• The third equation shown in Figure 2.13 is used in order to avoid simulation conver-
gence issues with infinite slope due to the increase of the avalanche when the electric
field has reached the buried layer. Therefore, DI at high current density approaches
EI . For collector current lower than bAVL ILIM (bAVL > 1), EI value increases up to(

IT

ILIM
− 1

)
. When EI reaches bAVLILIM , the value is clamped at (bAVL − 1). This

equation is represented inside (2.61) and is represented with the purple curve on
Figure 2.13.

Finally, fcor can be expressed from the previous development as represented by (2.59),(2.60)
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and (2.61):

fcor =

√√√√√DI + sM ln
1 + exp


(
1− IT

ILIM

)
−DI

sM

 (2.59)

where DI = (1− cAVL) + sM ln
(

1 + exp
(
EI − (1− cAVL)

sM

))
(2.60)

and EI = (bAVL − 1)− sM ln
1 + exp

(bAVL − 1)−
(

IT

ILIM
− 1

)
sM

 (2.61)

Five parameters have been introduced with this new equation as presented Table 2.1.
The parameter cAVL represents the maximum ratio IT/ILIM before using the smoothing
term DI , meaning the maximum ratio before the BC-SCR width wBC decreases. sM is
a constant and represents the speed change between

√
1− IT/ILIM and DI (the value of

sM is set to 10−2). The parameter bAVL represents the maximum ratio IT/ILIM before
using the term EI . This parameter has been introduced for convergence issues.

The model (2.59),(2.60) and (2.61) presents a way to describe the entire fcor behavior
up to high currents. However, it lacks accuracy for the high current regime beyond
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bAV LILIM . Therefore, another simplified expression has been introduced in [78] which
reproduces the previously presented behavior. The cosh allows to define both operating
ranges (IT < ILIM and IT > ILIM) with a single equation as,

cosh
(

1− IT/ILIMeff

sM

)
−−−−−→
IT�ILIM

0.5 exp
(

1− IT/ILIMeff

sM

)
(2.62)

cosh
(

1− IT/ILIMeff

sM

)
−−−−−→
IT�ILIM

0.5 exp
(
IT/ILIMeff

− 1
sM

)
(2.63)

Therefore, a new expression of fcor is introduced,

fcor =

√√√√sM ln
[
2 cosh

(
1− IT/ILIMeff

sM

)
− 2

]
(2.64)

This equation reaches fcorH and fcorL expressions for medium and high current re-
spectively. However, the electric field at IT = ILIM is defined as VLIM = −ELIMwepi.
Therefore, an additional term has to be added to (2.64) in order to avoid zero fcor value
at IT = ILIM :

fcor −−−−−→
IT→ILIM

√
wBC
wBC,0

where wBC,0 is the base-collector space charge width at the equilibrium. Replacing
the expression of wBC and wBC,0 with the corresponding depletion capacitance CjCi and
CjCi0, leads to the final expression of fcor,

fcor =

√√√√sM ln
[
exp

(
CjCi/CjCi0

sM

)
− 2 + 2 cosh

(
1− IT/ILIMeff

sM

)]
(2.65)

This equation give similar results to equations (2.59)(2.60)(2.61) and is used in the
improved HICUM/L2 version 3.0.0.

Figure 2.14a compares TCAD multiplication factor simulations with the avalanche
model using the improved HICUM model. Firstly, it can be observed that for different
voltages, the model is accurate even at high current densities. Secondly, the multiplication
factor reaches a minimum value for IT close to ILIM .

The three parameters used in this model are summarized in Table 2.2. Additionally,
the model behavior for different hV DAVL values is shown in Figure 2.14b. It can be
observed that using low hV DAVL value implies a too drastic increase of the multiplication
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Name Range of values Description Default
hCAVL [0:∞) Influence of the collector doping profile on ILIM 1
hV DAVL [0:∞) Influence of the injection level regarding avalanche 0
sM [0:1] Smoothing factor 0.001

Table 2.2: HICUM/L2 v3.0.0 model parameter added to account for the avalanche current de-
pendency

factor at high currents. In order to minimize this behavior, higher hV DAV L values need
to be used.

Note that this equation does not account for the punch-through case, defined as the
point where the BC-SCR reaches the buried layer. This is mainly due for two reasons:
1) A graded collector doping profile leads to unclear punch-through onset conditions and
2) the analytical expression even for a constant profile case is very complex, leading to a
significant additional computational effort. However, the results shown here demonstrate
that this new formulation is sufficiently accurate for modeling the avalanche dependency
with the collector current.

2.4 Parameter Extraction Flow

In the previous section, the impact ionization model was presented. Eight model pa-
rameters were introduced, and, in order to capture the different mechanisms occurring
inside HBTs and ensuring an accurate and geometry scalable parameter extraction that
accounts for process fabrication variations, a dedicated physics based parameter extrac-
tion procedure was developed. Figure 2.15 describes this extraction procedure. Many
steps are required before the determination of the last high current avalanche parame-
ters. The extraction procedure for the other parameters has been largely explained in
[79, 80, 81, 82, 83]. On the following section, only the avalanche parameters procedure
will be presented. The process variation for the avalanche parameters are here assumed
as negligible.
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Figure 2.15: Extraction flow for the new avalanche current dependence model parameters.

Figure 2.16: Impact ionization measurement setups biasing through a voltage source VCE and at
constant VBE.

2.4.1 Measurement setups

First of all, the impact ionization can be measured through a dedicated setup. As pre-
sented previously, a high electric field at the BC junction is required to activate such
mechanism. This can be obtained biasing the base-collector junction with a relatively
high voltage value. Figure 2.16 shows the main measurement setup used in the following
section for the avalanche parameter extraction. The VBE voltage source is set at a fixed
value while sweeping the collector voltage (VCE). This setup is commonly used in circuit
configurations.

In order to extract the avalanche effect and their related model parameters fAVL, qAVL
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and kAVL, the values of the multiplication factorM are required from the extraction of the
avalanche current. IAV L can be expressed as a function of the internal collector current
and M as

IAVL = IC0 (M − 1) (2.66)

where IC0, as presented in Figure 2.2a, represents the internal collector current at
VCB = 0V . This equation is valid as long as the self-heating effects do not modify the
transistor electrical behavior. The direct contribution of the avalanche current to the base
current was highlighted previously in Figure 2.2a. To avoid high injection, self-heating
and pinch-in effects, the voltage VBE is fixed at a low value, typically between 0.6 and
0.7V. Under such bias, at a VCB = 0V , the base current is equal to IB0. Therefore, the
avalanche current is re-written as 

IAVL = IB0 − IB

IAVL = IC − IC0

(2.67)

The multiplication factor M can be expressed with (2.66) and (2.67) as,

M = IC
IC + IB − IB0

(2.68)

From the base and the collector measurements, the multiplication factor is calculated
through equation (2.68).

Assuming accurate base-collector depletion capacitance parameters [84, 85, 86], in
equation (2.20), the three avalanche parameters (fAV L, qAV L, kAV L) are directly extracted
in two steps without optimization loop. In the following extraction procedure, the current
is supposed to be small enough to obtain limited voltage drop across the series resistances
(VB′C′ ≈ VBC). Therefore, separate parameter extractions are considered: the weak
avalanche parameters (fAV L, qAV L), the strong avalanche parameter (kAV L), their asso-
ciated thermal coefficients (ALFAV , ALQAV , ALKAV ) and finally the avalanche current
dependency parameters (hV DAV L, hCAV L).

2.4.2 Weak Avalanche parameters

The first step is to extract the weak avalanche parameters (fAVL and qAVL), assuming that
kAVL has no significant impact on this regime, which allows to disable its contribution
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Figure 2.17: Base current for a (0.2 × 5.56µm) HS transistor as a function of VCB. The
extraction range for the three avalanche parameters are shown and the accuracy limits of the
weak avalanche model are observed. For VCB > 4.8V a current compliance is used in order to
avoid transistor catastrophic failure close to the second breakdown.

(kAVL = 0). Figure 2.17 shows the base current as a function of the VCB comparing
measurements with the weak and strong avalanche model. It highlights the fact that the
strong avalanche model only impacts the electrical characteristics at a voltage range close
to the BVCBO (far from BVCEO). Thus, if kAVL is set to zero, by considering (2.19) in its
logarithm form, an expression can be found

ln
(

M − 1
VDCi − VBC

)
= ln(fAVL)− qAVL(VDCi − VBC)zCi−1

CjCi0V
zCi

DCi

(2.69)

Equation (2.69) presents a linear dependency as a function of (VDCi − VBC)zCi−1 al-
lowing to determine the parameters fAVL and qAVL which are respectively extracted from
the intercept and the slope of the curve

fAVL = exp(intercept) and qAVL = slopeCjCi0 V
zci
DCi (2.70)

As shown in Figure 2.18a, the measurement are aligned until strong avalanche occurs,
which validates and supports the model formulation at relatively low VCB.

Finally, the model result is shown in green Figure 2.17. Here, the two weak avalanche
parameters values are: fAV L = 18V −1, qAV L=12.5fC.
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Figure 2.18: (a) Representation of equation (2.69) allowing a direct extraction of weak avalanche
parameters (fAVL and qAVL). Comparison between measurement (symbols) and the weak
avalanche model (lines) at T = 25◦C - (b) Extraction of the kAVL parameter at high VCB
from measured mean value (line).

2.4.3 Strong Avalanche parameter

Once fAVL and qAVL values are known, the strong avalanche parameter kAVL can be
extracted. Providing that the voltage range is chosen close to BVCBO, the kAVL value can
be determined from (2.20)

kAVL = 1
g
− 1
M − 1 (2.71)

As shown in Figure 2.18b, kAVL reaches a constant value (0.14) at high VCB. The
parameter can then be extracted by taking the mean value (line) of the voltage range
where kAVL is constant. The base current simulation with kAV L = 0.139, is shown in
purple Figure 2.17. We can observe the accuracy improvement at high VCB close to
BVCBO.

2.4.4 Avalanche Thermal Coefficients

To describe the thermal behavior of the transistor, a network (RTH , CTH) is typically
used in compact models. The associated parameters can be easily extracted thanks to the
method described in [37, 87, 88, 89, 90]. Regarding the avalanche parameters, fAVL, qAVL
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Figure 2.19: Comparison between model (line) and measurement (symbols) for (a) Weak
avalanche parameter temperature dependence (b) strong avalanche parameter temperature de-
pendence.

and kAVL exhibit also a conventional temperature dependence that can be expressed as

XAVL(T ) = XAVL(T0) exp (ALXAV (T − T0)) (2.72)

Where XAVL is the generic term that represents the avalanche parameters fAVL, qAVL
and kAVL. T0 is the reference temperature (in the present case, 25°C), and ALXAV repre-
sents the corresponding thermal coefficient. In order to extract the thermal coefficients,
the effects of the impact ionization and the self-heating must be decorrelated. To that
end, VBE is fixed at a constant low value (typically 0.6− 0.7V ) and the ambient temper-
ature is changed from -25°C to 125°C. The previous extraction procedure for fAVL, qAVL
and kAVL is repeated for several temperatures. Then, using the logarithm form of (2.72),

ln (XAVL(T )) = ln (XAVL(T0)) + ALXAV (T − T0) (2.73)

Equation (2.73) presents a linear dependence as a function of temperature (T − T0).
Therefore, the thermal coefficients can be directly determined from the slope of this curve.
Figure 2.19 shows the logarithm form of the three avalanche parameters as a function of
(T −T0). As expected, the measurements show a linear behavior regarding the avalanche
parameters validating the previous extraction procedure.
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Figure 2.20: (a) Measurement of the base current at medium current density as a function of
VCB for a HV transistor - (b) hCAVL calculated using (2.76) showing the measurement (symbols)
and the mean values (lines) for three different VBE.

2.4.5 Avalanche current dependency

The extraction procedure of the parameters linked to the avalanche current dependency
model is more difficult than for the weak and the strong avalanche model as, this time,
many phenomena interfere with the high current effects. In fact, in the collector current
range where these effects occur, self-heating takes place. As shown in Figure 2.20a, at
VBE = 0.8V , the base current at low VCB (VCB < 3V ) is increasing due to the SH.
Thus, it is required to extract hCAVL where no SH impacts the base current and the
avalanche current extraction (IB0 and IC0 are temperature dependent). Therefore, several
measurement setups can be used to extract the avalanche high current dependent model
parameters,

• The best way to extract the avalanche current dependency parameters hCAVL and
hV DAVL is to use a constant IE current source while biasing the collector voltage at
high current density. It allows to limit the SH impact on the electrical characteristics
as in this case, the internal collector current do not change with the temperature
(IE = IC0 + IB0).

• However, in the scope of this work, the extraction has been performed using a
classic VBE/VCB setup accounting for only weak avalanche (VCB � BVCBO) and
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for relatively low currents (before SH occurs) and will be further discussed in the
following paragraphs.

Firstly, it is assumed that the avalanche parameters fAV L, qAV L and kAV L as well as their
thermal coefficients have been correctly extracted. Then, the value of fcor can be assessed
using (2.58) in the weak avalanche regime,

fcor = −qAVL
CjCi(VDCi − VBC) ln

(
M−1

fAVL(VDCi−VBC)

) (2.74)

Therefore, in case that IT ≈ IC0 < ILIM , then,

fcor =
√

1− IC0

ILIM
with ILIM = VLIM

RCi0
hCAVL (2.75)

Finally, hCAVL can be extracted using the following equation,

hCAVL = IC0RCi0/VLIM

1−
 qAVL

CjCi(VDCi−VBC) ln
(

M−1
fAVL(VDCi−VBC )

)2 (2.76)

As shown in Figure 2.20b, the factor hCAVL reaches a constant value at VBE = 0.76V
and VBE = 0.78V , as long as the base current is not important (leading to limited SH)
but high enough to observe the avalanche properly. hCAVL can then be determined by
taking the mean of this curve when the shift of the BVCEO is seen (corresponding to
VBE = 0.78V in Figure 2.20b ).

The extraction of the last parameter hV DAVL can be empirically determined once hCAVL
has been correctly extracted. Looking at collector currents above ILIM , this parameter
can be extracted in order to limit the avalanche increase as presented in Figure 2.14b and
2.21. This parameter allows to accurately catch the SH effects and the behavior where
the base current becomes positive at high VCB leading to a positive base current as shown
in Figure 2.21.

2.5 Model validation

The base current is the proper electrical quantity to verify and validate the avalanche
model accuracy, as it allows to observe different breakdown behaviors such as BVCEO,
BVCBO, BVCER on the contrary to the collector current.
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Figure 2.21: Base Current for a (0.2× 5.56µm) HV transistor as a function of VCB for VBE =
0.825V comparing measurement and the avalanche current dependent model with hCAV L = 0.4
and hV DAV L = 0.13.

The 25◦C measurement of the base (black, left axis) and the collector (blue, right
axis) currents are shown in Figure 2.22 as a function of the base-collector voltage. A com-
parison with simulations from HICUM/L2 version 2.3.4 (dashed-liens) and 2.4.0 (lines) is
performed for three different devices: HS, MV and HV transistor featuring drawn width
of 0.2µm and respective drawn length of 1.335µm, 5.56µm and 5.56µm. The length of
the HS transistor has been reduced to better observe the strong avalanche mechanism.
As expected, the new formulation of the avalanche current (HICUM 2.4.0[68, 69]) is in
far better agreement with the measurements than the previous one.

Additionally, Figures 2.23 and 2.24 highlight the good accuracy of the avalanche cur-
rent dependency model HICUM/L2 v3.0.0 for a large range of VBE and for different
devices.

2.5.1 Temperature scaling

Figure 2.25a shows the normalized current IB/IB0 as a function of VCB according to
temperatures in the [−25, 125◦C] range. We can observe the very good agreement between
measurement and simulation results over a wide temperature and voltage range [69].

To understand the increase of the breakdown voltage BVCEO as a function of tem-
perature, the M factor is plotted in Figure 2.25b for different temperatures. A zoom at
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Figure 2.22: IB and IC at 25°C and at VBE = 0.7V – Comparison of the version 2.3.4 (line)
and 2.4.0 (dashed line) avalanche model of HICUM/L2 with measurement (symbols) a) For HS
HBT (BVCEO = 1.5V , BVCBO = 5.3V ) b) For MV HBT (BVCEO = 1.9V , BVCBO = 7.3V ) c)
For HV HBT (BVCEO = 3.5V , BVCBO = 13.5V ).

VCE = BVCEO shows the small variation of M with the temperature (0.1% of variation
between -25°C and 125°C). In fact, at the BVCEO, IAV L = IB0 = (M − 1)IC0 thus,

M = 1 + 1
β
≈ 1.0006 (2.77)

Therefore, for high transistor gain, at the BVCEO, the multiplication factor is still close
to one. Close to the open base breakdown voltage, the multiplication factor has not yet
increased enough to observe an important variation. However, this small variation does
modify the avalanche current up to IB0 at the BVCEO. Therefore, as the multiplication
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Figure 2.23: Comparison of HICUM/L2 v3.0.0 (lines) with measurements (symbols) showing
(a) IB - (c) IC for a HV transistor and (b) IB - (d) IC as a function of VCE for a HS transistor
at VBE = [0.6− 0.825V ]

factor is temperature dependent (thanks to the thermal coefficients (2.72)), the BVCEO
changes thanks to the increase of the multiplication factor with the temperature as shown
in Figure 2.25b.

Moreover, the new model at high voltages catches accurately the different phases of
the base current (even when the base current becomes positive again at high voltages).
The lack of accuracy shown in Figure 2.26 at high VCB is due to the snapback behavior
(see the following chapter). The model accuracy can be improved through the model-
ing of resistances and their thermal dependency. Moreover, at high voltages (close to
the BVCBO), a thermal distributed network and a distributed base resistance model are
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Figure 2.25: Comparison between measurement (HS NPN transistors) and HICUM/L2 version
2.4.0 (lines) for a temperature range of [-25,125°C]: a) IB/IB0 vs. VCB at constant VBE (VBE =
0.7V at 25°C and at each temperature VBE is adjusted to keep IB0 close to the value at 25°C),
the inset shows the normalized current gain IC0/IB0 at VBC = 0V vs. Temperature. b) M vs.
VCB at constant VBE, the inset shows the normalized multiplication factor M0 at the breakdown
voltage BVCEO vs. temperature.

required to improve the actual model accuracy at high voltages (HICUM/L4).

To conclude, the HICUM model L2 v3.0.0 has been validated over a large range of
current densities, for different collector doping profiles (HS and HV transistors respectively
Figure 2.25a and 2.26), and for different temperatures (shown in Figure 2.26). As shown
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Figure 2.26: Comparison of measurements with the HICUM/L2 v3.0.0 model for different tem-
peratures for a HV transistor: (a) -25 (b) 25 (c) 75 (d) 125°C

in Figure 2.24 and 2.26, the new equation gives better accuracy on the base current as a
function of the VCB even at high VBE compared to the presented results in Figure 2.6. For
HV transistors, the high VBE behavior is more difficult to model accurately, since every
temperature coefficient has to be precisely extracted (so as the avalanche parameters).
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(a) (b)

Figure 2.27: (a) Extraction of the scaling avalanche parameters - (b) Base Current versus VCB -
for different drawn geometries: LE = 5µm andWE = 0.2−0.25−0.3−0.35−0.42µm, comparison
of the model (lines) with the measurement (points) at VBE = 0.7V . A current compliance is
used to avoid the transistor destruction.

2.5.2 Geometry Scalable Model

Bipolar compact models, contrary to MOS models, do not embed geometry scalable laws.
Dedicated scaling equations are required to fully account for the scaling variation of SiGe
HBTs. In this part, a focus is made on the geometry dependency of the impact ionization
mechanism. First, a quick review of the geometry scalable model of the avalanche current
is presented, then the scaling results are shown for different devices.

Geometry scalable weak avalanche model

As presented in [79, 91, 92, 93, 94], the impact ionization mechanism is geometry de-
pendent, but is not scaled to the effective emitter area named AE∗. This effective area
is defined from the fact that the total transfer current has to account for an extended
peripheral transistor [91]. In order to describe the avalanche geometry dependence, a new
effective area AAV L of the emitter is defined as

AAVL = (WE0 + 2γAVL) (LE0 + 2γAVL) (2.78)

With γAVL representing the ratio between the perimeter and the area avalanche current
JAV Lp and JAV La respectively. γAVL can be extracted from the avalanche current at

49



Chapter 2. Physics and modeling of impact ionization in HBTs

(a) (b)

Figure 2.28: Validation of the strong avalanche model through different (a) L and (b) W geome-
tries for a HS transistor.

different VBE and for multiple geometries [79, 91, 92],

γAVL = JAV Lp
JAVLa

(2.79)

For the avalanche equations, a AAV L geometry dependence is introduced only for fAV L
. As M is dependent of the avalanche current density, the impact ionization parameters
can be expressed with new equations accounting for the geometry dependence [91, 92],


fAV L = AAV LfAV Lu

AE∗

qAV L = qAV LuAE

(2.80)

Here, fAV Lu and qAV Lu represent the geometry avalanche parameters. fAV Lu is depen-
dent of specific areas, while qAV Lu can be simply assessed with the emitter area. Therefore,
(2.19) is re-expressed taking into account this geometry scalable equation as

M − 1 =
AAVL

AE∗
fAVLu (VDCi − VB′C′) exp

(
−qAVLu

CjCi(VDCi−VB′C′ )fcor

)
1− kAVLAAVL

AE∗
fAVLu (VDCi − VB′C′) exp

(
−qAVLu

CjCi(VDCi−VB′C′ )fcor

) (2.81)

The parameter fAV Lu can be extracted using (2.81) at low base-collector voltages
(weak avalanche regime) for different geometries, extracting the γAV L. On the contrary,
qAV Lu is extracted directly from the qAV L value knowing the emitter area.
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Geometry scalable impact ionization parameters extraction

In this paragraph, the avalanche geometry scalable parameters extraction is performed for
HS transistors only. The extraction of the weak avalanche parameters is achieved based
on an approximation of the logarithm form of (2.81), as presented in section 2.4. Thus,
the parameters fAV Lu and qAV Lu can be extracted from

ln
(

M − 1
(VDCi − VBC)

)
= ln

(
AAVL
AE∗

fAV Lu

)
− qAV Lu
CjCi(VDCi − VBC) (2.82)

Figure 2.27a shows ln
(

M−1
(VDCi−VBC)

)
as a function of (VDCi − VBC)zci−1 for different

geometries. The qAVLu value can be extracted from the slope. AAVL

AE∗
fAV Lu value is further

extracted from the intercept of this curve. In order to determine the fAV Lu value, the
γAVL value must be calculated from the peripheral and area avalanche current (2.79).

The base current for different widths is shown in Figure 2.27b comparing simulations
and measurements. We can observe that the model features a very good accuracy even
at high voltages close to the BVCBO (error value is less than 2%).

Geometry scalable impact ionization simulation results

The previous section highlights that the weak avalanche current requires its own geometry
scalable model. This part is focused on the validation of the geometry scalable equations
for the strong avalanche and for the high current avalanche model (2.58). The base
current for different emitter length LE (a) and width WE (b) values for voltages close to
the BVCBO is shown in Figure 2.28. The parameter kAVL is extracted from the reference
geometry (0.2x5µm2) and then the same value is used for the other geometries. It can be
observed that the strong avalanche model already fit nicely the base current characteristics
up to the BVCBO. The strong avalanche mechanism does not change with the geometry.

The avalanche current equation depends on a geometry scalable parameter RCi0 al-
lowing this equation to be intrinsically scalable. The results for different transistor ge-
ometries, devices and for different VBE are represented in Figures 2.29, 2.30, 2.31 and
2.32. As shown in Figure 2.29, the model fits well to measurement results at low VBE for
a HS transistor. However, it does not catch the entire high current and voltage behav-
ior. At higher VBE (Figure 2.30), even if the model capture well the avalanche current
dependency for the reference geometry (WE = 0.2µm, LE = 5µm), it is not the case for
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(a) (b)

(c) (d)

Figure 2.29: Base current as a function of VCB showing the validation of the high current
avalanche model through different (a) L and (b) W geometries for a HS transistor at VBE = 0.7V ,
(c) - (d) VBE = 0.8V for the strong avalanche model (dashed lines) and the avalanche current
dependent model (lines). A current compliance is used to avoid the transistor destruction.

other geometries. This discrepancy is also observed on MV and HV transistors as shown
in Figure 2.31 and 2.32.

The origin of this discrepancy need to be explored. It can be explained from a lack of
accuracy of the geometry dependence of equation (2.81) or from an incorrect parameters
extraction. In most of the curves, this variation can be related to the thermal effects. For
example, Figure 2.32 shows that the thermal effects are not enough important (IB < 0)
on large geometry. A deeper study needs to be realized to take into account these effects.
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(a) (b)

(c) (d)

(e) (f)

Figure 2.30: Base current as a function of VCB showing the validation of the high current
avalanche model through different (a) L and (b) W geometries for a HS transistor at VBE =
0.82V , (c, d) VBE = 0.84V and (e, f) 0.86V for the strong avalanche model (dashed lines)
and the avalanche current dependent model (lines). A current compliance is used to avoid the
transistor destruction.
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(a) (b)

(c) (d)

(e) (f)

Figure 2.31: Base current as a function of VCB showing the validation of the high current
avalanche model through different (a) L and (b) W geometries for a MV transistor at VBE =
0.7V , (c, d) VBE = 0.82V and (e, f) VBE = 0.84V for the strong avalanche model (dashed lines)
and the avalanche current dependent model (lines). A current compliance is used to avoid the
transistor destruction.
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(a) (b)

(c) (d)

(e) (f)

Figure 2.32: Base current as a function of VCB showing the validation of the high current
avalanche model through different (a) L and (b) W geometries for a HV transistor at VBE =
0.7V , (c, d) VBE = 0.8V and (e, f) VBE = 0.82V for the strong avalanche model (dashed lines)
and the avalanche current dependent model (lines). A current compliance is used to avoid the
transistor destruction.
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2.6 Conclusion

To summarize, the impact ionization modeling has been improved in two different ways:

• A strong avalanche model has been developed and implemented in HICUM version
2.4.0 [68]. This new model gives accurate results at high voltages close to the
breakdown voltage BVCBO.

• It has also been described that the drop of the electric field at low and medium
current densities causes a shift of the avalanche. This is due to the impact ionization
dependence with the electric field . This particular mechanism due to high current
effects is also dependent on the collector doping profile. In fact, changing the doping
profile modifies the electric field behavior. This is why the study was focused on
low doped collector. At high current density, the maximum electric field is localized
in the buried layer, modifying the entire transistor electrical behavior. In that
particular regime, no depletion capacitance can be defined in the base-collector
region since the space charge region does not exist, leading only to an injection zone.
However, increasing further the collector current, increases the avalanche mechanism
as shown in Figure 2.14a. Therefore, a model that account for the avalanche shift
with the current density has been implemented in HICUM/L2 v3.0.0 and gives very
good accuracy.

To conclude, the model accuracy has been improved at high voltages close to the BVCBO
and at high current density.

Additionally, as shown in Figures 2.30 (d, e, f), 2.31(d, f) and 2.32(d, e, f), the mea-
surement and simulations does not match at high current and voltage. This particular
discrepancy can be associated with the distributed nature of the thermal and the base
resistance. A distributed model like the HICUM L4 [55] is therefore required for further
investigations.

Another important point is the actual voltage and current limitations of the transistor.
An accurate definition of the breakdown voltages and the Safe Operating Area (SOA) is
therefore required and will be investigated in the next chapter.
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CHAPTER 3

Operating limitations at high
current and high electric field

In the previous chapter, the model accuracy has been extended at high current and for
voltages close to the breakdown voltages. In this chapter, we are going one step further
and studying the transistor behavior at extremely high currents mixed with high voltages.

The main goal behind this study is to define precisely the bipolar transistor operating
range boundaries.

In the literature, the HBTs limitations are most of the time described by the Safe
Operating Area (SOA) [58, 95, 96, 97, 98] defined as a regime where no significant tran-
sistor degradation occurs. Recently, STMicroelectronics has changed its SOA’s definition
to match the circuit requirement due to the drastic reduction of the breakdown voltages.
Previously, it was forbidden to bias the transistor above BVCEO. This boundary has been
extended with respect to two different domains: the reliability and the breakdown area
respectively RVCE and BVCE. The first one is defined through a limit of 50% of the cur-
rent gain degradation of the transistor at a given operating point for 10 years at 125◦C
(see Chapter 4). The other one defines the maximum operating voltage and current range
before device destruction. Before reaching that regime, the transistor Figure of Merits
are deteriorated (see Chapter 4). These two operating areas are presented in Figure 3.1
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Figure 3.1: Safe Operating voltage-current limits as defined in STMicroelectronics Design Kit
: a reliability (RVCE) and a functionality boundary (BVCE) as a function of the corresponding
emitter current density at the fT peak.

and are implemented inside the design tools. Two warning messages depending of the
transistor operations can be displayed when simulating a circuit: “Out of reliability” (for
the reliability boundary) and “Out of functionality” (for the breakdown boundary).

In order to extract the voltage-current range defining the transistor breakdown, mea-
surements of multiple transistors are usually performed until their destruction for different
currents and voltages. However, this particular way of extracting the breakdown area re-
quires a very important number of transistors (a wafer for a full breakdown mapping for a
given technology). In fact, this boundary area changes with temperatures, biases and ge-
ometries used resulting in a huge characterization work. Therefore, in order to accelerate
the breakdown extraction processing time, it is required, from a modeling point of view:
1. To define precisely the different mechanisms limiting the current and voltage range ;
2. To reproduce in simulations those behaviors.

Bipolar transistors are mainly limited by their breakdown voltages (BV), which occurs
when dIC

dVCB
→∞. These BV are mainly related to the impact-ionization mechanism (see

Chapter 2). However, different breakdown voltages can be observed depending of the
transistor configuration setup used.

Moreover, using a resistance at the base contact changes also the breakdown voltage
and is called the BVCER [31, 99] (cf. section 3.2).
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Figure 3.2: Measurements of the collector current density as a function of the collector-base
voltage (VCB = [0.7 − 1.6V ]) for different base-emitter voltages (VBE = [0.7 : 0.95V ]). The
measurements have been obtained from an IC(VBE) and rearranged for different VCB.

In order to measure SiGe HBTs at very high biases, standard measurement setups,
usually voltage controlled at the collector, cannot be applied to explore high current
mechanisms. In addition, biasing transistors at constant IB limits the transistor voltage
range down to BVCEO value. Different measurement setups will be used to describe the
transistor output characteristic. The abbreviation used in this work are summarized here,

• IB/VCE, at a fixed base current, the voltage of the collector is controlled. The
collector current and the base voltage are measured.

• VBE/VCB, at a fixed emitter voltage (equal to −VBE), the collector voltage is con-
trolled. The collector and base current are measured.

• IE/VCB, at a fixed emitter current, the collector voltage is controlled. The collector
and base current are measured.

• VBE/IC , at a fixed base voltage, the collector current is controlled. The collector
voltage and the base current are measured.

With standard measurement setup (such as VBE and VCE controlled), the collector current
measurement as a function of the collector-base voltage depicts oscillations for a VCB

higher than 1.2V in the high current range as observed in Figure 3.2. In fact, the VBE/VCB
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Figure 3.3: (a) Snapback behavior measurement setup through a current source IC at a constant
VBE. (b) VCB as a function of VBE measured through a VBE/IC measurement setup

measurement setup leads to unpredictable behaviors at high currents. Moreover, this bias
configuration does not often match the biasing requirements from a circuit design point
of view.

Actually, in a circuit, bipolar transistors are rarely biased at constant VBE and VCE.
Often, a constant emitter current is applied through a current source (usually through a
current mirror) as done in differential amplifiers. In addition, setting a constant emitter
current IE allows a better control of the thermal behavior. In fact, doing so, most of the
current increase at high voltages is only due to the impact ionization.

But, it is still required to examine the high current and voltage regime in order to
precisely define the transistor operating edges. The transistor is limited at high voltages
due to the strong avalanche regime (see chapter 2). At higher current, two mechanisms
mainly limit the maximum allowed voltage and current range: the snapback behavior and
the pinch-in effect and will be studied in the following sections.
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Figure 3.4: (a) JC as a function of VCE for different VBE (measured through an IC/VBE setup)
showing the instability regime at high VCE. (b) JC as a function of VCE for different VBE
(VBE = [0.8− 1V ]) showing the snapback behavior that occurs at high currents.

3.1 Snapback behavior

3.1.1 Snapback measurement setup

To get the whole picture for all operating points, the measurements are performed keep-
ing the collector current constant, sweeping the base-emitter voltage and measuring the
collector-emitter voltage as observed in Figure 3.3a [99, 100, 101, 102, 103, 104, 105, 106].
This technique has also been used in the simulation setup to mimic the second break-
down voltage. Figure 3.3b shows the VCE(VBE) characteristic with constant collector
current as a second sweep variable (from 10nA to 10mA). A voltage compliance of 3.5V
is set at the collector terminal. Afterwards, these measurement data are rearranged to
obtain the IC(VCE) characteristic for different VBE as shown in Figure 3.4a. This figure
shows two particular bias regions: the high voltage range where oscillations are observed
(VCE > 2.7V ) and the high current range close to 10mA, where the usable VCE-range is
reduced.

In order to explore the high current regime, the transistor has to be biased to very
high collector current densities (up to 95mA/µm2) as shown in Figure 3.4b. On this plot
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the snapback behavior can be perceived. Furthermore, a reduction of the collector-emitter
voltage is observed while increasing IC . Comparing this plot with Figure 3.2, it can be
recognized that the unstable region for VCE in Figure 3.2 matches the region where the
snapback occurs. In fact, in the snapback region, for a given VBE/VCE, three possible
collector currents are obtainable. It leads to an unstable behavior at these constant VBE
and VCE pairs where the transistor tends to oscillate between the three values.

3.1.2 Snapback measurement results

The IB, IC measurements results are shown in Figure 3.5a for a single VBE. It can be
observed multiple phases on the base current. At low collector voltages, IB decreases
due to the avalanche current increase (weak avalanche regime). At the BVCEO, the base
current becomes negative. Further increasing VCE, the base current slope in absolute
value tends to infinity at the point F1. After this particular point, VCE is reduced due
to the voltage drop inside the resistances leading to a decrease of the avalanche current.
In fine, the base current becomes positive again due to the SH and IB tends again to
infinity while reaching F2. Similarly, the collector current follows a comparable behavior.
The collector current increases due to the avalanche current and tends to infinity on the
F1 point. Between F1 and F2 on the contrary to the base current, IC further increases
tending to infinity again on the voltage at F2. After that voltage, the transistor does not
work properly anymore and only the voltage drop across the emitter and the collector
resistances are seen.

Figure 3.5b compares the measurement results from an VBE/IC with a VBE/VCE mea-
surement setup. Here, both measurements follow the same behavior up to VCE = 2.2V .
For higher voltages, a current compliance must be used to avoid transistor destruction.
It prevents to measure the snapback behavior with the VBE/VCB setup.

Figure 3.5c shows the collector current density measurement as a function of VCE for an
VBE/IC setup for transistors with different geometries. The VBE-value has been chosen in
such a way to have a similar current density JC0 for each geometry and in order to observe
the snapback behavior for every single device. Interestingly, it can be observed that
increasing the width of the emitter leads to reduced snapback locus voltages. The same
observation can be done for different emitter lengths, which brings us to the conclusion
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Figure 3.5: (a) IB curve (green IB > 0 and blue curve IB < 0) and IC (red curve) measurement
(in a VBE/IC setup) as a function of VCE for VBE = 0.824V . The two snapback locus (F1,
F2) are highlighted. (b) Comparison between a VBE/VCB setup (symbols) and a VBE/IC setup
(lines). A current and voltage compliance (respectively) on the collector has been set up to avoid
destruction. (c) IC measurements as a function of VCE for different geometries (W = 0.09 −
0.18µm and L = 2.5− 8.8µm) showing the snapback behavior evolution for one VBE = 0.848V .

that the smallest device (0.09× 2.5µm2) has the highest usable voltage operation range.
It can be explained as the resistance increases with the device dimensions.

In order to analyze precisely the snapback locus, an analytical description will be
presented in the next paragraph for F1 and F2.
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Figure 3.6: Schematic showing the transistor with the different contact resistances. Are also
sketched the internal voltages VBEi and VCBi.

3.1.3 Flyback locus determination

The snapback behavior also named as the second breakdown has been already deeply
studied in the literature [57, 103, 104, 107, 108, 109, 110, 111]. The behavior can be
explained from the voltage drop across the resistances as represented in Figure 3.6.

In order to access to the internal voltages and transistor’s nodes, HICUM simulations
have been performed with a VBE/IC setup. The simulation results completely depicts the
snapback behavior. Moreover, the snapback behavior in simulation can be observed even
while disabling the self-heating. However, SH decreases the snapback locus voltage value.
Neglecting the SH permits to simplify the analytical expression and allows to get a first
order solution. The flyback locus are determined from the internal EB voltage VBEi and
the internal CB voltage VCBi. Their values are given by the following equation,


VBE = VBEi +RBIB +REIE

VCB = VCBi −RBIB +RCXIC

(3.1)

Moreover, as shown in Figure 3.7a, the current gain β = IC0/IB0 at the second snap-
back locus F2 decreases only down to 800. Therefore, it can be assumed that 1 + 1

β
' 1.

Thus, equation (3.1) can be rewritten using the fact that IE = IC0 + IB0 ≈ IC0 , (2.66)
and (2.67),
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Figure 3.7: (a) Simulated current gain β (red) and VCB as a function of IC (blue) at VBE = 0.8V .
(b) Simulated M (red) and IC (blue) as a function of VCB showing the multiplication factor
behavior at the two snapback locus at VBE = 0.8V .


VBEi = VBE − IC

M
(RB(M − 1) +RE)

VCBi = VCB − IC
(
RCX +RB − RB

M

) (3.2)

The collector current can be assessed from its general equation assuming negligible
Early effect and high injections as,

IC = MIC0 = MIS exp
(
VBEi
VT

)
(3.3)

From equation (3.2) and (3.3), it can be noted a direct expression of the collector
current cannot be found.

For simplification reasons, it is assumed that the multiplication factor is defined by
a simple Miller equation M = 1

1−
(

VCBi
BV

)nAV L [50]. Here, the multiplication factor is

dependent of the internal collector-base voltage VCBi. In fact, in many publications,
this equation is dependent on the external VCB which clearly reduces the complexity of
the snapback equations. However, as the voltage drops need to be accounted for, this
assumption does not hold. The multiplication factor is therefore IC dependent. This
equation is also dependent on IC and M . Equation (3.3) is further rewritten as,

IC = MIS exp
(
VBE − IC

M
(RBM −RB +RE)

VT

)
= MIS exp(δ) exp(αIC) exp

(
γ
IC
M

)
(3.4)
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where δ = VBE/VT , α = −RB/VT and γ = (RB −RE) /VT . This equation is not
solvable in its current form. A new condition have to be introduced as at the snapback
loci,

dVCB
dIC

∣∣∣∣∣
loci

= 0 (3.5)

Thus, it is required to assess that derivative, and its calculation gives,

dIC
dVCB

= dM

dVCB

IC

M
+ γ

I 2
C

M2

1− IC
(
α + γ

M

) (3.6)

Here the partial derivative of the multiplication factor can be written as,

dM

dVCB
= ∂M

∂VCB
+ ∂M

∂IC

∂IC
∂VCB

(3.7)

Therefore, equation (3.6) is rewritten,

dIC
dVCB

=

∂M
∂VCB

∣∣∣∣∣
IC

(
IC

M
+ γ

I 2
C

M2

)

1− IC
(
α + γ

M

)
− ∂M

∂IC

∣∣∣∣∣
VCB

(
IC

M
+ γ

I 2
C

M2

) (3.8)

From equation (3.8), the snapback locus can be found. The snapback loci definition
(3.5) leads to two conditions :

dVCB
dIC

= 0→


1− IC

(
α + γ

M

)
− ∂M

∂IC

∣∣∣∣∣
VCB

(
IC

M
+ γ

I 2
C

M2

)
= 0

∂VCB

∂M
= 0

(3.9)

Figure 3.7b shows simulation results of the multiplication factor and the collector
current as a function of VCB. In this figure, the voltage and current values where the
slope of IC(VCB) is equal to infinity are represented through green and blue symbols.
Also, the point F1 on the multiplication factor curve matches the first snapback locus.
On the contrary, the second locus F2 occurs when dM

dVCB
→∞.

Therefore,

• The first snapback locus can then be calculated by resolving only the first part of
(3.9),

1− ICsnapback

(
α + γ

M

)
− ∂M

∂IC

(
IC
M

+ γ
I 2
C

M2

)
= 0 (3.10)
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Figure 3.8: (a) Collector and (b) base current density as a function of VCE for different VBE =
0.826, 0.85 and 0.864V comparing measurements (symbols) and HICUM simulations (lines). (c)
Simulated temperature variation (∆T ) in the transistor along the snapback behavior (black) and
the IC as a function of the VCE.

• The second locus can be calculated resolving ∂VCB

∂M
= 0.

Assuming a simple case when ∂M
∂IC

∣∣∣∣∣
VCB

= 0 (VCB = const) then, the collector current at

the first snapback locus can be described as a function of the multiplication factor,

ICsnapback
= 1
α + γ

M

= MVT
RB(M − 1) +RE

(3.11)
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Figure 3.9: Measurement setup used to characterize the BVCER. A current source is used at the
collector terminal at a fixed voltage VBE.

From equation (3.11), the collector current at the first snapback locus ICsnapback
as a

function of the VCB is expressed.

3.1.4 Model accuracy

It has been presented in the previous part an analytical description of the first snapback
locus. The HICUM model so as the SPICE Gummel-Poon model inherently describe so
far the snapback behavior through the presence of series resistances description in the
model. In this part, the SH is activated in the HICUM model and a comparison of the
simulation results with the measurement is performed. Figure 3.8a and 3.8b shows the
collector and base current density as a function of VCB. Here, we can observe excellent
accuracy of the HICUM model with the measurements. The first locus F1 is correctly
modeled with the HICUM model.

However, some discrepancies can be depicted regarding the second locus. One possible
explanation can be the inaccurate value of the model parameters at high temperatures. As
presented in Figure 3.8c, at the F2 point, the transistor temperature has already reached
a temperature of 650K. Inside the HICUM model, the temperature increase is limited to
a maximum of 600K (327.85°C). After a ∆T of 327.85°C, the transistor is supposed to
be destroyed this is why this limitation is used.
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(a) (b)

(c) (d)

Figure 3.10: Collector current as a function of VCE for different resistance values ranging from
0Ω to 1MΩ and for (a) VBE = 0.77V , (b) VBE = 0.80V , (c) VBE = 0.83V and (d) VBE = 0.85V

3.2 BVCER

In circuit designs, the input base resistance is rarely equals to zero. Thus, it is required
to examine how the breakdown voltage and the snapback behavior change with this re-
sistance. A new transistor setup is then introduced in Figure 3.9 where an external
resistance RB has been added at the base terminal. The same setup as presented in sec-
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Figure 3.11: BVCER extracted from Figure 3.10 as a function of the base resistance RB for
VBE=0.5V (dashed-lines) and from 0.77V to 0.85V .

tion 3.1 is used in order to characterize the device to describe the breakdown voltage for
every current density.

Figures 3.10 shows the simulated IC as a function of VCE for different RB values
and for different VBE. This simulation has been realized sweeping IC at a constant VBE
without self-heating in order to do not be thermally limited close to the second snapback
locus. It can be observed that every single plot is voltage limited at the BVCEO for very
high resistance value (> 100kΩ), regardless of the VBE. For low resistance values, the
transistor is limited by the snapback behavior or the breakdown voltage BVCBO. The
usable voltage boundary drastically changes with the resistance.

In order to plot the Figure 3.11, an accurate extraction of the BVCER value is required.
The BVCER is defined as the breakdown voltage

(
dIC

dVCB
→∞

)
using an external base

resistance. In Figure 3.10a and 3.10b, the BVCER can be directly assessed by taking the
first snapback locus as the breakdown boundary.

On the contrary, for higher VBE values, no snapback locus are observed in Figure 3.10c
and 3.10d. The BVCER can only be extracted for current density low enough to avoid
high current effects and self-heating. In Figure 3.10c and 3.10d, we can still obtain a
boundary voltage. This voltage can be extracted through the point where the derivative
starts decreasing. This point corresponds to F2 as shown in Figure 3.10c and 3.10d. It
does not represent the second snapback locus as no VCE decrease is observed. However,
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Figure 3.12: (a) Four-ports structure used to measure the pinch-in effect. (b) Output character-
istic IC(VCB) for different IE showing the pinch-in mechanism.

it still defines a boundary point, as, after F2, only the voltage drop across the resistances
will define the transistor electrical behavior.

Figure 3.11 shows the extraction results of the BVCER as a function of RB for different
VBE ranging from 0.5V to 0.85V . In this figure, the BVCER value varies from BVCBO+VBE
down to the BVCEO for RB > 10kΩ. For a fixed resistance value, the value of the BVCER
varies also due to the snapback behavior as presented in the previous section.

However, these simulations do not account for instability mechanisms that occur at
high voltages, such as the pinch-in effect. This will be studied in the following part.

3.3 Pinch-in mechanism

On the previous section, some instabilities have been observed at high voltages and high
currents (see Figure 3.4b, for VCE > 2.5V ). These instabilities are caused by the pinch-in
effect that provokes a current focalization at the center of the emitter [30, 55, 56, 112,
113, 114]. This effect is mainly activated through the avalanche current and the voltage
drop across the base resistance with increasing the collector voltage.
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Figure 3.13: Collector current as a function of VCB at IE = 0.72mA showing the pinch-in
variation with (a) different temperature (from 25°C to 100°C) and (b) different geometries. The
extracted critical current density (JCcrit) and voltage (VCBcrit) where the pinch-in occurs are
summarized (c) for different temperature and (d) for different geometries.

3.3.1 Pinch-in signature

The pinch-in signature is mainly observed on an output characteristic IC(VCB) using a
IE/VCB measurement setup. This particular setup reduces the self-heating impact on the
electrical behavior. The emitter current control induces a negative feedback on VBE with
respect to temperature increase as the collector current increases only with the avalanche
current. Four ports RFs structures (shown in Figure 3.12a) have been used to bias the
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Figure 3.14: Schematic output characteristic IC(VCE) for a given VBE (blue lines) and a given
IE (red line) showing respectively the snapback behavior and the pinch-in effect. Is also repre-
sented with dashed-lines the measurement in classic biases configuration (VBE/VCE and IE/VCB
respectively)

transistor with an IE/VCB setup. These structures allow to avoid oscillations during the
measurement due to the bench setup that can create counteract loops.

The pinch-in can be examined looking at Figure 3.12b at high voltage values (VCB ≈
3V ). On this plot, a drastic drop of the collector current is depicted. This phenomenon
is due to the emitter current focalization [115].

Measurements with multiple temperatures have been performed to analyze the pinch-
in effect as a function of the temperature. From Figure 3.13a and 3.13c, the pinch-in
effect is observed to slightly moves for higher voltages values with the temperature for a
given IE. Figure 3.13b shows the same characteristic for different transistor geometries.
The extracted pinch-in current density (JCcrit

) as a function of the corresponding voltages
(VCBcrit

) are plotted in Figure 3.13b and 3.13c. Increasing the LE or WE decreases the
actual pinch-in points, meaning that increasing the transistor geometry narrows the usable
voltage range at high current and high voltages.

Moreover, the collector current at the emitter center will reach very high current den-
sity values. As presented in [116] that highlighted the pinch-in behavior, the discontinuity
shown on the output characteristic is mainly due to the local multiplication factor de-
crease at the center of the emitter as presented in Chapter 2 due to the high current
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values.

A drawn output characteristic JC(VCE) is shown in Figure 3.14 depicting the two main
transistor operation boundaries at high voltages (the snapback behavior and the pinch-in
effect). This characteristic has been described in [116, 117]. As presented in the previous
section, the snapback characteristic can be measured through a VBE/IC setup. However,
regarding the pinch-in effect, the data observed in the green rectangle shown in Figure
3.14 cannot be measured. For one VCB, multiple values of IC can be obtained and vice
versa.

From a physical point of view, a zoom is performed on the pinch-in region. After
the point P1 shown in Figure 3.14, the collector voltage and current are reduced. This
phenomena is mainly due to the voltage drop increase in the distributed base resistance.
Furthermore, IC is reduced due to the avalanche decrease at high current density (see
previous chapter). At the P2 point, VCB increases again. Here, the local collector current
density reaches the current ILIM and therefore the avalanche current increases again.
In simulation, the entire pinch-in description can be performed using an IE/IAV L setup
(sweeping the avalanche current at a constant emitter current) as presented in [116]. This
setup gives the opportunity to control VCB and IC for a given IE, allowing then to describe
the entire output characteristic. In the end, in a classic IE/VCB setup, the measurement
will drop from P1 to P1′ .

Therefore, the pinch-in effect is a main limitation of the transistor usable operation, as
it limits both the high current and high voltage regime. Moreover, the current focalization
leads to undesired effects such as electro-migration. The transistor is thus limited at the
voltage at P1. Furthermore, depending of the temperature and the geometry of the device,
the current and voltage limitations are modified as observed in Figure 3.13c and 3.13d.

3.3.2 Base distributed model

The HICUM/L2 model describes the transistor base resistance split in two parts: the
extrinsic RBx and the intrinsic RBi base resistance. This model is accurate considering
1D transistor effects. However, it lacks of accuracy to account for 3D effects. As the pinch-
in effect requires a distribution of the base resistance to describe the current focalization,
a distributed model for the base resistance is furthermore mandatory.
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Figure 3.15: Transistor schematic view showing the distribution of the internal base resistance
RBi into distributed ones rBi.

The distribution of the base resistance on a 2D transistor is presented in Figure 3.15.
In order to model this effect, the intrinsic base resistance RBi is divided into a multiple
number of small resistances rBi. For each resistance is associated a corresponding BE
diode.

Due to the avalanche current (IB < 0), each rBi will induce a local voltage drop. The
VBE at the emitter center will thus increases while on the edges it will decreases. As a
matter of fact, VBE and VCB are linked to IAV L from (3.2) and (2.66) as,

VBE = VBEi + IAV L
(
RE

M−1 −RB

)
VCB = VCBi + IAV L

(
RC

M
M−1 +RB

) (3.12)

Figure 3.16 shows a schematic view of a distributed base resistance network at the base-
emitter junction. The different voltage drops across the rBi resistances are represented
through V1 , V2 ...Vn. In the following calculation is assumed an even number of cut and
two base contacts. Therefore, it can be observed a symmetry axis at the center of the
emitter. Only a quarter of the transistor needs to be considered.

In order to simulate this distributed model, it is further required to accurately calculate
the distributed rBi values. It can be assessed from the number of cuts. Moreover, is
introduced the equivalent resistance Req of the distributed network. This resistance is
computed from the mean voltage value of VBE through ∆V = ReqIAV L. ∆V needs to be
calculated in order to describe the value of Req. Here, ∆V is defined as,

∆V = 2
n

n/2∑
k=1

Vk (3.13)
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Figure 3.16: Base distributed network with an even number of cut showing the impact of the
avalanche current. The edge and the center of the transistor are also highlighted in blue and red
respectively.

where Vk represents the voltage drop across the resistance located at the node k as
represented in Figure 3.16 (1 ≤ k ≤ n/2). The voltage drop Vk can therefore be calculated
from the avalanche current. For example, at the node 1, V1 = rBi

IAV L

n
n
2 . We can therefore

generalize for the index k,

Vk = rBiIAV L
k∑
j=1

n
2 − j + 1

n
= rBiIAV L


(
n
2 + 1

)
k

n
− k(k + 1)

2n

 (3.14)

Leading to the ∆V value,

∆V = rBiIAV L
n

(n+ 1)(n+ 2)
12 (3.15)

Equation (3.15) can be re-written to calculate Req knowing that RBi = rBi/n,

Req = RBi
(n+ 1)(n+ 2)

12n2 = RBi

α
(3.16)

The equivalent resistance Req value described in (3.16), changes with the number of
cuts. For a large enough number of cuts (n → ∞), the equivalent resistance tends to
a constant value equals to RBi/12. To corroborate this value, simulations have been
performed changing the cell number. The equivalent resistance value can be calculated
from the coefficient α and the voltage drop across the resistances as,

α = RBi

2∑n/2
k=1 Vk

nIAV L (3.17)
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Figure 3.17: Comparison of the coefficient α between its analytical value (3.16) (blue) and the
value obtained from electrical simulations (red). These simulations have been realized on QUCS
using a distributed resistance network and determining the equivalent resistance.
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Figure 3.18: Distributed network in aW−L cut case. The quarter equivalent distributed network
is represented on the right.

Its value is plotted as a function of the number of cells in Figure 3.17. For a large
number of cells (more than 25), the coefficient reaches a constant value equal to 12 cor-
roborating the value obtained from (3.16) when n → ∞. Therefore, the calculation of
the distributed base resistance network can be performed using the Req value described
in (3.16).
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Figure 3.19: External parasitic elements in orange of a transistor that must be taken into account
in the HICUM/L4 development to access to the internal transistor nodes.

Previously, the base has been divided only on the W side. However, to have accurate
results, the L side cut must also be considered.

Figure 3.18 shows the transistor cut inW and L side. Two symmetric axis are observed
for an even number of cuts. For an odd number of cuts, a similar approach can be used.
The circuit is then reduced to a smaller one which represents a quarter of this circuit as
represented in Figure 3.18. In order to limit the simulation run-time, a good compromise
between number of cuts (or cells) and simulation accuracy has been found in [55, 56, 113].
In this work, it has been summarized that the 3D distributed model can be reduced to
a six cell network (giving 24 cells on the full emitter area) that gives enough accuracy
regarding the pinch-in onset. This particular 3D model is used inside the HICUM/L4
model description to describe the transistor distributed effects [63].

3.3.3 HICUM/L4 results

In order to access to the internal transistor, it is required to externalize all the elements
in orange shown in Figure 3.19. These elements are defined in the HICUM VerilogA
and need to be externalized of this model. For that purpose, VerilogA codes describing
the capacitors, resistances, diodes and the thermal network that need to be put outside
of HICUM are introduced. The distributed network consists of the partitioning of the
base resistances and their associated internal transistor (without the extrinsic transistor
components shown in orange). Each transistor has an associated model card as the
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parameters value changes depending on the emitter cut (n × m cut in the WE × LE

direction). In the case of a distributed model, it is required to use the correct perimeter-
area values knowing that the area does not change for a uniform emitter cut.

(i) In the center of the cut, the perimeter parameters value are equal to zero.
(ii) On the right and left side, the perimeter is only L dependent.
(iii) On the up and down side, the perimeter is only W dependent.
(iv) The corners need also to be taken into account.
As represented in Figure 3.20, four cases are required. Depending of the case (i-iv),

the parameter value will change. The main parameters that requires to be adapted with
WE and LE are also summarized:

HJEI , HJCI , IBEIS, IREIS, IBEPS, IREPS, IBCIS, IBCXS, IBETS, FAV L, QAV L, RE,
RCX , ITSS, ISCS, CJEP0, CJCI0, CJCX0, CJS0, T0, RCI0, CBEPAR, CBCPAR, KF , LATB,
LATL, RTH , CTH , CJEI0, C10, QP0, RSU , CSU . These parameters are assessed for the four
cases (i-iv). The value of each parameter can be determined using the size of a cell and
the scalable model equations developed in the PDK. In our case, we used the TRADICA
software developed by the university of Dresden [63] allowing an automatic creation of a
HICUM/L4 netlist. Finally, the base resistance distributed value is determined using the
correcting coefficient α (3.16).

A 10× 10 cut has been used to represent the distributed effects of the transistor. As
shown in Figure 3.20, the current is mainly localized on the top right site. It means, on
the full transistor view, that the current is mainly confined in the center of the emitter and
in the middle with respect to the length. The entire IB, IC(VCB) output characteristic is
represented in Figure 3.21 showing the current focalization in the center of the emitter in
the case of a distributed network.

Figure 3.23a shows the base and collector current simulation results as a function of
VCB for two internal base resistance RBi value. Increasing the value of the resistance
decreases the pinch-in voltage value which can be caused by the more important voltage
drop across the base resistance.

Moreover, in this particular network, only the distribution of the base resistance was
considered. However, the self-heating and the thermal runaway need also to be described.
As a matter of fact, RTH is also distributed along the emitter window and cannot be
discretized. Thus, a distributed thermal network is required. Its modeling is described
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Figure 3.20: HICUM/L4 internal circuit used for a 10×10 cut (the circuit represents the quarter
of the cut). Are not shown here, the external elements such as capacitors, diodes ... The collector
current results are also shown through the colored circles. Hot current are represented with hot
colors, while on the opposite, low current are described with cold colors. The results here have
been plotted for VCB = 4.8V and IE = 1mA.
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Figure 3.21: Collector (a) and base (b) current at the center and on the edges (see Figure 3.16)
of the transistor showing the pinch-in behavior.
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Figure 3.22: Distributed network in a W −L cut case showing a quarter of the transistor model.
Here, each transistor has its own thermal network inducing coupling between the thermal nodes.

in Figure 3.22. Each transistor of the presented network has its own thermal node. It
allows coupling between the different thermal nodes. The value of the distributed thermal
resistance is assumed to be only area dependent for simplification reasons.

This distributed network requires additional computation time in comparison with a
single thermal pole for the entire network but gives a better accuracy of the transistor
operation at high voltages. Figure 3.23b shows a comparison between a single and a dis-
tributed thermal pole and the pinch-in voltage value is reduced using a distributed thermal
model. Moreover, we would like to underline that the central temperature already reaches
500K meaning that pronounced degradation mechanisms will occur (electro-migration...).

The pinch-in effect can be accurately simulated using the HICUM/L4 in order to
account for the distributed effects. The impact of the thermal network distribution has
also been observed.

3.4 Stable Operation Regime

The stable operation regime (SOR) has been firstly introduced in Vanhoucke work [118].
This regime represents the operations where the transistor can operate without mech-
anisms leading to catastrophic failure such as the breakdown voltages. This particular
regime has to be differentiate from the STMicroelectronics design kit BVCE (out of func-
tionality presented in the introduction). To extract this boundary, the transistor is biased
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Figure 3.23: IC − IB(VCB) for IE = 1mA showing the variation of the pinch-in point (a) for
different base resistance (RBi = 21−190Ω) and (b) to show the impact of the thermal impedance
distribution.

until destruction. Of course, using that limitation describes the current and voltage lim-
itation, but it does not account for the mechanisms presented in the previous sections.
For example, the transistor destruction can occur well after the pinch-in point. However,
beyond the pinch-in voltage value, 1/ there is the need to use a distributed model to
describe the transistor electrical behavior (which indeed, increases the simulation time
depending of the number of cells used) ; 2/ intensified currents and the thermal runaway
caused by the current focalization leads to catastrophic failure in a circuit environment
(temperature can reach values above 300◦C...).

The BVCE which describes the transistor operation before destruction cannot be an
actual transistor operation boundary. A “safer” boundary is required and represented by
the SOR.

The SOR can be extracted from an output characteristic. However, depending of
the transistor bias setup, the mechanisms and the limitations are altered as shown in
the previous sections and chapter. Therefore, each setup need to be fully described. In
the following part, we will focus on the SOR for each bias setup. Figure 3.24 shows the
different IC(VCE) output characteristic results from different configuration setups.

• Figure 3.24a shows the IB/VCE measurement setup results (using a constant base
current source and sweeping the collector voltage). As displayed in this figure,
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Figure 3.24: Measurement of an output characteristic IC(VCE) of a 0.2×5µm2 HS device (a) for
different base current showing the limitation at the BVCEO - (b) for different VBE from 0.4V to
1V showing the snapback mechanism and (c) the pinch-in mechanism occurring at high voltages
(corresponds to the black rectangle shown in Figure 3.24b) - (d) for different IE from 1nA to
10mA showing the pinch-in effect occurring at high voltages.

the curves are voltage limited at the BVCEO due to the transistor configuration
(open base) leading to an impact ionization counteract cycle (the avalanche current
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participates to the transistor effect). No biases above this voltage are allowed, or
will result in the direct destruction of the transistor. We can notice that the BVCEO
is slightly modified at high current due to the self-heating and the impact ionization
decrease (see Chapter 2).

• Figure 3.24b shows the VBE/IC measurement setup results for different VBE (using
a constant base voltage source and sweeping the collector current). In this figure,
different regimes can be observed:

– At low VBE (VBE < 0.62V ), the curves are voltage-limited up to the BVCBO.
The BVCEO represents the voltage value where the base current sign reverse.
At VCB = BVCBO, the infinite avalanche current causes the destruction of the
transistor for voltages above this breakdown voltage.

– At medium VBE (VBE = [0.65V − 0.8V ]), instabilities can be observed due to
the pinch-in mechanism. These oscillations are shown in Figure 3.24c showing
a zoom of Figure 3.24b (black rectangle) for VCE = [2.3 : 4V ]. The pinch-in
area is represented in red.

– At higher VBE (VBE > 0.8V ), the snapback behavior limits the usable voltage
range (for a maximum VCE of around 2.8V ). As explained in the previous sec-
tion, this behavior is caused by the voltages drop across the series resistances.

• Figure 3.24d shows the IE/VCB measurement setup results (using a constant emit-
ter current source and sweeping the collector voltage). It can be observed that
the output characteristic is voltage limited by the pinch-in effect (represented in
area highlighted in blue). The blue dashed-lines represent the transistor electrical
behavior at very low current. The VCB range can reach the BVCBO.

As already presented in the introduction, the BVCEO was a limitation for the SOA
defined inside the STMicroelectronics PDK before. It is particularly relevant for the
IB/VCE setup. However, the transistor operation regime can clearly be biased above the
BVCEO without catastrophic failure mechanisms. Also, as from a designer point of view,
open base transistors are rarely used in circuit designs, it is required to focus more on
the other bias setups. Figure 3.25a shows a combination of both Figure 3.24b and 3.24d.
Here, the pinch-in limitations is modified depending of the transistor configuration setup.
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Figure 3.25: (a) Combined measurement output characteristic IC(VCE) of VBE/IC and IE/VCB
setups showing in ocher the operating limitations and the corresponding pinch-in mechanism of
both setups. (b) Output characteristic IC(VCE) for VBE ranging from 0.8V to 1V showing the
Stable Operation Regime at high currents due to the Snapback behavior (iii), the self-heating (ii)
and the maximum usable current (i)

The IE/VCB setup allows to increase the usable operating area without instabilities for
collector currents in the range [70uA : 10mA]. On the contrary, the VBE/IC setup allows
to bias close to the BVCBO up to IC = 50uA.

However, in a circuit, the setup at which a transistor is biased cannot be clearly
determined (IE, VBE or IB constant). Therefore, it is required to choose the worst-case to
describe the entire SOR. To enhance the SOR and agree with circuit requirements, here
the IB/VCE setup was not considered. Thus, the most restrictive limitation will define
the transistor operations boundary regardless of its configuration.

This is why it is required to combine the results from different setup such as at constant
IE or VBE. From Figure 3.25a, it is required to extract the main transistor boundaries
where the electrical behavior is stable. The SOR is clearly limited by the VBE/IC setup,
as the snapback behavior is occurring, restricting the usable voltage at high current. A
zoom at high current is also performed in Figure 3.25b to observe the snapback behavior
limitation (black rectangle). For lower current values, the SOR is limited by the pinch-in
effect extracted from first the VBE/IC setup (red area) and then from the IE/VCB setup
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Figure 3.26: (a) Entire Stable Operation Regime (SOR) of a single 0.2 × 5µm2 HS transistor
for a current range from 1nA to 40mA and a voltage range from 0 to 5.5V for the two setups
VBE/IC and IE/VCB. (b) SOR combined for these two setups (ocher) showing the importance
of the base resistance value and the temperature on the SOR.

(blue area) as shown in Figure 3.26a.
The Stable Operation Regime can then be resumed from multiple criterion shown in

Figure 3.25a and 3.25b:

(i) The curve is clamped by a maximum current ICRIT at high VBE. Above ICRIT , the
IC(VBE) characteristic is almost linear due to the voltage drop across the series
resistances. (∀VCE < VCEmax , IC = ICRIT )

(ii) The junction temperature increase is limited up to 200K for voltages where the
snapback starts to be hidden by the self-heating. Here, it can be noted that the
actual local temperature at the center of the transistor will be much higher than
200K.

(iii) For a given collector current, the maximum usable voltage, VCEmax, is defined at the
second flyback locus voltage. Above VCEmax for a given VBE, up to three current
values are observed, leading to an unstable behavior. At VCE = VCEmax, two col-
lector current are observed ICF 2max

and ICF 2min
(high and low collector value). The
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3.4. Stable Operation Regime

SOR for a given VBE is here extracted with (VCEmax, ICF 2min
) as shown in Figure

3.5a.

(iv) The transistor voltage range is limited by the pinch-in effect for VBE =[0.65 : 0.8V ].
The pinch-in effect can be reproduce through HICUM/L4 simulations as shown in
section 3.3. Analytical expressions have also been developed in [119, 116, 113, 56,
55]. The SOR is extracted at the voltage and current where the pinch-in occurs
(VCEP 1 , ICP 1) as shown in Figure 3.14.

(v) The voltage limitation at lower current density (VBE < 0.65V ) is the open emitter
breakdown voltage BVCBO. At very low VBE or IE, no voltage drop are observed
across the transistor resistance leading only to the strong avalanche regime. The
SOR can be summarized with (BVCBO, ∀IC < ICpinch).

Finally, the SOR for the IB (green area) and the IE or VBE (ocher area) setup can be
summarized in Figure 3.26b. Here, is also presented the impact of a temperature or a
resistance increase across the transistor. With the temperature, the snapback locus and
the pinch-in effect are shifted to higher voltage values. On the contrary, as presented in
section 3.2 and 3.3.3, adding a resistance for example at the base contact will drastically
reduce the stable operation regime down to the BVCEO for high resistance values (open
base case). In addition, increasing the transistor size decreases the pinch-in point leading
to a reduce SOR.

As presented in the introduction of this chapter, STMicroelectronics defined a bound-
ary where the reliability criterion is reached and has been plotted in Figure 3.1. This
criterion is extracted using only a IE/VCB setup down to 0.8mA. The same curve is also
shown in Figure 3.27. A comparison of this RVCE with the SOR extracted also for the
IE/VCB setup is presented. It can clearly be noticed that the RVCE matches the SOR on
the high current RVCE extraction range. Thus, the SOR can give an accurate description
of the RVCE.

Therefore, depending on the circuit setup (biases, resistance value, geometry, temper-
ature ...), the stable operation regime can clearly change. In design tools, a such SOR
cannot be implemented because no information are given regarding the environment setup.
The designer have to be aware about the SOR shortening depending of each transistor
setup.
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Figure 3.27: Comparison between the stable operation regime extracted for the IE/VCB setup
and the RVCE reliability boundary defined by STMicroelectronics for a 0.2 × 5µm2 HS NPN
transistor. Is also shown the pinch-in region for the IE/VCB setup.

3.5 Conclusion

The main transistor voltages and currents limitations have been presented in this chapter.
The transistor operation regime is restricted due to the strong avalanche, the pinch-in
effect, the snapback locus and the SH mechanisms. The presented Stable Operation
Regime definition is accurate for a single transistor. However, this definition has to be
changed if parasitic elements are added at the base, emitter or collector contact, as in the
case of a circuit. Adding a base resistance for example will reduce the breakdown voltage
BVCER down to the BVCEO for very high resistor values. Moreover the snapback locus so
as the pinch-in effect are modified with the geometry.

In addition, the smallest allowedWE and LE leads to the higher snapback locus voltage
value. It leads to an increase of the usable voltage range. On another point, shortening
the transistor dimensions reduces also the BVCBO (as presented in Chapter 2).

To extend the SOR, the base resistance needs to be reduced. This can be performed
by mainly changing the base structure.

The SOR defines the transistor operation regime without catastrophic degradation.
Nevertheless, close to the SOR edges, the transistor can be deteriorated due to the high
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currents and voltages which may lead to pronounced degradation mechanisms. It is
therefore required to define another voltage and current boundary where the transistor
can be biased without important degradation. This other boundary is called the Safe
Operating Area (SOA) and is included inside the SOR. In order to define it precisely, a
further investigation of the degradation mechanism origin and its modeling in order to
accurately predict the SOA is required.
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CHAPTER 4

Failure mechanisms occurring in
SiGe HBTs and compact model of
hot carrier degradation

As presented previously, the usable operating area narrowing has intensified mechanisms
such as the impact ionization or the thermal effects. The Stable Operation Regime pre-
sented Chapter 3 defines the voltage and current boundaries. However, inside this regime,
degradation mechanisms still occurs and an operating range where no significant degrada-
tion is observed, is further required. This operation boundary is called the Safe Operating
Area (SOA). The Safe Operating Area can be defined by a limit of 50% of the transistor
current gain degradation at a given operating point for 10 years at 125◦C (this definition
is similar to the RVCE boundary). This boundary has been defined by the industry to
answer to serious designer concerns regarding bipolar reliability in the automotive and
aerospace business. Every single component in an electronic device has his own limited
life time depending on its operation conditions. Defining the life time of a complex system
relies on the device life time calculation, in fine, leading to the time when the system will
not work any longer (time known as the MTTF, Mean Time To Failure). Therefore, it is
required to account for the degradation occurring in those devices and statistically predict
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Figure 4.1: Methodology flow showing the reliability improvements introducing an aging compact
model

their behavior along the time.
The conventional methodology for circuit reliability prediction follows the flow repre-

sented in Figure 4.1 [120] without the red crosses and arrow. In this case, an EDA software
tool uses standard transistors compact models to simulate the circuit. Usually, during
the qualification characterization step, the transistor operating range is defined through
a wide number of stresses. From that picture the BVCE and RVCE can be defined. The
RVCE defined by STMicroelectronics is extracted using an extrapolating law of the base
current degradation over the time for the different bias and stress conditions similar as

∆IB(t) = AV m
CE I

p
E f(t) exp(Ea/kT ) (4.1)

Where A, m, p and Ea are fitting parameters. The previous definition of the BVCE
and the RVCE shown in Figure 3.1 is implemented inside design tools. It gives the main
boundaries while biasing a transistor in a circuit environment. Circuit designers thus
use these boundary to limit the transistor biases. Afterward, the circuit qualification step
requires to further make aging tests to describe the circuit performance degradation along
the time.

However, this particular qualification phase drastically increases the entire loop time
represented in Figure 4.1. The circuit aging tests are sometimes a critical point and
require to redevelop the entire loop from the process development to the circuit design
(roughly taking more than a year).

Therefore, to reduce the time and cost of the reliability loop, an improvement has been
recently introduced [120] by IMS laboratory. It relies on the aging law’s implementation
inside transistor compact models. From a circuit point of view it allows to directly look
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at the transistor degradation at a circuit level using simulation. This shorten the loop
as no circuit aging test are further required to characterize the circuit behavior along
the time and designers can reproduce accurately the circuit degradation behavior. This
methodology has been validated on InP devices showing the critical aged transistor [120],
but can also be used for SiGe HBTs.

In this chapter, will be presented aging tests results from an advanced high-speed SiGe
BiCMOS 55nm technology from STMicroelectronics. The aging mechanism signature for
these HBTs will be deeply explained. Finally, an aging compact model that accounts for
the hot carrier degradation will be further developed.

4.1 Principle of aging tests

As shown in the previous parts, the stable operation regime has been drastically narrowed
while increasing the transit frequency. This has led to amplified mechanisms such as
impact ionization, high current effects and self-heating. The HICUM model has been
previously improved for high voltage and current applications, improving especially the
impact ionization modeling. Moreover, the main transistor limitations through the SOR
definition have been defined in Chapter 3. It is therefore crucial now to account for the
degradation occurring in that voltage and current range in order to define the maximum
usable biases without significant degradation (RVCE or SOA definition).

In order to catch accurately the transistor aging mechanisms, a dedicated characteriza-
tion setup of the degradation mechanisms is required. Moreover, due to their repeatability,
aging tests are an accurate way to evaluate the maturity and the reliability of a technol-
ogy. To characterize the transistor degradation, different stress tests are performed over
the time.

It has been observed that on MOS and on HBT transistors Hot Carrier Degradation
(HCD) occurs. For MOS transistors, HCD causes a deterioration of drain current and
the trans-conductance as well as the threshold voltage shift [121]. On the contrary, in
bipolar transistors HCD is mainly related to the bonding traps creation at the silicon-oxide
interface increasing the Shockley Read Hall (SRH) recombination current leading in fine
to a base current increase at relatively low current [115, 32, 122, 95, 123, 124, 125, 126].
On the contrary to MOS transistor, HBT degradation occurs with higher time constants.
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Figure 4.2: Output characteristic IC(VCE) showing the load line of a transistor biased inside a
PA design [127].

That’s why on the previous years, an important focus has been realized to develop an aging
model for MOS transistors. But a similar model is also required for HBTs to describes
accurately the current gain shift.

Two particular degradation modes corresponding to two polarization setups are com-
monly known in the literature: the forward and the reverse stress mode. Many studies
have focused their work on the reverse stress mode degradation characterization, due
to the large electric field across the base-emitter junction, leading to a current flowing
through the BE perimeter mainly due to band to band tunneling [128, 129, 130].

However, from a RF circuit point of view, transistors are mostly used in forward
regime. That’s why this regime will be deeply analyzed in the following section. Addi-
tionally, a particular forward stress mode will be studied as already shown in the literature
[128, 129, 130], the mixed-mode stress, which combined a high current (up to 4 times the
collector current at fT peak) and electric field at the BC junction (VCE > BVCEO) leading
to pronounced degradation mechanisms. A typical critical load-line of a PA design [127]
is shown in Figure 4.2 and depicts high voltage swings up to 2.5V . As sketched in many
circuit designs such as in [127, 131, 132, 119], the transistor load line can operate in high
bias conditions such as a relatively low current and voltage spikes close to the BVCBO or
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12

3

6

9

Figure 4.3: Aging test circuit in a VBE/VCE mixed-mode configuration stressed over the time.

high current and relatively low voltages inducing a gradual increase of the degradation
over the time. The mixed-mode stress leads to faster degradation than in the case of
forward stress tests (due to the very high current density and electric field at the BC
junction [133]). This also leads to the degradation of the BC junction . However, this
degradation is perceived only on reverse mode operation.

The failure mechanism activation relies on different accelerating factors such as the
temperature, the electric field, the current density and the stress time.

For example, a high junction temperature will lead to the passivation of the defects
inside the transistor leading to the annealing of defects created at the interface [96].

In the following section it is required to deeply understand the degradation mechanisms
occurring inside SiGe HBTs due to the shrinking of the Stable Operation Regime.

4.2 Origin of the degradation mechanisms

4.2.1 Impact on DC characteristics

A 0.2 − 5.56µm2 (drawn dimensions) transistor has been submitted to aging tests for
different stress times. The transistor bias setup used is represented in Figure 4.3. The bias
stress conditions are summarized in Table 4.1. Most of them are chosen above BVCEO in
order to accelerate the degradation mechanisms (high impact ionization or high current).
The transistor junction temperature varies from 50 to 325◦C. Due to their high junction
temperature, STMicroelectronics’ aging tests have been performed with a lower stress time
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-
Stress Condition

VCB IE TJ Stress time

ST

3 dies per 

stress

HS NPN

Ta=125°C

0.2 V 33 mA 135°C

10 000 s0.5 V 33 mA 187°C

1.0 V 33 mA 250°C

1.5 V

33 mA 27 mA 325°C 300°C 1 000 s

23 mA 19 mA 267°C 245°C

15 mA 10 mA 205°C 186°C

2 V
15 mA 195°C

10 mA 245°C

2.5 V
15 mA 276°C

1 000 s
10 mA 226°C

IMS

Ta=25°C
1.5 V 8mA 80°C 500 000 s

IMS

Pulsed stress

Ta=25°C

VCB VBE TJ Stress time

1.6 to 2.2V
0.85 V

(3 to 12mA)
50 to 120°C 190 000 s

Table 4.1: Table showing the different stress conditions, STMicroelectronics stresses are per-
formed at 125°C while IMS ones are performed at ambient temperature. Colors are used to sort
the different stress conditions.

compared to the IMS ones. For different stress times, the device electrical characteristics is
monitored with a forward Gummel (FG) plot. The transistor degradation can be observed
without any degradation, as no avalanche current is generated at VCB = 0V .

The corresponding base and collector currents as a function of VBE for different stress
conditions (Table 4.1) are plotted in Figure 4.4, 4.5a and 4.5b for different aging times.
Here, it can be observed that the base current at low VBE increases while the collector
current shows no significant variation. Furthermore, for long stress time, the saturation of
the base current degradation is shown. This particular degradation signature of advanced
SiGe HBTs is well known in the literature as already reported in [115, 134, 130, 129].

Additionally, Figure 4.4 shows that for the highest junction temperature (500K), the
transistor degradation is almost instantaneous (10s). However, the base current at low
VBE saturates at lower values (see also section 4.3).

The impact on DC characteristic is therefore critical for transistors that require a high
gain as observed in Figure 4.5c, the β peak value lose 20% after 122h of aging stress.
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Figure 4.4: Gummel plot aging results for different stress conditions. The corresponding simu-
lated output IC(VCB) for different IE = [1 : 37mA] is plotted in the center of the figure showing
the different stress conditions shown Table 4.1. The corresponding junction temperature (calcu-
lated) as a function of VCB is also represented.
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Figure 4.5: (a) Base and (b) collector currents and (c) current gain β as a function of VBE for
different stress time

4.2.2 Impact on AC characteristics

The degradation of the RF performance can be observed through the monitoring of the
S parameters. S parameters are measured by first making a SOLT (Short-Open-Load-
Thru) calibration. It allows to move the reference plane from the probes to the device
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itself. Additionally, another step to make accurate high-frequency measurements is to use
short and open de-embedding structures [17, 135]. These structures allow to suppress the
transistor parasitic elements from the S parameters measurements and subsequently the
reference plane can be moved down to the transistor itself (bellow the eight metal layers).
Here, measurements are done up to 69 GHz at -33dBm. More particularly, two major
FoM need to be explored: fT and fMAX . When devices are submitted to aging test, the
most difficult steps are about:

• Keeping the same calibration for a long stress time. Indeed, the calibration deviates
along the time: for more than two days, calibration needs to be redone due to the
measurement setup variations (temperature, cable movements, probes, bench ...).

• Keeping the same contact with the probes.

The aging test results are presented in Figure 4.6a, 4.6b and 4.6c for the initial and after
a stress of VCB = 2.0V and IE = 4mA for a 4.5h. On this figures, it can be observed that
while the base current at low VBE is impacted by the stress test as presented before, no
impact on the fT and the fMAX can be reported. In fact, changing the base current at
low injection modifies only the transistor gain but not the RF performance which rely on
the capacitance, the resistances and the transit time (the small variation on the fT is due
to the contact shift with time) confirming the literature results [136].

Many circuits such as VCO or mixers require low noise levels, and HBTs are often used
for such designs. Due to the modification of the emitter-base spacer surface interface, the
low frequency noise (which is often seen as an indicator of the quality and reliability
of HBTs) is also modified by the aging tests as illustrated in [129, 137, 138, 139, 33].
In [137, 138, 139, 33, 140] is mainly illustrated that the low frequency noise (LFN) is
impacted by the increase of the base recombination current. Every single defect created
will generate an additional noise that will contribute to the LFN . Therefore, while no
significant modification of the base and collector current are perceptible at first order high
current measurement, it is required to better understand the degradation mechanisms
occurring inside SiGe HBTs.
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Figure 4.6: (a) Forward Gummel plot results (b) Transit frequency results fT (c) Maximum
frequency fmax comparing a transistor at the initial time and after a stress of VCB = 2.0V and
IE = 4mA for a 4.5h.

4.2.3 Model parameter associated with the degradation

mechanism

The compact model parameter modified with the transistor degradation need to be find.
For that purpose, the base current degradation over the time is characterized with different
emitter area and perimeter. The base current can be defined by the following equation
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Figure 4.7: (a) Area part of the base current extracted from the intercept of Figure 4.7c as
a function of the VBE for two different stress times. (b) Peripheral part of the base current
extracted from the slope of Figure 4.7c as a function of the VBE for two different stress times.
(c) Base current normalized by the area measured at VBE = 0.6V as a function of the ratio
P/A for two stress times for HS transistors. Stress conditions: T = 125◦C, VCB = 1.5V ,
JE = 17.1mA/µm2.

which is commonly used in compact models:

IB = AEJBA + PEJBP (4.2)
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WE (µm) LE (µm) PE0/AE0 (µm−1) JEstress (mA/µm−1) VCBstress (V ) Tstress (◦C)
0.2 5.56 20.41 17.1 1.5 125
0.3 5.56 10.93 17.1 1.5 125
0.42 5.56 7.12 17.1 1.5 125

Table 4.2: SiGe HBT drawn geometries under aging test and associated stress conditions (similar
emitter current density)

IB
AE

= JBA + PE
AE

JBP (4.3)

where JBA is the area part of the base current and JBP the peripheral part base current.
The Figure 4.7c shows the base current normalized by the area using different transistor
geometries as presented in the Table 4.2 (LE = 5.56µm and WE = 0.2, 0.3, 0.42µm).
When the ratio PE/AE tends to zero, the corresponding current density gives the area
part of the base current (JBA). Its slope gives the peripheral part base current (JBP ) as
expressed by (4.2). The corresponding extracted JBP and JBA are shown in Figure 4.7a
and 4.7b as a function of the VBE. Here, the area part of the base current is not modified
during the stress. On the contrary, the peripheral part is slightly modified at relatively
low VBE. These current-voltage characteristics can be modeled by the following equations
including a recombination and an ideal diode current contributions:

JBA = JREiexp
(

VBE
MREiVT

)
+ JBEiexp

(
VBE

MBEiVT

)
(4.4)

JBP = JREpexp

(
VBE

MREpVT

)
+ JBEpexp

(
VBE

MBEpVT

)
(4.5)

Thus, the area and peripheral base recombination currents, JREi and JREp are ex-
tracted from (4.4) and (4.5). Note that at t = 0s, it is not possible to discriminate the
area and the peripheral parts of the base recombination current. Essentially, from Fig-
ure 4.7c, we can conclude that the area part of the base current is not affected when
submitting the transistor to mixed-mode stress, on the contrary of the peripheral base
current shown in Figure 4.7b. It follows that only the peripheral recombination base
current value, JREp, is modified during the mixed mode stress. Hereafter, the peripheral
base recombination current will be named IREPS (model parameter name in the HICUM
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model) and will be extracted at sufficiently low current typically (VBE < 0.7V ) on the
base current as function of VBE at VCB = 0V .

4.3 Physical explanation

4.3.1 Degradation location

Since the SiGe HBT bias stress conditions (VCB = 1.5V , JE = 8mA/µm2, T = 25◦C)
are chosen above BVCEO, the investigated failure mechanism likely originates from hot
carriers. Modern HBTs require an annealing step while creating Si−SiO2 interface. This
is due to the amorphous nature of the silicon dioxide used for the spacer. The structural
disorder at the interface between Si and SiO2 results in dangling bonds. Figure 4.8a
shows a TCAD structure with a zoom at the EB spacer interface. These dangling bonds
are electrically active and can capture charge carriers. To avoid this particular restrictive
behavior, it is require to passivate them. Thus, hydrogen species are intentionally incor-
porated in the device in order to reduce the current leakage due to Shockley-Read-Hall
(SRH). Hydrogen terminates these dangling bonds, thereby forming passive Si–H bonds.

Those Si−H bonds feature a particularly low energy (an energy threshold of 2.3eV
for the trap creation[121]) in comparison to Si − O2 bonds (3.1eV[121]). The rate at
which bonds break is determined by the chemical interaction between carriers and the
passivated Si-H bond at the oxide interface. While the carrier energy transferred directly
to the H atom is not sufficient for its release, bond breakage occurs when a bonding
electron is excited to the transport state thereby inducing a repulsive force that detaches
the hydrogen atom. The remaining Si dangling bond acts as interface trap while the H
released from the bond diffuses away from the interface or fill an existing trap. Therefore,
the interface-trap density, NT , increases with the net rate of reaction. Such traps at the
emitter-base spacer oxide interface produce an excess non-ideal base current in the forward
operating mode via trap-assisted SRH recombination, thus degrading current gain in the
device long-term operation [28, 128, 130, 115, 141, 142].

Moreover, to confirm the location of the degradation mechanism, TCAD simulations
have been performed using Sentaurus Device simulation [70]. The structure used is shown
in Figure 4.8a. For this TCAD application, a trap density is added at the EB spacer inter-
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(a)

(b)

(c)

Figure 4.8: Sketch of a TCAD structure (shown in Figure 2.7 with the location of the EB spacer
and the STI) corresponding to the TEM picture (Figure 1.1 [18]) with a zoom at the EB spacer
interface showing (a) the HCD mechanism and the hydrogen diffusion, (b) the current flow
showing the critical degradation point for VCB = 4V and VBE = 0.8V , (c) the impact of a high
temperature to the hydrogen diffusion
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Figure 4.9: TCAD Structure zoom showing the EB spacer interface where has been added an
additional trap density to reproduce the damages associated with hot carriers subsequent to the
impact ionization occurring at the BC junction.

(a) (b)

Figure 4.10: (a) Base and collector current as a function of VBE showing the TCAD results for
different trap density values at the EB spacer interface (lines, NT is cm−2) and measurements
(symbols) before and after 122h under the stress condition (VCB = 1.5V , IE = 8mA, T = 25◦C).
(b) Reverse Gummel plot measurement showing the IB, IC as a function of VCB for VBE = 0V
comparing the results before (red) and after (blue) a mixed-mode stress [VCB = 2.7V, IE =
20mA].

face as presented in Figure 4.9. The TCAD electrical simulation results (lines) are shown
in Figure 4.10a and compared with aging measurements for two stress times (symbols).
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It is clear that changing the trap density at the EB spacer interface increases in the same
way the base current at low VBE while no change is observed on the collector current.
Thereby confirming that the degradation of the EB spacer oxide interface leads to an
increase of the leakage current.

Additionally, Figure 4.8b shows the flow of holes created by impact ionization (hot
carriers) at VCB = 3.0V and VBE = 0.8V . This schematic figure coincides with TCAD
simulation results. Due to the high VCB value, the avalanche current flows out of the base
(the emitter-junction reverse bias avoid holes from reaching the EB junction). As the
location of the impact ionization generated holes is close to the EB spacer interface, holes
can easily reach its interface with sufficient energy and therefore contribute to the HCD
mechanism. Those hot carriers can also reach the Shallow Trench Isolation (STI) due
to the hole flow direction observed Figure 4.8b. The avalanche current path causes the
fact that the STI interface will be more deteriorated by the hot carrier than the spacer
. However, in forward regime, most of the current flows close to the EB spacer. On
the contrary, the STI degradation signature can be mainly observed in reverse mode as
observed in Figure 4.10b. This figure shows a degradation of a reverse Gummel plot at
low VCB, further confirming the degradation of the STI while operating a mixed mode
stress. Therefore, most the degradation shown in Figure 4.10a comes from the EB spacer
interface trap creation. On the following section, we will concentrate only on the EB
spacer due to its impact on the forward regime, the commonly used regime in circuit
applications. Moreover, reverse biases are forbidden in the design rules.

Furthermore, due to the avalanche current flow direction, the main degradation site
for this HBT structure is close to the spacer corner as presented in Figure 4.8b.

When the corner interface has been fully degraded, the aging rate will be reduced
due to the probability of creating further traps at the interface decrease. This particular
mechanism has been observed in [130, 142] that attributes that mechanism to generation-
recombination mechanism leading in fine to a saturation of the number of interface Si−H
that can be broken. Actually, both mechanism leads to a reduction of the number of
generated traps.
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Figure 4.11: Collector current as a function of VCB for different IE. This figure highlights
different transistor junction temperatures, the pinch-in zone and the aging stress conditions.

Figure 4.12: IREPS as a function of the stress time for different aging conditions. The plots are
sorted with increasing impact ionization current.

4.3.2 Impact-ionization and self-heating interactions

As observed in Figures 4.8a, 4.8b and 4.8c, the HCD is mainly related to the impact
ionization mechanism (hot carrier creation at the BC junction). The higher the avalanche
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VCB stress IE stress IAV L Junction temperature
1.5 100µA 1.8µA 26°C
2.4 100µA 24µA 28°C
2 200µA 17µA 28°C
2 500µA 35µA 33°C
2 1mA 83µA 38°C
2 2mA 148µA 50°C
2.7 20mA 1.17mA 325°C

Table 4.3: Stress conditions of the results shown in Figure 4.12. Additionally it shows the
junction temperature and the extracted avalanche current from HICUM.

current is, the more significant the HCD will be.

On another hand, increasing the avalanche will leads to higher junction temperatures
leading in fine to a faster saturation of the recombination current. A high junction tem-
perature leads to self-annealing process and thus a saturation of the number of traps that
can be generated [128, 32, 144, 96]. At sufficiently high junction temperature (in mixed
mode it is actually the case as shown in the Table 4.1), hydrogen atoms that have already
diffused away from the EB spacer interface can be used to passivate again the interface
defects, therefore leading to a permanent passivation-depassivation mechanism as shown
in Figure 4.8c and observed in [133, 136, 145]. In fact, the temperature increases the
hydrogen diffusion velocity. Additionally, an intensify annealing process is perceptible at
high temperature due to the silicon lattice configuration allowing easier hydrogen passi-
vation and to the annealing probability increase. Defects can be therefore healed as long
as hydrogen as not diffused far from the interface.

Figure 4.11 shows the collector current measurement as a function of the VCB for
different IE. Different stress conditions (symbols) at which the transistor has been sub-
mitted and different junction temperatures are also summarized in the Table 4.3. Figure
4.12 displays the IREPS parameter evolution as a function of the time for the different
stress conditions. The five first plots show a similar evolution while increasing the impact
ionization stress current after a various stress times (same IREPS slope). However, some
discrepancies are observed:

• For the [VCB = 2.4V, IE = 0.1mA] stress (Tj = 28°C), the saturation value is
higher than for the stress [VCB = 2.0V, IE = 0.5mA] . It can be explained through
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Figure 4.13: Gummel plot measurement (IC , IB as a function of VBE), showing the degradation
of the base current after [VBE = 0.8V, VCE = 3.5V ] stress and after 24h storage at 200°C.

the higher VCB changing the hot carrier path reaching more easily the EB spacer
interface for high voltage values (current crowding, leading to avalanche current
localized closer to the spacer).

• For the [VCB = 2.0V, IE = 2mA] stress (Tj = 50°C), the slope decrease for t > 0.2h,
in comparison with the IE = 1mA stress condition.

• For the [VCB = 2.7V, IE = 20mA] stress (Tj = 325°C), the recombination saturates
after only 0.1h (zero slope) at a lower value compared to other cases with lower
IAV L.

These two last points illustrate clearly the impact of high junction temperatures. Such
temperatures lead to a lower number of effective traps due to the permanent passivation-
depassivation mechanism.

Additionally, a very high avalanche current (such as in the snapback region) at rel-
atively low junction temperatures another mechanism can be observed. As observed in
Figure 4.13, with very high stresses such as the one used, no recovery is observed. The
spacer has been permanently degraded and no hydrogen passivation can be seen as most
of the hydrogen have diffused away from the spacer interface. On the contrary, it has
been observed in [133] that with “soft” stresses, as hydrogen has not diffused outside the
spacer, a 200°C storage of an aged device will lead to annealing and recovery properties.
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Figure 4.14: Different spacer geometries for different HBT technology (a) STMicroelectronics,
(b) Infineon, (c) IHP. (d) Is also represented a 3D general representation of the spacer showing
the three main spacer dimensions: the height hspacer, the width wspacer and the emitter length
LE. (e) The 3D spacer is also rotated to clearly understand the main degradation location.

Here, it can be concluded that the avalanche current value modifies the IREPS slope
at low stress times (interface trap creation at the EB spacer corner) and at higher values
(interface trap creation over the entire spacer). Additionally, the more IAV L is increased,
the higher the degradation site will be. Increasing the avalanche current, increase the
probability of trap creation at the spacer interface, and even more in the corners, increas-
ing the degradation location size. In a similar way, the junction temperature plays an
important role in the number of traps at the interface as it counteracts the trap creation.

This is why, on the measured electrical characteristics, IB at low current is impacted
by the trap density so as the LFN (due to the defect number increase) and saturates for
a long stress time. Note that mixed-mode stress (with a high junction temperature) will
result in a less important degradation than in a forward stress at high VCB.

4.3.3 Spacer morphology consideration

Figure 4.14 presents a comparison of different spacer geometries. A generic approxima-
tion of the different spacer geometry is introduced on the 3D spacer figure showing the
main degradation location at the spacer corner interface. Changing the spacer geometry
modifies the recombination final saturation value for similar stress tests as presented in
the three technology displayed in [146].
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Figure 4.15: Extracted HICUM parameter IREPS as a function of the stress time for different
aging conditions and for two different geometries. The plots are sorted with increasing impact
ionization current and colors are coupled for a same JE.

Device name n° VCB stress IE stress IAV L JAV L = IAV L/wC

1 1.5V 180µA 3.2µA 1.2µA
NS122A100 2 2.4V 180µA 45µA 17µA
WE = 0.2µm 3 2V 900µA 67µA 26µA
LE = 10µm 4 2V 1.8mA 150µA 59µA

5 2V 3.6mA 298µA 112µA
1 1.5V 360µA 7.1µA 1.3µA

NS122A200 2 2.4V 360µA 57µA 10µA
WE = 0.2µm 3 2V 1.8mA 150µA 28µA
LE = 20µm 4 2V 3.6mA 285µA 53µA

5 2V 7.2mA 513µA 96µA

Table 4.4: Stress conditions for two different geometries (NS122A100: 0.2 × 10µm2 and
NS122A200: 0.2 × 20µm2) . The corresponding avalanche current and density are also shown.
This density is calculated through wC , the width of the collector (larger than the emitter width).

Furthermore, modifying the emitter length allows to change the spacer geometry on
a same bipolar technology. A comparison of stress tests between two different spacer
geometries (WE = 0.2µm and LE = 10/20µm) is presented in Figure 4.15. The stress
conditions and the corresponding avalanche current and density are shown in Table 4.4.
Here, it can be noted that for all the stresses the IREPS evolution features the same trend.
Additionally, some discrepancies between the two geometries can be observed. In fact, the
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small variations of the different curves are due to the variation of the avalanche current
for both geometries. The avalanche current is similar for the stress n°1,3, the evolution
is identical due to the same IAV L value. For the stress n°5, the avalanche current is
lower in the case of the NS122A200 but the IREPS value is bigger. This is due this time
to the thermal resistance reduction with the geometry (RTH = 1.2kW/K compared to
2.3kW/K for NS122A200). This leads to lower junction temperatures, inducing a higher
IREPS value.

Thus, the degradation is related to the spacer geometry for a given stress condition.
We can also observe that for very thin spacers, the degradation will faster saturate (less
diffusion). Moreover, as presented for IHP HBT technology, the saturation follows a low
slope value in comparison to STMicroelectronics aging tests. This is due to the IHP
interdigitated transistor structure that increase the total spacer area.

Improving the avalanche current model accuracy as presented in Chapter 2 provides
a more predictive hot carrier creation in the mixed mode region. It supports for example
the fact that the aging rate is decrease at high current density as shown in [95, 132]. These
papers show the full picture of the aging rate over wide stress conditions. Therefore, to
account for the full picture of the degradation mechanisms presented before and subse-
quently evaluate the transistor lifetime over years of operation, a physical model will be
developed in the next section.

4.4 Hot Carrier Degradation compact model

In order to evaluate the lifetime of a transistor or a circuit, electrical compact model is
the best solution in term of efficiency and accuracy. In fact, using physical finite element
based simulator like TCAD, as shown previously, drastically increase the run-time, which
will not be pertinent for a circuit simulation with more than a hundred transistors. On the
contrary, purely empirical solutions such as previously developed in [133, 147, 148, 149]
provides basic equations that were accurate enough for a single device (but not sufficient
to account for the geometry dependence) and were not dependent of the stress applied.
Moreover, in [133, 145], an expression of the degradation of the base recombination current
over the time have been presented. It shows a dependence of the stress conditions (IE,
VCB, T , tstress) and has been used since for the reliability studies of STMicroelectronics.
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However, this equation is purely empirical and does not capture the full picture of the
HCD. Hence, the development of a physical based hot carrier degradation compact model
for HBTs is further required.

The HCD has been already deeply analyzed for MOS transistors because of the fast
trapping/detrapping mechanism that leads to quick degradation of the mobility and the
threshold voltage. In fact, due to their thin gate oxide and subsequently their very high
electric field under the gate, the electrical characteristics are changed by both charge
trapping in preexisting traps and new interface state creation. The Reaction Diffusion
(RD) theory has already proves its usefulness for MOS transistors [150] and is also suitable
for SiGe HBTs HCD mechanism considering minor spontaneous recovery. Indeed, for SiGe
HBTs, interface traps are mainly cured by annealing. Therefore, an analytical solution
of the RD model has recently been implemented into a compact model which catches
the degradation of the base current along the stress time [142]. This solution is quite
suitable for DC stress tests, but lack of accuracy while performing dynamic stress due to
its non-time invariance.

Figure 4.16 shows the peripheral base recombination current (IREPS) evolution along
the stress time switching to a lower stress condition between t = 2.5h and t = 5h. Also,
this figure compares the model presented in [142] with a time invariant model as observed
in [146]. The dashed-lines represent the degradation for the two different stress tests. The
non-dynamic model (red lines) is not continuous from stress 1 to stress 2 and does not
account for the previous degradation. Leading in one case, to pure degradation while, on
the other case, recovery is expected during stress 2 after the transistor degradation.

4.4.1 Reaction-Diffusion model

Hence, it is useful to develop an aging compact model based on the Reaction-Diffusion
phenomenon which can reproduce the dynamic behavior of the EB spacer degradation.

The reaction part of the model is localized at the spacer oxide interface and inter-
prets the reaction of Si-H bonds through the dissociation and annihilation of traps. The
diffusion part interprets, on the other side, the transport of the hydrogen along the sil-
icon dioxide. This model is based on the Jeppson and Svensson model considering the
hydrogen dissociation reaction
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Figure 4.16: Simulated base recombination current as a function of the time for the stress con-
ditions: VCB = 2V , VBE = 0.85V (stress 1) and VCB = 1.5V , VBE = 0.85V (stress 2) at an
ambient temperature comparing a time-invariant model and the previous implemented version
in [142].

Si3 ≡ Si−H + Y 
 Si3 ≡ Si+ +X (4.6)

where Y represents a chemical particle that will interact with the passivated hydrogen
and X is the specie that diffuses away from the interface as presented in Figure 4.8a.

The description of the interface trap density NT is expressed as a function of the
generation trap rate gT (t) and is given by [151],

gT (t) = KF (NF −NT (t))−KRNT (t)NH(0, t) (4.7)

where KF is the Si−H bond dissociation rate (generation of traps), KR is the backward
reaction or trap annealing rate, NF is the initial (t = 0) concentration of Si −H bonds
and NH(x, t) is the volumetric density of hydrogen at distance x of the Si/SiO2 interface.
Moreover, as the generated traps does not move away from the interface, every Si bond
is associated with a free hydrogen. Thus,

gT (t) = dNT

dt
(4.8)

The flow of hydrogen at the interface is linked to the trap generation as gT = ΦH(0, t).
Along the spacer oxide, the hydrogen flow is related to its density by the Fick’s law
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[152, 153] of diffusion:

ΦH(x, t) = −DH
∂NH(x, t)

∂x
(4.9)

where DH is the hydrogen diffusion constant. Adding the conservation law of hydrogen
when x > 0, the second Fick’s law [152, 153] can be written

∂NH

∂t
−DH

∂2NH

∂x2 = 0 (4.10)

The trap generation equations (dissociation and annihilation part) can be directly
embedded into a VerilogA as presented in a previous work [142]. The associated aging
sub-circuit presented in Figure 4.17 includes the relationships between gT (t), ΦH(0, t),
NT (t) and NH(0, t) as expressed in equation (4.7) and (4.8). In these equations, KR

and KF act as input model parameters while NT (the generated number of traps) is the
output.

4.4.2 Compact model implementation

Additionally, an analogy can be settled between electrical and physical parameters of the
trap creation. Here, the coefficients KR and KF are represented by KR,I and KF,i and NF

by IF (final value of the peripheral recombination base current). However, the diffusion
equations (4.9)(4.10) cannot be directly implemented in a compact models. Toward a
VerilogA formulation, a proper implementation of the RD model need to be performed.
The reaction part can be directly embedded inside HICUM through the recombination
current parameter IREPS featuring a similar evolution as the trap density NT . A new
compact model structure is then introduced to reproduce the reaction and diffusion model
as shown in Figure 4.17. Equations (4.7) and (4.8) can be directly embedded in a VerilogA
model, resulting in relations between gT (t), ΦH(0, t), NT (t) and NH(0, t). This part of
the model interacts with the electrical part of the model through KF and KR as inputs,
and through the trap density NT (t) as an output.

In order to simulate the diffusion in a Spice-like circuit simulator, the diffusion equiv-
alent model must be organized around a limited set of nodes or variables. Moreover, the
model have to include the dynamic relationship between the hydrogen flow and the trap
density (through the admittance part presented previously). To obtain a time-invariant
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Figure 4.17: Organization of the R-D and Diffusion model implementation.

model, the time must not appear explicitly in the equations but only in time derivatives.
The distributed partial derivative equations are forbidden in compact model as space
derivation is not possible. They will be replaced by a finite set of first order differential
equation equivalent to a resistor-capacitor (R-C) network as presented in Figure 4.18.
As the diffusion is considered as a one dimension mechanism according to the spacer ge-
ometry, a “memory” structure such as a R-C ladder network is introduced to reproduce
the hydrogen diffusion flow. A similar network is used to model the thermal diffusion
[154, 155, 156]. This diffusion network features N resistors and N capacitors followed by
an optional terminal resistor (G) as observed in Figure 4.18. In this equivalent circuit,
the point D0 corresponds, as presented in Figure 4.17, to the beginning of the diffusion
sub-circuit (at the base-emitter spacer interface). The diffusion model resistances/capac-
itors are defined with the two following geometric laws, Rn = R1α

n−1
R and Cn = C1α

n−1
C

for n ∈ [0 : N ]. This sequence can be identified to a finite difference approximation along
the x axis, considering a geometrically increasing sequence of x. As only one dimension
of the system is considered, both sequence must have the same ratio αR = αC .

In this particular model, electrical and physical parameters can be identified :

• The voltage at the node n correspond to the density of hydrogen NH at a certain
distance x from the base-emitter spacer interface.

• The current at the node n represents a flow, and therefore, represents in our case
the hydrogen flow

• The created trap number (NT ) is represented through the voltage at the node T.
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Figure 4.18: R-C ladder network representing Hydrogen diffusion model

Nevertheless, there is no need to implement the complete equations but only to identify
the relationship between NH(0, t) and ΦH(0, t) [156]. Moreover, the diffusion equations
are linear and time-invariant. Thus, taking the Fourier transform of (4.9),

∂2ÑH(x, f)
∂x2 − j 2πf

DH

ÑH(x, f) = 0 (4.11)

where ÑH(x, f) represents the Fourier transform of NH(x, t). The general solution of
this equation follows:

ÑH(x, f) = AHexp(αx) +BHexp(−αx) (4.12)

with α = (1 + j)
√

πf
DH

. The two coefficients AH and BH can be determined from the
limit conditions at the interface and at the end of the oxide (x = L). Considering the
Fick’s law in the frequency domain, the following relationships can be obtained


ÑH(0, f) = AH +BH

φ̃H(0, f) = −(1 + j)
√
π f DH(AH −BH)

(4.13)


ÑH(L, f) = AHexp(αL) +BHexp(−αL)

φ̃H(L, f) = −(1 + j)
√
π f DH(AHexp(αL) +BHexp(−αL))

(4.14)

Depending on how the hydrogen behave at the limit conditions, AH and BH can be
expressed [156]. At the second interface of the spacer,

• If the hydrogen cannot cross the interface (H barrier) then, the hydrogen will remains
inside the spacer, and then, φH(L, t) = 0.

• If the hydrogen can cross the interface (H open space), then, the hydrogen will leave
the oxide and, NH(L, t) = 0.

117



Chapter 4. Failure mechanisms occurring in SiGe HBTs and compact model of hot
carrier degradation

0.01

0.1

1

10

100

1000

Y
/Y

0

0

45

90

10
-2

10
-1

10
0

10
1

10
2

10
3

10
4

10
5

a
rg

(Y
) 

[°
]

f/f0

H free

Semi-infinite

H barrier

G=0

G=1/RN

G=100/RN

f1/f0

fN/f0

Figure 4.19: Bode-like representation of normalized "Admittance" Ỹ (f)/Ỹ (f0) of diffusion
through oxide for the theoretical model (symbols, three cases according to second interface proper-
ties) and for the RC-ladder (lines) model for αR = 3 and N = 5; Arrows indicating the domain
of validity.

• The last case considers a very thick oxide (L→∞). This case is unrealistic in the
case of STMicroelectronics’ spacers, as the spacer length is close to 40nm.

The three assumptions above can be unified through an admittance defined as ỸH(0, f) =
Φ̃H(0, f)/ÑH(0, f) which represents the different diffusion properties effect seen from the
spacer interface[156]. Figure 4.19 shows a normalized Bode-diagram of the admittance
results as a function of the frequency for the different assumptions regarding the hydrogen
at the spacer limit. The normalized quantities are defined as f0 = DH

2πL2 and Y0 = DH

L
. This

plot shows the different behaviors at low frequency (f < f0) as, the equation accounting
for the hydrogen barrier acts as a capacitor, while the open interface acts as a resistor
(zero slope at low frequency).

Finally, the model can be summarized as,

• The trap creation at the EB spacer interface calculated through its description
equation (4.7).

• The diffusion of the hydrogen along the stress time through an RC network imple-
mented thanks to the previous description.
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Figure 4.20: Hydrogen diffusion for a five cell RC network on a simple rectangle spacer case.

G is chosen thanks to Figure 4.19. It corresponds the long term behavior (low frequency)
and the nature of the second interface. In fact, as presented in Figure 4.19, the three
G values enable an accurate description of the three hydrogen diffusion cases at low
frequencies.

Additionally, the resistance and capacitor of this network can be assessed through the
hydrogen diffusion coefficient DH and the time constant of the RC network (τH) [156] as,


RH =

√
τH/DH

CH = DHRH

(4.15)

where RH and CH represent the first pole resistance/capacitance value. These RC
network parameters can also be assessed through the spacer geometry (hspacer, wspacer)
shown in Figure 4.14. The capacitors of this network describe the height of diffusion of
each RC pole as observed in Figure 4.20. Moreover, as most of the degradation occurs close
to the spacer corner, it is assumed that most of the hydrogen diffusion follows a unilateral
direction. As shown in Figure 4.20, is assumed that the spacer can be considered as a
rectangle. These assumptions allow to calculate the capacitance value as a function of
the number of cells as

hspacer = CH
N−1∑
k=0

α k
C = CH

1− α N
C

1− αC
(4.16)
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Name Description Unit
KF Trap generation rate [s−1]
KR Diffusion generation rate [cm.A−1s−1]
IF Total number of breakable bonds [A]
DH Diffusion constant of hydrogen atoms [cm2s−1]
hspacer Spacer height [cm]
ATSF Accelerating parameter −

Table 4.5: Aging model parameter description

Therefore, the capacitor CH is expressed as a function of the spacer geometry. More-
over, as the parameter αC = αR is a constant for a given technology, the capacitance
features a constant value. The resistance value of the RC ladder network can be assessed
through equation 4.15 once knowing DH .

Additionally, in order to describe the thermal behavior of the HCD, the hydrogen
diffusion must be temperature dependent as the diffusion is accelerated with high tem-
peratures. As presented in [146], DH follows an Arrhenius law,

DH = D0 exp(−EA/kTj) (4.17)

where D0 is the hydrogen diffusion constant at the reference temperature (here, ambi-
ent). Besides this equation, the trap annealing rate also increases with the temperature.
Increasing temperature strengthen the probability of hydrogen passivation at the EB
spacer interface. High junction temperatures enable a particular silicon lattice state that
intensifies the annealing process at the interface.

KR = KR0 exp(−EAk/kTj) (4.18)

where KR0 is the annealing trap rate at the reference temperature (ambient).
In order to describe the transistor behavior along hours of stress an additional pa-

rameter is used, ATSF [157, 144]. Typically the different time constant of the model
(resistances and capacitances) are divided by this factor to reduce the simulation time
down to a few microseconds. This parameter is used as shown in [142, 148] and Appendix
A.

It allows to introduce an aging model as described in the introduction of this chapter.
The different model parameters are also sump up in Table 4.5.
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4.5 Parameter extraction

In order to accurately simulate this aging model, a proper extraction flow is required.
First of all, while doing aging simulation, the ATSF factor value need to be assessed. It
can be calculated through the simulation time and the total stress time required for the
simulation. For example, for a simulation time of 10µs and a total stress time of 1000h,
the ATSF value will be of 3.6 × 1011 (stress time is equal to the simulation time times
the ATSF value). Note that, a proper simulation time (1µs) is required to accurately
describe the transistor transient behavior (SH stabilize in a few hundred of ns).

Furthermore, the extraction flow can be separated through the interface trap creation,
the annealing and the hydrogen diffusion parameters.

4.5.1 Interface trap creation parameters

The first parameters that need to be extracted regarding this aging model implemented
in the HICUM VerilogA are the interface trap creation parameters: KF and NF .

NF the total number of breakable bonds Si−H. The corresponding electrical value, IF
can be extracted after a long stress time reaching the saturation of the number of breakable
bonds at the oxide interface. In order to properly extract its value, the stressed junction
temperature during the stress must be 25◦C to avoid high temperature stresses which
will lead, as presented in the previous section, to a passivation-depassivation mechanism
leading to a lower saturation of the IREPS value.

KF represents the trap generation rate in [s−1] and is extracted for low stress times.
As a matter of fact, for low stress times, only the creation of traps at the interface is
characterized. As shown in Figure 4.21b, after five seconds, the slope of IREPS changes
along the stress time due to the hydrogen diffusion and annealing process. The change in
the IREPS slope has been summarized in [158] for MOS transistor which illustrates nicely
the different phases of the reaction-diffusion model. The KF value is therefore extracted
by simply dividing the slope shown in Figure 4.21b with the final value of IREPS, IF .
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Figure 4.21: (a) IREPS as a function of the stress time in hours showing the trap generation
rate extraction at low stress time.

4.5.2 Recovery parameters

The trap annealing rate KR is temperature dependent as presented in section 4.4. KR

follows an Arrhenius law (equation (4.18)) andKR0 and EAk are extracted through several
temperatures as presented in [146]. The activation energy EAk is a constant of a technology
and does not depend of the geometry of the spacer. Moreover, Figure 4.22 shows a
simulation of the IREPS evolution as a function of the stress time (stress voltage changed
for t = [25 : 50h]) for different KR values. Reducing the KR modify the entire behavior of
the model: while a negative slope on the low stress is depicted for KR = 1012cmA−1s−1,
it is not the case for KR = 106cmA−1s−1. Therefore, KR is extracted fitting the IREPS(t)
curve knowing that KR impacts the final value IF so as the annealing.

4.5.3 Hydrogen diffusion parameters

The number of nodes of the RC ladder network increases the accuracy for very long
stress times. The network cell number has been set to five as this configuration gives
the accuracy and complexity optimum. αR and αC are defined as parameter related
to hydrogen diffusion that is modeled through the RC ladder network. Their value is
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Figure 4.22: IREPS simulated as function of the stress time for different KR values. In dash
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equal to 4 in the presented work. Furthermore, the hydrogen diffusion coefficient DH

is temperature dependent as depicted in the previous section. D0 and EA are extracted
looking at the diffusion coefficient for different junction temperature as presented in [146].

The capacitance CH value is directly extracted from the spacer height hspacer (4.16).
The resistance RH value is further extracted from the value of the diffusion coefficient
4.15. Both parameters are modified only according to the spacer geometry.

4.6 Simulation results

4.6.1 Transistor level

The aging model presented in the previous section has been implemented inside the
HICUM model.

The IREPS evolution as a function pf time is the best way to evaluate the aging model
accuracy . For every single measurement shown hereafter, the IREPS value is extracted
from a Gummel plot at VCB = 0V . The parameter value is determined with an optimized
loop in the VBE range from 0.4 to 0.6V .

As observed in Figure 4.23a, 4.23b and 4.23c the model accuracy is in excellent agree-
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Figure 4.23: Aging model simulation for the stress IE = 8mA, VCB = 1.5V , T = 25◦C results
showing (a) the IREPS degradation evolution over the time ; (b) the base current evolution for
VBE = 0.5, 0.6V at VCB = 0V ; (c) the base current as a function of VBE for different stress
time, the color code indicate the stress time.

ment with the measurements over a wide range of stress test times. As shown on these
figures, after 105s, the IREPS slope changes as most of the degradation at the EB spacer
corner already occurred.

In order to fully capture the importance of a such aging model, new measurement
methods have been investigated. In Figure 4.24, is presented a comparison between aging
measurements and the dynamic model simulation results. Here, the stress is dependent
of time and is changed between t = 17h and t = 35h. Moreover, the stress voltages are
changed in a way that the blue curve has a higher VCB during stress 2 and a lower one
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Figure 4.24: IREPS as a function of the stress time for different stress tests, which is changed
between t = 17h and t = 35h. In blue, VCB = 1.5, 2.2V while in red VCB = 1.6, 2.1V with
VBE = 0.85V .

Figure 4.25: Ring oscillator equivalent circuit. In red is represented the equivalent circuit of an
inverter.

during stress 1 compared to the red curve. The model captures well the different stress
phases even at the saturation for t > 50h. Thus, the stress dynamic behavior is well
reproduced over the stress time.

4.6.2 Circuit level

As an overall validation, the aging compact model is set in up for a simple circuit test
vehicle to identify the impact of the aging and validate the model.

In this part, we considered a simple case of a CML ring oscillator as presented in Figure
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4.25. A ring-oscillator is built with an odd number of inverters (2N + 1). The number
of cells sets the global delay of the oscillator circuit. The equivalent circuit of one of this
inverter is shown in red Figure 4.25. It is composed of two bipolar transistors and two
resistances. Transistors bias is realized through a current source at the emitter terminal
connected to a voltage source equals to −VEE. This circuit has two complementary input
and output terminals.

The circuit works as follow : if the input voltage value IN1 is higher than IN2, then
OUT2 = RCI0 and vice versa. It leads to an oscillation behavior. In this work, we choose
21 inverter cells. Depending of the supply current, the propagation time will change. Its
value is defined from the period as Tps = Period/(2(2N + 1)).

In this work, we focused on four different current values, which are also summarized
Figure 4.26:

• 0.9mA (low current value at which the fT peak has been divided by two), the ring
oscillator propagation time is 0.40ns.

• 8mA (collector current corresponding to the fT peak), the ring oscillator propagation
time is 95ps.

• 18mA (high current value at which the fT peak has been divided by two), the ring
oscillator propagation time is 0.26ns.

• 23mA (high current value at which the fT peak has been divided by six), the ring
oscillator propagation time is 0.47ns.

In simulation, an output buffer is also required to monitor the response of the first inverter
over the time which is shown in Figure 4.25 in the green rectangle.

The simulated result of IREPS value featuring the degradation of the output buffer and
the transistor’s inverter for over 270h are presented in Figure 4.27a and 4.27b respectively.

These figures show the IREPS evolution as a function of the stress time for different
current supply values. It can be noticed that the evolution of IREPS degradation follows
a similar trend for each collector current value. Less degradation are observed for the
inverter transistors in comparison to the buffer due to less collector current value.

Moreover, the ring-oscillator input signal is presented in Figure 4.28 for two different
value of IREPS. As shown in this figure, the degradation of the recombination base current
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Figure 4.26: Transit frequency fT as a function of the collector current for 0.2 × 5µm HS
transistor, showing the different biases used for the ring oscillator.

value does not change the overall behavior of the ring oscillator. This ring oscillator is
biased at low voltages leading to almost no degradation as presented in Figure 4.27a and
4.27b. If a higher IREPS value is considered for instance 40fA taking into account the
SOA definition presented previously, then, the period is slightly decreased down to 94.6ps

(a) (b)

Figure 4.27: Ring Oscillator aging simulation results showing the IREPS evolution of (a) the
output buffer transistor and (b) the transistor used inside the inverter as a function of the time
for a total stress time of 270h for different inverter current sources values : 0.9mA, 8mA, 18mA,
23mA.
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Figure 4.28: Inverter (8mA supply current) transistor input voltage characteristic as a function
of the stress time for different stress time : t = 0s (IREPS = 0.17fA) and t = 270h (IREPS =
0.4fA).

for the 8mA current supply (0.5% variation).
We can point out that depending of the circuit and its operation regime, the use of a

such degradation compact model can be important to analyze precisely the transistor un-
der critical stress. Moreover, with a IREPS of 40fA (corresponding to the SOA boundary
defined previously), the base current at the fT peak value have already been increased of
33%, which can cause serious concerns in a circuit environment. Further work is require
to look at the impact on circuit designs after very long stresses.

4.7 Conclusion

To conclude, it has been presented the origin of the degradation mechanism for SiGe
HBTs. The hot carrier created by impact ionization can damage the oxide interface. These
degradation can be observed on two particular sites: at the EB spacer interface and at the
STI interface. The last one does not modify the behavior in forward regime while the first
one increases the base recombination current at low current (SRH). The hydrogen defects
at the spacer interface introduced during the process phase are due to the amorphous
nature of the silicon under the spacer. Those Si-H bonds can be broken due to their low
bond energy leading to the creation of traps and therefore to an additional recombination
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current. The hydrogen can subsequently diffuse inside the spacer. Moreover the hydrogen
atoms can passivate again interface traps with enough energy (probability increased with
a high temperature).

Those mechanisms have been taken into account inside an aging model based on
the reaction diffusion model and adapted for the SiGe HBTs topologies. Introducing
a dynamic compact model allows to describe aging stress according to different stress
conditions over the stress time. This particular feature is important in order to simulate
accurately in the context of circuit designs. Moreover, aging mechanisms are dependent of
the avalanche current supporting the new impact ionization model presented in Chapter
2. The model has been validated for a simple ring oscillator circuit and explains its
degradation over the time.
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CHAPTER 5

General conclusion and outlook

While reaching higher RF dynamic performance, SiGe HBT devices are more and more
approaching their physical limits leading to restricted output power. Accordingly the
transistor modeling has become more complex to take into account additional mechanisms
and/or parasitic elements. Compact model equations of HICUM (L2 v2.34), designed for
earlier process generations, have been demonstrate to loose accuracy close to the break-
down voltages. To satisfy the designer’s requirements, transistors are requested to operate
now beyond the conventional safe-operating-area allowing to increase the available output
power to the cost of the device wear-out mechanisms activation.

Therefore, this thesis tried to answer these issues firstly by a deep study of the HBT
operations beyond the open base breakdown voltage BVCEO. This PhD work has led to
an improved avalanche model for low and high injections up to the BVCBO. A unified for-
mulation has been developed that accounts for the electric field behavior (excepted for the
punch-through case) and the associated impact ionization dependence as a function of the
injection level. It has been shown by comparison with measurements that this avalanche
model significantly improves the simulation accuracy of the base and the collector current
close to and beyond BVCEO. The new model formulation has been compared to different
SiGe HBTs types featuring three epi-layer doping profiles, several geometries, and over
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a wide range of temperatures. This PhD work enhances the HICUM/L2 accuracy for
operation regimes close to the breakdown voltages.

In addition, the electrical boundaries of SiGe HBTs safe and stable operation have been
examined. If these boundaries have been thoroughly theoretically described, for the first
time, this PhD work has investigated them through precise measurements. This investi-
gation was possible thanks to the non-destructive constant collector current measurement
setup allowing to explore a wide biasing range. Measurements up to the breakdown volt-
age as well as close to the high current limit have been carried out. Compared to state of
the art measurements, this methodology allows to show the entire output characteristic
IC(VCE) on a single device. HICUM based simulation results have been compared with
the measurement and show a very good accuracy for voltages close to BVCBO and at very
high currents (up to 60mA/µm2). It has been explained that the transistor electrical
behavior is limited by several destructive mechanisms such as the strong avalanche effect,
the snapback behavior, the pinch-in effect and the self-heating.

A through electrical characterization and analysis of the snapback and the pinch-in
behavior has been performed in order to verify the modeling of these effects in HICUM
compact model. Due to the voltage drops across the series resistances, the snapback
behavior occurs reducing the usable voltage values in a stable regime. Its modeling is
directly embedded in every bipolar model and can be reproduced using a constant voltage
source at the base terminal while sweeping the collector current. Thus, the transistor
operation is expected to refrain from this particular regime to avoid operating conditions
instabilities. In the same way, the pinch-in effect appears in bipolar transistors due
to the distributed nature of the internal base resistance. The voltage drop across this
resistance changes the impact ionization local rate and the associated thermal behavior
which leads to a reduction of the collector current and to high temperatures at high
voltages. The pinch-in effect can be modeled using a base resistance distributed model
(such as HICUM/L4). This model can be coupled with a thermal distributed network to
enhance the model accuracy.

Based on the definition of these mechanisms, a stable operation regime (SOR) has
been defined which specifies the operation boundaries. This new definition will be imple-
mented inside the new STMicroelectronics design rules.
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However, when SiGe HBTs operate close to these SOR borders, failure mechanism
might be activated due to higher voltage and current constraints. An analysis of the
transistor electrical performance degradation is then required. Therefore, the last chap-
ter introduces aging tests performed in mixed mode stress conditions (chosen inside the
SOR but close to its edges). The analysis of the aging test results highlights a failure
mechanism related to the reaction-diffusion theory of hot-carrier degradation. This fail-
ure mechanism has been already reported in other modern SiGe HBT fabricated by other
semiconductor companies. This degradation mechanism is located at the emitter base
(EB) spacer interface and at the STI interface although this later location has a far less
impact.

The degradation occurring at the EB spacer interface originates from the Si − H

bonds at the interface (created during the fabrication process) which are broken when
transferring energy from hot holes. Those carriers originate from impact ionization in
the base-collector space charge region. It has also been theoretically demonstrated that
the junction temperature influences the degradation dynamic behavior through intensified
interface traps passivation.

We have proposed a physical aging compact model formula for modern SiGe HBTs
based on the reaction-diffusion theory of hot-hole degradation and on the differential form
of Fick’s diffusion law. Compared to other bipolar aging models, this model is invariant
along the time, giving the opportunity to accurately model dynamic stress tests. This
aging model has been validated for different stresses, geometries, and HBT processes
confirming its accuracy.

Moreover, this model can be simply embedded inside conventional design tools thanks
to its VerilogA implementation. Such feature, is of highly importance to provide accurate
simulations in the context of circuit designs. This aging mechanism depends on the
avalanche current highlighted in the new impact ionization model presented in Chapter 2.
This thesis work has contributed to enhance the state of the art by improving for dynamic
stresses the aging model developed by the IMS (Integration: from Material to Systems)
laboratory for HBT devices.

As degradation of the current gain inside the SOR is unavoidable because of impact
ionization occurrence, further technology development should be focused on the improve-
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Chapter 5. General conclusion and outlook

ment of the SiGe HBT process steps to develop EB spacer-free transistors (or with reduced
size), decreasing, thus, its impact on the current gain (IB) degradation. Moreover, further
work regarding aging dynamic stress tests are also require to characterize the degradation
behavior in mixed-mode regime for a few hundred nanoseconds (in order to match circuit
operations).
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APPENDIX B

Aging model VerilogA
implementation

The aging model with five cells for the diffusion network is illustrated in Figure B.1. The
associated VerilogA code is shown in Figure B.2 showing the main part of the reaction-
diffusion model.

This code is directly implemented into the HICUM model, it allows to directly assess
the emitter current, the internal base-collector voltage and the avalanche current. An
empirical expression for the KF is also used for its dependence with VCB, JE and JAV L.
This equation has been introduced recently thanks to the improvements of the avalanche
current model improvement. The reaction-diffusion model works as follow:

The reaction at the interface requires first an initial state to calculate the number
of Si − H bonds that will be broken. For that the equation of fage is used. Regarding
the diffusion model, the definition of the current of each node is also needed inside the
model. As presented in Chapter 4, the currents of this network are related to the hydrogen
diffusion. Each RC pole represents a unique part of the spacer. Furthermore, the rela-
tionship between the resistances has been already expressed previously: Cn = ∑n−1

k=0 α
k
C

and Rn = ∑n−1
k=0 α

k
R. Once the diffusion network current node are calculated, the new trap

generation rate can be calculated through fage. Finishing the loop for the state t = 0s.
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Appendix B. Aging model VerilogA implementation
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Figure B.1: Equivalent sub-circuit of the code implemented in Figure B.2

Afterwards, the next stress time uses the previously calculated fage value to assess the
new diffused hydrogen number and so on.

In order to accelerate the simulation time, each capacitance node are divided by ATSF
reducing the time constant of the RC network by the ATSF value (which have been chosen
to match the simulation time and the stress time).

For a BiCMOS 55nm technology from STMicroelectronics, the value of a such model
are summarized below: αR = αC = 0.5, IF = 50fA, KR0 = 1015, ATSF = 109 and
D0 = 10−3.
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// Activation energies into Joules

E0_D = D_E0*1.6e-19; 

E0_K = K_E0*1.6e-19; 

// Calculation of the emitter current density

JE = (IE/AE)*1e3; 

// Temperature laws for KR et DH 

DH = D0*exp(-E0_D/(`P_K*Tdev)); 

KR = KR0*exp(-E0_K/(`P_K*Tdev));

// KF as a function of the bias (IAVL) 

KF_age = CMM*exp(-mu0*VBC)*pow((1/abs(JE)+abs(JE)/JEHC),EF);

// Resistance/Capacitor calculation of the RC ladder network 

C_H = h_spacer*((1-alpha_C)/(1-alpha_C*alpha_C*alpha_C*alpha_C*alpha_C)); 

R_H = C_H/DH;

// Acceleration factor

scale = 1/ATSF; 

// Ladder network 

if (flag_age == 0) begin 

V(br_nt) <+ 0.0; 

end else begin 

if (analysis("tran")) begin 

//Trap Generation 

I(br_nt) <+ -f_age; 

I(br_nt) <+ ddt(V(br_nt))*scale;

//H-diffusion 

I(br_nh) <+ -f_age;

I(br_nh1) <+ V(br_nh1)/R_H; 

I(br_naux1) <+ ddt(C_H*V(br_naux1)*scale);

I(br_nh2) <+ V(br_nh2)/(alpha_R*R_H); 

I(br_naux2) <+ ddt(C_H*alpha_C*V(br_naux2)*scale);

I(br_nh3) <+ V(br_nh3)/(alpha_R*alpha_R*R_H); 

I(br_naux3) <+ ddt(C_H*alpha_C*alpha_C*V(br_naux3)*scale); 

I(br_nh4) <+ V(br_nh4)/(alpha_R*alpha_R*alpha_R*R_H); 

I(br_naux4) <+ ddt(C_H*alpha_C*alpha_C*alpha_C*V(br_naux4)*scale);

I(br_nh5) <+ V(br_nh5)/(alpha_R*alpha_R*alpha_R*alpha_R*R_H); 

I(br_naux5) <+ ddt(C_H*alpha_C*alpha_C*alpha_C*alpha_C*V(br_naux5)*scale); 

I(br_naux5) <+ 1/(alpha_R*alpha_R*alpha_R*alpha_R*R_H)*V(br_naux5);

f_age=KF_age*NF-KF_age*V(br_nt)-KR*V(br_nt)*V(br_nh); 

end else begin 

V(br_nt) <+ 0.0;

end end

Figure B.2: VerilogA Aging model code
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